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Foreword

It is really a pleasure for me to write the foreword for this book, Fundamentals of Grid Computing: Theory, Algorithms and Technologies.

Grid computing is now becoming a very powerful and innovative tool allowing tens of thousands of researchers around the world to perform breakthroughs in their research projects. The most striking example can be seen from the most ambitious research project in the world, the Large Hadron Collider (LHC) giant accelerator at the European center for particle physics (CERN) in Geneva, which is relying completely on grid technology to store, process and analyze its huge volumes of distributed data. Just ten years ago, the LHC computing model was still based on shipping cassettes from one center to another through trucks and planes! This shows the fantastic progress made by grid technology during that time scale, and the maturity reached by these techniques is quite well-reflected in Frédéric Magoulès’s book, which describes in a very clear way the state of the art grid middleware.

This very fast evolution became possible because of a fortunate quadruple coincidence in the early 2000s: the dramatic increase of high speed network links at affordable costs, the existence of a strong scientific community having a desperate need for solving what then seemed an insurmountable challenge in terms of computing g-cycles and data storage, the widespread diffusion of cheap Linux-based clusters and the availability of the grid toolkit, Globus. This fortunate situation led to the development of very ambitious grid production projects both in Europe and in the United States.

The European project enabling grids for e-science (EGEE) has now become a real production infrastructure running 24 hours a day and several million jobs per month thanks to its 250 nodes totaling 100,000 processors and 50 petabytes of storage. More importantly, more than a dozen scientific disciplines are using it for their advanced research work, ranging from particle physics, astronomy, life science, earth science, human sciences, medicine, chemistry, and finance to even art. A recent survey performed at the French national scale among more than 3,000 researchers from all scientific fields showed that the grids are, for the years to come, an essential tool in great complement to supercomputers.

This book shows, in some sense, the way to the future, where next generation middleware such as those described here will replace in the production
infrastructure the more rudimentary ones in use today. Therefore, I am sure that the readers will greatly benefit from this insightful journey in the heart of the grids, a key technology in a very large number of scientific endeavors.

Guy Wormser
CNRS Institut des Grilles, France
Preface

The term “the grid” has emerged in the mid 1990s to denote a proposed distributed computing infrastructure which focuses on large-scale resource sharing, innovative applications, and high performance orientation. The grid concept is motivated by a real and specific problem: the coordinated resource sharing and problem solving of dynamic, multi-institutional, virtual organizations. The sharing is not primarily a file exchange but rather a direct access to computing resources, software, storage devices and other resources, with a necessary, highly controlled sharing rule which defines clearly and carefully what is shared, who is allowed to share and the conditions under which sharing occurs. Over the years, a combination of technology trends and research progress has resulted in an increased focus on grid technology for industry, commerce and business areas. Nowadays, grid technology has evolved toward open grid services architecture, in which a grid provides an extensible set of services.


The main topics considered in the present book include: sharing resources, data replication, data management, fault tolerance, scheduling, broadcasting and load balancing algorithms. The nine chapters of this book are followed by two appendices introducing two types of software written in Java programming language. The first software deals with the implementation of some replications strategies for data replication in the grid. The second software deals with the implementation of a simulator for distributed scheduling in grid environments. These “easy-to-learn, easy-to-use” open source software allow the reader to get familiar with the grid technology covered in the previous chapters.

The various technology presented in this book demonstrates the wide aspects of interest in grid computing, and the many possibilities and venues that exist in the research in this area. We are sure that this interest is only going to further evolve, and that many exciting developments are still awaiting us.

Frédéric Magoulès
Ecole Centrale Paris, France
Warranty
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1.1 Introduction
The term “the grid” has emerged in the mid 1990s to denote a proposed distributed computing infrastructure which focuses on large-scale resource sharing, innovative applications, and high-performance orientation [Foster et al., 2001]. The grid concept is motivated by a real and specific problem – the coordinated resource sharing and problem solving of dynamic, multi-institutional virtual organizations. The sharing is not primarily a file exchange but rather a direct access to computing resources, software, storage devices, and other resources, with a necessary, highly controlled sharing rule which defines clearly and carefully just what is shared, who is allowed to share, and the conditions under which sharing occurs. A set of individuals and/or institutions defined by such sharing rules forms what we call a virtual organization (VO).

Now, a combination of technology trends and research progress results in an increased focus on grid technology in industry and commercial domain.
Grid technology is evolving toward an open grid services architecture (OGSA) in which a grid provides an extensible set of services that virtual organizations can aggregate in various ways. Building on concepts and technologies from both the grid and web services communities, OGSA defines a series of standards and specifications which supports the creation of grid service with location transparency and underlying native platform facilities [Foster et al., 2002b].

1.2 Definitions

Grids have moved from the obscurely academic to the highly popular. The growing need of the grid in commercial and scientific domain requests a clear definition of the word grid. The earliest definition of a grid emerged in 1969 by Len Kleinrock:

“We will probably see the spread of ‘computer utilities,’ which, like present electric and telephone utilities, will service individual homes and offices across the country.”

Ian Foster suggests a grid checklist in his paper [Foster, 2002] to identify a real grid system. The suggestion can be concluded into three points:

- A grid integrates and coordinates resources and users that live within different control domains. Current internet technologies address communication and information exchange among computers but do not provide integrated approaches to the coordinated use of resources at multiple sites for computation. Moreover, current distributed computing technologies such as CORBA, DCE, and Enterprise Java do not accommodate the range of resource types or do not provide the flexibility and control on sharing relationships needed to establish VOs. Fronting the problems above, grid technologies integrate different administrative units of the same company or different companies and address the issues of security, policy, payment, membership, and so forth.

- A grid is built from multi-purpose protocols and interfaces that address such fundamental issues as authentication, authorization, resource discovery, and resource access. In a large-scale grid environment, each resource is integrated from multiple institutions, each with their own policies and mechanisms. Thus it is important that these protocols and interfaces should be standard and open. Otherwise, we are dealing with an application specific system.

- A grid allows its constituent resources to be used in a coordinated fashion to deliver various qualities of service, relating for example to response
time, throughput, availability, and security, and/or co-allocation of multiple resource types to meet complex user demands, so that the utility of the combined system is significantly greater than that of the sum of its parts.

Here the difference between two concepts “a grid” and “the grid” is also important to be distinguished. The grid vision requires protocols (interfaces and policies) that are not only open and general-purpose but also standard. This is these standards that allow us to establish resource-sharing arrangements dynamically with any interested party and thus to create a compatible and interoperable distributed systems.

According to the discussion above, we mix the definition in the book [Foster and Kesselman, 1998] with the VO concept, and denote:

“A computational grid is a hardware and software infrastructure that provides dependable, consistent, pervasive, and inexpensive access to coordinated and shared resources in dynamic, multi-institutional virtual organizations. The sharing is not primarily file exchange but rather direct access to computers, software, data, and other resources. The sharing rule is clearly and carefully defined, enabling a necessary and high control of resources.”

1.3 Classifying grid systems

Typically, grid computing systems are classified into computational and data grids. In the computational grid, the focus lies on optimizing execution time of applications that requires a great number of computing processing cycles. On the other hand, the data grid provides the solutions for large scale data management problems. In [Krauter et al., 2002], a similar taxonomy for grid systems is presented, which proposes a third category, the service grid.

**Computational grid** refers to systems that harness machines of an administrative domain in a “cycle-stealing” mode to have higher computational capacity than the capacity of any constituent machine in the system.

**Data grid** denotes systems that provide a hardware and software infrastructure for synthesizing new information from data repositories that are distributed in a wide area network.

**Service grid** refers to systems that provide services that are not provided by any single local machine. This category is further divided as on demand (aggregate resources to provide new services), collaborative (con-
1.4 Grid applications

A grid is considered to be an infrastructure that bonds and unifies globally remote and diverse resources in order to provide computing support for a wide range of applications. The different types of computing offered by grids can be categorized according to the main challenges that they present from the grid architecture point of view. The types of computing are concluded as follows [Bote-Lorenzo et al., 2003, Foster and Kesselman, 1999]:

**Distributed supercomputing:** This type of computing allows applications to use grids to aggregate computational resources in order to reduce the completion time of a job or to tackle problems that cannot be solved on a single system. The technical challenges include the need to coschedule scarce and expensive resources, the scalability of protocols and algorithms to tens or hundreds of thousands of nodes, the design for latency-tolerant algorithms, achieving and maintaining high performance computing across heterogeneous systems.

**High-throughput computing:** In high-throughput computing, the grid is used to schedule large numbers of loosely coupled or independent tasks, with the goal of putting unused processor cycles often from idle workstations to work. Chip design and parameter studies are normally applications of this type of computing.

**On-demand computing:** On-demand applications use grid capabilities to couple remote resources into local applications in order to fulfill short-term requirements. These resources cannot be cost-effective or conveniently located and it may be computation, software, data repositories, specialized sensors, and so on. The challenging issues in on-demand applications derive primarily from the dynamic nature of resource requirements and the potentially large populations of users and resources. These issues include resource location, scheduling, code management, configuration, fault tolerance, security, and payment mechanisms.

**Data-intensive computing:** Data-intensive applications analyze and treat information and data which are maintained in geographically distributed repositories, digital libraries and databases, and aggregated by grid capabilities. Modern meteorological forecasting systems which make extensive use of data assimilation to incorporate remote satellite observations and high-energy physics are typical applications of data-intensive
computing. The challenge in data-intensive applications is the scheduling and configuration of complex, high-volume data flows through multiple levels of hierarchy.

Collaborative computing: In collaborative computing, applications are concerned primarily with enabling and enhancing human-to-human interactions. Such applications often provide a virtual shared space and are concerned with enabling the shared use of computational resources such as data archives and simulations. Challenging issues of collaborative applications from a grid architecture perspective are the realtime requirements imposed by human perceptual capabilities and the rich variety of interactions that can take place.

1.5 Grid architecture

A grid has a layered, extensible, and open architecture (Figure 1.1) which facilitates the identification for general classes of components. Components within each layer share common characteristics but can be built on capabilities and behaviors provided by any lower layer [Foster et al., 2001].

Fabric layer: The grid fabric layer provides interfaces to local control of resources which may be logical entities, computer clusters, or distributed computer pools. Fabric components make resources virtual by implementing the local, resource-specific operations that occur on specific resources (whether physical or logical). There is thus an interdependence between the functions of resource implemented at the fabric level and the shared operations supported. The principal resources which the fabric layer supports and operations of these resources are shown as follows:

1. Computational resources: Operations are required for starting programs and for monitoring and controlling the execution of the resulting processes. Management mechanisms are needed to control the resources and inquiry functions are required for determining hardware and software characteristics as well as relevant state information such as current load and queue state in the case of scheduler-managed resources.

2. Storage resources: Putting and getting files operations and management mechanisms are required. Inquiry functions are needed for determining hardware and software characteristics as well as relevant load information such as available space and bandwidth utilization.

3. Network resources: Management mechanisms and inquiry functions should be provided to control network transfers and to determine network characteristics and load.

4. Code repositories: Management mechanisms
for managing versioned source and object code are needed. (5) Catalogs: Catalog query and update operations must be implemented, for example: a relational database.

**Connectivity layer:** The core communication and authentication protocols required for grid-specific network transactions are defined at the connectivity layer which enables the exchange of data between fabric layer resources. The identity of users and resources is verified by authentication protocols which have the following characteristics: single sign on, delegation, integration with various local security solutions, and user-based trust relationships.

**Resource layer:** The resource layer defines protocols (APIs and SDKs) for the secure negotiation, initiation, monitoring, control, accounting, and payment of sharing operations on individual resources. There are two primary classes of resource layer protocols: Information protocols and management protocols. Information protocol are used to obtain information about the structure and state of a resource and management protocols are used to negotiate access to a shared resource. Resource layer protocols are concerned entirely with individual resources and issues of global state and atomic actions across distributed collections will be discussed in the collective layer.

**Collective layer:** The collective layer contains protocols and services (APIs and SDKs) that are not associated with any specific resource but rather are global in nature and capture interactions across collections of resources. A wide variety of sharing behaviors and operations is implemented, such as directory services, monitoring and diagnostics services, data replication services, etc.

**Applications layer:** The applications layer comprises the user applications that operate within a VO environment.

### 1.6 Grid computing projects

There are many international grid projects, which are classified into several groups according to their positioning and functionality in a grid community.

#### 1.6.1 Grid middleware (core services)

##### 1.6.1.1 Globus

The Globus project which provides a open source Globus Toolkit is a fundamental enabling technology for the “grid,” letting people share computing
power, databases, and other resources across multiple independent administrative domains without sacrificing local autonomy. The toolkit includes software services and libraries for resource monitoring, discovery, and management, plus security and file management.

The Globus Toolkit (GT) has been developed since the late 1990s and provides basic services and capabilities that are required to construct a computational grid. The toolkit consists of a set of modules. Each module defines an interface which can be invoked by higher-level services and provides an implementation which uses appropriate low-level operations to achieve user requested services [Foster and Kesselman, 1997].

The recent web services-based GT4 release provides significant improvements over previous releases in terms of robustness, performance, usability, documentation, standards compliance, and functionality [Foster, 2006]. The components of GT4 can be categorized into three groups:

- A set of services implementations: Most of these services are Java web services and they address execution management, data access and movement, replica management, monitoring discovery, credential management, and instrument management.

- Three containers: These containers can be used to host user-developed services written in Java, Python, and C. As services hosting environ-
ments, these containers provide implementations of security, management, discovery, state management and other mechanisms which are required by building services.

- A set of client libraries: These libraries allow client programs in Java, C, and Python to invoke operations in both GT4 and user-developed services.

1.6.1.2 gLite

gLite is a grid middleware that has been developed by the EGEE (Enabling Grids for E-SciencE) project, and is widely deployed among almost 50 European and other countries. The gLite grid services follow a service oriented architecture which facilitates the interactions between applications encapsulated by grid services, and which is compliant with upcoming grid standards, for instance the web service resource framework (WSRF) from OASIS and the open grid service architecture (OGSA) from the global grid forum. The gLite has a modular architecture, allowing users to deploy different services according to their needs, rather than being forced to use the whole system. This is intended to allow each user to tailor the system to their individual situation [Nakada et al., 2007].

gLite system consists of several modules which are presented as follows:

- Workload management system (WMS): WMS is a scheduling module for gLite. It receives job submission requests from users and allocates resources to jobs based on the resource information. WMS uses ClassAd [Raman et al., 1998] to make matchmaking and it can adopt different scheduling policies. For a submission request, if resources that match the job requirements are not immediately available, the request is kept in the task queue (TQ). Nonmatching requests will be retried either periodically or as soon as notifications of available resources appear.

- Berkeley directory information index (BDII): BDII is the information service module for gLite, which provides information access interface based on light-weight directory access protocol (LDAP).

- Computing element (CE): This is the job manager module for gLite. CE supports its own job description language (JDL) format, different from the JDSL standard.

1.6.1.3 Legion

Legion, an object-based metasystems software project at the University of Virginia, is designed for a system of millions of hosts and trillions of objects tied together with high-speed links. As a grid infrastructure, Legion presents users a view of a grid as a single virtual machine. This view reduces the complexities a user encounters before running applications or collaborating
on a grid. The design principles of object-basedness and integration have enabled Legion to be extended and configured in a number of ways, while ensuring that the cognitive burden on the grid community is small. Groups of users can construct shared virtual work spaces, collaborate their researches, and exchange information in a grid community [Natrajan et al., 2001 ].

Legion has many features which traditional operating systems have provided, such as a single namespace, a file system, security, process creation and management, interprocess communication, input-output, resource management and accounting. In addition, features which are required in a grid system are also provided by Legion, such as complexity management, wide-area access, heterogeneity management, multi-language support, and legacy application support. The main features of Legion are described as follows:

- **Object-basedness**: Object-based design offers three advantages. First, it leads to a modular design which facilitates the complexity management of components. Second, it enables extending functionality by designing specialized versions of basic objects. Third, it enables selecting an intuitive boundary around an object for enforcing security. Although object-basedness is an essential feature in the design of Legion, grid users do not have to conform to object-based or object-oriented design. Legacy applications can be easily integrated by using the provided C++, C, Java, and Fortran interfaces without requiring any change to source or object code.

- **Naming transparency**: Every Legion object is assigned an identity (LOID). The LOID of an object is a sequence of bits that identifies the object uniquely in a given grid (and also across different grids) and it can be used to query all the information about this object, such as about its physical location, its current status, the permissions on it, associated metadata and the kind of service it provides (its interface). Once an object’s interface is known, it can be requested to perform a desired service.

- **Security**: The authentication and access control lists (ACLs) for authorization in Legion is based on a public key infrastructure (PKI). Legion requires no central certificate authority to determine the public key of a named object because the object’s LOID contains its public key.

- **Integration**: Legion provides a global, distributed file system for every grid it manages. This file system can contain any Legion object, such as other file systems, files, machines, users, console objects, and applications. Therefore this distributed file system enables richer collaboration than the internet or the web. Moreover, Legion provides a suite of high performance computing tools for running legacy applications, MPI applications, and PVM applications.
1.6.1.4 **UNICORE**

In 1997, the development of the uniform interface to computing resources (UNICORE) system was initiated to enable German supercomputer centers to provide their users with a seamless, secure, and intuitive access to their heterogeneous computing resources [Streit et al., 2005]. At the beginning UNICORE was developed as a prototype software in two projects funded by the German research ministry (BMBF). Over the following years, UNICORE evolved to a full-grown and well-tested grid middleware system, which today is used in daily production at many supercomputing centers worldwide.

UNICORE meets the open grid services architecture (OGSA) concept and all its components are implemented in Java. UNICORE has a layered grid architecture which consists of user, server, and target system tier.

- **User tier** provides a graphical user interface to exploit the entire set of services offered by the underlying servers. The client communicates with the server tier by sending and receiving abstract job objects (AJO) and file data via the UNICORE protocol layer (UPL) which is placed on top of the SSL protocol. AJOs are sent to the UNICORE gateway in form of serialized and signed Java objects and it contains platform and site independent descriptions of computational and data related tasks, resource information, and workflow specifications along with user and security information.

- **Server tier** controls the access to a UNICORE site and provides the virtualization of the underlying resources by mapping the abstract job on a specific target system. Each participating organization (e.g., a supercomputing center) to the grid is identified into a Usite with a symbolic name. A Usite consists of Vsites which represent resources in a Usite and support resources with different system architectures (e.g., a single supercomputer or a Linux cluster with resource management system).

- **Target system tier** implements the interface to the underlying computing resource with its resource management system. It is a stateless daemon running on the target system and interfacing with the local resource manager (e.g., PBS [PBS, 2006] or GRAM [Foster, 2006]).

During the development of the UNICORE technology, lots of European and international projects have decided to base their grid software implementations on UNICORE or to extend the growing set of core UNICORE functions in their projects as new features specific. Now the UNICORE software is available as open source which encourages the growing of developers community of core UNICORE and makes future development efforts open to the public.
1.6.2 Grid resource brokers and schedulers

During the second generation, we saw the tremendous growth of grid resource brokers and scheduler systems. The primary objective of these systems is to couple commodity machines in order to achieve the equivalent power of supercomputers with a significantly less expensive cost. A wide variety of powerful grid resource brokers and scheduler systems, such as Condor, PBS, Maui scheduler, LSF, and SGE spread throughout academia and business.

1.6.2.1 Condor

The Condor project [Condor, 2009] developed at the University of Wisconsin-Madison introduces the Condor high throughput computing system, which is often referred to simply as Condor and Condor-G.

- The Condor high throughput computing system [Tannenbaum et al., 2001] is a specialized workload management system for executing computer intensive jobs on a variety of platform environments (i.e., Unix and Windows). Condor provides a job management mechanism, scheduling policy, priority scheme, resource monitoring, and resource management. The key feature of Condor is the ability to scavenge and manage wasted CPU power from idle desktop workstations across an entire organization. Workstations are dynamically placed in a resource pool whenever they become idle and removed from the resource pool when they get busy. Condor is responsible for allocating a machine from the resource pool for the execution of jobs and monitoring the activity on all the participating computing resources.

- Condor-G [Frey et al., 2002] is the technological combination of the Globus and the Condor projects, which aims to enable the utilization of large collections of resources spanning across multiple domains. Globus contribution composes of the use of protocols for secure inter-domain communications and standardized access to a variety of remote batch systems. Condor contributes with the user concerns of job submission, job allocation, error recovery, and creation of a user-friendly environment. Condor technology provides solutions for both the frontend and backend of a middleware as shown in the Figure 1.2. Condor-G offers an interface for job reliable submission and management for the whole system. The Condor high throughput computing system can be used as the fabric management service for one or more sites. The Globus toolkit can be used as the bridge interfacing between them.

1.6.2.2 Portable batch system

The portable batch system (PBS) project [PBS, 2006] is a flexible batch queuing and workload management system originally developed by Veridian
FIGURE 1.2: Condor in conjunction with Globus technologies in grid middleware, which lies between the user’s environment and the actual fabric (resources) [Thain et al., 2005].

Systems for NASA. The primary purpose of PBS is to provide controls for initiating and scheduling the execution of batch jobs. PBS operates on a variety of networked, multi-platform UNIX environments, from heterogeneous clusters of workstations to massively parallel systems. PBS supports both interactive and batch mode, and provides a friendly graphical interface for job submission, tracking, and administrative purposes.

PBS is designed based on client-server model. The main components are pbs_server server process, which manages high-level batch objects such as queues and jobs and pbs_mom server process, which is responsible for job execution. The pbs_server receives submitted jobs from users in the form of a script and schedules the job for later execution by a pbs_mom process.

PBS consists of several built-in schedulers, each of which can be customized for specific requirements. The default scheduler in PBS maximizes the CPU utilization by applying the first in first out (FIFO) method. It loops through the queued job list and starts any job that fits in the available resources. However, this effectively prevents large jobs from ever starting since the required resources are unlikely to ever be available. To allow large jobs to start, this scheduler implements a “starving jobs” mechanism, which defines circumstances under which starving jobs can be launched (e.g., first in the job queue, waiting time is longer than some predefined time). However, this method may not work under certain circumstances (e.g., the scheduler would halt starting of new jobs until starving jobs can be started). In this context, Maui scheduler has been adopted as plug-in scheduler for PBS system.

1.6.2.3 Maui scheduler

The Maui scheduler [Bode et al., 2000] developed principally by David Jackson for the Maui High Performance Computer Center is an advanced batch job scheduler with a large feature set, well suited for high performance computing (HPC) platforms. The key to the Maui scheduling design is its wall-time
basel reservation system, which allows sites to control exactly when, how, and by whom resources are used. The jobs are queued and managed based upon its priority, which is specified from several configurable parameters.

Maui uses a two-phase scheduling algorithm. During the first phase, the scheduler starts jobs with highest priority and then makes a reservation in the future for the next high priority job. In the second phase, Maui scheduler uses the backfill mechanism to ensure that large jobs (i.e., starving jobs) will be executed at a certain moment. It attempts to find lower priority jobs that will fit into time gaps in the reservation system. This gives large jobs a guaranteed start time, while providing a quick turn around for small jobs. In this way, the resource utilization is optimized and job response time is minimized. Maui uses the fair-share technique when making scheduling decisions based on job history.

1.6.2.4 Load sharing facility

Load sharing facility (LSF) [Platform, 2009] is a commercial resource manager for cluster from Platform Computing Corporation. It is currently the most widely used commercial job management system. LSF design focuses on the management of a broad range of job types such as batch, parallel, distributed, and interactive. The key features of LSF include system supports for automatic and manual checkpoints, migrations, automatic job dependencies, and job re-schedulings.

LSF supports numerous scheduling algorithms, such as first come first served, fair-share, backfill. It can also interface with external schedulers (e.g., Maui), which complement features of the resource manager and enable sophisticated scheduling.

1.6.2.5 Sun grid engine

Sun grid engine (SGE) [Sun, 2009b] is a popular job management system supported by Sun Microsystems. It supports distributed resource management and software/hardware optimization in heterogeneous networked environments.

A user submits a job to the SGE, together with the requirement profile, user identification, and a priority number for the job. The requirement profile contains attributes associated with the job, such as memory requirements, operating system required, available software licenses, etc. Then, jobs are kept waiting in a holding area until resources become available for execution. Based on the requirement profile, SGE assigns the job to an appropriate queue associated with a server node on which the job will be executed. SGE maintains load balancing by starting new jobs on the least loaded queue to spread workload among available servers.
1.6.3 Grid systems

1.6.3.1 GridLab

In 2000, the Applications Research Group (APPS-RG) of the GGF established a pan-European testbed, based on the Globus Toolkit, for prototyping and experimenting with various application scenarios. Based on these testbed experiences, the European Commission launched an application oriented project, called GridLab [Allen et al., 2003]. The primary goal of GridLab is to provide a simple and robust environment which enables users and application developers to produce applications that can exploit the full power and possibilities of the grid.

GridLab has a layered architecture which consists of application, GAT, and service layer. In application layer, the applications can access all capability providers they need via the grid application toolkit (GAT) API. The GAT which is the main deliverable of the GridLab project achieves the interaction with all external capability providers in the behavior of user applications. Hence, GAT provides application programmers with a single interface to a grid environment. In service layer of GridLab, services are designed to complement and complete the existing grid infrastructure, and to provide functionality needed by the GridLab applications. The main services which have been implemented in this layer are: GRMS, GAS, data movement service, and third party services.

GridLab aims to provide an environment that allows application developers to use the grid without having to understand, or even being aware of the underlying technologies. Lots of application frameworks (e.g., Cactus [Goodale et al., 2003] and Triana [Churches et al., 2005]) are built upon GridLab and help prototype the GAT interface.

1.6.3.2 Distributed interactive engineering toolbox

Distributed Interactive Engineering Toolbox (DIET) is a hierarchical set of components used for the development of applications based on computational servers on the grid. It consists of a set of elements that can be used together to build applications using the GridRPC paradigm [Amar et al., 2006].

The DIET has a hierarchical architecture providing flexibility and can be adapted to various environments including heterogeneous network hierarchies. In DIET, there are three main components: master agent (MA), local agent (LA), and server daemon (SeD). (1) Master agent is the entry point of DIET system. Clients submit requests for a specific computational service to the MA. The MA then forwards the request in the DIET hierarchy until the request reaches the SeDs. LA aims at transmitting requests and information between MAs and servers. (2) Local agent maintains the information about the list of requests and, for each of its subtrees, the number of servers that can solve a given problem. (3) Server daemon provides the interface to computational servers and can offer any number of application specific computational
services. The information stored on a SeD is the list of the data available on a server, the list of problems that can be solved on it, and every information concerning its load (CPU capacity, available memory, etc.).

The management of the platform is handled by several tools like GoDIET for the automatic deployment of the different components, LogService for monitoring, and VizDIET for the visualization of the behavior of DIET’s internals. DIET provides a special feature for scheduling through its plug-in schedulers. The DIET user is provided with the possibility of defining requirements for scheduling of tasks by configuring the appropriate scheduler.

1.6.3.3 XtremWeb

XtremWeb is a global computing system which achieves the secure and fault tolerant peer to peer computing by remote procedures call (RPC) technology [Cappello et al., 2005]. XtremWeb allows clients to submit task requests to the system which will execute them on workers. In order to decouple clients from workers and to coordinate task executions on workers, the coordinator is added between client and worker nodes. The details of these three services are shown as follows:

- Coordinator: The coordinator in XtremWeb is composed of three services: the repository, the scheduler, and the result server. The coordinator accepts task requests coming from clients, assigns the tasks to the workers according to a scheduling policy, supervises task execution on workers, detects works crash, reschedules crashed tasks on any other available worker, and delivers task results to client upon request.

- Worker: The worker architecture includes four components: the task pool, the execution thread, the communication manager and the activity monitor. The activity monitor detects the host information (e.g., percentage of CPU idle, mouse and keyboard activity) to control whether computations can be started on the hosting machine. The task pool is a queue structure of tasks, maintained by scheduling strategy. The communication manager ensures communications with other entities and achieves files downloading and results uploading. The execution thread extracts task from the task pool, starts computation, and waits for the task to complete.

- Client: The client in XtremWeb is implemented as a library plus a daemon process. The library provides an interface which can be used to achieve the interaction between the application and the coordinator. The daemon process makes recovery points regularly which insure the machine recovery and jobs rescheduling on another machine.

XtremWeb aims to turn a large scale distributed system into a parallel computer with classical users, administration, and programming interface using fully decentralized mechanism to implement the system functionality.
1.6.4 Grid programming environments

1.6.4.1 Cactus code

Cactus is a framework for building a variety of computing applications in science and engineering, including astrophysics, relativity and chemical engineering [Goodale et al., 2003]. Cactus which started in 1997 is an open source problem solving environment designed for scientists and engineers. Its modular structure easily enables parallel computation across different architectures and collaborative code development between different groups. Cactus originated in the academic research community, where it was developed and used over many years by a large international collaboration of physicists and computational scientists.

Cactus consists of a central core (or “flesh”) and application modules (or “thorns”). A thorn is the basic working module within Cactus. All user-supplied code goes into thorns, which are independent of each other and provide a range of computational capabilities, such as parallel I/O, data distribution, or checkpointing. The flesh is independent of all thorns and provides the main program, which parses the parameters and activates the appropriate thorns, passing control to thorns as required. The flesh connects to thorns through an extensible interface.

As a portable system, Cactus runs on many architectures. Applications, developed on standard workstations or laptops, can be seamlessly run on clusters or supercomputers. Cactus provides easy access to many cutting edge software technologies being developed in the academic research community, including the Globus Metacomputing Toolkit, HDF5 parallel file I/O, the PETSc scientific library, adaptive mesh refinement, web interfaces, and advanced visualization tools.

1.6.4.2 GrADS

The goal of the grid application development software (GrADS) project is to simplify distributed heterogeneous applications development and to make it easier for ordinary scientific users to develop, execute, and tune applications on the grid [Berman et al., 2001].

There are two sub-systems in a GrADS environment: GrADS program preparation system and GrADS execution environment.

- GrADS program preparation system: In order to simplify development of grid-enabled applications, the preparation system provides a methodology in which most users will compose applications in a high-level, domain-specific language built upon pre-existing component libraries. This approach hides grid-level details and lets the user express a computation in terms that make sense to an expert in the application domain. Two components are implemented to support this methodology: a domain-specific language called telescoping language, and a tool for load-time tailoring which is called the dynamic optimizer. The SaNS
libraries which automatically select and integrate the most effective library components for a given problem, data set, and collection of resources are developed to improve the ability of computational scientists to solve challenging problems efficiently.

- GrADSsoft execution environment: The GrADSsoft execution environment provides new mechanism to discover and communicate information about the environment to program components, to transfer program requirements to the environment and program components in ways of which admit to effective control, and to monitor and control adaptively an executing program.

The GrADS project has established an effort to pioneer technologies that will be needed for ordinary scientific users to develop applications for the grid. These technologies include a new program preparation framework and an execution environment that employs continuous monitoring to ensure that reasonable progress is being made toward completion of a computation.

1.6.4.3 CoG kits

There are two important concepts in the distributed computing world which have evolved in parallel: “commodity” and “grid” computing [von Laszewski et al., 2000]. The commodity computing concerns a broad spectrum of distributed computing technologies (i.e., web protocols, Java, JINI, CORBA, DCOM, etc.) which has emerged with revolutionary effects on how we access and process information. Nevertheless, grid computing focus on the coordinated use of distributed high-end resources for scientific problem solving, specially in the high-performance computing community. In order to enable developers of grid applications to exploit commodity technologies and to export grid technologies to commodity computing, the combination of the worlds of commodity and grid computing creates thus the CoG kits which is a set of general components that map grid functionality into specific commodity environments or frameworks.

The mapping of grid and commodity technologies is not simply an interface definition problem. The expression of grid concepts and services in a particular commodity framework is the important issue which must be solved. The Figure 1.3 illustrates the mapping schema. The requirements of the science portals and other applications have motivated the CoG kit developers to explore mappings to several languages. Perl and Python are explored to support web-based programming based on CGI scripts; in order to support graphical user interface development and the ability to run many grid services through Java-enabled web browsers, CoG kits provide Java mapping. The Common object request broker architecture (CORBA) and the distributed component object model (DCOM) are considered to address the issue of accessing grid services through high-level distributed computing frameworks.
The Java commodity grid toolkit (CoG kit) is the first attempt of CoG project. In Java CoG kit, a rich set of classes that provide the Java programmer with access to basic grid services, enhanced services suitable for the definition of desktop problem solving environments, and a range of GUI elements have been defined. It has proved possible to recast major Grid services in Java terms without compromising on functionality.

1.6.5 Grid portals

One of the areas of grid application that are focused on at this time is the development of gateways and grid portals, which is a web-based single point of entry to a grid and its implemented services. With the widespread development of the Internet, scientists expect to expose their data and applications through portals. The grid portals provide user-friendly web page interfaces facilitating grid applications users to perform operations on the grid and access grid resources specific to a particular domain of interest.

Currently, there are various technologies and toolkit that can be used for grid portal development. According to [Yang et al., 2006], grid portals can be classified into nonportlet-based and portlet-based.

- Nonportlet-based portal is a grid portal that is designed based on typical three-layers architecture. The first layer is the user layer, which aims to provide the user-friendly interface for user. User layer is responsible for
displaying the portal content; it can be web browser, or other desktop tools. The second layer is the grid service layer, including authentication service, job management service, information service, file service, security service. The authentication service allows portal to authenticate users. Once authenticated, users can use other services to access resources of the system (e.g., job management service for submitting jobs on a remote machine, information service for monitoring jobs submitted, and viewing results). The second layer receives HTTP requests from the first layer and interacts with the third layer for performing the grid operations on relevant grid resource and retrieving the executed result from grid resources. The third layer is a backend resource layer, which consists of computation, data and application resources.

- Portlet-based portal includes a collection of portlets. A portlet is a web component that generates fragments – pieces of markup (e.g., HTML, XML) adhering to certain specifications (e.g., JSR-168 [Sun, 2009a], WSRP [OASIS, 2009]). Portlets improve the modular flexibility of developing grid portals as they are pluggable and can be aggregated to form a complete web page depending on user needs.

1.6.5.1 P-GRADE portal

P-GRADE grid portal [Kacsuk et al., 2006] is the first grid portal that tries to solve the interoperability problem at the workflow level with great success. It is a workflow-oriented grid portal with the main goal to support all stages of grid workflow development and execution processes.

The P-GRADE portal provides the following functions (see Figure 1.4): communicating with the portal server, users can achieve the functions of defining grid environments, managing grid certificates, controlling the execution of workflow applications, and visualizing the progress of workflows; workflow editor can perform the creation and modification of workflow applications [Kertesz et al., 2006].

![Figure 1.4: P-GRADE portal system functions.](image)
During the workflow editing the user has the possibility to select a grid resource for each job, or let a broker choose one. Currently there are two brokers used by the portal: the LCG-2 broker and GTbroker. The GTbroker interact with the Globus resources to perform job submission. The static and dynamic information of grid resources are collected by GTbroker to achieve scheduling activities. The LCG-2 broking solution is used to reach LCG-2 based grids. The mission of the LHC computing project (LCG) is to build and maintain a data storage and analysis infrastructure for the entire high energy physics community that will use the LHC. The Large Hadron Collider (LHC), built at CERN near Geneva, is the largest scientific instrument on the planet and it begins operations in 2007. With exploiting the broking functions of GTbroker and LCG-2 broker, users can develop and execute multi-grid workflows in a convenient environment.

The integration of P-GRADE into GEMLCA shows the use of portal in a grid environment [Kacsuk et al., 2006 ]. Grid execution management for legacy code applications (GEMLCA) represents a general architecture for deploying legacy applications as grid services without re-engineering the code or even requiring access to the source files. GEMLCA adds an additional layer to wrap the legacy application on top of a service-oriented grid middleware, like Globus Toolkit version 4 (GT4). GEMLCA communicates with the client through SOAP-XML messages, gets input parameter values, submits the legacy executable to a local job manager like Condor or portable batch system (PBS), and returns the results to the client in SOAP-XML format. GEMLCA provides the capability to convert legacy codes into grid services. However, an end-user without specialist computing skills still requires a user-friendly web interface (portal) to access the GEMLCA functionalities. In order to solve this problem, GEMLCA is integrated with the P-GRADE grid portal. Following this integration, legacy code services can be included in end-user workflows, running on different GEMLCA grid resources. The workflow manager of the portal contacts the selected GEMLCA resource and passes the actual parameter values of the legacy code to it. Then the GEMLCA resource executes the legacy code with these actual parameter values and delivers the results back to the portal.

1.6.5.2 GridSphere

GridSphere [GridSphere, 2009 ] is a typical portlet-based portal. The GridSphere portal framework is developed as a key part of the European project GridLab [GridLab, 2009 ]. It provides an open-source portlet based web portal and enables developers to quickly develop and package third-party portlet web applications that can be run and administered within the GridSphere portlet container. Two key features of GridSphere framework are: (i) allowing administrators and individual users to dynamically configure the content based on their requirements, and (ii) supporting grid-specific portlets and APIs for grid-enabled portal development. However, the main disadvantage
of the current version of GridSphere (i.e., GridSphere 2.1) is that it does not support WSRP specification.

1.6.5.3 Other portal systems

The Pegasus [Singh et al., 2005] portal provides an HTTP(S)-based interface that can be accessed using a standard web browser. The portal architecture is composed of three layers. The top layer consists of the user machines and web browsers. The second layer consists of the web application server hosting the portal. The server is multithreaded and can handle multiple user requests at the same time. The third layer consists of the grid components and services used by the portal.

In order to use the Pegasus grid portal the user needs to have a valid grid credential in a MyProxy server. The portal does not provide access to a predetermined set of resources. Instead, the user can specify the resources to be used. From the web browser, the users specify the parameters of the application and Pegasus does the mapping of tasks in the workflow to resources specified in the resource configuration. The submitted workflow may take a long time to complete. The user may logout from the portal and login later to check its status. The portal allows also users to view the status of the workflow (submitted, active, done, failed), the number of tasks already completed, the tasks currently executing, and other information.

The Pegasus grid portal is very useful in scenarios where a virtual organization (VO) wants to provide easy to use application submission interface to its members. It is able to map abstract workflow onto physical resources; thus users are shielded from the complexity of installing and using the various components in order to access the Grid resources.

GridFlow [Cao et al., 2003] is a grid workflow management system developed at the University of Warwick. Rather than focusing on workflow specification and the communication protocol, GridFlow is more concerned about service-level scheduling and workflow management. The GridFlow portal performs two level functions: global grid workflow management and local grid sub-workflow scheduling. The execution and monitoring functionalities are provided at the global grid level, which work on top of an existing agent-based grid resource management system. At each local grid, sub-workflow scheduling and conflict management are processed on top of an existing performance prediction based task scheduling system. A fuzzy timing technique is applied to address new challenges of workflow management in a cross-domain and highly dynamic grid environment.
1.7 Grid evolution

As soon as computers are interconnected and communicate, the research in designing, building, and deploying distributed computer systems was begun to explore. An increasing number of research groups have been working in the field of wide-area distributed computing. Middleware, libraries and tools have been implemented to coordinate geographically distributed resources for the execution of a range of parallel and distributed applications. With the technologies innovation, the distributed computing has been known sequentially by several names, such as metacomputing, scalable computing, global computing, Internet computing, and more recently grid computing.

According to the paper [de Roure et al., 2003], the grid computing can be identified by three stages of grid evolution:

The first generation: The first generation of grid is known as metacomputing which emerged in mid 1990s. The objective of these early metacomputing projects was to provide computational resources to a range of high performance applications. Two representative projects are FAFNER [de Roure et al., 2003] and I-WAY [Foster et al., 1997]. FAFNER is a ubiquitous system that worked on any platform with a web server. Typically the applications in FAFNER can be separated into independent sections, which are executed in parallel in each computing resource without the need of a fast interconnect. Its clients are low end computers and it depends on a lot of human intervention to distribute and collect computing results. I-WAY is designed to cope with a range of diverse high performance applications that typically needed a fast interconnect and powerful resources at multiple supercomputing centers. The experiences and software developed as part of the I-WAY project have been fed into the Globus project.

The second generation: In the second generation, the core software for the grid has evolved from providing dedicated services for large and computationally intensive high performance computing, to the more generic and open deployment of middleware. Based on this core software, a range of accompanying tools and utilities are developed, providing higher-level services to both users and applications, and spanning resource schedulers and brokers as well as domain specific users interfaces and portals. These projects and utilities that emerged in the second generation have been discussed in Section 1.6. Peer-to-peer techniques have also emerged during this period.

Service-oriented computing (the third generation): New grid applications need to be able to reuse existing components and information resources, and to assemble these components in a flexible manner. It
was apparent that the service-oriented architecture provided the flexibility required for the third generation grid. The open grid services architecture (OGSA) framework is the convergence of web services and grid computing, and it supports the creation, maintenance, and application of ensembles of services maintained by virtual organizations (VOs). The services here are more standard, easily interactive, and metadata-enabled; thus they are more adopted in the e-science infrastructure.

The evolution of the grid is a continuous process. The technologies of semantic web and workflow which we will discuss in the next chapters have been more integrated into the grid and grid services. Perhaps, a semantic grid with workflow creation and scheduling capacities will be the next generation of grid.

1.8 Concluding remarks

In this chapter, the concept of grid is first introduced. With about a decade of development, lots of grid infrastructures and utilities have emerged and the manner and domain of a grid is now employed have varied vastly, spanning from high-throughput computing to on-demand computing, from scientific research to e-business. The grid evolves continuously and the third generation of grid, the service oriented computing, has emerged. The technologies of semantic web and workflow have been used in the grid and the integration and convergence of technologies make the grid to provide more flexible, automatic and complex grid services to fulfill industrial and commercial needs.
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2.1 Introduction

Grids are extremely interesting for executing distributed and/or parallel applications that require a lot of computational power, data storage or access to resources that are not available locally. Since these applications share grid resources, the latter should be accessed by the application processes in an exclusive way, i.e., exactly one process can access the shared resource at any given time (safety property) and all access requests are eventually satisfied.
(liveness property). A process’s segment of code that accesses a shared resource is called a critical section (CS). Therefore, a synchronization protocol that provides mutual exclusion is extremely important for such applications. However, a Grid platform is usually composed of a large number of clusters. As such clusters are usually spread out over different sites, cities or even countries, communication in a Grid environment is intrinsically heterogeneous. Nodes within one cluster are linked by local networks (LAN) whereas clusters are connected by wide area network (WAN) links. Grids present thus a hierarchy of communication delays where the cost of sending a message between nodes of different clusters is much higher than sending the same message between nodes within the same cluster. Hence, a synchronization protocol that offers mutual exclusion must be tailored to the latency hierarchy of the Grid for performance reason since the performance of the mutual exclusion protocol can have a major impact on the overall performance of applications.

Distributed mutual exclusion algorithms can be divided into two families: permission-based (e.g., Lamport [Lamport, 1978], Ricart-Agrawala [Ricart and Agrawala, 1981], Maekawa [Maekawa, 1985]) and token-based (Suzuki-Kazami [Suzuki and Kasami, 1985], Raymond [Raymond, 1989], Naimi-Tréhel [Naimi and Tréhel, 1996], Martin [Martin, 1985]). The algorithms of the first family are based on the principle that a node enters a critical section only after having received permission from all the other nodes (or a majority of them [Maekawa, 1985]). In the second group of algorithms, a system-wide unique token is shared among all nodes, and its possession gives a node the exclusive right to execute a critical section. Token-based algorithms present different solutions for the transmission and control of critical section requests of processes. Each solution is usually expressed by a logical topology that defines the paths followed by critical section request messages which might be completely different from the physical network topology.

With regard to the number of nodes, token-based mutual exclusion algorithms present an average message traffic which is lower than that of permission-based ones. Thus, they are more suitable for controlling concurrent access to shared resources of Grids whose number of nodes is often very large. However, existing token-based algorithms still have intrinsic limits and do not take into account the above-mentioned hierarchy of communication latencies. Our proposal is a generic composition approach which enables the combination of any two token-based mutual exclusion algorithms: one at intra-cluster level and a second one at inter-cluster. Hence, by using our composition mechanism, synchronization protocols that ensure mutual exclusion for Grid application can be easily deployed by just “plugging in” token-based algorithms on each levels of the hierarchy. The choice of such algorithms thus takes into account communication latency heterogeneity of Grids. Furthermore, the extensive performance evaluation tests that we have conducted on
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Grid’5000 ¹ show that the good choice for an inter-cluster mutual exclusion algorithm depends on the application behavior, i.e., the frequency with which the application processes request for the shared resource. In other words, the parallelism degree of the application has an impact on the choice of inter-cluster algorithms. Therefore, relying on both the application behavior and our performance study results, effective synchronization protocols that provide token-based mutual exclusion tailored to a specific Grid application can be built on top of our compositional approach.

2.2 Token-based mutual exclusion algorithms

Several token-based mutual exclusion algorithms have been proposed in the literature. This section presents three of them, Martin’s [Martin, 1985], Naimi-Tréhel’s [Naimi and Tréhel, 1996], and Suzuki-Kasami’s [Suzuki and Kasami, 1985], since we used them in our performance experiments, described in Section 2.6.

Martin’s, Naimi-Tréhel’s, and Suzuki-Kasami’s algorithms are respectively based on a ring, a tree, and a complete logical connection graph for forwarding critical section requests. As they present distinct solutions for both transmitting requests and controlling the algorithm’s liveness, they present different message complexity with regard to the number of nodes.

2.2.1 Martin’s algorithm

Martin’s algorithm considers that nodes are organized in a logical ring. Requests for the token move along one direction while the token move on the opposite direction, as shown in Figures 2.1(b) and 2.1(c).

When node $i$, which does not hold the token, wants to enter the critical section (CS) it asks for the token by sending a request message to its successor $j$ in the ring. If $j$ does not keep the token it forwards the request to its successor. The request will travel along the ring till it reaches the site $k$ which keeps the token. Upon receiving the request, if $k$ is not in CS itself, it forwards the token to its predecessor. Each node between $k$ and $i$ will do the same. Therefore, the token will eventually reach $i$, which can then enter the CS. Notice that before the token reaches $i$, nodes between $i$ and $k$ might have requested the token too. Thus, when $k$ forwards the token on behalf of $i$ all

¹Grid’5000 is an initiative from the French Ministry of Research through the ACI GRID incentive action, INRIA, CNRS and RENATER and other contributing partners (see https://www.grid5000.fr).
pending requests of nodes between \( k \) and \( i \) will be satisfied when they receive the token.

Notice that for optimization reasons, upon receiving a request from its predecessor, a node that is also requesting the token does not need to forward the request of the predecessor. It just keeps the information that after satisfying its own request, it must send the token to its predecessor.

Figures 2.1(d), 2.1(e) and 2.1(f) show the execution of Martin’s algorithm for 5 nodes (A, B, C, D, and E). Initially A keeps the token. Since node C wants to enter the critical section, it sends a request to its neighbor B (Figure 2.1(d)). Upon receiving C’s request, B registers that there is a pending request and forwards it to A. In Figure 2.1(e), E also decides to ask for the token by sending a request to D. Similarly to B, D registers the request and sends it to C, which has already a registered pending request. Thus, C will not forward the request to B.

When A releases the critical section (Figure 2.1(f)), it sends the token to B which forwards it to C, which has asked for it. Afterwards, when C releases the critical section, it will forward the token to D which then will send it to E that enters the critical section too.
### 2.2.2 Naimi-Tréhel’s algorithm

Naimi-Tréhel algorithm [Naimi and Tréhel, 1996] maintains a logical dynamic tree structure, named the **LAST tree**, such that the root of the tree is always the last node that will receive the token among current requesting nodes. A second structure, named the **NEXT queue**, is a distributed queue that controls the nodes which are waiting for the token. Each node just holds information about its **LAST** and **NEXT** nodes.

Initially, the root of the LAST tree is the token holder and the LAST of all other nodes points to the root. A token request travels along a path of LASTs to the root. When receiving this request, each node along this path sets its LAST pointer to the current requester, i.e., the tree is modified dynamically. When a request arrives at the root, the latter updates its NEXT to point to the requester. When a site releases the CS, the token is sent to the site indicated by its NEXT pointer.

![Notations](image1)

**Figure 2.2:** Execution example of Naimi-Tréhel’s algorithm.

Figure 2.2 shows an example of a Naimi-Tréhel execution with 4 nodes. Initially, site A is the root and holds the token (Figure 2.2(b)) and the LAST of all other nodes point to A. In Figure 2.2(c), node B asks for the token by sending a request to its LAST (LAST\(_B = A\)). B becomes the new root (LAST\(_B = NIL\)). Upon receiving B’s request, A updates its NEXT and LAST variables to point to B. In Figure 2.2(d), C asks A for the token. The request is forwarded to B which updates its NEXT to C (NEXT\(_B = C\)). Both A and B update their LAST to C, since the latter is the last requester of the token (C becomes the new root of the LAST tree). When A releases the critical section, the token will be sent to B as NEXT\(_A = B\), as shown in
Figure 2.2(e). Similarly, when finishing executing the critical section, B sends the token to its NEXT which is C (Figure 2.2(f)).

2.2.3 Suzuki-Kasami’s algorithm

In Suzuki-Kasami’s algorithm, when a node i, which does not hold the token, attempts to enter the critical section, it diffuses a request message to the other N − 1 nodes. Such a message contains the identifier i of the node and a sequence number x which indicates the xth critical section invocation of i. As in the previous token-based algorithms, when node i receives the token, it enters the critical section.

Each node i keeps an array RN_i of size N where it stores the largest token invocation (sequence number) of each node of which it is aware. Whenever i receives a request from j, it updates RN_i[j] with the sequence number of the request.

The token message includes a queue Q of nodes whose requests are pending and an array LR of size N which keeps the sequence number of the most recent satisfied request from each node. When node i exits the critical section, it updates LR[i] with its current RN_i[i] in order to inform that its last request has been satisfied. Then, it appends to Q all nodes not yet in Q for which it knows that their requests have not been satisfied yet. If Q is not empty, the first node j is removed from Q and the token is sent to j.

Figure 2.3 shows an execution of the algorithm. We consider that node A has already executed 6 critical sections (LR[A] = 6) and it is currently in its 7th critical section (RN_A[A] = 7) as shown in Figure 2.3(b). Suppose then that node C decides to ask for the critical section (Figure 2.3(c)). To this end, C increases the entry of its RN that corresponds to itself (RN_C[C] = 9) and broadcasts its request with such a value for the token to the other nodes. Upon reception of the request, node i updates its RN_i[C]. Let also suppose that node D, Figure 2.3(d), requests the token which corresponds to its third request RN_D[D] = 3.

Upon releasing the critical section, node A registers it in LR vector (LR[A] = 7). It then compares its RN_A vector with LR and it includes in Q all the nodes whose entries in RN are greater than LR which are not already in Q, i.e., the pending requests. In this case, nodes C and D are included in Q (Figure 2.3(e)). Node A then removes the first node in Q, which is node C, and sends the token to it. In its turn, when node C finishes executing the CS, it compares the two vectors. There is still a difference which concerns node D, but which is already in Q. Thus, it removes D from Q and sends the token to it (Figure 2.3(f)).
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(a) Notations
(b) Initial state
(c) C sends a request
(d) D sends a request
(e) A releases the token
(f) C releases the token

FIGURE 2.3: Execution example of Suzuki-Kasami’s algorithm.
2.3 Mutual exclusion algorithms for large configurations

Several works found in the literature have proposed to adapt or compose existing mutual exclusion algorithms. By exploiting the logical or physical topological architectures of clusters (groups), they aim at reducing the number of messages or the waiting time delay to enter the CS. Basically, they adopt one of the two following approaches: in the first one [Bertier et al., 2006], [Mueller, 1998], the order of the pending requests of the waiting queue is changed in order to satisfy requests with higher priority first. Thus, priority of requests can dynamically change based on their locality which result in satisfying requests from the same cluster before those from distant ones. In the second approach, authors compose mutual exclusion algorithms and map them to the hierarchy of the architecture (physical or logical): one at the intra-cluster or intra-group level and a second one at the inter-cluster or inter-group level.

2.3.1 Priority-based approach

Bertier et al. [Bertier et al., 2004] adapt Naimi-Tréhel’s algorithm by changing the order of the pending requests of the NEXT queue in order to satisfy intra-cluster requests before inter-cluster ones. Local cluster preemptions of the token take place since higher priority is given to requests of local cluster nodes. A threshold for the maximum number of per cluster preemption which characterizes the degree of locality of the cluster is defined for avoiding starvation. While the number of local requests is below such a threshold, the NEXT queue is modified in order to satisfy local requests first. Naimi-Tréhel’s algorithm was modified such that a request for entering a critical section (CS) follows the LAST tree until it reaches the last node of the cluster which has currently requested the critical section, denoted the local root. Hence, if the NEXT of the local root exists, it points to a site of a remote cluster. In this case, if the local root receives a request from a node of its own cluster, and the number of preemptions is below the threshold, a local preemption of the token is performed and the local root’s NEXT is set to the local requester. The requesting node becomes the new local root. In [Loallemi et al., 2006], Moallemi et al. propose to apply Bertier et al. approach to the fault tolerant Naimi-Tréhel [Sopena et al., 2005] in order to provide a fault tolerant hierarchical token-based mutual exclusion algorithm. They consider that at least one node of the cluster where the token is present does not crash. Broadcast was added between clusters for token and requests transmissions. No performance evaluation experiments were conducted.

In Mueller [Mueller, 1998], the author presents an extension to Naimi-Tréhel’s algorithm where he adds the concept of priority in it. Local queues are introduced in each node. They form a virtual global queue ordered by priority.
and FIFO order is used when priorities are equal. A request is associated with a priority and the algorithm first satisfies the requests with higher priority. The basic idea is to accumulate priority information on intermediate nodes during request forwards. Thus, the NEXT queue is replaced by a set of local queues. When a node issues a request with same priority, this request propagates along the LAST tree until it reaches a node whose pending request is equal or greater than the former. The request is then locally queued at this node. When a node grants the token to another one it appends its local queue at the token. The receiving node then merges its token with the received one. In the author’s approach, clustering is not considered. However, if priorities were assigned to requests based on their cluster locality, requests of the same cluster could be satisfied in sequence, preempting those of other clusters.

We should point out that the approach of changing the priority of pending requests could be applied to any other token-based algorithm. However, if such an approach allows to reduce the delay for a process to obtain the critical section, it does not reduce the complexity in terms of number of messages, which can become a drawback for large scale Grid systems.

2.3.2 Composition-based approach

Several authors [Chang et al., 1990a], [Housni and Tréhel, 2001], [Bertier et al., 2006], [Erciyes, 2004], [Madhuram and Kumar, 1994], [Omara and Nabil, 2002] propose to compose mutual exclusion algorithms: one at inter cluster/group level and a second at intra cluster/group level in order to minimize both message traffic and the time delay to enter the CS. In the majority of these works, the algorithm between clusters (groups) is different from the algorithm inside a group.

Chang et al. [Chang et al., 1990a] present in their article a hybrid approach which applies diffusion-based algorithms at both levels: Singhal’s algorithm [Singhal, 1992] locally and Maekawa’s algorithm [Maekawa, 1985] between groups. The former uses a dynamic information structure while the latter is based on a voting approach. The authors argue that since no algorithm can minimize both message traffic and time delay at the same time, such a combination is ideal since message complexity of Maekawa algorithm is low and Singhal’s algorithm presents shorter delay time in successive executions of CS when compared to the former. Simulation studies show that when compared to flat Maekawa’s algorithm, the proposed hybrid algorithm significantly reduces message traffic and time delay, specially if the system presents cluster locality of requests. Similarly, Omara et al.’s solution [Omara and Nabil, 2002] is a hybrid of Maekawa’s algorithm at inter cluster level and Singhal’s modified algorithm, which provides more fairness than the latter, at intra cluster level.

In Housni et al. [Housni and Tréhel, 2001], sites with the same priority are gathered within the same group. The algorithm between groups is different from the algorithm inside a group. They consider that routers ensure the in-
interface between the algorithms of the two levels. Raymond’s tree-based token algorithm [Raymond, 1989] is used inside a group, while Ricart-Agrawala [Ricart and Agrawala, 1981] diffusion-based algorithm is used between groups. If a router receives a permission from all the other routers, it generates the token in its group and gives it to the root node of its group. When all the pending requests of the group are satisfied, the token is restored to the router and destroyed. Routers can have different priorities. Hence, nodes of a given group, whose router has generated the token, can be preempted if its router receives a request from another one with higher priority. The former then interrupts the root of its group for requesting it the token. As soon as it gets it, the router sends its permission to the priority router.

Erciyes [Erciyes, 2004] proposes an architecture that consists of a logical ring of clusters, i.e., each node on the ring represents a cluster of nodes. Each of this node is a coordinator node, which performs the required critical section requests and releases on behalf of the nodes of the cluster it represents. However, inside the cluster, a central-based mutual exclusion algorithm is used, i.e., a node requests to its coordinator to enter the CS and will enter it upon reception of a reply message from the coordinator. When exiting the CS, the node sends a release message to the coordinator. The author proposes two algorithms for the inter-cluster level: the permission-based Ricart-Agrawala [Ricart and Agrawala, 1981] algorithm and Lan’s token-based algorithm [Lann, 1978]. However, in both cases, messages are exchanged based on the inter cluster logical ring structure. Theoretical studies of the composed algorithms compared to their flat original algorithms show: (1) a gain of an order of magnitude of improvement in terms of message complexity but at the expense of larger obtaining time; (2) a reduced number of messages to enter a CS when the number of clusters increases. However, with a large number of clusters and number of messages (low level parallel application) coordinators become a bottleneck and token obtaining time increases.

Similarly to Erciyes [Erciyes, 2004], Madhuram et al. present in [Madhuram and Kumar, 1994] a two level algorithm where the centralized-based mutual exclusion algorithm is used at intra cluster level. However, coordinators at inter cluster level are not organized in a logical ring, but every coordinator can communicate with the other. The authors argue that the centralized algorithm is a good choice because of its low message complexity: 3 messages per CS invocation. All message requests are timestamped. The coordinator queues up the requests it receives from processes of its cluster in a queue in timestamped order (InternalQ). A second queue is used to store requests from the other coordinators (GlobalQ). A coordinator acts on behalf of all sites of its group. Upon receiving a request, the coordinator will broadcast a request provided it did not already do it (i.e., the request is registered in the GlobalQ). Using the InternalQ, the authors also propose a local preemption mechanism in order to satisfy local requests (imposing an upper limit to avoid starvation) before giving permission to a remote coordinator. They argue that in case of high load (low parallel application) such preemption mechanism increases
performance of the application. The hierarchical algorithm presented in the paper adapts Ricart-Agrawala at inter-cluster level, but the authors advocate that any timestamp-based algorithms could also be used as well.

In [Bertier et al., 2006], Bertier et al. propose a composition approach which consists of Naimi-Tréhé algorithm at both level. The authors consider that messages exchanged by nodes of different clusters always pass along special nodes, called proxys, that behave like routers. There is one proxy per cluster. Therefore, every message that is sent from a node to a remote node is routed to the proxy of the cluster’s sender which forwards the message to receiver’s proxy node. The latter then sends the message to the receiver node. The sender’s and receiver’s proxys can then gather information about token transfers and requests at cluster level, taking decisions based on such information. Therefore, some inter-cluster messages can be managed at the proxys’ level, without being necessary to be redirected to the other nodes inside clusters. Furthermore, by changing the $NEXT$ queue, intra-cluster CS requests are satisfied before remote ones. To avoid starvation, a threshold value limits the maximum number of CS that can be successively executed by nodes of the same cluster. Experiments were performed on a dedicated cluster where a Grid environment with multilevel network latencies was emulated by injection of network delays. The authors show that due to the proxy and cluster locality exploitation, both the time delay to obtain the token and the number of inter-cluster messages were reduced on their approach when compared to flat Naimi-Tréhé’s algorithm, specially for low parallel applications.

All the above mentioned works hierarchically compose mutual exclusion algorithms but the choice for the composed algorithms can not change. One could argue that one of these fixed compositions could be more suitable for some type of application. However, no comparative evaluation performance study exists in the literature for such a conclusion. Another point is that the concept of group that the majority of these works exploit is logical, i.e., groups are not necessarily mapped to the physical topology and do not consider latency heterogeneity. Hence, whenever some performance results are presented in their respective articles, the experiments were conducted on top of simulators or emulated platform and not on top of a Grid.

### 2.4 Composition approach to mutual exclusion algorithms

Many of the composed algorithms presented in the previous section do not consider differences in communication latency as the main reason for grouping machines. Hence, the majority of them do not take into account the physical topology of the Grid and latency heterogeneity.
We have proposed a more generic approach which allows the choice of the good combination of algorithms according to the application's behavior by comparing different mutual exclusion algorithm compositions on top of Grid.

Similarly to a classical mutual exclusion algorithm, a mutual exclusion synchronization protocol on top of Grid should offer two operations: `CS_Request()`, which allows a process to request exclusive access to a shared resource, and `CS_Release()` called by the same process when it wants to release the resource. However, in order to be effective, such a synchronization protocol must tolerate heterogeneous network latencies. Our approach does it by using a hierarchy of mutual exclusion algorithms: a per cluster token-based mutual exclusion algorithm that controls critical section requests for processes within the same cluster and a second algorithm that controls inter-cluster requests for the token. The former is called the `intra` algorithm while the latter is called the `inter` algorithm and their executions are clearly separated. Furthermore, an `intra` algorithm instance of a cluster runs independently from a second `intra` algorithm instance. Thus, a process obtains access to the shared resource and later releases it by calling the above two operations which belong to the `intra` algorithm instance of its cluster. Another important advantage of our approach is that the chosen algorithms of both layers do not need to be modified. Hence, it is very simple to offer different implementations of a mutual exclusion service by just assembling multiple mutual exclusion algorithms.

Without loss of generality, we will consider that just one parallel or distributed application runs on top of the Grid at a given time. This application is composed of a set of processes and there is one process per node/machine denoted an `application` process.

When an `application` process wants to access the shared resource, it calls the operation `CS_Request()` of the `intra` algorithm. Upon getting the `intra` token, the process executes the critical section. After executing it, the process calls the operation `CS_Release()` of the same `intra` algorithm to release it. However, since one `intra` algorithm instance runs on each cluster, several processes could simultaneously access the critical section which would violate the safety property. In order to overcome this problem, we have introduced a special node within each cluster, called the `coordinator`, which ensures the safety property at a Grid wide level. The `inter` algorithm runs on top of the `coordinators` and allows a `coordinator` to request access to the shared resource on behalf of an `application` node within its respective cluster. `Coordinators` are in fact hybrid processes which participate in both the `inter` algorithm with the other `coordinators` and the `intra` algorithm with their cluster’s `application` processes. Nevertheless, even if the `intra` algorithm sees a `coordinator` as an `application` process, the `coordinator` neither takes part in the application’s execution nor requests access to the shared resource for itself.

The `coordinator` also uses the `CS_Request()` and the `CS_Release()` operations offered by the `inter` algorithm. However, a `coordinator` being in critical section for the `inter` algorithm instance means that one of the `application` processes of
its cluster can access the resource. It is considered to be in the critical section by the other coordinators.

Each intra algorithm instance controls an intra token while the inter algorithm instances control an inter token. For every shared resource, there is one intra token per cluster but a single inter token for the whole system of which only the coordinators are aware. Therefore, holding the intra token of its cluster is sufficient and necessary for an application process to enter the CS since the local intra algorithm instance ensures that no other local application node of the cluster has the intra token. Moreover, considering the hierarchical composition of algorithms, our solution must also guarantee that no other application process of the other clusters is also in the critical section by holding the intra token of their own algorithm. In other words, at any time only one cluster has the right of allowing one of its application processes to execute the CS. This can be ensured by the possession of the inter token by just one of the coordinators.

![Mutual Exclusion Automata](image)

**FIGURE 2.4:** Mutual exclusion automatas.

### 2.4.1 Coordinator processes

The guiding principle of our approach is represented by the automata of Figure 2.4.(b), which describes the behavior of a coordinator process. In a classical mutual exclusion algorithm, a process can be in one of the three following states: requesting the critical section (REQ), not requesting it (NO_REQ), or in the critical section (CS), as shown in Figure 2.4.(a). A coordinator process can also find itself in one of these three states, likewise the classical mutual exclusion, but with regard to both algorithms. Therefore, in the automata of Figure 2.4.(b), Intra and Inter refer to the coordinator state related to the intra algorithm instance and inter algorithm instance respectively. Moreover, a coordinator has additional states with respect to the global state of the composition, which can be one of the following: OUT, IN, WAIT_FOR_OUT,
If the coordinator is in the OUT state, no local application process of its cluster has requested the CS. Thus, it holds the intra token (Intra = CS) but it does not hold the inter token (Inter = NO_REQ). When an application process wants to enter the critical section, it sends a request to the processes of its cluster by calling the CS_Request() operation of the intra algorithm. The coordinator of the cluster, which is the current holder of the intra token, will also receive such a request. Upon receiving it, the coordinator holder changes its global state to WAIT_FOR_IN. However, a coordinator can only grant the intra token to a requesting application process of its cluster if it holds the inter token too. To this end, it calls the CS_Request() operation of the inter algorithm in order to request the inter token. Therefore, when the coordinator finds itself in the WAIT_FOR_IN global state, there are one or more pending intra algorithm requests, and the coordinator still holds the local intra token (Intra = CS) but it is waiting for the inter token delivery (Inter = REQ).

The coordinator state changes to the IN global state when it receives the inter token. It then grants the intra token to the requesting application process by calling the CS_Release() operation of the intra algorithm. Thus, the coordinator holds the inter token (Inter = CS) but has given the intra algorithm token (Intra = NO_REQ) to one of the application processes of its cluster.

A coordinator which holds the inter token must also treat inter token requests received from the other coordinators. However, it can only grant the inter token if it also holds its local intra token. Holding this token ensures that there is no application process within its cluster in the critical section. When another coordinator requests the inter token, but the current holder of it does not keep both tokens, the latter sends a request to its intra algorithm asking for the intra token. Its global state triggers to WAIT_FOR_OUT coordinator, i.e., the coordinator still holds the inter token (Inter = CS) but it is waiting for the intra token (Intra = REQ) in order to be able to satisfy the inter algorithm pending requests. Upon obtaining the intra token, the coordinator can grant the inter token to the requesting coordinator by calling the CS_Release() operation of the inter algorithm. It returns to the OUT state where it holds the intra token (Intra = CS) but not the inter token (Inter = NO_REQ).

It is worth remarking that only one coordinator can be either in the IN or in the WAIT_FOR_OUT global state at any given time. All the other nodes are either in the OUT or in the WAIT_FOR_IN global state.
2.5 Composition properties and its natural effects

In order to show how much our composition approach reduces both the number of messages exchanged between application processes and the delay for a process to get access to the critical section, we are going to discuss an example of an application execution that uses our mutual exclusion composition protocol. Figure 2.5 shows such an example. It consists of a Grid composed of four three-node clusters. Each cluster $i$ has two application nodes $A_i$ and $B_i$ and one coordinator node $C_i$. For the sake of simplicity, we consider that a token-based mutual exclusion algorithm that broadcast requests, such as Suzuki-Kasami algorithm [Suzuki and Kasami, 1985] (see Section 2.2), runs on both the *intra* and *inter* levels of the composition. All the effects described below then correspond to the gain in terms of number of messages and/or access waiting time of the composition protocol when compared to the original broadcast request mutual exclusion algorithm, i.e., if the latter, called the *flat* algorithm, was executed by all processes without a composition approach.

As we can observe in Figure 2.5(a), at the beginning of the execution, node $A_1$ keeps the *intra* token of cluster 1 and the coordinator $C_1$ keeps the *inter* token. *Intra* tokens of clusters 2, 3, and 4 are respectively held by coordinators $C_2$, $C_3$, and $C_4$.

### 2.5.1 Filtering and aggregation

Suppose that node $B_3$ wants to execute the critical section. It then broadcasts its request at *intra* level to all the nodes of its own cluster including the local coordinator $C_3$ (Figure 2.5(b)). Upon receiving the request, $C_3$ changes its state to $\text{WAIT\_FOR\_IN}$, forwards the request to all other coordinators and waits for the *inter* token. Only the coordinator $C_1$ will forward the request to the *application* nodes of its cluster by calling the $\text{CS\_Request()}$ operation of its *intra* algorithm. The other coordinators $C_2$ and $C_4$ will do nothing since they are in the *OUT* state and none of the *application nodes* of their clusters are in the critical section. The request was not broadcast in these two clusters and thus the number of *intra* cluster sent messages is reduced when compared to the *flat* algorithm. We denote such *intra* cluster message reduction the natural filtering effect of the composition.

A second effect of the composition is the natural aggregation of the *intra* requests. Before node $B_3$ gets the *intra* token, suppose that node $B_2$ calls the $\text{CS\_Request()}$ operation (Figure 2.5(c)). Hence, a request message is broadcast to all nodes of its cluster. When the coordinator $C_2$ receives the request, it forwards it to the other nodes of its cluster. However, since the coordinator $C_1$ is already in the $\text{WAIT\_FOR\_OUT}$ state due to $B_3$ request, it will not broadcast the request inside its cluster. Moreover, the request will not be broadcast inside those clusters where there is no node executing the
Figure 2.5: Example of execution.
critical, i.e., clusters $C_3$ and $C_4$.

Finally, suppose that a second application node of cluster 3, $A_3$, also decides to ask for the critical section. We observe in Figure 2.5(d) that the request is not broadcast at the inter level of the composition. This happens because the coordinator $C_3$ is in the $WAIT\_FOR\_IN$ state which means that it has already sent a previous inter request which has not been satisfied yet. Therefore, the composition approach naturally aggregates requests inside the same cluster which reduces the number of inter cluster messages. This effect is named the natural aggregation of the inter requests.

2.5.2 Preemption and structural effects

If we consider the previous execution, there are three concurrent pending requests which were respectively issued by $B_3$, $B_2$, and $A_3$. In the original flat algorithm, the requests would be satisfied in the order, i.e., first $B_3$’s request, then $B_2$’s request, and finally $A_3$’s request. However, such an order forces the token to cross clusters (Figure 2.5(f)): from cluster 1 to cluster 3 when $A_1$ grants the token to $B_3$, from cluster 3 to cluster 2 when $B_3$ grants the token to $B_2$, and back to cluster 3 when $B_2$ grants the token to $A_3$. The round trip time for the token’s travel between cluster 2 and 3 considerably increases the time for a process to get access to the critical section. Contrarily to the delay of a token request which can be overlapped by the duration of a critical section execution, no process can execute a critical section during the token transfer. Hence, reducing the delay of a token transfer has a direct impact on the overall performance of the algorithm since the time during which a node waits for the token will decrease as well.

Our composition protocol behaves differently (see Figure 2.5(e)). The hierarchy of algorithms naturally reorder the requests, giving priority to local requests over remote ones. When node $A_1$ ends its critical section, it calls $CS\_Release()$ and grants the intra token to $C_1$ which in its turn sends the inter token to $C_3$ by calling the $CS\_Release()$ of the inter algorithm. The coordinator $C_3$ then grants the intra token of cluster 3 to node $B_3$ (by calling $CS\_Release()$ of the intra algorithm) and changes its state from $WAIT\_FOR\_IN$ to $IN$. At the same time, thanks to the coordinator $C_2$, $C_3$ knows that there is a pending request from $B_2$, as explained above. Therefore, by calling the $CS\_Request()$ operation of the intra algorithm, $C_3$ broadcasts a request to all nodes of its cluster 3 in order to get the intra token. $C_3$ then changes its states to $WAIT\_FOR\_OUT$ state.

Notice that when node $B_3$ ends its critical section, there are two pending requests: one from $A_3$ and another from $C_3$. By keeping the order of reception of requests, $B_3$ grants the intra token to $A_3$ since it received $A_3$’s requests before $C_3$’s request. This means that without changing the original intra algorithm, the request of $A_3$ will be satisfied before the request of $B_3$ thus avoiding the aforementioned round trip travel time of the inter token between clusters 2 and 3. At the end of the critical section, $A_3$ grants the intra token to
$C_3$, since requests are satisfied in order. Having the intra token, $C_3$ grants the inter token to $C_2$ by calling the $CS\_Release()$ operation of the inter algorithm. Then, the nodes of cluster 2 can execute their critical section, i.e., $B_2$ in this example.

The reordering of the critical section accesses is due to the composition approach which prioritizes all the local requests of a cluster as soon as the latter gets the inter token. This mechanism optimizes the requests scheduling and can be seen as a “natural” scheduler because local requests preempt the critical section accesses over remote application node requests. Based on system taxonomy, we will refer to it as the “natural” preemption effect of the composition.

### 2.5.3 Natural effects of composition

Based on the previous example, we have discussed the effects induced by the mutual exclusion synchronization composition protocol. These effects are not due to the mechanisms added to coordinate at the different levels but they are a consequence of both the inherent hierarchical topology of the Grid and the use of coordinator processes. For these very reasons, we qualify them as “natural effects.” These effects either reduce the number of sent messages or the time for a process to get to the CS.

Some of the above explained effects significantly reduce the mean number of sent messages which are required to get the critical section:

- **Natural filter effect**: requests are broadcast only in the last cluster which has executed the CS.

- **Natural aggregation of inter requests**: there is at most one broadcast in the inter algorithm for multiple concurrent requests issued from application nodes of the same cluster.

- **Natural aggregation of the intra requests**: inside the last cluster which has executed the CS, there is at most one broadcast of the intra algorithm of this cluster for all the requests forwarded by the other clusters.

The other effects directly reduce the mean CS access delay:

- **Natural preemption**: all pending requests of a cluster will be satisfied before the coordinator takes back the intra token and releases the inter token.

- **Structural effect**: In the flat algorithms, the delay for an application process to obtain the CS is proportional to the number of nodes of the whole system. On the other hand, the hierarchical structure of the Grid naturally reduces the number of application nodes in each instance of the algorithms. Therefore, the mentioned delay is reduced.
In conclusion, all these effects improve the performances of the application over the flat algorithms. However, the overload of the composition should be taken into account, i.e., coordinators add a latency time and processor consumption to the system. The next section compares and shows the real gain of the hierarchical compositions over flat algorithms.

2.6 Performance evaluation

This section presents some performance evaluation results conducted on the French large-scale Grid’5000 [Cappello et al., 2006]. Some preliminary results have been presented in [Sopena et al., 2007] and [Sopena et al., 2008a].

Grid’5000 is a large-scale grid experimental testbed. It comprises 17 clusters located in 9 different cities all over France. Whichever the cluster, every node has a Bi-Opteron CPU and 2GB of RAM. Clusters are connected by dedicated 10Gb/s bandwidth links.

Our experiments used 9 of the 17 clusters, each one with 20 nodes, located in a different city. Figure 2.1 presents the average latency between the clusters.

Our performance tests aim at comparing the efficiency of some mutual exclusion algorithm compositions considering applications with different degrees of parallelism. The basic algorithms that we have chosen are Martin’s [Martin, 1985], Naimi-Tréhel’s [Naimi and Tréhel, 1996], and Suzuki-Kasami’s [Suzuki and Kasami, 1985] presented in Section 2.2.

2.6.1 Experiment parameters

The mutual exclusion algorithms as well as the coordinator are written in C using UDP sockets. An application process that runs on a single node executes 100 critical sections. Each of them lasts 10ms, which is the same order of magnitude as a data packet hop time between two clusters. Every experiment was executed 10 times and the presented results represent the average value.

An application behavior is characterized by:

- \( \alpha \): time taken by a node to execute the critical section;
- \( \beta \): mean time interval between the release of the CS by a process and its next request.
- \( \rho \): the ratio \( \beta/\alpha \), which expresses the frequency with which the critical section is requested.

We have developed several applications having low, intermediate, and high degrees of parallelism.
<table>
<thead>
<tr>
<th>from</th>
<th>Orsay</th>
<th>Grenoble</th>
<th>Lyon</th>
<th>Rennes</th>
<th>Lille</th>
<th>Nancy</th>
<th>Toulouse</th>
<th>Sophia</th>
<th>Bordeaux</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orsay</td>
<td>0.034</td>
<td>15.039</td>
<td>9.128</td>
<td>8.881</td>
<td>4.489</td>
<td>95.282</td>
<td>15.556</td>
<td>20.239</td>
<td>7.900</td>
</tr>
<tr>
<td>Lille</td>
<td>10.000</td>
<td>10.001</td>
<td>10.001</td>
<td>10.001</td>
<td>0.001</td>
<td>10.001</td>
<td>20.000</td>
<td>20.001</td>
<td>10.001</td>
</tr>
<tr>
<td>Toulouse</td>
<td>15.547</td>
<td>10.586</td>
<td>7.934</td>
<td>19.888</td>
<td>19.102</td>
<td>17.886</td>
<td>0.043</td>
<td>14.540</td>
<td>3.131</td>
</tr>
</tbody>
</table>

Table 2.1: Grid’5000 RTT latencies (average ms).
Considering \( N \) as the total number of application processes (180 in our experiment), the three degrees of parallelism can be expressed respectively by:

- **Low Parallelism**: \( \rho \leq N \): An application where the majority of application processes request the critical section. Thus, almost all coordinators wait for the inter token in the inter algorithm. In other words, almost all clusters have one or more application processes in the requesting state.

- **Intermediate parallelism**: \( N < \rho \leq 3N \): A parallel application where some sites compete to get the CS. Only some coordinators are in the requesting state with respect to the inter algorithm on the whole Grid, i.e., just some clusters have one or more application that request the CS.

- **High Parallelism**: \( 3N \leq \rho \): A highly parallel application where concurrent requests to the CS are rare. The whole number of requesting application processes is small and usually distributed over the Grid. Hence, only one or a few clusters have one or more application processes in the requesting state with regard to the inter algorithm.

The performance of a mutual exclusion algorithm is usually measured by the number of messages exchanged per critical section and the delay for getting access to the shared resource, i.e., the time interval between the moment a node requests the CS and the moment it gets it. The latter, which we called the obtaining time in this paper, comprises the delay for transmitting a token request \( T_{req} \) plus the delay for granting the token \( T_{token} \). However, if the time for waiting for the current pending requests \( T_{pendCS} \) is higher than \( T_{req} \), the obtaining time is equal to \( T_{pendCS} + T_{token} \). Thus, the three metrics that we considered are: the obtaining time, i.e., the number of sent messages, and the standard deviation of the obtaining time.

For the sake of simplicity, we call the Naimi-Tréhé and Suzuki-Kasami algorithms respectively Naimi’s and Suszuki’s and for all figures of this section we have adopted the notation “Intra algorithm-Inter Algorithm” to denote a two level algorithm composition. For instance, “Naimi-Martin” denotes a composition where Naimi-Tréhé's algorithm is used as the intra algorithm of every cluster and Martin’s algorithm as the inter algorithm.

### 2.6.2 Performance results: composition study

In this section we present evaluation performance results by composing the three algorithms described in Section 2.2 with different application behaviors. The abscissae of the curves always represent the \( \rho \) parameter (degree of parallelism). Hence, when analyzing the curves the reader must keep in mind that when \( \rho \) increases, the number of processes that concurrently request the critical section decreases. As we observed that the inter algorithm has a much
stronger influence in the overall performance than the *intra* algorithm, the experiments of Sections 2.6.2.1 and 2.6.2.2 have been performed by fixing the latter to Naimi’s algorithm. Therefore, the variation of application processes *obtaining time* and number of *inter* cluster sent messages is only due to the *inter* algorithm. The latter comprises the number of messages for delivering *inter* token requests plus the number of messages for granting the *inter* token. The impact of the *intra* algorithm choice on the overall performance of our composition approach as well as the advantages of choosing Naimi’s for the *intra* algorithm are explained in Section 2.6.2.4.

### 2.6.2.1 Obtaining time of application processes

We consider the following notations:

- $T$: average message delay for transmitting a message between two coordinators;
- $T_{req}$: average message delay for transmitting an *inter* token request message from a coordinator to the coordinator that will grant it the token.
- $T_{token}$: average message delay for granting the token between the current coordinator token holder and the requesting coordinator;
- $T_{pendCS}$: average delay for satisfying all the current pending *inter* token requests before satisfying the studied *inter* token request.

In terms of *obtaining time*, a first remark is that for all curves the obtaining latency decreases with the decreasing of concurrency, i.e., the reduction of...
the waiting queue size. The clustering of intran token requests has also an advantageous impact on the obtaining time when compared to the original algorithm, as we can observe in Figure 2.6.(a). Such a benefit depends on $\rho$.

In highly parallel applications where there is almost no concurrency among accesses to the shared resource ($\rho \geq 3N$), the obtaining time of a coordinator comprises the request message delay $T_{req}$ plus the token message delay $T_{token}$. However, in applications with high concurrency for accessing a shared resource, as in low parallel applications ($\rho \leq N$), a coordinator must wait for all the other pending CS requests to be satisfied before getting the token. This delay, which we called $T_{pendCS}$, is usually higher than the one for sending the request $T_{req}$ and completely overlaps $T_{req}$. Therefore, the obtaining time of a coordinator consists of $T_{pendCS}$ plus the token message delay $T_{token}$. This explains why the obtaining time tends to be higher when $\rho \leq N$, since in this case there are always many application processes in the requesting state, and quite short when $\rho \geq 3N$, since the number of waiting coordinators for the token is small. Such a behavior can be observed in Figure 2.6.(a).

**Low parallel application:** We did not observe any significant difference with respect to the average obtaining time of all three algorithms of Figure 2.6.(a) for $\rho \leq N$. As explained above, in this case, the obtaining time of a coordinator is equal to $T_{pendCS} + T_{token}$. $T_{pendCS}$ is the same for all three inter algorithms while $T_{token}$ is reduced to $T$ in the case of Naimi’s (a send to the next node) and Suzuki’s (a send to the first node of Q) algorithms. In Martin’s algorithm, the current token holder grants the token to its predecessor in the ring. However, as this node has a very high probability of having requested the token too, the token granting delay also takes one message ($T_{token} = T$), as in the other two algorithms.

As concurrency among accesses to the shared resource is quite high in low parallel applications, the obtaining time does not vary much. Such a behavior will be explained in Section 2.6.2.3, where the standard deviation of the obtaining time is discussed.

**Intermediate parallel application:** A first remark is that Naimi-Naimi’s obtaining time is comparable to Naimi-Suzuki’s (see Figure 2.6.(a) for $N < \rho \leq 3N$) whereas Naimi-Martin’s is slightly higher. This is explained by the fact that when using Martin’s as the inter algorithm, there are some coordinators waiting for the inter token which implies that their $T_{req}$ can still be covered up by their $T_{pendCS}$. Thus, similarly to low parallel applications, the main factor for the obtaining time is $T_{token}$. Suzuki’s and Naimi’s inter algorithm invariably need only one message, whose delay is $T$ while Martin’s needs more than one message in average. For Martin’s, the smaller is the number of pending requests, the lower is the probability that a second coordinator has also requested the token and the higher is the probability that
\( T_{\text{token}} \) increases. Therefore, Martin’s algorithm is not suitable as the \( \text{inter} \) algorithm for this type of application.

**Highly parallel application:** In the case of applications with high degree of parallelism, CS requests from \( \text{application} \) processes are quite sparse. As explained above, in such applications, the \( \text{obtaining time} \) of a coordinator comprises the requesting message delay \( T_{\text{req}} \) plus the \( \text{inter} \) token message delay \( T_{\text{token}} \). As the application does not present much concurrency, \( T_{\text{token}} \) is equal to \( T \) to both Naimi’s and Suzuki’s algorithms while for Martin’s it is equal to \( N/2 \times T \).

In terms of \( T_{\text{req}} \), the most effective \( \text{inter} \) algorithm is Suzuki’s, since a CS requesting is performed by a single message sent in parallel to each coordinator, taking just \( T \). As Naimi’s uses a tree to route requests, the average delay for a request travel is \( \log(N) \times T \) between coordinator nodes. The less suitable algorithm is Martin’s. Since the number of requesting coordinator tends to zero, a CS request tends to travel along the ring an average of \( N/2 \) successive hops, which implies a \( T_{\text{req}} \) of \( N/2 \times T \). Hence, the impact of \( T_{\text{req}} \) in the \( \text{obtaining} \) time of the three algorithms explains why Suzuki’s presents the lowest \( \text{obtaining time} \) and Martin’s the highest one as observed in Figure 2.6.(a) for \( \rho \geq 3N \).

We can summarize our study about the \( \text{obtaining time} \) by the Table 2.2.

<table>
<thead>
<tr>
<th>Composition</th>
<th>Parallelism</th>
<th>Low</th>
<th>Intermediate</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naimi-Suzuki</td>
<td>( T_{\text{pendCS}} + T )</td>
<td>( T_{\text{pendCS}} + T )</td>
<td>( T + T )</td>
<td></td>
</tr>
<tr>
<td>Naimi-Martin</td>
<td>( T_{\text{pendCS}} + T )</td>
<td>( T_{\text{pendCS}} + K \times T )</td>
<td>( N \times T )</td>
<td></td>
</tr>
<tr>
<td>Naimi-Naimi</td>
<td>( T_{\text{pendCS}} + T )</td>
<td>( T_{\text{pendCS}} + T )</td>
<td>( \log(N) \times T + T )</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.2: Average token obtaining time per composition.

### 2.6.2.2 Number of \( \text{inter} \)-cluster sent messages

In Figure 2.6.(b), we can see that, independently of \( \rho \), the original Naimi-Tréhé always presents the same number of \( \text{inter} \) cluster sent messages \( (O(\log(N))) \). This constant behavior can be explained since the routing of both a CS request and a token granting message from a node does not depend on its location. A message is arbitrarily routed through nodes which are within the same cluster or belong to different clusters. On the other hand, when a compositional approach is used, \( \text{inter} \) cluster messages are managed by coordinators which gather token request messages from \( \text{application} \) processes into just one \( \text{inter} \) token request. Hence, the number of \( \text{inter} \) cluster sent messages decreases when compared to the original algorithm, as we can
observe in the same figure for all three algorithm compositions. Nevertheless, when applying our composition approach, the number of inter cluster sent messages is not constant but increases with $\rho$.

When $\rho$ is small, there is a lot of concurrent CS requests from application processes of the same cluster which result in a single inter token request by the coordinator of the cluster in question. In this particular case, we should emphasize the advantage of using the Naimi-Naimi’s algorithm composition compared to the original one. But when concurrency for the CS decreases, the gathering of intra CS requests by a coordinator decreases as well which implies results in more inter cluster requests.

In the case of Suzuki’s and Naimi’s inter algorithms, the number of sent messages per inter token request of a coordinator consists of one message for the grant of the inter token and respectively $N$ messages and $O(\log(N))$ messages for inter token request. Hence, in terms of number of inter cluster sent messages, Naimi’s is more efficient than Suzuki’s, which can be observed in the curves Naimi-Naimi and Naimi-Suzuki of Figure 2.6.(b). However, in the case of Martin’s algorithm, that number depends on $\rho$. For low parallel applications ($\rho \leq N$), the probability of having all coordinators requesting the inter token at a given time is high. Therefore, the grant of the inter token takes just one message as well as a coordinator request since a second coordinator which is in a requesting state does not forward a request, as explained in 2.2.1. When the parallelism of the application increases, the number of inter-cluster sent messages per inter token request increases as well. This growth can be explained since the probability that some coordinator requests the inter token decreases. Thus, the number of hops of a request message increases proportionally, which generates more messages. In a highly parallel application, a token request in Martin’s generates $N/2$ messages and the grant of the token generates $N/2$ messages. By comparing Naimi-Martin and Naimi-Naimi curves of Figure 2.6.(b), we can observe that for highly parallel applications ($\rho \geq 3N$), the number of inter cluster messages sent by Martin’s is slightly higher than Naimi’s.

The number of inter cluster messages can be summarized by the Table 2.3.

<table>
<thead>
<tr>
<th>Composition</th>
<th>Parallelism</th>
<th>Low</th>
<th>Intermediate</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naimi-Suzuki</td>
<td>$N + 1$</td>
<td>$N + 1$</td>
<td>$N + 1$</td>
<td></td>
</tr>
<tr>
<td>Naimi-Martin</td>
<td>2</td>
<td>$2 &lt; K &lt; N$</td>
<td>$(N/2) + (N/2)$</td>
<td></td>
</tr>
<tr>
<td>Naimi-Naimi</td>
<td>$\log(N) + 1$</td>
<td>$\log(N) + 1$</td>
<td>$\log(N) + 1$</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.3: Average number of inter cluster messages per composition.
2.6.2.3 Standard deviation

In order to analyze more precisely the variation of the obtaining time, its standard deviation \( \sigma \) has been measured, as shown in Figure 2.7.(a). A first remark when observing this figure is that \( \sigma \) is in fact quite significant for all \( \rho \) values compared to the average CS time. This is due to the communication heterogeneity of the Grid platform: inter cluster latencies are much higher than intra cluster ones and the former are not uniform with regard to two different clusters, as described in Figure 2.1.

To measure the importance of \( \sigma \) and to evaluate the side effects of the average obtaining time variations, we choose to study the relative deviation time \( \sigma_r = \left( \frac{\sigma}{\bar{x}} \right) \), which is the ratio of the standard deviation \( \sigma \) to the average obtaining time \( \bar{x} \) — see Figure 2.7.(b). The original Naimi’s algorithm relative deviation \( \sigma_r \) is always smaller than that of any composition of algorithms. This happens because in the case of Naimi’s, the path covered by the token is independent of the actual token position. However, in our approach, a request can have one of the following two delays: a very short one when the token is already in the cluster of the requesting node, and a long one when the token is not in the same cluster.

All curves of the Figure 2.7.(b) have the same form: a significant growth for the lower values of \( \rho \) and then a stabilizing phase. This growth of \( \sigma_r \) can be explained by two phenomena: the overlapping of the requesting trip time \( T_{req} \) by the process time of the requesting queue and the sequential ordering due to the extreme number of requests (for \( \rho = N/2 \)).

With respect to the difference between the compositions curves, we can note that they are equivalent for lower values of \( \rho \). For the intermediate parallel degree \( (N < \rho \leq 3N) \), Naimi-Martin’s has the worst absolute standard devia-
tion due to its logical ring structure while Naimi-Suzuki’s and Naimi-Naimi’s present a better absolute standard deviation. However, Naimi-Suzuki exhibits a better relative standard deviation. For $\rho > 3N$, Naimi-Suzuki has the smallest $\sigma$ as shown in Figure 2.7.(a).

2.6.2.4 Intra algorithm choice

We have carried out several experiments aiming at choosing the best intra algorithm with respect to the behavior of the applications. In order not to load Figure 2.8, we just show the curves when the inter algorithm is fixed to Naimi’s. Experiments with the other two algorithms have presented the same behavior.

![Intra algorithm choice](image)

(FIGURE 2.8: Intra algorithm.)

In terms of the number of intra cluster messages, all algorithms have an acceptable local overhead. One could argue that since Suzuki’s algorithm sends a much higher number of request messages per critical section than the other two algorithms, it might be not chosen as the intra algorithm. However, as nodes within a cluster are linked by a LAN, a multicast primitive could be used to diffuse the request which will significantly reduce the number of sent messages.

Concerning the obtaining time (Figure 2.8.(a)), all algorithms present almost the same curve, independently of $\rho$ with a slight advantage for Suzuki-Naimi. Still, the latter has a weaker regularity (Figure 2.8.(b)) than Naimi-Naimi. This difference is due to the lack of fairness of Suzuki’s algorithm when appending nodes to the token queue $Q$ since it does not consider the arrival time of the requests.

Therefore, the regularity and performance of Naimi’s algorithm justify choosing it as the intra algorithm in the experiments of the previous sections.
2.6.3 The impact of the grid architecture

The current performance evaluation aims at studying and comparing the influence of the Grid architecture in both the original Naimi-Tréhel mutual exclusion algorithm (flat algorithm) and in our composition approach using Naimi-Tréhel at both levels (hierarchical algorithm). To this end, the number of nodes of the Grid was set to 120 but the number of clusters varied: 2, 3, 4, 6, 8, 12, 20, 30, 40, 60, and 120. The experiments were conducted on a dedicated cluster of twenty-four Bi-Xeon 2.8 Ghz with 2GB of RAM machines where a Grid environment with 120 virtual nodes was emulated. There is one process per virtual node. For those configurations where the number of virtual clusters is greater than the number of available machines, nodes of the same virtual cluster run on the same machine. This approach prevents side effects of intra cluster communication.

Network latencies between clusters were emulated by using the flexible tool DUMMYNET [Rizzo, 1997] which allows injection of network delay, bandwidth limitation, and packet loss. Hence, for emulating several virtual clusters, every message exchanged between two virtual clusters goes through a dedicated machine, a P4 3Ghz machine, which runs a FreeBSD DUMMYNET. Intra cluster communication latency is 0.5ms while inter cluster latency is 20ms. Machines are connected by a 140 Gbits/s Ethernet switch.

In order to evaluate the flat algorithm as well as the hierarchical one, two metrics have been considered: (1) the number of inter-cluster messages and (2) the obtaining time.

Considering $N = 120$, for each experiment, we have measured the obtaining time (Figures 2.9(a), 2.9(b), and 2.9(c)) and the number of inter cluster messages (Figures 2.9(d), 2.9(e), and 2.9(f)) for both algorithms when the number of cluster ranges from 2 to 120. Figures 2.9(a) and 2.9(d) correspond to a low parallel degree application ($\rho = N/2$); Figures 2.9(b) and 2.9(e) correspond to an intermediate parallel degree application ($\rho = 2N$); Figures 2.9(c) and 2.9(f) correspond to a high parallel degree application ($\rho = 5N$).

2.6.3.1 Flat algorithm

We start by studying the impact of the number of clusters of the Grid on both the obtaining time and the number of inter cluster messages in the original flat Naimi-Tréhel algorithm. We can observe in Figure 2.9 that the curves related to this algorithm have a quite similar form. Independently of $\rho$, all curves present a hyperbolic form: a significant growth when the number of clusters varies from 2 to 12. This growth is then strongly reduced, becoming almost null, when the number of clusters is greater than 40.

In order to explain the form of such curves, we propose to theoretically study the frequency with which a flat mutual exclusion algorithm sends an inter cluster message, i.e., the probability $P$ that the destination node of a message does not belong to the same cluster of the message’s sender. To this end, we consider a Grid architecture composed of $N$ nodes uniformly
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distributed over \( c \) clusters. Without loss of generality, we also suppose that a node can send a message to itself. This assumption models two successive accesses to the critical section by the same node. Then, we get the following probability \( \mathcal{P} \):

\[
\mathcal{P} = \frac{N - \frac{N}{c}}{N} = 1 - \frac{1}{c}.
\]

This equation is totally in accordance with the form of the curves of Figures 2.9 for the flat algorithm. It also shows that such a probability does not depend on the number of nodes \( N \) whenever they are uniformly distributed over the Grid, i.e., it depends only on \( c \). A last important conclusion from this equation is that the clustering effect due to the communication latency heterogeneity of a Grid has a negligible impact on the order of CS accesses. In other words, such a heterogeneity does not change the order of priority of the requests in such a way that request from closer nodes would be satisfied before distant ones.

In the above equation, any node can be chosen among \( N \) with the same probability, independently of the Grid topology. Furthermore, if theoretical curves were drawn from the equation, they would be similar to the ones of Figure 2.9. Thus, we can deduce that the assumption of equiprobability is reasonable and that the algorithm does not naturally adapt itself to the Grid topology.

Let’s come back to the curves in order to study the impact of the number of clusters with respect to the application behavior. The results of Figures 2.9(a), 2.9(b), and 2.9(c) show that the degree of parallelism of an application has an impact on the \textit{obtaining time}. Furthermore, the curves of Figures 2.9(d), 2.9(e), and 2.9(f) show that the parallelism degree of an application has no influence on the number of \textit{inter} cluster messages even if we observe a small reduction of this number for low parallel applications.

\subsection*{2.6.3.2 Hierarchical algorithm}

We are now going to study the impact of the Grid architecture on our hierarchical approach. The number of clusters has an influence on the \textit{obtaining time} as well as in the number of \textit{inter} clusters which increase with the number of clusters. However, if we exclude the configuration with one node per cluster where there is in fact no hierarchy of communication at all, our approach always presents a smaller \textit{obtaining time} and number of \textit{inter} cluster messages when compared to the flat algorithm. Notice that the benefit of using our composition approach is considerable even for a Grid composed of 60 two-node clusters.

Since the topology of the Grid has not the same impact on our composition approach as on the flat algorithm, it would be interesting to study the mean deviation between the \textit{hierarchical} curves and the flat ones for both the \textit{obtaining time} and the number of \textit{inter} cluster messages. Thus, based on the curves of Figure 2.9, Figure 2.10 shows such mean deviations.
In Figure 2.10, we can observe that the gain of our composition approach increases when the number of clusters ranges from 2 to 12. This is in accordance with the curves of Figures 2.9 where the obtaining time as well the number of inter cluster messages increase sharply for the original algorithm but smoothly for our composition approach. Such a different behavior explains why the maximum mean deviation between the two curves is reached with 12 clusters. Beyond this threshold value, the clustering effect neither has an influence on the obtaining time nor on the number of inter cluster messages since in our hierarchical approach the curves progressively increase while in the curves of the flat algorithm remain linear. Thus, the respective mean deviations inversely decrease until they become null for the configuration where each node represents a cluster (120 clusters).

We would like to theoretically evaluate the above threshold in a Grid composed of N nodes uniformly divided into c clusters. Hence, similarly to Section 2.6.3.1, we need to find the probability \( P \) that a node sends an inter cluster message in our own hierarchical approach on top of such a Grid. Without loss of generality, we consider the case where the cluster locality is maximum, i.e., every time a coordinator of a cluster gets the inter token, all the \( N/c \) nodes of this cluster execute a critical section which corresponds to a low parallel application. Thus, the probability \( P \) is equal to the probability of executing the last of the \( N/c \) critical section executions:

\[
P = \frac{1}{N/c} = \frac{c}{N}
\]
Therefore, the mean deviation $E(c)$ between our composition approach and the flat algorithm in function of the number of clusters $c$ is equal to:

$$E(c) = 1 - \frac{1}{c} \frac{c}{N}$$

and according to the derivative of $E$, the mentioned threshold, $c_{\text{threshold}}$, is equal to:

$$E'(c) = \frac{1}{c^2} - \frac{1}{N} = 0 \Rightarrow c_{\text{threshold}} = \sqrt{N}$$

Such an equation shows that the maximum benefit when using our composition approach is reached for a Grid architecture composed of $\sqrt{N}$ nodes. This result can be verified by the curves of Figure 2.10 since $\sqrt{120} = 10.95$. Consequently, for $\rho = N/2$ and $\rho = 2N$, the maximum mean deviation is reached between 8 and 12 clusters. It is also worth noting that for low parallel applications ($\rho = 5N$), the Grid architecture corresponding to the highest benefit is equal to 6 clusters.

Finally, contrarily to the flat algorithm, the parallelism degree of an application has an influence on our hierarchical approach. Indeed, we can observe in the curves of Figure 2.9 that it becomes less effective with higher parallel applications when the number of clusters increases, i.e., it does not present a linear behavior anymore as it does with low parallel applications.
2.6.3.3 Heterogeneous grid architecture

In the previous section we have presented performance results related to homogenous Grid architectures, i.e., topologies where the clusters have the same number of nodes. However, in the case of heterogenous architecture, it is very difficult to conduct the same performance experiments due to the great number of possible topologies. Thus, we are going to present in this section just a theoretical study. To this end, we consider a Grid composed of \( n \) nodes and \( c \) clusters such that cluster \( i \) contains \( m_i \) nodes (\( 1 \leq i \leq c \)). Notice that the probability that two nodes of different clusters communicate does not depend on the number of clusters \( c \) anymore, but it is a function of the distribution of the nodes among the \( c \) clusters. We denote \( M \) such a distribution and we denote \( \mathcal{M}_c \) the set of such distributions. Thus, we have:

\[
P(M) = \sum_{i=1}^{c} \left( \frac{m_i}{n} \right) \left( \frac{n - m_i}{n} \right)
\]

\[
= \frac{1}{n^2} \sum_{i=1}^{c} (m_i n) - \frac{1}{n^2} \sum_{i=1}^{c} m_i^2
\]

\[
= 1 - \frac{\sum_{i=1}^{c} m_i^2}{(\sum_{i=1}^{c} m_i)^2}
\]

The probability that a message travels along the WAN (inter-cluster network) is thus proportional to the ratio of the sum of squares to the square of the sum. Such a probability can then be raised by the Cauchy-Schwarz inequality (\cite{Schwarz, 1888}):

\[
\text{Cauchy-Schwarz inequality} \Rightarrow \left( \sum_{i=1}^{c} m_i \times 1 \right)^2 \leq \left( \sum_{i=1}^{c} m_i^2 \right) \left( \sum_{i=1}^{c} 1^2 \right)
\]

\[
\Rightarrow \left( \sum_{i=1}^{c} m_i \right)^2 \leq c \sum_{i=1}^{c} m_i^2
\]

\[
\Rightarrow \frac{1}{c} \leq \frac{\sum_{i=1}^{c} m_i^2}{(\sum_{i=1}^{c} m_i)^2}
\]

\[
\Rightarrow \forall c, \forall M \in \mathcal{M}_c, \mathcal{P}(M) \leq 1 - \frac{1}{c}
\]

Hence, the probability of sending a message over the WAN for the set of configurations \( \mathcal{M}_c \) which contains \( c \) clusters can also be raised by the constant \( 1 - 1/c \). Such a value holds when a homogenous configuration \( H_c \in \mathcal{M}_c \) is considered (see Section 2.6.3.1). We have thus the following threshold:

\[
\forall c, \forall M \in \mathcal{M}_c, \mathcal{P}(M) \leq \mathcal{P}(H_c)
\]
We are going now to study how the probability $P(M)$ varies according to different heterogeneous Grid topologies for a given number of clusters. The goal of this study is to analyze how fast the cost of using a Grid converges to its maximum (homogenous clustering architecture).

Firstly, we consider a Grid composed of a single big cluster of size $m_b$, and $c - 1$ small ones of size is $m_s$. (Figure 2.11(a)). Since the number of nodes does not change, the size $m_b$ of the big cluster depends on $c$ and $m_s$, i.e., it is equal to the number of machines that have been not distributed among the $c - 1$ small clusters: $m_b = n - m_s(c - 1)$. Figure 2.11(b) shows the probability of sending a message over the WAN for four configuration: $m_s = 1$, $m_s = 2$, $m_s = 4$, and $m_s = n/c$ (homogenous configuration). The curves represent the impact of the minimum size of the clusters on the performance of the algorithms. We could note that when there are $n - 1$ clusters composed of one node, the probability of using the WAN increases almost linear when the number of clusters increases as well. On the other hand, if the size of the
small clusters slightly increases, such a probability increases very fast.

We are going to now study the probability of sending a message over the WAN on a topology composed of \( k \) big clusters of the same size \( m_b \). The other ones are small clusters of size \( m_s \) composed of just one node, i.e., \( m_s = 1 \) (Figure 2.11(c)). It is worth remarking that the size \( m_b \) of the \( k \) big clusters reduces when \( k \) increases: \( m_b = (n - c)/k + 1 \). Figure 2.11(d) shows the probability of sending a message over the WAN for four configurations: \( k = 1 \), \( k = 2 \), \( k = 4 \), and \( k = c \) (homogenous configuration). Similarly to the previous results, the curves prove that by increasing the number of clusters, the same results obtained for homogeneous configurations hold very fast. For instance, having four big clusters \( (k = 4) \) among 20 clusters, the probability of sending a message over the WAN is 80%.

Based on both theoretical studies, we can conclude that if we exclude the case of a Grid composed of a single big cluster and \( n - 1 \) small clusters of one node, the probability of sending a message over the WAN on a heterogeneous Grid topology tends to be the same as the one on a homogeneous Grid topology.

2.7 Concluding remarks

We have proposed a new approach for composing mutual exclusion algorithms in order to offer mutual exclusion service for Grid environments where application processes are spread over several clusters interconnected by long distance links. Such a composition is totally transparent to the application and any classical token-based algorithm can be chosen as both inter and intra algorithms. Our two-level approach is scalable and can be easily extended to multiple levels of algorithm hierarchy which render it extremely suitable for large-scale systems.

Performance evaluation results from experiments conducted on both the real Frenchwide Grid’5000 and an emulation platform show that the degree of parallelism of an application has an impact on the choice of the \( \text{inter} \) algorithm. Such a choice depends on the logical topology that the algorithm takes into account for forwarding the token request. To this end, Martin’s, Naimi-Tréhéel’s, and Suzuki-Kasami’s algorithms which respectively consider a ring, a tree, and a complete graph topology were used as the \( \text{inter} \) algorithm in our tests. When the system is stressed (the rate of CS request is high and there are requests in all clusters), a ring topology is the most effective; when the CS rate is lower (i.e., the application exhibits a higher degree of parallelism) both the tree and the complete graph configurations are more efficient since they reduce the number of hops of CS request messages. Such results prove that our approach provides a framework for easily choosing the best two algorithms combination for composing mutual exclusion services.
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3.1 Introduction

Replication is a common technique to improve the performance of data access in distributed systems. In the data grid environment, replication strategies are crucial for reducing data access latency, increasing data locality and availability, and hence improving overall performance in job execution.

In this chapter, we address the replication problem in data grids with the consideration of limited replica storage. We survey existing replication management solutions for data grids and distributed environments including databases, peer-to-peer systems, and web environments. We then discuss the system architecture for the proposed replication strategy called maximize data availability with selective rank (MaxDAR). In our approach, replication decisions are driven by the optimization of the overall level of data availability of the system according to a selective-rank in minimizing the replica’s storage costs. Simulation results demonstrate that MaxDAR achieves a better performance in job execution and storage consumption compared with other strategies implemented in OptorSim.
3.2 Data replication

Replication is a well-known technique to improve reliability, load balancing, and performance of the system. In the context of distributed systems, the probability of network failures or data unavailability is higher than in a central system with a single storage resource. In general, data replication can be used to improve system performance by increasing availability of data and fault tolerance. An ideal replication solution should achieve three goals, though: fault tolerance (i.e., data availability), performance (i.e., data locality), and consistency. The goal of replication in each type of environment is slightly different as illustrated in Figure 3.1.

![Figure 3.1: Focus of replication in each environment.](image)

In this section, some existing approaches to replication management for data grids and distributed environments including databases, peer-to-peer systems, and web environments are shortly discussed. We do not go into detail but want to give an overview of important work in the research community.
3.2.1 Replication in databases

Although replication is not a central emphasis of the database community, interest in dynamic data replications in distributed database management systems continues to grow due to the need to improve scalability, data availability, and fault tolerance. There are many similarities in the replication techniques developed from both the database community and the distributed system community. In [Wiesmann et al., 2000a], a model allowing us to compare and distinguish replication solutions developed for these two perspectives is provided. A key difference of replication solutions in these communities is the nature of replication protocols used [Wiesmann et al., 2000a], [Wiesmann et al., 2000b]. Since the probability of failures in distributed systems is usually higher than database systems, e.g., various hardware and software resources involved might crash, replication in distributed community puts emphasis on fault tolerant systems, i.e., keeping the systems running in case of these failures or data unavailability. On the contrary, the main focus of replication in database systems is to maintain consistency of replicated data and ensure data safety for better application performance. Replication techniques for database systems depend on the update frequency and user access/update patterns on data stored in these databases. If there are more updates in the database, keeping the replicas consistent with each other becomes more costly. In this case, a replication strategy that strictly controls the number of newly created replicas is preferable. Otherwise, wide replication is more profitable as access to data held locally is faster than remote access through wide area network.

The most simple replication protocol in database systems is read-one-write-all (ROWA) protocol, which provides an optimistic degree of data consistency. In ROWA protocol, when a replica is modified all other replicas need to be synchronized and are written at the same time. Since all replicas are supposed to be consistent to each other, a read operation can be satisfied from different replicas. It can select a replica closest to the site of request, and hence benefits from reduced access latency. However, an update operation may negatively affect the performance of the system as locks on replicas have to be agreed among all replicas. In the presence of update performance primary-copy (i.e., master-slave) and multi-master (i.e., update anywhere) are two main replication approaches used in database systems. In the primary-copy approach, the update operation is only permitted on the primary copy of data. Content updates are then propagated to all secondary copies. Depending on the degree of consistency required, different replication protocols can be used, such as quorum-based protocol [Bernstein et al., 1987] and epidemic mechanism [Demers et al., 1987]. Centralized updates at primary copy may become a single point of failure as failures at the master site block update operations. In multi-master approach, many primary copies of the same data item are distributed to multiple sites. The fact that update operations can be concurrently performed to all these copies avoids bottlenecks and single point
of failures of primary-copy approach. However, the reconciliation algorithm for ensuring data consistency in multi-master approach is costly due to the potential conflicting updates on primary copies [Martins et al., 2006 ].

3.2.2 Replication in peer-to-peer systems

Peer-to-peer (P2P) systems are distributed systems that operate without centralized global control in the form of a global registry, global services, global resource management, a global schema, or data repository. In a P2P network, each peer (i.e., participant node) takes both the role of client and server. As a client, it can consume resources offered from other peers and also as a server, it can provide its services for others. P2P systems rely on replication of data on more than one node to achieve a load balance, high data availability and good query latencies, i.e., the number of contacted peers for each data request is reduced. A thorough study and survey of data replication in P2P systems is presented in [Martins et al., 2006 ]. Replication techniques in P2P systems can be classified into three main categories: passive replication, cache-based replication, and active replication [Androutsellis-Theotokis and Spinellis, 2004 ].

- Passive replication: When a search is successful, the replication occurs naturally and the requested object is stored at the node which requested it. This is referred to as passive replication. Example of P2P systems that apply passive replication are Napster [Fanning, 2001 ] and the Gnutella network [Gnutella, 2009 ].

- Cached-based replication: In this form of replication, the requested object is replicated to every node along the path of the query which requests it. In that way, copies of the data item are cached on all intermediated nodes, improving its availability response latency of future requests. This technique is taken by many systems, such as OceanStore [Kubiatowicz et al., 2000 ] and Freenet [Clarke et al., 2002 ].

- Active replication: A peer actively attempts to replicate a data item at other nodes participating in the network. More copies of a data item in the network will generally improve lookup performance, bandwidth, and aggregate network load. Replica management techniques proposed usually differ on the number of replicas (e.g., uniform or proportional) and location of replicas. For example, introspective replica management techniques employed by OceanStore are based on top of extensive caching, whereby traffic is observed and replicas of data items are created to accommodate demand and maintain sufficiently high levels of data redundancy [Rhea et al., 2001 ].
3.2.3 Replication in web environments

As the Internet has become an indispensable means for content sharing and distribution, the issues of scalability and performance become increasingly important. Caching and replication, being two major techniques used in web environments that address these issues, are becoming a focus of attention in both industrial and academic research communities. Both techniques deal with two important issues: data placement and replacement. Data placement concentrates on selecting location to place a new data, while data replacement decides which data should be removed to make place for a new data. However, caching is performed on the client side in order to improve the access latency and reduce network and server loads, e.g., browser cache, proxy cache, server main memory cache. In contrast, replication is an optimization process at the server side in order to place data close to the request, e.g., web site mirroring. In [Barish and Obraczka, 2000], [Loukopoulos et al., 2002], the authors present an overview of recent research in caching and replication on the Internet.

Different caching techniques have been studied in [Barish and Obraczka, 2000] to improve cache hit ratio and reduce web traffic. While useful and necessary, caching still has some limitations compared to replication. Firstly, many data items are not cacheable but replicable due to their size, whereas data size is a major concern in data grids. Secondly, replication is typically under full control of the service provider, which implies that issues like copyright enforcement, data consistency are much easier to control. Consequently, web cached data may become inconsistent and stale, thereby leading to data integrity problems. Thirdly, servers are free to use replication protocols that would be more efficient for moving replicas between servers or maintaining their consistency, while caches depend heavily on standards.

With the continuous increase of web hosts at large scale, manual placement of a large amount of replicas becomes unfeasible. This has motivated the development of dynamic replication strategies in web environments. The main challenges which have been identified for the implementation of a replicated service on the Internet [Loukopoulos et al., 2002] are: (i) how to assign requests to servers according to some performance criteria; (ii) number and placement of the replica; and (iii) maintaining content consistency in presence of update requests.

Most replication techniques used in web environments follow a primary-copy approach and focus on maintaining consistency of secondary copies. Typically, content updates are propagated from the primary copy to other existing replicas in an asynchronous fashion using different replication protocols, such as quorum-based protocol [Bernstein et al., 1987] and epidemic mechanism [Demers et al., 1987] depending on the needs of the application. In [Pierre et al., 2002], the authors propose optimistic replication techniques, which make use of weak consistency algorithms. Allowing inconsistent access to data is a popular solution to the scalability problem, which comes from the fact that a
large amount of replicas are required to be globally synchronized. The inconsistency level is determined based on access/update patterns, as well as the consistency requirements of the application.

One form of replication on the Internet is through content delivery networks (CDNs), such as Akamai [Akamai, 2009] and Digital Island [Digital island, 2009]. A CDN is a set of geographically distributed servers that offer the facilities for hosting web content in order to reduce the load on the origin servers as well as the network traffic. The basic idea used by Akamai, a popular CDN consisting of 16,000 servers across the globe, is to cache the embedded documents that are most used and serve them from the closest CDN server. A content provider can sign up for the service and have its content placed on the content servers. The content is replicated either on-demand when users request it, or it can be replicated beforehand, by pushing the content on the content servers [Kangasharju et al., 2002].

3.2.4 Replication in data grids

Modern supercomputer systems connected through high bandwidth networks have spurred a new class of data-intensive applications. In recent years the data requirements of both scientific and business applications have been dramatically increasing in both volume and scale. The amount of data generated by data-intensive applications continues to grow each year, and the aggregated data volume will reach the exabyte (1 million terabytes) scale by around 2015 [Particle physics data grid, 2009]. Several good examples can be listed such as high energy physics (HEP) experiments [Compact muon solenoid, 2009], and CERN’s Large Hadron Collider (LHC) experiments [Large hadron collider, 2009], which processed and produced hundred of terabytes of data. In such applications, data files required might be located in different geographical distributed systems, implying that availability and consistency of data has to be maintained under wide-area environments where network latencies are generally long [Dullmann et al., 2001]. Therefore, there is a great need for an integrated architecture which facilitate the storage, processing, and management of data of both large scale and volume.

Data grid is becoming a promising infrastructure for data storage and execution of data intensive applications, which connects a collection of hundreds of geographically distributed computers and storage resources located in different parts of the world to facilitate sharing of data and resources [Lamehamedi et al., 2003]. Some examples of data grid are the European DataGrid project [European datagrid, 2009], physics data grids [Particle physics data grid, 2009, GriPhyN, 2009], the LHC computing grid (LCG) project [Large hadron collider, 2006] for handling the massive amount of data produced from the LHC experiments at CERN, and the biomedical informatics research network (BIRN) [Biomedical informatics research network (BIRN), 2005].

Traditionally, grid resources (e.g., computational power, data storage, network bandwidth) are allocated to the jobs by the workload scheduler according
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to the job requirements, the system load, and specified policies. In a data grid environment, an efficient scheduler must also take into account the location of data required by the jobs, which has, in fact, a significant influence on system performance. The reason for this is that the jobs may take a long time to finish because of a long delay in the fetching of required data files on a high latency storage or just hang due to data unavailability. Data replication, which involves the creation of identical copies of data files and their distribution over various sites, is an important technique to avoid such situations. Appropriate placement of data files at different sites in the system not only reduces the data access time of the jobs, bandwidth consumption, and consequently improves the job turnaround time [Stockinger et al., 2002], [Ranganathan and Foster, 2001], but also increase data availability in many applications [Hoschek et al., 2000], [Ranganathan et al., 2002], [Lei et al., 2008]. Recently there has been a considerable interest in the area of dynamic replication in data grid environments.

Many research works have been carried out to provide basic functionalities of replica management in data grid implementations [Chervenak et al., 2002], [Chervenak et al., 2005], [Gridpp, 2009]. These existing components and services can serve as the basis of the replication services or management framework for grid environments at a higher level to provide an automated replica placement support and a full replica management functionality for achieving better access performance, availability, and security of data. In this section, we overview the existing works in data replication and placement in data grids.

In data-intensive applications where data are usually generated from an instrument at one site and are transferred to other storage sites in data grids through the data replication mechanisms, the data consistency is not a big concern as there are no updates. However, as the application domain of data grid continues to expand, the replication strategies need to address the environments where update requests are frequent. Hence, the replication strategies can be distinguished based on whether they are used for read-only or update requests.

Replication strategies for read-only requests In the context of replication strategies for read-only data environments, replication algorithms can be classified into three main categories.

- Based on replica location: In this model, a replica selection is decided based on a data grid structure and replica location. In [Ranganathan and Foster, 2001], the authors identify five replica strategies (best client, cascading replication, caching, caching plus cascading replica and fast spread) with three different kinds of access patterns (random access, small degree of temporal locality, and small degree of geographical and temporal locality) for a hierarchical data grid. The simulation results
show that significant savings in latency and bandwidth can be obtained if the access patterns contain a small degree of geographical locality.

In [Lin et al., 2006], the authors describe a hierarchical tree structure for data grid, where data access requests are generated from the leaf nodes to upper nodes within a range limit. The goal of the replica placement algorithm proposed is to improve the load balancing among the replica servers. The optimal locations for placing the replicas, which are bounded by the minimum number corresponding to the server’s workload capacity, are selected based on the usage frequency of users towards a particular data.

In [Park et al., 2003], the authors propose a dynamic replication strategy, called BHR, to reduce data access time by avoiding network congestions in a data grid network. The basic idea of BHR is to take the benefits from a “network-level locality,” which represents that required file is located in the site which has broad bandwidth to the site of job execution.

- Based on cost estimation: In the cost estimation model, a replication decision is taken by evaluating the data access gains and the cost of placing a replica of file $f$ at the new location $n$, which is calculated as:

\[
\text{cost}(f, i, j) = f_{\text{transfer}}(\text{bandwidth}_{i,j}, \text{size}_f) + f_{\text{storage}}(f, n) \quad (3.1)
\]

In [Lamehamedi et al., 2003], the authors propose a cost model based on runtime bandwidth, replica size, accumulated read/write statistics. The model evaluates the data access gains by creating a replica compared with the costs of creation and maintenance for the replica. A hybrid of tree and ring topologies of nodes was proposed to overlay replicas on the data grid and minimize inter-replica communication cost.

In [Ranganathan et al., 2002], the benefit of creating a new replica is evaluated based on the storage and transfer cost as in equation (3.1). An approach is proposed to create replicas automatically in a decentralized fashion to maintain desired data availability without consuming an undue amount of storage and bandwidth of the system.

- Based on economy policies: Several works [Carman et al., 2002], [Bell et al., 2003] have been proposed based on economy-based policies for replication decisions. The basic idea behind economy-based replication is to apply the economic concepts of market behavior, where data files represent the goods. In this model, the investment, i.e., replication decision, is determined by the difference in cost between the price paid to buy a data file and the expected price, i.e., revenue, if the file is sold in
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the future. In [Carman et al., 2002], a function that calculates the revenue obtained over a future time period by selling a file $F$ corresponding to the identifier $f$ is defined as:

$$V(f, k, n) = \sum_{i=k}^{k+n} p_i \delta(f, f_i) \delta(s, s_i)$$ (3.2)

The function $V(f, k, n)$ computes the revenue for the file $F$ corresponding to the identifier $f$ starting from time $t_k$ in the future and taking into account the next $n$ file requests. $p_i$ represents the price paid for the file, which can be calculated based on the equation (3.1). $s$ is the local storage element. $\delta$ that represents the incomes of file $F$ returns the value 1 if the arguments are equal and the value 0 if they differ. A replication decision is taken only when the replica with an associated file purchase cost is proved to be potentially beneficial for the system in long term.

A predicting function $E[V(f, k, n), r]$ is defined in [Bell et al., 2002], [Bell et al., 2003], [Capozza et al., 2002] to estimate $V(f, k, n)$ that returns the number of times the file $f$ will be requested in the next period of time considered, based on the latest $r$ file requests. Simulation results realized in OptorSim [Cameron et al., 2004b] present some specific realistic cases where the economic model shows tremendous performance improvements over traditional methods.

In [Lei et al., 2008], the authors propose two new metrics, namely system file missing rate and system bytes missing rate, to evaluate the reliability of the system. An on-line optimizer algorithm (MinDmr) is proposed to maximize the data availability based on these two metrics and the predicting function $E[V(f, k, n), r]$ from [Bell et al., 2003].

**Replication models for update-requests** In an environment where each replica gets updated frequently, it is desirable to minimize the divergence between the source data and its replicas by a synchronization process. There are two main approaches for a synchronization process to maintain the data consistency: (i) synchronous replication and (ii) asynchronous replication. Synchronous strategy is also known as *eager replication*, while asynchronous is often referred to as *lazy replication*.

- Synchronous: Ideally, replicas need to be kept consistent with the source data at all times. In synchronous replication, updates to any replica should be immediately propagated to all other replicas within the same (distributed) transaction. Synchronous replication enforces mutual consistency of replicas. Although synchronous replication provides strong consistency and a high degree of fault-tolerance, it cannot scale up to
large distributed environments like grid environments due to the complexity and cost of the distributed transactions. Synchronous replication strategies, which relies on ROWA or read-one-write-all-available (ROWAA) protocol [Bernstein et al., 1987], are more suitable for database systems. A better solution for data grids that scales up is asynchronous replication.

- Asynchronous: In grid environments, data collections can be very large or frequently updated and network or computational resources may be limited; propagating the updates to all replicas may be infeasible. In certain situations where exact data consistency is infeasible, propagating data updates to a large number of replicas every time a data item replica is modified greatly affects the performance of the entire system. Asynchronous replication is more suitable for this environment where replicas can be updated in different transactions at different sites in an asynchronous fashion. While synchronous replication updates every replica before committing the original update transaction, asynchronous replication commits the original update transaction before updating is completed. According to where the original update transaction is completed, asynchronous replication strategies can follow a primary-copy (i.e., master-slave) or multi-master (i.e., update everywhere) approach. In a primary-copy approach, all the update transactions are forced to be executed and committed on the site holding the primary copy and the site then propagates the updates in various methods. In a multi-master approach, the update transactions are executed and committed on a group of primary copies and then propagated to other replicas. However, conflicting updates at different sites can introduce replica divergence in this approach. Manual or automatic reconciliation processes are used to avoid such situations.

### 3.3 System architecture

A replication algorithm determines how many replicas are needed, when to create new replicas and where the new replicas should be placed. To make these decisions, the algorithm needs to choose among alternative plans, the best one based on system parameters. There is no replication strategy that is optimal for all evaluation metrics. In most cases, we have to sacrifice some evaluation metrics in order to make one or other better.

In the early days of distributed systems when network bandwidths were low, decreasing the data access latency and the network bandwidth assumption were the main motivation. As bandwidths increased and communication costs
have become relatively cheaper, fault tolerance and availability of data even if one site becomes unavailable have become the new focus.

In this research chapter, we address the replication problem in data grids to improve data availability, data access latency, and bandwidth consumption of the system. We propose a selective-rank replication strategy with the consideration of limited replica storage. In our approach, the focus is to increase the overall level data availability of the system according to a selective-rank, which indicates the importance degree of the file. In fact, the rank of a file can be determined by different metrics, e.g., the degree of popularity of a file depending on specific contexts and circumstances. We propose two newly defined metrics: file popularity and file correlation.

Based on these metrics, we propose a novel algorithm, maximize data availability with selective rank (MaxDAR), that maximizes the overall level data availability of the system while minimizing replica storage cost. Due to storage constraint, some replicas will be deleted when new ones are created at different locations. As a result, MaxDAR evaluates the benefits and losses in overall system level availability before adding any new replica to decide whether it is worth to delete existing files. The replication decisions are made based on several factors, such as file rank according to the popularity or correlation of files, number of replicas, replica size, and file availability benefits. Based on MaxDAR, we introduce three optimizers that distinguish from each other in the selective-rank used. To validate our algorithm, we use the OperatorSim simulator [Cameron et al., 2004c, Bell et al., 2002]. Experimental results show our replication optimizers reduce the network traffic greatly and improves the job execution performance effectively.

In data grid, data are regarded as the center of grid architecture because data-intensive applications in the data grid need access to distributed large data sets. We adopt the same view of a data grid structure as that proposed by the European DataGrid project [European datagrid, 2009]. Figure 3.2 depicts the typical system architecture of the data grid.

The data grid consists of a set of sites, and each site has several computing elements (CE), i.e., clusters of machines, which offer computational resources for the jobs. Some sites may have associated storage elements (SE), which provides storage for the replicas. Some isolated SEs might exist in the system in order to improve remote data access performance with each one constructing an independent site by itself.

Jobs are distributed to CEs by the resource broker based on specific scheduling strategies. The required input data must be locally available in the associated SEs before the job begins to execute. In many situations, it may happen that a job running on a CE needs to access data from a remote SE. In the data grid environment there could be replicas of the same file at different sites, each with a different file access cost. In this case, the replica manager containing a replica optimizer is responsible for choosing the best replica in the system and transferring it to the CE performing the job.

The data files are usually replicated at different SEs in the system for effi-
efficient access and reducing transmission cost and link latency [Cameron et al., 2004c], [Cameron et al., 2004a] in order to minimize the average job execution time in data grid. The replication operation is independently determined by each site. For every data access request of the job locally running at the site, the replica optimizer determines whether the data should be replicated to local storage and which replicas should be removed if there is not enough space.

### 3.4 Selective-rank model for a replication system

In a typical data grid, replica optimization is important as efficient job scheduling in the process of maximizing overall job throughput [Cameron et al., 2004c]. Generally, grid users are concerned with the execution time of their submitted jobs and the correctness of the results. Concretely, they are interested in minimizing the total execution time of their jobs and increasing the reliability of execution results. Replicating data files at different sites to achieve data availability as high as possible is an important mechanism for reducing data access time and hence the total job execution time. Therefore,
we focus on how to replicate a set of files so as to optimize file availability.

We introduce in this section notations and terminologies to formulate the replication problem. We firstly describe assumptions and system metrics that we use to construct our model. Table 3.1 summarizes the symbols used in our model. Secondly, we introduce how to estimate the availability of files. Finally, we formulate the replication problem based on two main factors, i.e., file availability and its selective-rank.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>total number of SEs in the system</td>
</tr>
<tr>
<td>$N$</td>
<td>total number of files in the system</td>
</tr>
<tr>
<td>$\alpha_i$</td>
<td>availability of SE $i$</td>
</tr>
<tr>
<td>$\rho_i$</td>
<td>availability of a replica of file $i$</td>
</tr>
<tr>
<td>$P_i$</td>
<td>availability of file $i$</td>
</tr>
<tr>
<td>$P(J_i)$</td>
<td>availability of file for job $i$</td>
</tr>
<tr>
<td>$P_{overall}$</td>
<td>overall level data availability of the system</td>
</tr>
<tr>
<td>$s_i$</td>
<td>size of SE $i$</td>
</tr>
<tr>
<td>$R_i$</td>
<td>replica set of file $i$</td>
</tr>
<tr>
<td>$nr_i$</td>
<td>number of replicas of file $i$, $nr_i =</td>
</tr>
<tr>
<td>$R = [r_{i,j}]$</td>
<td>matrix of replica placement</td>
</tr>
<tr>
<td>$V_i$</td>
<td>popularity of file $i$</td>
</tr>
<tr>
<td>$C(f_i, S_k)$</td>
<td>correlation of file $i$ on site $k$</td>
</tr>
<tr>
<td>$D(f_i, S_k)$</td>
<td>average distance of the file $i$ on the site $k$ to all replicas of other files in the same file set</td>
</tr>
<tr>
<td>$sc_i$</td>
<td>storage cost of file $i$</td>
</tr>
</tbody>
</table>

Table 3.1: Parameters and their meanings.

3.4.1 Model assumptions

In our model, we assume: (1) a replication system with a fixed population of $S$ sites connected by a communication network, the number of sites $M = |S|$; (2) a set of $N$ files in the whole system; (3) each SE $i$ is described by two parameters: storage capacity $s_i$ and online availability $\alpha_i$, where $i \in [1, M]$.

Storage capacity: each SE $i$ is supposed to offer a certain limited amount of storage space for replication purposes, denoted by $s_i$.

Online availability: the online availability $\alpha_i \in [0, 1]$ represents the expected probability of time that the SE $i$ is online. When a SE is available, all the replicas it stores are assumed to be available and accessible to
other sites in the system.

\[ \alpha_i = \frac{MTBF_i}{MTBF_i + MTF_i} \]

Here, \( MTBF_i \) represents “mean time between failure” and the \( MTF_i \) represents “mean time of failure” of the SE \( i \).

### 3.4.2 Estimating the availability of files

As the replicas stored on an available site are themselves supposed to be available and accessible to other sites in the system, the availability \( \rho_i \in [0, 1] \) of replica of file \( i \) on site \( j \) is equal to the availability \( \alpha_j \) of site \( j \). As a result, a file is available when at least one of its replica or itself is online. Therefore, we can estimate the availability of file \( i \), \( P_i \), according to binomial distribution \(^1\) with the assumption that each replica of file \( i \) gives an availability \( \rho_i \), as:

\[ P_i(h, nr, \{ \rho_i \}) = \sum_{h=1}^{nr} \binom{nr}{h} \overline{\rho}^h (1 - \overline{\rho})^{nr-h} \]  

(3.3)

where \( nr \) represents the number of replicas of file \( i \) in the system and \( \overline{\rho} \) refers to the average availability of probability set \( \{ \rho_i \} \).

\[ \overline{\rho} = \frac{1}{nr} \sum_{i=1}^{nr} \rho_i \]  

(3.4)

Suppose that a job \( i \) requires access to a file set \( F_i \); the availability of files \( P(J_i) \) required for the execution of job \( i \) can be computed as:

\[ P(J_i) = \prod_{j=1}^{k} P_j, \quad \forall k \in [1, N] \]  

(3.5)

where \( k = |F_i| \). This approximation in fact estimates the probability required for all \( k \) files being available at the moment the job is executed.

### 3.4.3 Problem definition

The best system data availability results from maximizing equation (3.3) and (3.5). For this purpose, we define the replication matrix \( R = [r_{i,j}]_{M \times N} \).

\(^1\) The binomial distribution returns the probability \( p(k, n, q) \) to obtain \( k \) successes performing \( n \) independent trials of a certain test when the probability of success of each single trial is \( q \). The binomial distribution is given by the formula:

\[ p(k, n, q) = \binom{n}{k} q^k (1 - q)^{n-k}, \quad 0 \leq k \leq n \]
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where \( r_{i,j} \) indicates whether a replica of file \( j \) is assigned to site \( i \).

\[
r_{i,j} = \begin{cases} 
1, & \text{if site } i \text{ stores a replica of file } j; \\
0, & \text{otherwise};
\end{cases}
\]

where \( i \in [1, M] \) and \( j \in [1, N] \). Let \( r_j \) refer to the \( j^{th} \) column of the replica placement matrix \( R \), which denotes the subset of sites where the file \( j \) is replicated. Let \( nr \) denote the number of replicas of file \( j \) stored in the system:

\[
nr_j = \sum_{i=1}^{M} r_{i,j}, \quad \forall j
\]  

(3.6)

Obviously, the total size of all the replicas stored at site \( i \) should not exceed its storage capacity \( s_i \):

\[
\sum_{j=1}^{N} r_{i,j} \text{size}(j) \leq s_i, \quad \forall i \in [1, M]
\]  

(3.7)

where \( \text{size}(j) \) is the size of replica \( j \), supposing that a file is associated with a specific rank \( q \), which indicates its importance degree. Applying equation (3.3) and taking into consideration the file rank, we define the overall file availability of the system as follows:

\[
P_{\text{overall}}(R) = \frac{\sum_{j=1}^{N} q_j P_j(h, nr_j, \{ \rho_j \})}{\sum_{j=1}^{N} q_j}
\]  

(3.8)

where \( P_j(h, nr_j, \{ \rho_j \}) \) is the availability of file \( j \), \( nr_j \) denotes the number of replicas of file \( j \) and can be calculated by equation (3.6), \( \{ \rho_j \} \) denotes the availability of sites on which a replica of file \( j \) is replicated (i.e., \( r_{i,j} = 1 \)).

Given the above equation, we can formulate the data replication problem as to find the assignment of \( r_{i,j} \) values in the \( R \) matrix that maximize the availability of files in the system. Our objective then in the design of a replication algorithm is to optimize (i.e., maximize) the overall system level availability \( P_{\text{overall}} \) in equation (3.8), subject to the storage constraint in equation (3.7). With such a replication algorithm, highly ranked files will receive higher availability. The optimal assignment of the replicas to the appropriate sites is a typical “Knapsack Problem” in consideration that each file replica has a storage cost.
3.5 Selective-rank replication algorithm

The replication algorithm decides which file should be replicated, when to
create new replicas and where the new replicas should be placed. To make
these decisions, the algorithm needs to choose among alternative plans the
best one based on system parameters. In a large-scale and dynamic grid en-
vironment, the replication algorithm must also consider changes coming from
the underlying environment, e.g., network bandwidth or system workload.

In this research chapter, we propose a selective-rank replication algorithm,
which takes into consideration the changes of grid environment, and it auto-
matically creates new replicas for a data file according to its selective-rank
while removing old replicas when necessary to improve the performance.

Our algorithm aims to increase the system level data availability according
to equation (3.8), based on the selective-rank, which indicates the importance
of the file. In fact, the rank of a file can be determined by different metrics
depending on specific contexts and circumstances. We propose two newly
defined metrics: file popularity and file correlation, which can be applied in
the equation (3.8) to enhance the overall data availability.

3.5.1 Popularity of files

In data grid, the popularity of file could be thought of as the number of
times files are requested in the future by grid jobs. In order to reduce the
access time and due to storage constraint, it is more beneficial to replicate
frequently accessed files, i.e., “hot” files, than less used ones, i.e., “cold” files.
Based on the file access history stored at each site, the number of times it will
be accessed in the future could be predicted.

In this chapter, we use the predicting functions given in [Bell et al., 2002
], [Bell et al., 2003 ], [Capozza et al., 2002 ] to evaluate the popularity of file
\( i \), \( V_i \), which are:

- Binomial prediction: \( V_i \) is predicted based on file access history using a
  binomial distribution.

- Zipf prediction: \( V_i \) is predicted based on file access history using a Zipf
distribution.\(^2\)

3.5.2 Correlation of files

The concept of the correlated degree of files derives from the fact that in
data grid some files have a high probability to be used with a specific set

\(^2\)A Zipf-like distribution is defined as \( P_n \propto n^{-\alpha} \), where \( P_n \) is the frequency of occurrence
of the \( n^\text{th} \) ranked item and \( \alpha \leq 1 \) (a pure Zipf distribution would have \( \alpha = 1 \)).
of files. For example, data files containing protein structure information are usually used in biology experiments together with other files in the same discipline rather than be used in high energy physics experiments.

The basic idea behind introducing this concept is that the highly correlated files, i.e., the files which are most likely to be requested by the same job will be gathered into a region made up of relatively close sites, so that jobs executed in that region can take advantage of the reduced cost to transfer required data files to the executing site. The data access latency for the job processing and, hence, the job execution performance will be improved.

Suppose each site keeps a list of file sets requested by different jobs. For example:

\[ F(f_1, f_2, f_3, f_4), F(f_5, f_6), F(f_7, f_8, f_9) \]

We define that data files which are "correlated" to each other are the ones belonging to the same file set required by a job. The file correlation \( C(f_i, S_k) \) reflects the correlation degree of the file \( i \) on the site \( k \) with other files in the same file set. A file \( i \) is supposed to be close to other files in the same file set when it is located at a site \( k \) that offers higher \( C(f_i, S_k) \), which can be calculated as:

\[
C(f_i, S_k) = \frac{\text{size}(i)}{D(f_i, S_k)} \tag{3.9}
\]

where \( D(f_i, S_k) \) evaluates the average distance of the file \( i \) on the site \( k \) to all replicas of other files in the same file set and is computed as:

\[
D(f_i, S_k) = \frac{1}{|F|} \sum_{f_j \in F} \frac{1}{c_{i,j} |R_j|} \sum_{v \in R_j, v \notin S_k} \frac{\text{size}(v)}{\text{bandwidth}(S_v, S_k)} \tag{3.10}
\]

where \( R_j \) is the replica set of \( f_j \), which belongs to the same file set \( F \) of \( f_i \). \( S_v \) is the site containing the replica \( v \) of \( f_j \). In this estimation, all replica located on the site \( S_k \) are excluded. In the above equation, \( c_{i,j} \) is given by \( \min\{c(f_i, f_j), c(f_j, f_i)\} \) where \( c(f_i, f_j) \in [0, 1] \) denotes the probability of two files \( f_i \) and \( f_j \) occurring in the same file set (i.e., requested by the same job) and can be computed as:

\[
c(f_i, f_j) = \frac{\text{count}(f_i, f_j)}{t(f_i)} \tag{3.11}
\]

where \( \text{count}(f_i, f_j) \) denotes the number of distinct files set that both \( f_i \) and \( f_j \) belong to, and \( t(f_i) \) represents the total number of files set that \( f_i \) belongs to.

### 3.5.3 MaxDAR optimizer algorithm

We propose an original algorithm called MaxDAR (maximize data availability with selective rank) optimizer algorithm as shown in Algorithm 3.5.1. The main task of the MaxDAR optimizer is to determine whether or not a new replica is created based on the benefits received in the overall data availability of the system. The goal of MaxDAR is to increase the availability
of the most highly ranked files in order to avoid situations in which storage resources are wasted by unimportant files. In this way, the highly ranked, or important files have a high possibility to have greater storage resources delivered to them – hence achieve a higher availability according to their requirements. This strategy makes sense especially in the context of limited storage resources.

Due to storage constraints there must be an efficient mechanism to delete the existing files from the sites for replacement. The replacement strategy in [Ranganathan and Foster, 2001] proposes to delete the most unpopular files (i.e., LFU), once the storage space of the site is exhausted. The other popular strategy for replica replacement is to delete the least recently used files [Bell et al., 2003] (i.e., LRU).

In our algorithm, existing files are deleted to gain space for the new replica in case there is not enough free space. The candidate files to be replaced will be selected based on their storage cost. We introduce the storage cost of file $i$ as:

$$sc_i = \frac{nr_i \text{size}(i)}{P_i q_i}$$

(3.12)

where $nr_i$ denotes the number of replicas and $\text{size}(i)$ represents the size, $P_i$ reflects the availability, $q_i$ denotes the rank of the file $i$.

As shown in Algorithm 3.5.1, if the required file does not locally exist in the SE, it will be fetched from other sites (line 1-3). Then, if the free storage space is large enough to store the requested file, the replication of the file will always take place (line 4-5). Otherwise, a set of candidate files $\mathcal{C}$ to be deleted for the new replica will be selected according to their storage cost (line 7-12). Since the goal of MaxDAR is to maximize the system level data availability according to a selective-rank, the replication benefits are required to be greater than the replacement loss (line 13-18) for the replication to take place. The replacement loss is evaluated by the sum of the availability loss of the selected candidate files according to a selective-rank (line 13). The $P_i$ and $P_{\text{new}}$ is the availability of file $i$ before and after the replication and is calculated by equation (3.3). It should be noted that the algorithm will ignore the master files, i.e., primary copies of the data file, and pinned files, i.e., files that are being accessed by jobs, in the selection of candidate files for the replacement.

Based on MaxDAR algorithm, we propose three variant optimizers:

- **MaxDAR-Pb**: Files are ranked according to their popularity. The predicting function for the number of file access in the future is calculated by a binomial distribution, $q_i = V_i$. This optimizer focuses on replicating the frequently accessed files.

- **MaxDAR-Pz**: Files are ranked according to their popularity. The predicting function for the number of file access in the future is calculated by a Zipf distribution, $q_i = V_i$. This optimizer focuses on replicating the frequently accessed files.
Algorithm 3.5.1 MaxDAR (Maximize Data Availability with selective Rank)

1: if needed file $f_i$ ∉ in the site then
2: Get $f_i$ from other sites
3: end if
4: if free space in SE > $\text{size}(i)$ then
5: Store $f_i$ in this SE
6: else
7: Sort files in the SE in the descending order of storage cost (equation (3.12))
8: $C \leftarrow \{\}$
9: while $\sum_{f_k \in C} \text{size}(k) < \text{size}(i)$ do
10: Pop the first file $f_{\text{candidate}}$ off the sorted list
11: $C = C \cup \{f_{\text{candidate}}\}$
12: end while
13: $loss = \sum_{f_k \in C} P_k q_k$
14: $benefit = P_{\text{new}} q_i$
15: if $benefit > loss$ then
16: Delete all the file in $C$
17: Store $f_i$
18: end if
19: end if

- MaxDAR-C: Files are ranked according to their correlation with other files located near the site where the replication is considered, $q_i = C(f_i, S_k)$. The replication decision of file $i$ on the site $k$ is evaluated by the value of $C(f_i, S_k)$ (equation (3.9)). As indicated in Section 3.5.2, this optimizer aims to replicate in priority the files that are likely to be requested in the same job so that when the job is executed nearby, the cost for file access will be reduced. The running times and hence the costs of running jobs are also reduced.

In the next section, we present the performance evaluation of our proposed MaxDAR optimizers with simulation experiments using the grid simulation tool OptorSim [Cameron et al., 2004b].

3.6 Evaluation

We evaluated our proposed MaxDAR optimizers using the OptorSim v2.0.1, which was developed by the European DataGrid project [European datagrid,
for evaluating both the file access optimization and data replication strategies. OptorSim simulates the architecture shown in Figure 3.2, which consists of several components: computing elements (CEs), storage element (SEs), resource broker, and replica optimizer. Simulated jobs are distributed to the optimal CEs across the grid according to scheduling algorithm used by the resource broker. As the CE requests the file set for each job, the replica optimizer decides whether or not to replicate each file according to the benefit gains from the replication.

We have implemented three MaxDAR optimizers as three new replica optimizers in OptorSim. We first discuss the simulation’s configuration, followed by the results.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Meaning</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>number of sites</td>
<td>20</td>
</tr>
<tr>
<td>$N$</td>
<td>number of files</td>
<td>97</td>
</tr>
<tr>
<td>size, $i \in [1,N] $</td>
<td>size of files</td>
<td>1G-5G</td>
</tr>
<tr>
<td>$s_i, i \in [1,M] $</td>
<td>SE capacity</td>
<td>50G-1000G</td>
</tr>
<tr>
<td>$\alpha_i, i \in [1,M] $</td>
<td>SE availability</td>
<td>0.8-1.0</td>
</tr>
<tr>
<td>$</td>
<td>\mathcal{F}_i</td>
<td>$</td>
</tr>
<tr>
<td>-</td>
<td>number of jobs</td>
<td>200-1000</td>
</tr>
<tr>
<td>-</td>
<td>network bandwidth</td>
<td>45M-10G/s</td>
</tr>
</tbody>
</table>

Table 3.2: Parameter settings for the simulation.
3.6.1 Grid configuration

The grid topology used in the simulation is adopted from CMS testbed [GriPhyN, 2009], [Holtman, 2001], which has the resources and network bandwidths between the sites as shown in Figure 3.3. It consists of 8 routers and 20 grid sites in Europe and USA [Cameron et al., 2004c]. We utilize the default settings of the OptorSim and modified the topology to meet our needs. At the beginning of the simulation, all the master files are placed at the CERN site. Initially, there are 97 files in the grid and the storage capacity of SEs ranges from 50 GB to 1000 GB. CERN was allocated huge SEs of 1000 GB capacity and no CEs. Every other site excluding FNAL, which was allocated 100 GB, was given 50 GB of storage and a CE with one worker node.

We are interested in how the replication algorithm performs under different parameters, such as the total number of jobs to be executed, the file size, and the data availability at each SE. These parameters are summarized in Table 3.2. It should be noted that our simulation does not take into account the job execution, i.e., the processing of the files by the CEs, but only the file transmission time required by the job.

3.6.2 Experimental results

In this section we present the simulation results. The objective of these simulation experiments is to evaluate the efficiency of file distribution in the context of limited storage and the effect of our replication algorithm on the job execution time and the overall data availability of the system. In the experiments, we compute:

- Job execution time: This is defined as the total time to execute all the jobs, divided by the number of jobs completed.
- Overall file availability of the system $P_{overall}$: This is used to evaluate the quality of data replication at the overall data availability goal based on their selective-ranks, calculated by equation (3.8).

The experiments are performed on a laptop IBM 2.8 G CPU and 1 G RAM. For each simulation setup, we perform it several times and take the average results. For all the experiments except those in Section 3.6.2.3, we simulate 1,000 submitted jobs.

3.6.2.1 Effects of access pattern and scheduling strategies

We first evaluate the performance of three replica optimizers, i.e., MaxDAR-Pb, MaxDAR-Pz, and MaxDAR-C, based on the MaxDAR algorithm in terms of the job execution time. We recall that in MaxDAR-Pb and MaxDAR-Pz optimizer, the predicting functions of OptorSim, whose in-depth discussion is given in [Bell et al., 2002], [Bell et al., 2003], [Capozza et al., 2002], are utilized for the estimation of file popularity.
FIGURE 3.4: Job execution time of three optimizers for various scheduling strategies and access patterns.
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Figure 3.4 shows the results of the job execution time for three optimizers. In this experiment, we study the impacts of the scheduling strategies used by the resource broker and the data access pattern on the performance of three optimizers. We consider four scheduling strategies: random, queue length, access cost, and queue access cost, together with five access patterns: sequential, random, random walk unitary, random walk gaussian, and random walk Zipf. The random scheduler randomly chooses a CE on the grid for a job execution. The queue length scheduler chooses a CE with the shortest job queue for a job execution. The access cost scheduler distributes the submitted jobs to a CE with the lowest data access cost. Lastly, the queue access cost scheduler chooses a CE with the smallest combination of access cost and queuing cost for a job execution.

In general, the three optimizers show very similar performance for each scheduling strategy and access pattern. For each optimizer, the job execution time for random walk unitary and random walk Zipf is approximately half that of other access patterns.

The scheduling strategies random and queue length have the longest job execution time as they do not consider the data location in the job distribution process. We achieved the lowest job execution time when the scheduling strategy queue access cost was utilized. In particular, the MaxDAR-C has the best performance as this scheduling strategy tends to schedule jobs close to the location of the data, while MaxDAR-C replicated the correlated files which were close to each other.

Figure 3.5 shows the comparison of job execution time between our three optimizers and other replication schemes in OptorSim. This experiment was...
FIGURE 3.6: The effect of access patterns and scheduling strategies on overall file availability of the system $P_{overall}$. 
performed with the sequential access pattern and queue access cost scheduling. Overall, the MaxDAR optimizers have a lower job execution time compared to the LRU, LFU, E-Bino, and E-Zipf replication schemes. Both MaxDAR-Pb and MaxDAR-Pz perform better than E-Bino and E-Zipf respectively. LRU, LFU, and E-Bino have a longer job execution time than all of the MaxDAR optimizers. Although E-Zipf has a shorter execution time than MaxDAR-Pb optimizer, it still has a longer execution time comparing to MaxDAR-Pz.

In the next experiment, we study the MaxDAR optimizers in terms of overall level data availability $P_{overall}$ of the system. Figure 3.6 shows the comparison of $P_{overall}$ between five replication schemes for different scheduling strategies and access patterns. For this experiment, we assume the data availability at each SE is 80%. Figure 3.6(a) and Figure 3.6(b) show the impacts of scheduling strategies and access patterns respectively on $P_{overall}$.

It can be observed from Figure 3.6(a) and Figure 3.6(b) that MaxDAR optimizers achieve better performance than E-Bino and E-Zipf for all scheduling strategies and access patterns. This is predictable because MaxDAR optimizers focus on improving the overall data availability of the system. In the two economical models, the data replication takes place only if this is considered beneficial for the SE in terms of data access cost without considering the data availability gain. As the Zipf based predicting function is not accurate for the sequential access, the replication optimizers based on Zipf distribution, i.e., E-Zipf and MaxDAR-Pz, achieve lower $P_{overall}$ for this access pattern as shown in Figure 3.6(a).

![FIGURE 3.7: $P_{overall}$ with sequential access pattern, Queue Access Cost scheduling when varying file size.](image)
Contrary to E-Bino, which has better $P_{overall}$ in sequential access pattern using queue access cost scheduling, E-Zipf achieves better $P_{overall}$ in random access patterns as illustrated in Figure 3.6(b).

### 3.6.2.2 Performance with different file size

In the next experiment, we are interested in the file size effect on $P_{overall}$. The parameter to be varied was the size of file; the number of submitted jobs is still 1,000. The following size values: 1 G, 2 G, 3 G, 4 G, and 5 G with the sequential access pattern and queue access cost scheduling are utilized. We note that all files still have the same size.

As shown in Figure 3.7, the larger the file size, the smaller the $P_{overall}$. This is predictable because with a limited storage constraint increasing the file size leads to decreasing the number of copies of each file, which in turn decreases the $P_{overall}$. We can see that MaxDAR-C performs best with all file size; MaxDAR-Pb and MaxDAR-Pz perform better than E-Bino and E-Zipf respectively. As expected, Zipf-based optimizers have the worst performance because the Zipf-based predicting functions give an inaccurate prediction of the file value for sequential access pattern.

### 3.6.2.3 Performance with a different job load

We now examine the scalability of our MaxDAR optimizers by varying the number of submitted jobs. The number of created replicas and job execution time for five optimizers is shown in Figure 3.8(a) and Figure 3.8(b).

As shown in Figure 3.8(a), MaxDAR optimizers make efficient use of the storage resources and network bandwidth with lower number of created replicas. The reason is that E-Bino and E-Zipf try to replicate the most popular files to local storage, which leads to a linear increase in the number of created replicas for the number of executed jobs. On the contrary, MaxDAR optimizers replicate files by considering the overall data availability benefit gain. As the number of sites is fixed, the overall data availability will have an upper boundary; therefore increasing the number of submitted jobs does not affect the number of created replicas.

As illustrated in Figure 3.8(b), all five optimizers produce a similar job execution time. However, as the number of jobs submitted is increased, the performance of the MaxDAR optimizers is improved. Their job execution time gets slightly faster than E-Bino and E-Zipf.
FIGURE 3.8: Replication number and job execution time when varying the number of submitted jobs.
3.7 Concluding remarks

In this chapter, we address the issue of providing an efficient data access in data grid environment. We assume that data files are not of equal importance and they can be classified according to their degree of importance, called selective-rank. We formulate the replication problem as an optimization problem where the aim is to maximize the overall data availability of the system according to a selective-rank with storage constraints. The proposed replication algorithm maximize data availability with selective rank (MaxDAR) focuses on improving data availability with differentiated replication. The storage cost is utilized for the replica replacement strategy. Based on the MaxDAR algorithm, three variant optimizers have been developed.

The performance of the MaxDAR optimizers is evaluated by simulations in OptorSim. Our simulation results show that the MaxDAR optimizers achieved better performance than other replica schemes of OptorSim whilst also assuring the good overall data availability of systems.
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4.1 Introduction

As it was sketched in previous chapters, Grids have been so far very successful to handle at large scale a lot of computing intensive applications in domains like high energy physics, weather forecast, genetics, .... Most of these applications deal with data, either as inputs, outputs or both of their processing. Some of them are dealing with gigabytes, terabytes or even petabytes. In 2006, the digital data production of the humanity reached 161 exabytes. Grids do not deal yet with these numbers, but are each day getting closer. For instance, the Large Hadron Collider at CERN \(^1\) produces 15 petabytes of data each year starting in 2008.

This chapter will introduce Data Management in Grids, and not Grid Data Management. In our understanding the difference is in the integration of the data management in Grids. Studying Grid Data Management would mean describing a running middleware stack, expressing the links between the available services, performances and constraints. We rather plan to raise in this chapter some problems of the data management in Grids, explaining our point using several models and technical implementations in different Grids. In our understanding an absolute and universal Grid does not make

\(^1\)lcg.web.cern.ch/LCG.
sense. We will keep the data management as the first concern, while Grids will be the context of the study. Heterogeneity at the software and middleware levels make it impossible to provide an unique answer to the problem of data management in Grids.

As expressed by R. Moore at the Open Grid Forum 22 in February 2008, Data Management in Grids covers a large set of different aspects and interests. In Data Grids, the objective is to share scientific data, to organize data as collections so that they can be easily managed as a set. Digital libraries are interested in publishing data to the general public: They must support browsing and discovery. Some data must be stored in persistent archives, which must take into account the authenticity and integrity of the data and the technology evolution so that data can still be readable in centuries. They must mitigate data loss by means for instance of data replication and federation of catalogs. Real time sensor systems produce data on the fly. The problem is then to federate sensor data and to integrate these data across sensor streams. These examples show the difficulty to design a generic infrastructure that covers all the requirements at once.

Transparency is one of the pillars of the Grid. Data management in Grids is no exception: Whatever is the hardware, software, middleware and network environment, data must be accessible in a seamless way. Naming constraints, physical locations, physical hardware components, access methods and potential processing units must not interfere with the provision and management of data.

The scalability issue is of prime importance. The scalability issue has to be handled in terms of the size of data pieces, of number of resources (data pieces, storage nodes) and in terms of number of clients. While Grids can aggregate small scale resources and data, it can also grow up dramatically: As for an example, the EGEE\textsuperscript{2} infrastructure gathers 72000 CPUs and a total storage capacity of 20 Petabytes in disk, not counting the tapes in Massive Mass Storage. Data transfer is estimated at 2.3 PBytes per month with an average throughput of 860 Mb/s. The number of registered users in EGEE III is 13800.

Commonly used data in Grids are of many different modalities, depending on the application area and the processing services. It spans from text to video, from raw data to annotated rich data, from structured to fully structured data. For instance, in the high energy physics case, most of the files manipulated are filled with numbers while medical images are more common in the life science cases.

Another point of heterogeneity concerns the data sources or sinks that are used. They can be either raw files, on the fly data, data stored in semi-structured files (like XML), in files systems or in Data Bases Management Systems. Sometimes, one application will use many different modalities, com-
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ing from many different data sources. For instance, the medical grids often deal with MRI or PET images, raw files coming from biogenetic, structured tables in patient databases and raw text files from doctor prescription, expertise and analysis of the situation of the patient. All the available data usually lead from data to information to knowledge.

The heterogeneity appears also at the level of the security administration of the data. The needs are various and depends again on the application area. Security is not much a concern when raw data are considered. But semantically rich data (like medical data from a patient) or enriched data coming from a computerized processing (for instance results of a fluid dynamic algorithm on a plane structure or drug discovery) deserve more attention. Confidentiality and integrity of data must sometimes be ensured at a high level, without compromising their performance or their usability.

Grids suffer from a potential high dynamic of the resources (storage, network, cpus) and users. It is mandatory that the access to data is not constrained by this dynamic. Thus data management must take into account the dynamic in order to guarantee fault tolerance and best performances.

Finally, the coordination of resources available on the Grids must also benefit to and from data management. Indeed, the data management must be tightly coupled with the coordination of the resources. For instance, gathering separated storage disks into a virtual storage space increases the storage capacity of individual entities of the Grid when the coordination and cooperation of these entities in a seamless way is achieved.

The rest of the chapter is organized as follows: In Section 4.3 we will situate data management in Grids in the distributed systems microcosm. In Section 4.4 we will explain links between data management in Grids and the other services one can typically find in Grids. Section 4.5 gives details in the problems related to data management in Grids and gives some hints for solutions. But let us first examine quickly why data are considered coming from data sources.

4.2 From data sources to databases ...to data sources

It can appear peculiar to speak about databases and data sources. Nevertheless, we believe that this discussion has its place in this chapter. Indeed, a question that should be mentioned is why do we need new tools to access data, while databases have been designed since several decades ago to handle especially this problem.

In former times, before databases were invented, data were stored in flat files, and manual tools and scripts were implemented to handle the access, replication, security related to these data. Then came the time for databases,
that provided a level of abstraction above the raw data, with the main benefits of performances and organization optimizations. Data are structured, access to these data are controlled by ad-hoc procedures in data bases management systems, which are in charge of handling efficiently and securely the data pieces. Moreover while data sources contain generally raw data, databases preserve raw data together with data coming from additional process, annotations, etc. For performance improvements, parallel and distributed databases have been designed [Bertino and Özsu, 1994], [Ozsu and Valduriez, 1999]. Still, data are coming from data sources (human, computer process or sensing devices) and stored in databases. Access is done via the databases interfaces. So why does the community in Grids speak about data sources again?

To our understanding, the problem comes from some of the constraints expressed before. Indeed these constraints of the Grids environments make it difficult to design a database management systems at a Grid scale, as you will see in the following the discussion, mainly for respecting the ACID (atomicity, consistency, isolation and durability) properties on the transactions in databases. Databases were not designed to handle at high throughput the amount of data found in Grids, especially when taking into account the security and multi-organization aspects of the access patterns. Moreover techniques from parallel databases to optimize joins in placing or moving data were less efficient at large scale when the network latency and bandwidth for instance were degraded. Also, it must be agreed that complicated access patterns are of less concern for the majority of the users of the Grids. These want to aggregate mainly computing and networking capacities, at the drawback of managing less efficiently the data. Hence for a long time, data concerns have been put behind the main track: In fact from 1996 to 2001, nearly no significant work has been done on the data management in Grids [Stockinger et al., 2001], [Chervenak et al., 2001], [Hoschek et al., 2000] at a level comparable to what was done in parallel computing some years before.

As we will see in Section 4.6, some initiatives try to push towards grid level databases, increasing autonomy and self management services, so that we can imagine again to forget about data sources.

4.3 Positioning the data management in grids within distributed systems

Data management in grids shares a number of aspects with some other systems dealing with data in distributed systems. In this section we will delineate data management in Grids by briefly comparing with Distributed Databases, Peer 2 Peer systems and Content Delivery Networks.

In distributed databases management systems (DDBMS) [Ozs
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storage devices are present on a set of nodes (potentially at the same site or at remote locations). The database is distributed into separate partitions, each one potentially replicated. The system makes sure that the distribution is transparent to the users and that the integrity of the transactions on the databases is ensured. Links between data pieces are explicit in the database schemas. This latter represents a big difference with the data management in grids where data pieces are generally more independent. A second difference concerns the security issues: Typically users in a DDBMS are handled by one organization or links between organizations have been set up once. The authorization checks take thus generally less time than in grids where ad hoc security services have to be contacted. A third difference is the network latency that can be high on grids, leading to poor performances for handling transactions. Even if this problem also appears in DDBMS in its principle, it is mainly considered that sufficient network connections exist and transactions can thus be held.

Peer 2 Peer systems (P2P) are widely developed and their main concerns have for a long time been to handle data sharing and access [Gribble et al., 2001]. Peers join and leave the infrastructure at any time, which is a key feature of P2P systems. Data management in P2P is thus mainly concerned about the search, the transport and availability of data. The completely decentralized approach of P2P systems is the core of the system: no global registry, no global resource management or data repository is existing. When peers cooperate for handling requests on data, they need to coordinate their representation of the data since a global schema can not be assumed. P2P systems can be seen as grids without central administration; but such a decentralized grid is far from being a reality mainly for global resources optimization and security concerns. Security and dependability of data in P2P systems are more problematic than in grids due to the higher dynamic of available resources and lack of central authority.

Content Delivery Networks (CDN) [Buyya et al., 2008] aim at providing an efficient access infrastructure for data pieces. They are mainly deployed on stable commercial infrastructure for multimedia data. They are developing techniques for the transport and the caching of data. Their main idea is to optimize the access of a subset of the whole data sets, predicting the ones that will be mostly accessed and organizing the replication and movement of data based on this fundamental. Quality of Services and realtime concerns are pinned by the multimedia nature of the data. Global indexes are generally maintained. Security has not been studied a lot in these dedicated environments. Data management in grids shares the main concerns of the CDN which, to some extent, can be seen as a subset of the data management part of the grids. Data management in grids is more complicated than the CDN. Indeed while the CDN is deployed on a stable infrastructure, the grids are more dynamic and the reliability of storage parties is limited. It can be noted that some CDN networks are deployed over P2P networks.

Finally a Grid storage can be seen hierarchically. There exists a local
level, where the data are actually stored, either a file system running NFS, a database or a Storage Area Network (SAN). Second there is a global level where the data are transparently accessed, through primitives at the Grid middleware level. Several possibilities exist to create this high level transparent access (see Section 4.5): The main point is that there exist these two different access levels. Moreover, links between the different pieces of data are loose, and a global structure (or schema) is usually not existing. Finally, users accessing data come from different institutions and the transparent sharing of data in terms of security is a key feature in grids.

4.4 Links with the other services of the middleware

The Data Management in Grids has to be delineated in terms of functionalities. We will sketch some of these in the next section. It will by no means cover all the problems: For instance, the replica management procedures need some information about the possible sites where data can be stored.

Therefore, managing data in Grids relies on existing other pieces of a middleware that will provide some continuously updated input to the different services related to Data Management. The integration with other existing tools is of premier importance. These should be able to store and access their own functional data in a win-win schema.

Obvious services that interact with Data Management are those related with information and instrumentation of the state of the resources in a Grid. Monitoring and knowledge about the participating nodes, the available bandwidth, the latency, the available disk space (using grid level information systems [Czajkowski et al., 2001] or simple tools like the Network Weather Service [Wolski et al., 1999] or Network Distance Service [Gossa et al., 2007]) are necessary. Interaction with security services, from transport (SSL/TLS based), authentication (Globus Security Infrastructure [Foster and Kesselman, 2004] or simple LDAP), to authorization ([Pearlman et al., 2003], [Seitz et al., 2005], [Alfieri et al., 2005]) are mandatory to secure the access to data, as we will detail later in Section 4.5.5.

Conversely, some services use data management procedures to perform their role: For instance the resource allocation manager (Globus Resource Allocation Manager [Foster and Kesselman, 2004], or OAR [Capit et al., 2005]) needs to retrieve information about the system state and may interact directly with the data managers.

These were only small and limited examples. Enumerating such links would be endless.

In brief, all the services of a running middleware benefit from and benefit to the services related to data management. This must therefore be carefully
4.5 Problems and some solutions

4.5.1 Data identification, indexing, metadata

The first problem that arises is a way to identify the data that will be managed and used in a Grid. Typically a task on a Grid will need some input data and/or produce some output data. These data have to be stored, accessed, eventually moved from one site to another. There is thus a need to name the data, both individually and in group.

A task may request accesses to data stored at a distant site. Hence the naming must be global at the scale of a Grid in order to avoid mixing up different pieces of data. It must be coordinated so that different pieces of data get different global names. The naming should hide the different local naming conventions and organizations of the data storage: For instance, the underlying storage system may organize its storage hierarchically (trees for instance) or flat. The name of the data should not include information about their structures. Finally the naming must not be attached to a particular site as the data may move or may be replicated during their lifetime.

Using URN (Universal Resource Name, RFC 2141) to name the resources in Grids (and the data) is a solution more and more adopted in Grid middleware. Note that in the early EU DataGrid project [Stockinger et al., 2003], the Logical File Name (LFN) was adopted for similar aims. The URN fulfills the requirements of independence in the location of data and the organization of the actual storage. A possible way to construct a URN is by using a UUID (Universally Unique ID, RFC 4122).

The link between logical names and actual data (or resource in general) has to be ensured by an accessible service, an online database or ad hoc procedures. The Open Grid Forum proposes for instance the Resource Namespace Service for this mapping.

A name is useful mainly if one wants to retrieve some data. Two approaches can be envisioned:

- placement as a matter of the content: In this approach that is favored in some P2P networks, the data retrieval is only done thanks to the placement of the data itself: The identifiers of the data give a route in an overlay network to the data. For instance the Freenet P2P network

---

3 The problem of identifying and naming is not related only to data but to resources in general: In fact, we will concentrate the view on data but most of the material is also valid for other kind of resources in Grids.
is using this technique, whereas the main grid middlewares do not use it.

- indexing the data in a registry: In this approach, some indexing and cataloging must be provided in order to help the actual access to the data. The difficulty is to address this registration in a distributed environment, managing some possible replication of data. Also to take into account is the fault tolerance of the service providing the registry so that the access to the data is not lost when one part of the catalog is missing. Redundancy and replication of the indexing services help for the fault tolerance and for balancing the load between several servers. Different methods exist in grid middleware for handling these catalogs, from centralized to distributed approaches. In the former, one catalog is maintained containing information about available data. In the latter, the catalog is either replicated at several sites or split between different servers, each one getting a part of a global catalog.

But a name is often not enough. Additional information is attached to the original data in many cases. This information is called the metadata of the data. We have to separate between two kinds of metadata: content metadata and management metadata.

- content metadata: These metadata are directly related to the content of the data. For instance a medical image may have the date of acquisition, the name of the doctor, the type of imager producing the data. Annotations made by data users during the data lifetime are also somehow attached to the data, like for instance a practitioner putting a comment on the observation of a medical scanner image. These additional information add semantic rich value to the raw data and are at least as valuable than the data themselves. Cataloging must take these into account as well since metadata provide an efficient way to search among the avalanche of data.

- management metadata: These metadata are linked with the data and used for the management of the data in the distributed systems. They include for instance the number and locations of potential replicas of the data (see 4.5.4), the usage of the data during their lifetime (for auditing, accounting, billing, traceability support). These metadata are used internally by the data management systems, by the other middleware services and by system administrators.

Representations of the metadata in the catalogs are typically put into database systems and/or expressed in XML (files or databases) or registries like LDAP (Lightweight Directory Access Protocol) directory trees. When used in Grids, the LDAP directories hold all the information for the management of the elements of the Grids (number of nodes, types of nodes, users, monitoring, ...) additionally to the data metadata.
When dealing with thousands of files, it is cumbersome (or impossible) to handle individually names and metadata. When sensors in a High Particle Physics experiment produce raw files continuously, it is convenient to associate all of them with that experiment and thus to group the produced data under a same collection. A collection allows a set of data to share common characteristics helping the search for particular results. Also on a data management point of view, a collection can then be handled like one set: If a part of the collection is moved (for instance a user makes a request for it) or removed (for instance if the data proved to be damaged), it is likely that the rest of the collection will have the same future allowing to anticipate on (and to optimize) the data management.

Metadata, semantics, grouping are means to undergo the way from raw data storage to information retrieval. Users want to access data with high level queries: Raw data is most of the time useless. For further reading, a good example of an efficient tool for indexing and retrieving in data collections is the MCAT catalog of the SRB (Storage Resource Broker) project [University of North Carolina, 2009].

The next section addresses the link between knowing where are the data and how to effectively access these data.

4.5.2 Data access, interoperability, query processing, transactions

As explained earlier, data sources in Grids are distributed among several sites and heterogeneous in several aspects. This heterogeneity appears in:

- **storage systems**: Each site of a Grid would hold its own storage system: The underlying storage systems can be any means to store data on permanent devices. The most encountered storage systems are raw file systems, most of the time based on some Unix-like file system (AFS, EFS). Another observed option in the High Performance Storage System [Teaff et al., 1995] which gives optimized access to files mainly in cluster when the file size is large. Databases are also seen in Grids, from open source implementation like MySQL or PostGres to commercial products like DB2 or Oracle-11G, the latter being advertised as a grid database, and mainly offers transparent access to different storage sites.

- **data organization**: Data access is also depending on the organization of the data, in terms of schemas, internal structure. Files structured or semi-structured will provide for instance means to extract more easily metadata facilitating their management.

- **technologies**: The tools to access the data depend on the storage system type and organization of the data. Local or Global API (Posix-like), specific protocols (like RFIO commands for HPSS), remote procedure
calls (RPC), HTTP, web/grid services are all complementary means to actually get data pieces.

To handle this heterogeneity and distribution, a key concept in Grid computing is transparency. The idea is to provide a unique way to access the data, regardless of the actual storage systems, data organization or underlying access technologies. Data virtualization allows to access data virtually through a specific interface, mapped then to the actual data access patterns. This requires obviously appropriate naming and indexing of the data pieces (see previous section).

Most of the implementations rely on a limited set of operations representing the standard/common operations for all kinds of storage, that can be mapped onto these.

Concerning file access, the idea is to develop Posix-like functions (open, close, read, write, seek, stat,...) over any actual storage system to hide their heterogeneity. Grid wide access operations can be performed over distributed resources, with tools like object-based file system (XtreemFS [Hupfeld et al., 2008], VisageFS [Thizbolt et al., 2007], GridFS [Bhardwaj and Sinha, 2005] or even NFSv4), but due to consistency checks for ACID properties and latency delays, these solutions give low performances with scenarios when deployed at large scale on a grid.

Other problems include versioning and synchronization of replicas other than distributed environment. Replication will be detailed in Section 4.5.4.

In some cases, the data pieces can be split between different grid sites (like in XtreemFS), each of them holding a part of the data pieces. While being very efficient for increasing performances (for instance using parallel transfers, see Section 4.5.3), it creates more complexity for checksum computations, auditing, pinning and backups.

As we already mentioned in a previous section, some operations are held on a set of data pieces rather than on single data pieces. Bulk operations that are found (like in SRB) deal with registration, loading, deletion. The Hierarchical Data Format (HDFv5) gives a standard characterization of groups of files in a container.

The Data Access and Integration (OGSA-DAI) initiative [Antonioletti et al., 2005] in the OGSA architecture aims at providing an uniform access and integration to several kind of data sources, from relational databases, web databases, XML or even semantic enriched RDF files. The idea is to provide some mediator/wrapper between the actual data sources and the grid (thus the clients) that hides the heterogeneity of the access methods. Then the access itself is done via API calls, SQL queries or web browser (like OGSA-WebDB [Pahlevi and Kojima, 2004]). At the moment OGSA-DAI supports MySQL, IBM DB2, Microsoft SQL Server, Oracle, PostgreSQL and the eXist XML database.

Query processing is the process to actually access the pieces of data. As data are distributed, possibly replicated, there is the need to have some specific
ways to perform the query processing. Intra-query parallelism in distributed query processing (DQP) deals with the access to the data when the data related to a single query are distributed among several sources. Inter-query parallelism appears when concurrent accesses to the same query service are provided. In order to provide an efficient query processing engine, both sides must be investigated and the query scheduler optimizes the query planning thanks to environment information. For instance, critical operations like table joins in databases must be done in the right order and on the right data sources or replicas. This optimization problem is not due to the distributed nature of the grid and appears also in traditional databases, but the problem is additionally stressed with the dynamic of the system and potential high latency of the network. The mainframe is to search for the potential data in the system, move the data to a processing engine and then perform an operation, with potential optimization in the order of the operation or the selected available operation service [Lynden et al., 2009]. Solutions based on mobile agents [Morvan and Hameurlain, 2009] aim at moving the query to the data rather than moving the data to the query engine.

Transactions are another important part in traditional databases. The idea is to group a set of operations on the data sources in an atomic operation: if one of the operation fails, the whole transaction is cancelled. In Grids, mainly two problems cause these transactions operations to be difficult: performance and checkpointing. In order to cancel a transaction not being able to finish, there is the need to make some checkpointing of the data sources before individual operations so that they can be restored in case of failure. Without a global coordinator of the transaction process, with network high latency and several thousands of clients, it becomes difficult to ensure the correctness or the freshness of the data, thus leading to inconsistency in the data. This problem is increased when data are replicated, since in that case all replicas must be in the same state at the end of the transaction. Works like GridTP [Qi et al., 2004], Türer [Türer et al., 2005], HVEM transaction [Jung and Yeom, 2008] show that some partial solutions exist, relaxing some constraints on consistency or using some existing hierarchical structure in the data set. See [Wang et al., 2008] for an historic survey of transaction management from flat to grid transactions.

Access is not enough: One should not forget how to transfer, how to control (security), how to process: GridFS for instance combines the benefits of different approaches (Remote File Access, File Staging) and offers special functionalities for Grid Computing (estimated transfer cost and file copy to local system).

4.5.3 Transport

While data transport is not directly related to data management itself, it is nevertheless useful to spend some time to describe briefly its links with data management. Besides the classical data access through sockets, RPC or RMI
calls, web services invocation, FTP procedures, grids have seen the emerging of dedicated services to transport data between sites in the grid or to the final clients. The idea behind these services is to provide some additional possibilities in terms of performance or security thanks to the grid structure and middleware.

As an example, parallel streams can be used for transferring efficiently one piece of data. Indeed, as data are replicated in the system, it is obvious that opening different data streams between machines will decrease the transfer time. Experiences show that even when the data piece is on one single node, the time to deliver is shortened with parallel streams. Another example concerns the compression and the encryption of data during the transfer. GridFTP [Allcock et al., 2005] (at operating systems low level) or the Globus Reliable File Transfer service and gLite File Transfer Service (at higher abstraction level of service oriented grid architecture) [Globus, 2009b], [EGEE, 2009] are typical existing efficient possibilities of transferring data in the Grids. In RLS, the reliability of the transfer is resistant to failures of the network or sites. If one site can not complete a transfer, a replica is selected and the transfer continues.

4.5.4 Placement, replication, caching

The placement of data is a decision that impacts the performances of the Grids, both in terms of access time and robustness. In the DataGrid and now EGEE project like in many others, the solution was to adopt a hierarchical data structure. Subsets of data are copied at several levels of a data tree. The nodes of this tree are distributed to physical distant location: For instance in the LHC experiments of the DataGrid, CERN is the production center of the data. It is Tier 0. It is connected through high speed networks to several sites acting as Tier 1, having less capacities, where data are stored. These are recursively connected to Tier 2 with smaller bandwidth and data capacities.

It is common knowledge that replication of data increases performances, placing some data pieces closer to their future usage, decreasing the client waiting time and balancing the load between several potential servers. It also increases the reliability of the system, the data being more likely to be accessible even in case of system failures.

Failures that can show up are very diverse and account for several ways to replicate the data, which are easily possible in a heterogeneous grid. Media failure (disk failure, tape failure) can be overcome by replicating on multiple media. Avoiding problems with vendor specific system error, data should be replicated on different vendor products. To handle problems with the site connections, replication on a second site is necessary, while avoiding natural disasters requires the data to be replicated in a distant site. Finally, replicating data in deep archives (with more robustness and security) decreases the risks due to malicious users or noncareful administrators.

Works on replica management are numerous. They investigate several sides
of the problem: from replica placement, migration, deletion, access to performances in terms of access time and disk capacity used. They try to balance the criteria of number of replicas, dynamic locations of replicas, local and global system performance. Examples include the LCG Replica Catalog [gLite, 2009], the Globus Replica Location Service RLS and Data Replication Service [Globus, 2009a]. They allow registration and discovery of replicas using replica catalogs, mapping a logical identifier to actual physical locations of replicas. Choosing the best replica is a tedious task, based on acquired knowledge about the status of the infrastructure and needs of the users: Among others, the Network Distance Service [Gossa et al., 2007] helps to insert several contradictory parameters for data placement, data replication (number of replicas) or replicas selection. Being able to optimize the number of replica and their placement is a key issue, notably for keeping consistency manageable. Since several copies of the same data piece exist in the system, there is a need for consistency between these copies. This applies also with the metadata attached to the data. This aspect will be covered in Section 4.5.6.

Differences between replication and caching are subject to discussion. While replication is often made explicitly by a user or a service, caching operates the data pieces transparently for the system in order mainly to increase the performance of the access. Data in caches are stored temporarily and no guarantee on the presence of data pieces on some sites is given: The system can decide to delete arbitrarily the data to let space for another piece of data. Few works are interested in caching in Grids, since most claim that caching is just a specialized way for replicating. Nevertheless, the coordination of caches in a Grid like in [Cardenas et al., 2007] gives much benefit to all the sites of the grid especially where a community of users share interests and thus data pieces. It increases the caching capacities and allows for more advanced data management like for instance performance enhancement and data splitting between caches.

4.5.5 Security: transport, authentication, access control, encryption

Data security has to be ensured at different places in the architecture. The first thing is to ensure the security of the sites where the data are stored, then to ensure that the communication of the data is secure. In Grids, no specific work has been done concerning the secure transport of the data. The applications rely on well known protocols like SSL/TLS.

To secure sites, there is basically three complementary mechanisms: Authentication, authorization and encryption. The security problem is particularly difficult in Grids because of the lack of a global and centralized authority. Indeed, local administrators in autonomous sites of different organizations do not want to let the access decisions outside their control.

Authentication is the process of identifying securely the services and users that want to access the sites. It is not related to data management but is
a necessary brick of a grid middleware where the data management services have to interact with distant sites on behalf of the users. To avoid the need for the user to authenticate manually on the different sites, single-sign-on procedures have been developed. They are mainly based on certification and delegation of authority, for instance by the use of proxy certificate like in the Globus Security Infrastructure GSI [Foster and Kesselman, 2004]. Shibboleth [Shibboleth, 2009] allows for the cooperation of identity servers and for identity federation. Traditionally the authentication of the users connecting to a service is done at the service site. In Shibboleth it is the user organization that verifies its presence in its database and transmits to the service the required attributes. GridShib [Scavo and Welch, 2007] is a grid version integrated in Globus.

Authorization allows for verifying the permissions to access specific resources (for instance data) when being authenticated on a site. Several access control mechanisms have been developed for Grids. The Community Authorization Service (CAS) [Pearlman et al., 2003] has been proposed in the Globus middleware to control the access to resources in a Virtual Organization (VO) in grids. Attribute certificates carry the users’ membership in terms of VO. The organizations’ members of a VO delegate the access control of some of their resources to the CAS servers. The CAS servers verify the certificate memberships and the resources authorities. Interconnecting VOs (by collaborative CASs) allows for statically mapping the different profiles implemented in each VO.

In VOMS (Virtual Organization Membership Service) [Alfieri et al., 2005] the authorization rules for accessing the resources stay at the resources sites: Thus the owner of the resource is responsible for its access control and not the VO administrator (opposite of CAS).

Permis (PErmission and Role Management Infrastructure Standards) [Chadwick et al., 2008] uses the Role Based Access Control (RBAC) to issue attribute certificate based on the role in an organization rather than to individuals. It integrates the delegation of authority where the SOA (Source of Authority) of the resource expresses the trusted entities allowed to issue attribute certificates.

In Sygn [Seitz et al., 2005], all permissions to access resources are encoded in attribute certificates that are stored with their owner. Sygn does not involve any communication when granting the access to the resources. At any time, resources administrators (or entities being delegated the permission) can issue and give new authorization certificates.

These approaches differ mainly at the granularity level of the access control, the location of the decision point of access control (centralized, replicated, distributed) and the responsibility of the resource administrator. They all use attribute certificates (X509 or ad-hoc).

Due to the lack of central authority, the access policies are normally not expressed in the same language. This heterogeneity has to be handled, for instance by the means of a standardized language to express the policies like...
XACML (eXtensible Access Control Markup Language). Nevertheless, there is the need to work at a semantic level to potentially map the different policies.

The data access needs to be traceable. Indeed in many applications it is useful or mandatory to know the previous read-write access to the data.

Encryption secures the content of the data. It is recognized that access control does not protect against all the security threats. For instance a disk containing data might be directly accessed without using any middleware at maintenance sessions or when the site containing the data leaves the grid. Traditional encryption mechanisms can be used like RSA or DES, but then the secure management of encryption keys becomes difficult. Where should these be kept in order to allow access to authorized users or services while not suffering from single point of failures? Some works [Seitz et al., 2003 ] tend to distribute some part of decryption keys among a set of servers in order to decrease the risks related to an attacked key servers’ repository.

Metadata are often attached to data. The security handling of both must be consistent, and this is also the case when data are replicated.

4.5.6 Consistency

The consistency problem appears when data are replicated and accessed within write patterns. Most of the huge amounts of data produced in production grids are mainly read-only. For instance data produced by the LHC experiments result from the collision of particles and thus are not subject from changes. From these data, additional data can be produced or computed, but usually their number is far smaller. As a result, data consistency did not gain much attraction in the past in the grid community.

The part where consistency made sense is the management of metadata. Some metadata are fixed like the acquisition date or the description of the experiment that produced the data in terms of instruments for instance. Some metadata may evolve with time, such as annotations made by experts after analysis of the data. Security permissions must also be considered as metadata and consistency should hold: When the permissions to access a data piece is modified, this modification has to be forwarded.

Since the support for consistency has long been mainly ignored in grid middleware, the consistency of the data was managed by the users themselves: These were replacing the modified data (or metadata) manually. This procedure is highly inefficient:

- The users can make some errors in the process, forgetting some replicas for instance;
- When several users wants to update data at the same time, they have to cooperate, leading to difficult user oriented coordination procedure.
- It is not robust when some sites are temporarily unavailable: These sites miss the updates of data leading to inconsistencies in the system.
Quorum mechanisms depending on the application requirements could be used to ensure that an operation is performed when at least a given number of replicas are available. Synchronization is then performed as soon as the replicas become again available.

Few works can be cited for the consistency management in grids and they clearly depend on the applications’ requirements. [Pucciani, 2008] presents a comprehensive introduction, related works and innovative solutions. Solutions mostly rely on the concept of master replicas (up-to-date data are found at a master replica), and different mechanisms to take the modification of the master replicas (possibly several) into account [Sun and Xu, 2004], [Chang and Chang, 2006]: Lazy updates are done only when a slave replica (nonmaster replicas are slaves) is accessed; Push methods allow for a more aggressive way of updating data, at the initiative of the master replicas. Other methods [Chen et al., 2007] for databases are based on the possibilities of underlying replication strategies and consistency management in the databases, using the possibility to replay a set of operations in databases (with import and export logs).

4.6 Toward pervasive, autonomic and on-demand data management

Future works in data management in Grids include the integration of new concepts linked with the mobility, pervasiveness, context of the users and resources. Taking advantage of light devices, interconnected in an ad hoc way and participating with more stable resources to a grid is the key idea of the Pervasive Grid concept. The Pervasive Grid [Parashar and Pierson, 2009] encompasses many new challenges due mainly to the uncertainty of the information and resources on the next generation of grids. Early works on data management in these pervasive grids [Pierson, 2008] show the common approaches and differences between classical data management in grids and the data management in pervasive grids. The need for enhanced fault tolerance and recovery mechanisms, together with the inclusion of self characteristics (self-healing, self-management, self-recovery . . .) will lead to the development of a new class of grid computing, closer to autonomic computing [IBM, 2009]. Independent collaborative services (embedded in Service Oriented Architecture) will be developed and interconnected. Dynamic reconfiguration of components according to the evolution of context (like moving, replicating, splitting) will be more and more present in future developments.

Existing research directions exist for integrating data resources and computation resources. Indeed data are normally not used directly, but are processed before being delivered to users. Moving the data to the computation nodes
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Data management in grids can be inefficient compared to moving the processing to the data (like the mobile agent approach for Distributed Query Processing). OGSA-DAI opened the path for this integration (by defining operations during the execution of some requests). Subsequent works on data- and work-flow in grids [Glatard et al., 2005 ] paved the way for more efficiency and optimization. The idea is to allocate computation resources taking into account the placement of the data manipulated by the processes.

Another direction for data management in grids will be developed with the concept of Cloud Computing. Cloud computing accounts for integrating on-demand resources (Amazon for instance), up to deploying specific middleware (like Grid’5000 [Cappello et al., 2005 ] ) on-the-fly for customers. Today such infrastructures are mainly based on dedicated clusters, but soon Grid Cloud Computing will become a reality. Data management in such environments will be based on works in grid computing, adding more efforts on quality of services and accounting for enabling comprehensive business models.

4.7 Concluding remarks

This chapter gave an overview of the different techniques related to data management in today’s computing grids. It tried to sketch the fundamental differences with the data management in other distributed systems or to delineate the links with distributed databases and all the corresponding background. Exploring several problems and partly some solutions, we proposed a comprehensive view of the data management techniques for classical problems: Identification, Replication, Access, Query, Security, Consistency.

Finally, we gave briefly some future directions of the data management in grids towards autonomic and on-demand computing.
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5.1 Introduction

As network speeds grow, it is possible to construct large-scale high-performance distributed computing environments to allow users to submit jobs from anywhere in the world. These jobs can then be run on any available computing resource. As a consequence these resources should be assigned effectively to provide reliable and fast distributed services and to reduce the turn-around time of user jobs and the scheduling scheme should be heavily considered. There are numbers of heterogeneous or homogeneous clusters which can provide the job queuing mechanism, scheduling policy and local resource management, including utility computing, cluster computing, grid computing and so on. Among them, grid system is the most popular one and highly discussed, developed by the researchers and information technologies (IT) developers during the past decade. Recently a new term, “cloud computing,” has emerged, which infers that computing is not operated on local computers, but on centralized facilities by third-party computing and storage utilities. Literally, clouds and other computing paradigm share the similar
vision and object. They all aim to implement parallel computations that execute on many resources. However, clouds are more made available in a pay-as-you-go manner to the public or internal data center of business [Armbrust et al., 2009], [Buyya et al., 2000a], [Buyya et al., 2000b], [Buyya et al., 2001]. The cloud computing new characteristics differ from grid computing in the implementation details, which requires researchers and engineers to reconsider the resource scheduling strategies.

This chapter clarifies the differences of origin, aim and technology among several current computing paradigms including utility computing, grid computing, autonomic computing and cloud computing, focusing on their internal relationship, which implies the trend of development in the near future. The definition and architecture are then presented, which gives insights into the essential characters of cloud computing. Then, the most important issues are presented, i.e., service provision, introducing three different level services architecture and describing the attributes of cloud services. Upon them, resource management system appears to be the central component of cloud computing. How to build models which can exactly represents the clouds' current trends, such as resource-distributed and economic attributes, attracts our attention. After comparing cloud and grid system, we propose two new models for clouds: a resource-oriented model and an economy-oriented model. Finally, we try to predict some issues of resource scheduling where more efforts can be devoted in the near future.

5.2 Several computing paradigms

5.2.1 Utility computing

Utility computing was initialized in the 1960s, when John McCarthy coined the computer utility as:

“If computers of the kind I have advocated become the computers of the future, then computing may someday be organized as a public utility just as the telephone system is a public utility... The computer utility could become the basis of a new and important industry.”

Generally, utility computing considers the computing and storage resources as a metered service, like water, electricity, gas and telephone utility [Yeo et al., 2006], [Paleologo, 2004], [Rappa, 2004]. The customers can use the utility services immediately whenever and wherever they need without paying for the initial cost of the devices. Utility computing is similar to virtualization so that the amount of storage or computing power available is considerably larger than that of a single time-sharing computer. The back-end servers
such as computer cluster and supercomputer are used to realize the virtualization [Broberg et al., 2008]. From the late 90s, utility computing turns re-surfaced. HP launched the utility data center to provide the IP billing-on-tap services [HP, 2004]. PolyServe Inc. offers a clustered file system based on commodity server and storage hardware that creates highly available utility computing environments for mission-critical applications and workload optimized solutions specifically tuned for bulk storage, high-performance computing, vertical industries such as financial services, seismic analysis and content serving. Thanks to these utilities, including database and file service, customers can independently add servers or storage as needed.

5.2.2 Grid computing

Grid computing emerged in the mid 90s. Ian Foster et al. integrated distributed computing, object-oriented programming and web services to coin the grid computing infrastructure [Foster and Kesselman, 2004], [Foster et al., 2002]. From then on, a lot of researchers gave the notion of grid computing in various ways. Here, we choose the definition of R. Buyya presented at the 2002 grid planet conference:

“A grid is a type of parallel and distributed system that enables the sharing, selection, and aggregation of geographically distributed ‘autonomous’ resources dynamically at runtime depending on their availability, capability, performance, cost, and users’ quality-of-service requirements.”

This definition means that a grid is actually a cluster of networked, loosely coupled computers which works as a super and virtual mainframe to perform thousands of tasks. It also can divide the huge application job to several sub-jobs and make each run on large-scale machines. Generally speaking, grid computing goes through three different generations [Magoulès et al., 2008]. The first generation was marked by an early metacomputing environment, such as FaHer and I-Way. The second generation was represented by the development of core grid technologies, grid resource management—e.g., Globus, Legion—resource brokers and schedulers—e.g., Condor, PBS—and grid portals—e.g., Grid Sphere. The third generation saw the convergence between grid computing and web services technologies—e.g., WSRF, OGSI. It moved to a more service oriented approach that exposes the grid protocols using web service standards [Foster et al., 2001], [Shiers, 2009].

5.2.3 Autonomic computing

Autonomic computing was first proposed by IBM in 2001 with the following definition:

“Autonomic computing performs tasks that IT professionals choose to delegate to the technology according to policies, see
Adaptable policy—rather than hard-coded procedure—determines the types of decisions and actions that autonomic capabilities perform.”

Concerning the sharp increasing number of devices, the heterogeneous, distributed computing systems are more and more difficult to anticipate, to design and to maintain the complexity of interactions. The complexity of management turns out to be a limiting factor of future development. Autonomic computing focuses on the self-management ability of the computer system. It will overcome the rapidly growing complexity of computing systems management and reduce the barrier that complexity poses to further growth.

In the area of multi-agent systems, several self-regulating frameworks are proposed, but most of these architectures are centralized which mainly reduce management costs and seldom consider enabling complex software systems and providing innovative services [Jin and Liu, 2004]. IBM defined the self-managing system, which can automatically process including configuration of the components (self-configuration), automatic monitoring and control of the resources (self-healing), monitoring and optimizing the resources (self-optimization) and proactive identification and protection from arbitrary attacks (self-protection), only with the input information of policies defined by humans. In other words, the autonomic system uses high-level rules to check and optimize its status and automatically adapt itself to changing conditions.

5.2.4 Cloud computing

The cloud computing emerges as a new computing paradigm to provide reliable, customized and quality of service guaranteed dynamic computing environments for end-users [Weiss, 2007]. It is often confused with several computing paradigms such as grid computing, utility computing and autonomic computing. According to the above description, we can draw the relationship among them. Utility computing cares that the packing computing resources can be used as a metered service on the basis of the user’s need. It is independent of the organization of the resources, both in the centralized and distributed system [Buyya et al., 2002]. But now, the companies prefer to bundle the resources of members to provide utility computing. Grid computing is conceptually similar to the canonical definition of cloud computing, but it doesn’t manage the economic entities as well as it is less scalable than cloud computing. Because of this massive scale, cloud computing must pay high attention on the interconnectivity management. In summary, cloud computing depends on grids, has autonomic characteristics and utilities bills which can be seen as a natural next step from the grid-utility model.

The computing paradigm varies with times. As shown in Figure 5.1, utility computing was discussed frequently between 2004 and 2005. As a popular term, grid computing is losing its appeal now. The term cloud emerged in 2007, and came to be the hot topic both in the research and industry domain.
From the day it was born, cloud computing overpassed grid computing and became more and more popular. Heaps of industry projects have been started including Amazon elastic compute cloud, IBM’s blue cloud, and Microsoft’s Windows Azure. At the same time, HP, Intel Corporation and Yahoo! Inc. recently announced the creation of a global, multi-data center devoted to open source cloud computing test bed for industry, research and education.

In order to analyze the reasons why cloud computing attracts so many researchers, we will firstly clarify the definition of cloud computing in the following section.

5.3 Definition of cloud computing

5.3.1 One definition

Since 2007, the term, “cloud” has become one of the buzz words in IT industry, while lots of researchers continue to define the cloud computing from different application aspects. Until now, there is no fixed consensus definition on it, and here we choose the definition of I. Foster [Foster et al., 2008]:
"A large-scale of e-distributed computing paradigm that is driven by economies of scale, in which a pool of abstracted virtualized, dynamically-scalable, managed computing power, storage, platforms, and services are delivered on demand to external customers over the Internet."

From the above definition, we can conclude the specific characters of cloud from grid computing. The resources in the grid system are located in the multiple administration domains, while the ownership in the cloud system is single. From interconnection aspect, the networks of the grids are always with high latency and low bandwidth. On the opposite, the clouds tend to be more dedicated to high-end with low latency and high bandwidth. What’s more, the schedulers of grid systems focus on enhancing the performance of a specific application to meet its end-users’ quality of service requirements. However, the scheduling scheme for clouds combine enhancing the performance of overall system and specific user. At the same time cloud computing strongly supports virtualization, dynamically compose services with web service interfaces, and so on.

5.3.2 Architecture

Clouds are usually referred to as a large pool of computing and/or storage resources, which can be accessed via standard protocols via an abstract interface. There is four-layer architecture for cloud computing as shown in Figure 5.2. The fabric layer contains the raw hardware level resources, such as computing resources, storage resources and network resources. The unified resource layer contains resources that have been virtualized so that they can be exposed to upper layer and end users as integrated resources. The platform layer adds on a collection of specialized tools, middleware and services on top of the unified resources to provide a development and/or deployment platform. The application layer contains the applications that would run in the clouds [Foster et al., 2008].

5.4 Cloud services

5.4.1 Three-level services

Generally, cloud computing can provide three-level services where the customers can choose one or more special service as they wish. For their special use, the customers can rent hardware, software or data as a service. Thereafter an integrated computing platform as a service is available. At the highest level, infrastructure used as a service is provided.
• Hardware as a service (HaaS) / Software as a service (SaaS) / Data as a service (DaaS):

- Hardware as a service (HaaS) is a pay-as-you-go model for accessing a provider’s IT hardware, or even an entire data center. Some companies sell use of their hardware over the Internet on a per-use basis [Wang et al., 2008]. The user sends data and a program to process that data, while the vendor’s computer does the processing and returns the result. The HaaS is flexible, scalable and manageable to meet the user’s needs. An example is the IBM blue cloud project [IBM, 2007]. IBM delivers hardware infrastructure, database management, monitoring, security, availability and contingencies to be consumed by clients and partners directly.

- Software as a service (SaaS) is hosting software or application as a service and provided to customers across the Internet. This mode eliminates the need to install and run the application on the customer’s local computers [Church et al., 2008]. SaaS therefore alleviates the customer’s burden of software maintenance, and reduces the expense of software purchases by on-demand pricing. An example of the SaaS is Microsoft’s software plus service, which combines local software and Internet services interacting with one another [Microsoft Corp., 2008].

- Data as a service (DaaS) is related to the fact that users can access remote data in various formats and from multiple sources. And then they operate them just like on a local disk. Typical example is Amazon simple storage service which provides a simple web services interface that can be used to store and retrieve, declared by Amazon, any amount of data, at any time, from anywhere on the web [Amazon Inc., 2008].
Platform as a service (PaaS): Based on the support of the HaaS, SaaS and DaaS, the cloud computing in addition can deliver the platform as a Service for users. Platform as a service (PaaS) offers a high-level integrated environment to build, test and deploy custom applications. Generally, developers need to accept some restrictions on the type of software they can write in exchange for built-in application scalability. Google’s App Engine enables users to build web applications on the same scalable systems that power Google applications [Google, 2008].

IaaS: Infrastructure as a service (IaaS) provisions hardware, software and equipments to deliver software application environments with a resource usage-based pricing model. Infrastructure can scale up and down dynamically based on application resource needs. Amazon proposed elastic cloud computing service [Amazon Inc., 2009] which uses the Eucalyptus’s open source cloud as the interface [Eucalyptus, 2009] to allow people to set up a cloud infrastructure at premise and experiment prior to buying commercial services.

Figure 5.3 shows the relationship between these services. Clouds provide services at three different levels. According to users’ special demands, they can not only subscribe to their favorite computing services with requirements of hardware configuration, software installation and data access, but also be supplied with the higher level environment, integrated platform or open infrastructures.

5.4.2 Service characters

The services could be classified into several categories, as below:

Dynamic provision: The provision of services is on-demand, which means that the users request the service by themselves near real-time without users having peak loads. Performance is monitored. Loosely-coupled architectures are constructed using web services as the system interface. At the same time, users can re-provision technological infrastructure resources rapidly and inexpensively.

Economic pricing: As a kind of consumed utility, the capital expenditure is greatly reduced and converted to operational expenditure. The infrastructure is typically provided by a third-party and does not need to be purchased for one-time or infrequent intensive computing tasks, so the users have easier entry to the computing world. Pricing on a utility computing basis is fine-grained with usage-based options and no IT skills are required for implementation. Cloud providers should mask this pricing granularity with long-term, fixed price agreements considering the customer’s convenience.
FIGURE 5.3: Three-level services.
• Security guarantee: Security typically improves due to centralization of data, increased security-focused resources, etc., but raises concerns about loss of control over certain sensitive data. Security is often as good as or better than traditional systems, in part because providers are able to devote resources to solve security issues that many customers cannot afford. Providers typically log accesses, but accessing the audit logs themselves might be difficult or impossible.

• Scalable location: In cloud computing, the users don’t know the exact position where the services and devices are offered. The independent attribute makes users access systems using a web browser regardless of their location or what device they are using. The third-party infrastructure is accessed via the Internet; the users can connect from anywhere.

• Efficient utilization: The services in clouds can be compared as a large resource pool shared by users. The users not only can get lower costs because of the centralization of infrastructure, but also achieve higher peak-load capacity avoiding engineering for highest possible load-levels. What’s more, through using the redundant sites, it’s easy for business continuity and disaster recovery.

• User/system interfaces: Browsers are used as user interface which have the attributes such as intuitive, easy-to-use, standards-based, service-independent and multi-platform supported [Gens, 2008]. System interface adopts web services APIs, which provide a standards-based framework for accessing and integrating with and among cloud services. Cloud services provide well-defined, programmed access for users, partners and others who want to leverage the cloud service within a broader solution context. Thus, the application software that provides web-based GUIs, web services APIs, multi-tenant architecture and a rich variety of configuration options should be well developed in the future.

5.5 Cloud resource management
5.5.1 Comparison with grid systems

This section aims to compare the difference of resource management between grids and clouds. The first one is the business model for cloud system regards to the consumption! Like electricity, water or gas, the customer pays to the resource owner according to the amount consumed. On the contrary, grids have the project-oriented business model. The proposal represents the users who have a certain number of service units they can spend.
On the perspective of the computing model, the grids always use a local resource manager to manage the computing resources for a grid site, while the users submit jobs to request some resources for some time [Yu and Magoulès, 2009]. On the contrary, clouds share all the resources by all the users at the same time; that is to say, some low-latency applications can easily operate on clouds, which is not the case on grids.

Finally, the combination of the computing and data resource management is important. It is more efficient to schedule computational tasks close to the data, and to understand the costs of moving the work as opposed to moving the data [Chervenak et al., 2000]. Data-aware schedulers and dispersing data close to processors is critical in achieving good scalability and performance.

### 5.5.2 Resource model

The resource model is related to the question: “How to describe and manage resources in the system?” In the original resource model, the operation and data usually have two kinds of relations. One approach is related to data that comprise a resource and which are described in a specific description language along with some integrity constraints. One other approach treats operation on the resources as a part of the resource model. However in the cloud computing, because of the high virtualization of the resource and interacting operation of data, the operation and data must be considered as a whole part. Thus, a new resource model is proposed as represented in Figure 5.4.

![Resource model in clouds](image)

**FIGURE 5.4:** Resource model in clouds.
All the clouds users share resources to support the interactive applications. These applications are limited in grids because of the expensive scheduling decisions, data moving and potentially long queue times [Foster et al., 2008]. That is to say, computing will be centralized, when storage, operation and other kinds of resources are provisioned by clouds.

At the same time, local computing coexists with the cloud computing, and can be communicated and converted to each other if necessary. There are three reasons why we can’t ignore the local operation. The first one is the Internet limitation. Even network technology is extremely developed today; some users can’t access to the Internet anytime, or even won’t suffer on the line all the time. So we must consider this situation in which the users prefer to finish their work when clouds are down. The second is related to the security consideration for some users, especially commercial enterprises, who don’t want to run their security, critical tasks on the common clouds and send their sensitive data to the cloud storage. The third is related to some large-size companies well equipped with software and hardware, able to handle their data internally, which will be more effective than computing on clouds.

Virtual data in the center storage can be requested without regard to data location which considers data transparent to the users. The center data can either be computed in the clouds, or transferred to the special request. However, frequently staging data in and out to distant computers will slow down the computing speed. Besides, the speed difference of I/O and local disc to network storage can affect application performance. So we apply the local data which is most closed to the computing jobs as the solution to overcome the transmission problem. In summary, the resource model combines the data control and computing operation to minimize the amount of data movement and improve the end-application ability.

5.5.3 Economy-oriented model

Compared with other computing paradigm, cloud computing is more commercial and promises to deliver services on subscription-basis in a pay-as-you-go model. The traditional resource management always focuses on maximizing the throughput and minimizing the mean waiting time, but seldom includes important factors in the market such as the fair access to the resources [Yeo and Buyya, 2006], [Calheiros et al., 2009]. So we must orient economic models to enable on-demand trading of services and support customers buying the computing service like other utilities. The economy-oriented computing model is shown in Figure 5.5.

At the provider end, the lowest level implies numerous physical machines including all kinds of servers. The second layer contains virtual machines which utilize the physical machines to meet the customer’s service request dramatically. Each virtual machine is isolated from each other on the same physical machine. Cloud services are abstracted as the actual applications operate on the highest level of the provider.
At the user-end, enterprise or individual users submit their service request and quality of service parameters from anywhere. It only waits for the reply of process from cloud provider, rather than directly deals with multiple heterogeneous providers.

Between provider and user, a broker bridges the two entities. The broker is equipped with a negotiation module that is informed by the current conditions of resource and current demands of user, so that it can help the users find a resource which meet its quality of service, and choose the user whose application can provide it maximum utility. So the broker will gain by the price difference between the user and provider. Furthermore, the broker will aggregate more jobs such as reserving resource slots, scheduling services and performing admission control to avoid overload.

5.6 Future direction of resource scheduling

Cloud computing is a long-held dream of computing as a utility, which has recently emerged as a commercial reality. Its system is larger, more heterogeneous and more dynamic than the original grids. Going along with the growth of cloud computing, there exist many obstacles which challenge the researchers and IT engineers to overcome them. Of course, each obstacle stands for an opportunity. Next, we will discuss the difficulties and trends for the resource scheduling.
5.6.1 Scalable and dynamic

Recently, grid or cloud systems contain more and more computing resources, storage services and application users and other distributed components which generate a massive scale environment in which the components can join or leave anytime as they wish. Besides, the condition of resources is temporal and the system can grow or shrink based on demand and operating environment. So both centralized and decentralized models for resource management should be enhanced at the same time. There is a need to develop scalable methods for resource discovery and scheduling that can adapt to changing resource and network conditions. On the other hand, past scheduling and resource allocation schemes are based on static approaches. Existing scheduling heuristics make the scheduling plan for the entire workflow in advance, and then the tasks are executed according to that. Considering the resource availability change and network condition variation, the methods that can perform as tasks arrive according to the current condition should be considered and developed.

5.6.2 Secure and trustable

Although grids and clouds share lots of technologies and philosophy, the biggest difference is a shift, from an infrastructure that delivers storage and computing resources to the one economy-based aiming to deliver more abstract services. Cloud computing is used in-house or open to the public. So it has high requirements in data integrity, recovery, privacy, regulatory compliance and auditing. Although virtual organizations could address some problems, for example, critical resource, personal and logistical issues, some individual customers or large enterprises still wouldn’t like to run mission-critical applications on the cloud and send sensitive data to the cloud for processing and storage.

The infrastructure is autonomous, which means that every service domain makes its resource allocation decision independently and each one holds different aim and utility functions. In the current computing paradigm, trustworthiness and reliability of resources are seldom considered in the scheduling schemes. However, they are fundamental to ensure guaranteed service delivery. So we should pay more attention to scalable trust, reputation and security protocols in the resource scheduling algorithm.

5.6.3 Virtual machines-based

An obvious evolution from grid to cloud computing is virtualization which enables the applications to be isolated from the physical hardware. For example, a physical machine can be used as a set of multiple logical virtual machines, while the tasks can be run on any virtual machines. So on the same physical machine, we can host multiple operating system environments
separately and configure virtual machines to utilize different partitions of resources. Virtual machines-based technology gives challenges like the intelligent allocation of physical resources for managing competing resource demands of the users. Besides, the virtual machines and operating systems do not provide a programmer-visible way to ensure all the application threads to be run at the same time. Therefore, the future scheduling algorithm is expected to address how to assign virtual machines to meet the changing demand of resources by users as opposed to limited resources on a physical machine.

5.7 Concluding remarks

In this chapter, we provided a short overview of current computing paradigms, identifying each strength and weakness. Then, we evaluated the key components of the cloud system to give readers a better understanding about the dozens of different definitions of cloud computing. Services and resources in cloud system have then been discussed. According to the new requirements of cloud computing, layer-structured models are defined, which can address the limitation of the existing models. However, all these ideal models need further evaluation in our next step. In terms of the dynamic, secure and VM-based features, which will bring challenges and opportunities in clouds resource management domain, we discussed each of them in detail and aim to make a contribution on the resource scheduling topic in the future.
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6.1 Introduction

Machines we are using everyday are not perfect; they are often subject to dysfunctions. Such dysfunctions can have different sources such as processor’s wear-out, mechanics part breaks in a hard drive, defective blocks in memory,
cosmic rays altering the value of a bit in memory, etc. The purpose of this chapter is to investigate efficient solutions for guarantying the reliable execution of applications in computational grid platforms. We will put a special emphasis on the checkpointing techniques.

Since the last decade, computing systems turn to large scale platforms composed of thousands of processors. The characteristics of such new computing platforms evolved to more heterogeneity on both computing units and communication devices, to more unbalance between computing speeds and communication bandwidth, to hierarchical and versatile execution conditions. In short, they evolved to more complexity. At the same time, the applications followed this evolution, especially in the field of simulation of actual phenomena in Physics or Biology. The magnitude order of the running time of parallel applications is larger and larger, and they include more features that lead to more complex codes, for simulating phenomena always closer to reality. The consequence of this inescapable race toward complexity is that most actual parallel applications run on very large systems for long durations: It is not rare that they run several days or weeks.

As long as the execution of an application remains short and on few resources, the execution platform could be considered as static. Today, with the large scale computing platforms and the large actual applications, this assumption is no longer reasonable; dysfunctions can not be ignored or neglected. From official sources in IBM, when the BlueGene/L system with 65,536 nodes was designed, it was originally targeted to have one failure every ten days [Adiga, 2002]. Some time later, it was expected to have a mean time between failures less than 20 hours [Oliner et al., 2004] and more than ten failures a day occur in practice [Liang et al., 2006]. Nowadays, in similar large systems, one processor fails every hour. Thus, the developers or users of large applications expect several processors to fail during the execution of their applications. It is necessary to study, develop and analyze efficient strategies for providing a safe and reliable completion of large applications.

Fault-tolerant systems have been extensively studied in various domains. It has been historically studied in telecommunication or power networks and in critical embedded systems. In both cases, the goal is to provide a high availability of the service provided by the systems and is often achieved through redundancy by using multiple power providers, by ensuring that independent network paths exist or by checking computation with independent machines.

The basic concepts in safety [Avizienis et al., 2004] are the fault, the error and the failure. Let us introduce briefly these concepts. A fault is a dysfunction in a hardware or software component that leads to an error. A failure occurs when a system does not behave as it was expected. Failures are generated by errors, but the reader should be aware that an error does not always
lead to a failure. Usually, the failure of a component is the fault of a larger system. This cycle is standard in safety and a system that behaves correctly in presence of a processor failure is said to be fault-tolerant and the targeted property is to be failure-free.

To protect a system from failures, several approaches were proposed. Against byzantine faults, most of the techniques proposed are ad hoc. In the data or storage field, the code theory provides algorithms able to recover an error. With algorithm-based fault tolerance (ABFT), the fault tolerance scheme is tailored to the algorithm to be performed [Huang and Abraham, 1984]. This approach, under some assumptions, allows to correct errors due to faults in computations.

Faults that slow down an execution can be handled in several ways. It is for instance possible to handle them using the scheduling theory with uncertainty or with data perturbation. Robustness and sensibility analysis of scheduling algorithms can then provide reasonable solutions [Mahjoub et al., 2009]. There exist also some models where each task has a probability of being correctly executed. If a task fails, it must be executed again. In those models, it is frequent that several concurrent copies of a single task are allowed [Crutchfield et al., 2008].

Another way to deal with faults is to duplicate a given set of components. Several different ways of duplicating are used in function of whether each copy of each component is executed or not which are respectively called active and passive replication. In passive replication schemes, a classical technique is the primary-backup approach in which a copy of each component is provided but runs only if a failure has been detected. Active replication schemes schedule and execute several copies of each component. A failure detection mechanism is then used to choose which copies should be trusted [Assayad et al., 2004].

For the case we are interested in, a classical and efficient technique is to use rollback-recovery [Elnozahy et al., 2002]. The idea is to periodically make a snapshot of the distributed system and save it into a stable storage, i.e., which is supposed to be failure-free such as an external network attached storage system. When a failure is detected, the computation stops and restarts from the last checkpoint. Implementing this technique can be a difficult process since it involves complex algorithms that ensure that the stored global state is consistent [Chandy and Lamport, 1985].

The previous introduction stated the general context of failures in new computing platforms. The rest of the chapter is organized as follows. Section 6.2 starts with a discussion on the numerous aspects of faults, leading

---

1For instance, the result of a computation can be wrong. It can return a value of 2 instead of 1. But if the only interesting point is if the value is positive or negative, the error is invisible and does not generate a failure.
to different concepts. Then, we present the underlying model of computational grid and the main existing models of faults. The section ends by the definition of consistent states which is the basic notion in all fault tolerant mechanisms. Section 6.3 is devoted to the use of multi-objective scheduling as a way for optimizing the resources while guarantying a good reliability. The most popular approaches are analyzed (the main distinction is to allow or not the duplication of tasks for both permanent and transient faults). However, such approaches remain too dependent of the specificities of the underlying architectures; thus, usually, more generic mechanisms are preferred. Section 6.4 describes the protocols based on stable memory (i.e., log-based protocols and checkpointing). Such protocols can be modeled for obtaining expressions of the completion times (or expected completion times). We first present a survey of the most important models for the execution of an application in a parallel environment stressed by permanent failures without fault-tolerance mechanisms. Then, we show how to include the cost of stochastic checkpoints into the expression. Thus, using an adequate probability law of the arrival of faults, we obtain analytic expressions. These formulae allow to determine the optimal period between checkpoints and other related problems. Finally, we discuss more practical issues for implementing fault-tolerant protocols in actual parallel environments in Section 6.6. We propose a synthetic comparison of the main current implementations. We conclude this chapter by opening some challenging problems that should allow in the future to have more secure execution of parallel applications.

6.2 Background and definitions

In this section, a basic set of definitions is presented that will be used throughout the entire chapter. These definitions [Avizienis et al., 2004] give a characterization of the various concepts that come into play when addressing the dependability of grid systems. The basic qualitative definition of dependability is: “The ability to avoid service failures that are more frequent and more severe than it is acceptable to the users” [Avizienis et al., 2004]. More precisely, the dependability represents a set of attributes namely: Availability, Reliability, Robustness, Safety, Integrity and Maintainability. An exhaustive study of all dependability aspects of the system is therefore far beyond the scope of this chapter. This chapter focuses more on the availability which is the time proportion a system is in a functioning condition. More precisely, it is the probability that the system is in the correct state at a given time. We also focus on the reliability which represents the probability of failure in a given interval of time. Finally, the robustness corresponds to the ability of the system to behave as expected in the presence of failures. Thus, we will
emphasize on the automatic or semi-automatic approaches to maximize these different attributes using fault tolerance techniques which are transparent to the application.

6.2.1 Grid architecture and execution model

The grid model abstracts the grid architecture, and then it allows to design and verify protocols. The grid system model (Figure 6.1) is a set of clusters which are interconnected through a wide area network (WAN). They are composed of individual computers interconnected together by a local area network (LAN). The clusters may have a network attached storage (NAS) connected to its LAN.

![Grid System Model](image)

FIGURE 6.1: Grid system model: each individual node of a cluster is able to access to a network attached storage (NAS).

The distributed execution model consists in a set of processes that communicate only through messages (message passing model). The processes cooperate to solve a problem in a distributed fashion. They may interact with the outer world by sending or receiving messages. Some assumptions are required by the rollback-recovery protocols about the communication sub-system: most of the protocols assume that the delivery of messages is reliable and according to the FIFO order; some of them may accept message loss, duplication, or reorder.
6.2.2 Faults models

The failure is due to an error of the system which is a consequence of a fault. Different kinds of faults are usually distinguished in function of their origin and their temporal duration [Avizienis et al., 2004]. They could be intentional or not, software or hardware, modify the processing time of an operation, provide a wrong result or return no result at all. In this chapter, we are interested in accidental faults that do not modify the processing times of the computations and that provide no result in case of faults.

Faults can also be distinguished by the times during which they occur. A fault is said to be a permanent fault if the affected component will never behave correctly after the fault occurs or is said to be a transient fault if the fault is only active for a finite time interval. The length of the time interval of transient faults can be either deterministic or stochastic. It is frequent to consider transient faults of infinitely short durations.

Another important property of faults is the time when a given fault occurs. Despite existing cases where the fault arrivals are deterministic, it is more common to consider stochastic fault arrivals. The concept of mean time between failures (often abbreviated MTBF) appears. When the faults are independent from each other or when the probability of failure is constant, it is usual to consider that the faults arrive according to a Poisson’s process. In other cases, the more general Weibull law can be used. A description of several fault distribution models and a discussion on when to use them is the subject of a chapter in [Barlow and Proschan, 1996].

6.2.3 Consistent system states

Rollback-recovery protocols aim at restarting the execution after a failure from a global consistent state of the system.

The global state of a distributed application is composed of the states of all the individual processes and the states of the communication sub-system. State of each process could be easily captured. However, the state of the communication subsystem is not accessible directly. It can be captured indirectly by flushing the communication channel or by logging the messages at emission or reception.

A consistent system state is a possible state of the system in a failure-free execution [Chandy and Lamport, 1985]. Applying the definition to the message passing model, a consistent system state means that “if a process state reflects a message receipt, then the state of the corresponding sender reflects sending that message” [Chandy and Lamport, 1985], [Elnozahy et al., 2002]. Let us consider for instance the global state $C_2$ of Figure 6.2. The
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*A way to deal with deterministic faults is to use the scheduling theory in a model with machine availability.

*Multi-threaded processes may require more work.*
process $P_1$ sends a message $m_3$ to process $P_2$. The global state $C_2$ is composed of the state of $P_1$ before sending and the state of $P_2$ after reception: it is inconsistent.

\begin{figure}
\centering
\includegraphics[width=0.8\textwidth]{fig6_2.png}
\caption{Three processes exchange messages. Two global states are considered: at the left the global state $C_1$ is consistent; at the right the global state $C_2$ is an inconsistent global state because message $m_3$ is received on process $P_2$ but not sent on process $P_1$.}
\end{figure}

\section{6.3 Multi-objective scheduling for safety}

\subsection{6.3.1 Generalities}

One common way to optimize the behavior of a parallel system is to optimize the resources by the use of the scheduling theory [Leung, 2004]. Basically, an application is represented as a set of tasks with constraints like precedences or communications. These tasks need to be distributed among a set of processors. There exist a lot of models for addressing the problem variants like processors with different speeds, specific routing topologies, etc. Some extra features can also be included into scheduling problems, like optimization of energy consumption or reliability.

Once the underlying model has been established, we can focus on the optimization of some performance indices on a target application, such as the
makespan (defined as the maximum completion time of the application), or the flow time (the turnaround time in systems where data arrive infinitely). Within a scheduling formalism, it is possible to address the problem of safety as another objective, for instance, maximizing the reliability of the whole system. Some other works address the problem of optimizing of the number of tolerated faults. This issue will not be covered in this chapter but such kind of work can be found in [Benoit et al., 2008].

Optimizing only the reliability of a system does not really make sense since it will cost some processing time that will reduce the system performance. Then, the interesting problem is to optimize both the performance and the reliability of the system. In multi-objective optimization, the problem is to achieve a good trade-off between both objectives. This trade-off problem is solved by a decision maker and not by an automatic system. However, computers can be used to obtain an interesting set of solutions among which the decision maker will be able to choose the best one depending on his-her use. Here, interesting solutions belong to the Pareto set. Details about multi-objective scheduling can be found in [Hoogeveen, 2004].

There are two common ways for determining the Pareto optimal solutions of a bi-objective optimization problem. The first one is to optimize a weighted sum of both objectives (or any other adequate combination). By changing the weight of both objectives, it should be possible to find the solutions that are on the convex hull of the Pareto set. The other way is to introduce a threshold on one objective that should not be exceeded, and then find the solution that is optimal for the second objective with standard single objective methods. The first method is generally easier from an algorithm perspective, but it will miss all the solutions that are not on the convex hull of the Pareto set. The second technique will provide all the Pareto optimal solutions but at the price of much more difficult optimization problems.

There are more pertinent models that can be detailed in this chapter. In the following sections, we focus on two scheduling models for safety in computational grids. Their applicability will be discussed. The problems they rise will be detailed as well as how to solve them. How to optimize safety as well as performance will be sketched. Since duplication leads to harder models, we will start by studying problems without duplication.

### 6.3.2 No duplication

We will present and discuss two problems depending on the type of faults. The first problem that we consider is to schedule an application with independent permanent faults distributed according to a Poisson’s process.

---

*The Pareto set is the set of Pareto optimal solutions. Informally, a solution is Pareto optimal if no other solution is better on both objectives simultaneously.*
Permanent faults is a common fault model in grid computing. Indeed, when a machine crashes, a technician will have to repair it. This manual intervention is usually longer than the computation itself. Faults distributed according to Poisson’s process is a common assumption. It is like considering that the failure rate is constant over time. This assumption is not always realistic since usually the machines have an important failure rate when they are started for the first time (due to unstable hardware or configuration issues). Then, the failure rate will increase with hardware wear. However, if the computation is short compared to the grid lifespan, we can assume that the variability of the failure rate can be neglected. The last assumption is that faults are independent. This assumption is not realistic since several causes of fault are due to the environment such as network failure, power outage, air conditioning dysfunction, etc. However, this assumption is critical for computing the reliability of a system. The only way to prevent the effects of global dysfunctions is to backup the computations (for instance, using checkpointing).

The success probability of the application (i.e., the reliability) is the probability that all processors are still active when they complete their last task. This is a direct consequence of the permanent fault model. The optimization of both makespan and reliability of a parallel application on an heterogeneous platform (heterogeneous in computing power as well as in failure rate) has been considered [Dongarra et al., 2007], [Jeannot et al., 2008]. To optimize it, the concept of failure rate per operation is introduced. Optimizing the reliability is done by scheduling tasks on the most reliable (per operation) processor whereas optimizing the makespan is achieved by using the most powerful machines. The problem of scheduling independent task has been solved in [Jeannot et al., 2008] using an approximation algorithm that sets a threshold on the makespan. The idea is to consider the processors ordered by decreasing reliability and filling them up to the threshold. For the problem of scheduling an arbitrary application, [Dongarra et al., 2007] proposes a non-guaranteed heuristic using the same kind of techniques.

The second model that can be considered deals with independent transient faults distributed according to a Poisson’s process. The idea behind transient fault is that the machine recovers. This model can not be directly applied to grid computing. It models the situation where another machine can be used to replace the one that crashed. Such a situation can happen in grids that are under-loaded or in computing systems where an operator guarantees the availability of the machine. Computing a reliability of a system in this model is somehow easier than before. It corresponds basically to the probability that each task is executed correctly. However, the network introduces some difficulties while computing the reliability. The problem is usually handled using heuristics with no approximation guaranty (greedy algorithms) that optimize a linear combination of both objectives [Dogan and Özguner, 2002].
6.3.3 Using duplication

Duplication makes things much more difficult to tackle but it also allows to improve drastically the reliability. The main existing model with duplication is based on an estimation of the reliability. Intuitively, without duplication, computing the reliability is done using very simple statistical events such as the processor is still active at the end of the schedule (for the permanent fault model), or during the lifespan of a task, the processor is active (for the transient fault model). With duplication, there is in general no simple events that allow to describe the success of an application execution. Like before, let us discuss the two main existing models.

Let us first consider the model of transient faults. One way for computing the reliability would be to consider all the possible combinations of fault occurrences and determine whether the schedule is still valid or not. This would consume a lot of computing power and, thus, it is not reasonable. A less time consuming way for computing the reliability is to consider that faults on tasks are statistically independent.\footnote{This assumption is different from the statistical independence of faults.} This assumption deduces that when a fault occurs, the impacted processor should recover before the next task begins. Then, it is possible to construct a causality dependence graph of an application. Each node of the graph represents the execution of one task on one processor and two additional nodes that represent the beginning and the end of the application are included. Directed edges represent the causality dependencies. If there is a path of tasks that are executed without fault from the beginning to the end, then the application is failure free. Such a graph is called a Reliability Block Diagram (RBD) [Lloyd and Lipow, 1962], [Siewiorek and Swarz, 1998].

Computing the reliability of the application can be done by computing the reliability of the RBD. Unfortunately, estimating the reliability of a RBD is, in general, an NP-Complete problem. However, if the RBD has some specific given structure, then the reliability can be computed in polynomial time. The main class of RBD with this property is the series-parallel graphs. The problem is then to construct a schedule so that the RBD is series-parallel. To reach this goal, it is necessary to add additional constraints to the scheduling problem.

A common property that meets this requirement is that when a task begins, all the copies of its predecessors have been taken into account. This breaks the hard part of combinatorics of the reliability estimation by making the RBD a series-parallel graph (in fact, a series of parallel macro blocks). This technique has been used twice depending on the communication pattern [Assayad et al., 2004, Girault et al., 2009]. The structure of the reliability function usually makes approximation algorithm impossible to construct. However, efficient approximation algorithms were derived for some specific cases of independent tasks or for a chain of tasks in [Saule and Trystram, 2009].
In a model with permanent faults, duplication is complex due to the strong statistical dependency of the faults on the tasks. It is likely that when a permanent fault appears, we would like to use a dynamic scheduling scheme that uses machines that are still functioning correctly. Obtaining strong results from the reliability point of view would broaden our comprehension of the problem. Otherwise, it is likely that efficient non guaranteed heuristics (within the theory of multi-objective scheduling) can be developed. Solutions based on work-stealing and checkpointing seem to be better suited to achieve efficient parallel executions even when the system is subject to faults.

To summarize, multi-objective scheduling can be applied to safety in order to help a decision maker to solve the trade-off between efficiency and reliability. This approach is general and needs to be adapted to different models. Unfortunately, not a single model is unanimously accepted since each computing system requires its own specific fault model. Each resulting problem is almost unique; tackling each of them would be a titanic work. Instead, theoretical approaches focus on general but reasonable assumptions that highlight the core properties practical heuristics should focus on.

6.4 Stable memory-based protocols

The most basic form of fault tolerance for parallel applications consists in rollback recovery using a stable memory. In order to ensure application reliability and to prevent computation loss, these protocols store the required information on the stable memory. In case of failure, this information allows recovering a coherent global state of the application at rollback. Rollback recovery techniques have received a great deal of attention from the research community.

In this section we focus on the presentation of the two categories of fault tolerance protocols based on a stable memory, which differ in the kind of information they store. The log-based protocols save non-deterministic events delivered to the processes, while the checkpoint-based protocols store the process states.

6.4.1 Log-based rollback recovery

Log-based protocols are based on the PieceWise Deterministic (PWD) assumption [Strom and Yemini, 1985]. PWD means that a process execution can be modeled as a sequence of state intervals; and that the execution during a state interval is deterministic. However, each state interval is initiated by a non-deterministic event.

Log-based protocols capture and log the non-deterministic events that ini-
tiated all state intervals. Then, when a process crashes, it can be recovered by (1) restoring it to the initial state and (2) replaying the logged events in the same order they appeared in the execution before the crash. To avoid a rollback to the initial state of a process and to limit the amount of non-deterministic events that need to be replayed, each process periodically saves its local state. Log-based mechanisms in which the only non-deterministic events in a system are the reception of messages are usually referred to as message logging.

Notice that logging protocols require a garbage collector to reclaim old logs that will never be used. The algorithm is more or less complex depending on the category of protocols. Thus logging protocols have interest to periodically save each process state in order to suppress old logs and speed-up recovery after a failure.

A disadvantage of log-based protocols for applications with extensive inter-process communication is the potential for large overhead with respect to space and time, due to the logging of messages. The most important advantage of log-based protocols is that they are well suited for a system that interacts with the outer world; these interactions are viewed as non-deterministic events.

Message logging protocols have to ensure that, once a crashed process has recovered, its state is consistent with the states of the other processes. This consistency property can be expressed as avoiding orphan processes. An orphan process is a process that has received and delivered to an application a message from a crashed process that has not logged the message as sent to it. Such a message is called an orphan message.

Logging protocols [Alvisi and Marzullo, 1998], [Elnozahy et al., 2002] can be classified as pessimistic, optimistic or causal depending on the way they prevent orphan processes.

6.4.1.1 Pessimistic logging

The principle of pessimistic logging protocols is to log any non-deterministic event on the stable omission before it affects the computation [Alvisi and Marzullo, 1998]. This prevents orphan processes and, then, reconstructing the state of a crashed process is straightforward as it only requires to replay these events.

Nevertheless, pessimistic protocols potentially block a process for each message it receives, even if no process ever crashes.

6.4.1.2 Optimistic logging

Other approaches that reduce the overhead of logging messages are the optimistic logging protocols. These protocols make the optimistic assumption that logging will be completed before a failure occurs [Strom and Yemini, 1985]. They kept a message log in a volatile log avoiding to wait as for pessimistic protocols. The volatile log is periodically flushed to the stable
memory. Thus optimistic protocol does not enforce consistency of the process states during the execution if a failure occurs before the volatile message log is flushed. During recovery, a consistent state is computed by finding the last oldest state that eliminates all orphan messages.

### 6.4.1.3 Causal logging

*Causal logging* protocols [Elnozahy, 1993], [Alvisi and Marzullo, 1998] have the failure-free performance of optimistic logging while retaining most of the advantages of pessimistic logging. Each event can be logged asynchronously as in the optimistic protocol; and causal protocols still guarantee to recover from the last saved state.

For this purpose, they ensure that any non-deterministic event that causally precedes the state of a process is either stored in the stable memory or it is available locally for that process. The causality information is piggybacked with each message.

### 6.4.2 Checkpoint-based rollback recovery

Rather than logging events, checkpointing relies on periodically saving the state of the computation in stable storage [Chandy and Lamport, 1985]. If a fault occurs, the computation is restarted from one of the previously saved states. Thus, checkpointing-based methods differ in the way the processes are coordinated and in the derivation of a consistent global state. The consistent global state can be achieved either at the time of checkpointing or at the time of rollback recovery. The two approaches are called respectively coordinated and uncoordinated checkpointing.

#### 6.4.2.1 Coordinated checkpointing

*Coordinated checkpointing* requires that all the processes coordinate the construction of a consistent global state before they write the individual checkpoints in a stable storage. The disadvantage is the latency and overhead associated with coordination. Its advantage is the simplified recovery without rollback propagation and minimal storage overhead, since each process only needs to keep the last checkpoint of the global “recovery line.”

Coordinated checkpointing may be blocking [Tamir and Séquin, 1984] if the computation is stopped during the checkpoint phase or non-blocking such as the original Chandy Lamport protocol [Chandy and Lamport, 1985].

Blocking coordinated checkpointing is attractive because it simplifies the implementation. Even if blocking coordinated checkpointing protocol requires a global synchronization, the overhead of the protocol is mostly due to transfer data to the stable memory: in a short period of time, all processes checkpoint their states in the stable memory. In nowadays clusters, the size of the application state to checkpoint is very important due to the huge number of processors.
6.4.2.2 Uncoordinated checkpointing

With uncoordinated checkpointing protocols, each process independently saves its state and a consistent global state is achieved in the recovery phase [Elnozahy et al., 2002]. The advantage of this method is that each process can make a checkpoint when its state is small. However, there are two main disadvantages. First, there is a possibility of rollback propagation that cascades back to the beginning of the computation which is called the domino effect [Randell, 1975]. Second, each process may be required to store multiple checkpoints due to the cascading effect which makes the storage requirement much higher.

6.4.2.3 Communication-induced checkpointing

A compromise between coordinated and uncoordinated checkpointing is communication-induced checkpointing. To avoid the domino effect that can result from independent checkpoints of different processes, a consistent global state is achieved by forcing each process to take additional checkpoints based on some information piggybacked on the application messages [Baldoni, 1997]. The main disadvantage with this approach is that it results in the creation, and thus storage, of a large number of unused checkpoints, i.e., checkpoints that will never be used in the construction of a consistent global state.

All these fault tolerance protocols were implemented and experimented inside many middlewares, with MPI and other programming models. Existing implementations and comparisons are given in Section 6.6.

6.5 Stochastic checkpoint model analysis issues

Coordinated checkpointing is one of the most popular methods to improve the robustness of a computing system stressed by different kinds of faults and failures. Thus, a huge number of checkpoint/restart models appeared over the past decades to improve the performance of such a system and a lot of works in this field are still ongoing. In this section we survey the most important stochastic checkpointing models. We present the principle of algorithms and we discuss the main associated results.

We describe different models for the execution of an application without fault tolerance mechanisms in an environment stressed by permanent failures. These models use various hypotheses leading to analytical expressions like the expected completion time or like the variation of the completion time for the application. Then, we survey the most popular checkpoint/restart models and we show how fault tolerance techniques may improve the system performance.
6.5.1 Completion time without fault tolerance

In order to show how fault tolerance techniques improve the system robustness, we present some stochastic models that provide an analytical analysis of system performance. Such models provide the distribution of the completion time which leads to compute many important criteria (the expected completion time and the variation of the completion time) [Chimento and Trivedi, 1993], [Leung and Choo, 1984]. More precisely, such models are also useful for real-time systems where user requirements include deadlines on the completion time. In such a context, the computation of the expected completion time provides only limited information. Thus, we need to provide the distribution of the completion time since the expected completion time can not give the probability of tasks to miss the deadline.

To analyze these models, we consider the following notations and assumptions. The system is considered as a collection of CPUs connected by a network where user submits an initial amount of work denoted by $\omega$. Under the failure-free assumption, the system takes $T$ units of time to execute this amount of work. A classical execution is represented in Figure 6.3. Adding permanent failures assumption, after a period of time denoted by $X_i$ the system goes down due to an unavailability state with a certain hazard rate denoted by $H_x(t)$. Then, $R_i$ units of time are spent in debugging or repairing mode, before the system is available again. It is usual to suppose that this time is random and follows a hazard rate $H_r(t)$. In this analysis, fault detections are supposed to be without latency. If this is not the case, then it may still be possible to account for the failures detection delay by suitably increasing the availability time or the repair time distribution. To model both the time between failures $X$ and the time needed to repair $R$, it is supposed that both of them are random variables that follow a distribution function denoted by $F_x(t)$ and $F_r(t)$ and a density function denoted by $f_x(t)$ and $f_r(t)$. Therefore, the usual relation between the hazard rate function and the distribution function is:

$$F_x(t) = 1 - e^{\int_0^t H_x(x)dx} \quad \text{and} \quad F_r(t) = 1 - e^{\int_0^t H_r(x)dx}.$$ 

Under those different assumptions and abstractions, the global application execution scheme can be represented by a function giving the amount of work that still has to be done at each time. Such a function is represented in Figure 6.4. Then, the total elapsed time $V$ until the completion of the application can be computed as follows:

$$V = X_1 + R_1 + X_2 + R_2 + \cdots + X_{n-1} + R_{n-1} + T.$$  \hspace{1cm} (6.1)

Let us now consider particular distributions. For instance, suppose that the failure process is modeled by a Weibull law which is one of the most used laws to model failures [Schroeder and Gibson, 2006]. The density function of
FIGURE 6.3: Execution scheme without failures.

FIGURE 6.4: General execution scheme under failures and without fault-tolerance.
this law has two parameters \( \lambda, \beta \) and it is given by the following expression:

\[
f_x(t) = \lambda \beta (\lambda t)^{\beta-1} e^{(-\lambda t)^\beta}.
\]

- Let us first suppose that \( \beta = 1 \), i.e., the Weibull is reduced to an exponential law. Then, the expected completion time \( \mathbb{E}(V) \) and the variance of the completion time \( \mathbb{V} \text{ar}(V) \) have the following expressions:

\[
\mathbb{E}(V) = (e^{\lambda T} - 1)(\mu_r + 1/\lambda).
\]

\[
\mathbb{V} \text{ar}(V) = (e^{\lambda T} - 1)[\mu_r^2(1 + \delta_r) + (e^{\lambda T} + 1)(\mu_r + 1/\lambda)^2] - 2(\mu_r + 1/\lambda)[\mu_r(e^{\lambda T} - 1) + Te^{\lambda T}] \tag{6.3}
\]

where \( \mu_r = \mathbb{E}(R_1) \), \( \delta_r = \sqrt{\mathbb{V} \text{ar}(R_1)}/\mu_r \) is the coefficient of variation of the restart time (the detailed analysis can be found in [Leung and Choo, 1984]).

- Secondly, let us suppose that \( \beta > 1 \) or \( \beta < 1 \), quadrature is generally required to compute the expected completion time or the variance of the completion time.

\[
\mathbb{E}(V) = T + \frac{1}{1 - F(T)} \left[ \int_0^T g f_x(g)dg + F_x(T)\mu_r \right] \tag{6.4}
\]

Since the integral is always bounded by the first moment of time between failures \( X \) denoted by \( \mu_x \) and the expected completion time must be at least \( T \), we have:

\[
T \leq \mathbb{E}(V) \leq T + (\mu_r + \mu_x)/(1 - F_x(T)). \tag{6.5}
\]

Equation (6.2) states that the completion time of the application increases exponentially when \( \omega \) grows. This confirms that fault tolerance techniques are required to improve the system performances. More generally, we conclude from Expression (6.5) that if most of the mass of \( f \) concentrates in the interval \([0, T]\) then \( F_x(T) \rightarrow 1 \), \( \int_0^T g f_x(g)dg \rightarrow \mu_x \) and the completion time tends to be much longer than the completion time with the failures-free assumption. On the other hand, if most of the mass of \( f_x \) concentrates in the interval \([T, +\infty)\) then \( F_x(T) \rightarrow 0 \), \( \int_0^T x f_x(x)dx \rightarrow 0 \) and the completion time tends to be equal to \( T \). Thus, fault tolerance techniques should be investigated in this context. Let us now introduce how the checkpoint/restart mechanism can improve the system performance.

### 6.5.2 Impact of checkpointing on the completion time

To deal with failures and to improve the system performance, many fault tolerance techniques have been proposed during the last decades. Based on simulation results, Elnozahy et al. [Elnozahy and Plank, 2004] showed that the coordinated checkpoint approach is the most effective fault tolerance
mechanism in large parallel platforms. Let us recall briefly that the aim of such models is to optimize the trade-off between the amount of work lost when a failure occurs and the performance lost due to the checkpoint overhead with respect to some given metric. The most studied metric in computing systems is the completion time of an application. The fault-tolerance techniques are considered as a defensive mechanism added to the application to reduce the failures consequences (the amount of lost work due to failures in the case of checkpointing mechanisms). Unfortunately, these defensive mechanisms introduce also overheads that decrease the performance of the whole system. For instance, checkpointing on a BlueGene machine is reported to take an hour [Liang et al., 2006]. Hence, using these mechanisms without optimization techniques can decrease seriously the system performance. Since the 70s, several works model the application and checkpointing mechanisms and apply adapted analytical methods to optimize the system performance with respect to many criteria. All these models [Young, 1974], [Daly, 2006], [Ziv and Bruck, 1997], [Chandy and Ramamoorthy, 1972], [Toueg and Babaoglu, 1983] differ in some critical assumptions of the computing system.

\[ \text{FIGURE 6.5: General scheme of an execution under failures with checkpoint mechanism.} \]

The two following sections present an analysis of the checkpointing mechanism under two simple but reasonable hypothesis. The previous assumptions are still valid. In addition, we assume that the initial amount of work \( \omega \) considered as a big task is preemptive (this is a mandatory assumption to implement checkpointing). The execution of this task will be divided into \( k \) consecutive intervals of length \( t_j \) such that \( \sum_{j=1}^{k} t_j = T \). A checkpoint occurs
between each interval and cost $c_j$ units of time as it is depicted in Figure 6.5. The difference between both analyses is related to the cost function of a checkpoint. In the first case, it is supposed to be constant whereas it becomes variable in the second one.

### 6.5.2.1 Constant checkpoint cost

Young proposes in [Young, 1974] a checkpoint/restart model where failures follow a probabilistic law, but the checkpoint cost and the restart cost are constant. It also assumes that checkpoints can be placed at any moment of the application. Moreover, checkpointing and restart phases are assumed to be fault-free. Under those assumptions, Young provides a first order approximation of the optimal time between two successive checkpoints using the following arguments. Let $O$ be the overhead due to the work during failures and the checkpoint cost, $\tau$ be the period between checkpoints such as $\tau = \frac{\omega}{\lambda}$ and $\lambda$ be the rate of the Poisson process which represents failures arrivals. Thus, $O$ is given by the following expression:

$$O = 1/\lambda + \frac{c}{1 - e^{\lambda(\tau + c)}}$$

(6.6)

Therefore, the optimal period between checkpoints $\tau$ is the root of the derivative function of Expression (6.6) which is equal to $\sqrt{2c/\lambda}$, considering a first approximation for the exponential term and assuming that the checkpoint cost is much shorter than the failures rate $c << 1/\lambda$.

Daly extends in [Daly, 2006] the model introduced by Young by proposing a higher order solution for the optimal interval of time between checkpoints considering that failures may happen during the checkpoint phase and the restart phase. In fact, he proposes another interval between checkpoints equivalent to Young’s optimal interval length if the checkpoint cost less than $2/\lambda$; elsewhere the optimal interval length will be equal to the $1/\lambda$. Therefore, Daly’s model is more precise than Young’s model when the checkpoint cost is close to the mean time between failure ($1/\lambda$).

$$\tau = \begin{cases} \sqrt{2c/\lambda} [1 + 1/3 \sqrt{2c/\lambda} + 1/9 (2c/\lambda)] - c & \text{if } c \leq 2/\lambda \\ 1/\lambda & \text{if } c > 2/\lambda \end{cases}$$

(6.7)

Considering both models shows that the average completion time will grow linearly when the initial amount of work grows. In fact, it is clear that the expression of the overhead due to failures and checkpoint according to Young’s model [Young, 1974] does not depend on the initial amount of work which implies that the expected completion time will grow linearly. Also in [Daly, 2006] based on simulation the author reaches the same conclusion. Hence, checkpointing improves the system performance.
6.5.2.2 Variable checkpoint cost

The second variant of checkpoint/restart model are the models that consider a variable checkpoint cost. Several works claim that the checkpoint cost should not be considered as constant [Ziv and Bruck, 1997], [Chandy and Ramamoorthy, 1972], [Toueg and Babaoglu, 1983]. In fact, a popular technique to reduce the amount of data to save in the stable storage is to use an incremental method which only saves the memory which changed from the previous checkpoint. Using such a technique, considering a checkpoint cost is no longer a reasonable assumption.

The first work was proposed by Chandy et al. in 1972. Based on graph theory, it finds the optimal placement of the checkpoints [Chandy and Ramamoorthy, 1972]. The proposed technique relies on the existence of a prior information about the checkpoint cost. Moreover, it also assumes that failures follow a Poisson’s process.

Toueg et al. tackle the same problem under the following assumptions: the application can be only preempted at $n$ specific times $t_i$ for $1 < i < n$ and the failures follow a Poisson’s process [Toueg and Babaoglu, 1983]. The cost of a checkpoint is then $c_i$. Under this model, they propose an $O(n^2)$ algorithm based on a dynamic programming that leads to an optimal expected completion time. The algorithm assumes that there are only $n$ finite places to schedule the checkpoint. The recurrence objective function is based on Equation (6.8) that gives the expected completion time $\mathbb{E}(V)$ if a checkpoint is placed at the index $i$.

$$\mathbb{E}(V) = \frac{e^{\lambda t_1 + t_2 + \cdots + t_i} - 1}{\lambda} + c_i + \frac{e^{\lambda (t_{i+1} + \cdots + t_n)} - 1}{\lambda}$$

(6.8)

To find the optimal placement of different checkpoints, the algorithm iterates on the index $i$ leading to the optimal sequence of checkpoints in $n^2$ iterations at most.

Another important contribution is proposed by Zvi et al. in [Ziv and Bruck, 1997] using the following assumptions: failures arrive following a Poisson’s process and the application can be preempted at any time $t$ to take a checkpoint. They assume that the system is modeled by a Markov chain composed of two different states $s_1$ and $s_2$ and of transition function $\phi$ (that is to say, $\phi_1$ is the probability of going from state $s_1$ to state $s_2$ and $\phi_2$ is the probability of going from state $s_2$ to state $s_1$). When the system is in state $s_1$ (resp. $s_2$), the checkpoint cost is $c_1$ (resp. $c_2$). They propose an algorithm to decide when a checkpoint should be taken. The algorithm has two parameters $t_1$ and $t_2$ such that $t_1 \leq t_2$ and is now stated:
repeat
  Wait $t_1$ units of time.
  if the state is $s_1$ then
    Take a checkpoint. The overhead is $c_1$.
  else if the state is $s_2$ then
    Wait up to $t_2$ for the system to change to state $s_1$.
    if the system changes to state $s_1$ then
      Take a checkpoint. The overhead is $c_1$.
    else
      Take a checkpoint. The overhead is $c_2$.
    end if
  end if
until all work is done

The average overhead ratio of this algorithm denoted by $O$ is given by the following expression:

$$O = \frac{e^{\lambda t_1} + \frac{\lambda p_2}{\phi_2}(e^{\lambda t_2} - e^{\lambda t_1 + \phi_2(t_2 - t_1)}) - 1}{\lambda(t_1 + \frac{p_2 e^{\phi_2(t_2 - t_1)} - 1}{\phi_2})} + \frac{(1 - p_2)c_1 + p_2c_2}{t_1 + \frac{p_2 e^{\phi_2(t_2 - t_1)} - 1}{\phi_2}} - 1$$  \hspace{1cm} (6.9)

where $p_2$ is the probability that the state at a checkpoint is $s_2$. The final step is to find the couple $(t_1, t_2)$ that minimizes the average overhead. The proposed solution is to use a numerical method.

Let us summarize the results of this section. Under a basic stochastic model, the completion time of an application grows exponentially if no fault-tolerance techniques are used. Moreover, using some stochastic checkpoint/restart models, it is possible to improve the performance of orders of magnitude. However, these models are quite optimistic and many hypotheses do not hold in actual computing systems. In the next section we focus on the implementation issues of some fault tolerance mechanisms.

### 6.6 Implementations

A complete fault tolerant middleware is a complex system that consists in many interconnected components. This section presents first some implementations of single process checkpoints, and then an overview of implemented distributed fault tolerance protocols. Finally, we give a synthetic comparison of the main current implementations.
6.6.1 Single process snapshot

The problem of the single process checkpoint can be addressed following three approaches depending at which level this checkpoint is performed.

In the first approach, a process is saved as a memory dump. It can be done at the kernel-level with Berkeley Lab’s Linux Checkpoint/Restart (BLCR) [Duell et al., 2002] or at the user-level with a library like Condor [Litzkow et al., 1997] or Libckpt [Plank et al., 1995]. Among these solutions, BLCR is the only one that supports multi-threaded applications. This method is widely employed since it is transparent for the application developer. But many drawbacks affect this kind of snapshot: it requires a homogeneous resource (same operating system and same CPU) when restarting. Furthermore, the process address space contains data that are not strictly required for restarting, so the checkpoint size is larger than necessary.

In order to abstract the process state, the second approach considers that it is the user responsibility to write functions for saving and restarting a process. This method is effective because the developer can choose exactly which data to checkpoint, but it requires a significant effort from the application developer.

The third approach proceeds at middleware level. It combines advantages from the two above approaches, but it requires the application to be written with a middleware that uses an abstract representation of the application, like objects (Charm++ [Zheng et al., 2004], [Chakravorty and Kalé, 2004]), task lists (Satin [Wrzesinska et al., 2006]) or data flow graphs (Kaapi [Besseron and Gautier, 2008], [Jafar et al., 2009]). Using the application abstract representation, the middleware can checkpoint on its own tasks and data used by the application. This approach is fully transparent for the application developer; the process can be restarted on a heterogeneous resource (since the abstract representation is architecture-independent) and the snapshot is smaller than in the memory space’s case.

6.6.2 Fault-tolerance protocol implementations

The purpose of fault tolerance middlewares is to provide an easy way to make an application fault tolerant. Some approaches can be semi-automatic or fully automatic depending on the amount of work for the developer to adapt his-her application for fault tolerance.

Among the semi-automatic category, we find FT-MPI [Fagg et al., 2001] and LA-MPI [Aulwes et al., 2004] that tolerate communication failures. In case of failure, the error is reported at the application level to be treated and to react to the failure. Semi-automatic middlewares can offer good performances because they allow specializing fault tolerance for a given application but they lack transparency for the developer.

There are more fully automatic fault tolerance middlewares. FT/MPI [Batchu et al., 2001] and P2P-MPI [Rattanapoka, 2008] provide fault tol-
erance based on redundancy. Processes are replicated and, thus, failure of a node with a replicated process will not affect the computation. These methods prevent service interruption but they target on platforms with a large number of nodes because they consume a lot of resources.

CoCheck [Stellner, 1996] is one of the first solutions to add fault tolerance to MPI in 1996. It uses a blocking coordinated checkpoint/restart protocol to create a consistent global state of the application and Condor to checkpoint each process locally. Coordinated checkpoint/restart is the widely used fault tolerance protocol. It has been implemented and optimized in different variants for MPI in Starfish MPI [Agbaria and Friedman, 2003], LAM/MPI [Sankaran et al., 2005], MPICH-Cl [Bouteiller et al., 2003b], MPICH-VC1 [Lemarinier et al., 2004], MPICH-Pcl [Coti et al., 2006], Open MPI [Hursey et al., 2007] and in other programming models in Charm++ [Zheng et al., 2004] and in Kaapi with CCK [Besseron and Gautier, 2008].

An uncoordinated checkpoint/restart protocol is also implemented in Starfish MPI [Agbaria and Friedman, 2003]. It does not suffer from the domino effect since it uses atomic group communications that ensure reliable ordered message delivery. But uncoordinated checkpoint/restart protocols are mostly used with message logging protocols.

Communication induced checkpointing protocols have been experimented with Egida [Alvisi et al., 1999]; and a specialized version for work stealing is implemented in Kaapi with the TIC (Thief Induced Checkpointing) [Jafar et al., 2009].

Message logging protocols have also been widely studied. Egida [Rao et al., 2000] offers its own language to express the different message logging protocols: pessimistic, optimistic and causal. Some implementation of pessimistic message logging protocols is proposed in MPI-FT [Louca et al., 2000], MPICH-V1 [Bosilca et al., 2002], MPICH-V2 [Bouteiller et al., 2003a] and Charm++ [Chakravorty and Kalé, 2004]. Causal message logging protocols have been experimented through Manetho [Elnozahy, 1993] and MPICH-VCausal [Lemarinier et al., 2004].

The Charm++ middleware offers automatic load balancing at run-time. Thanks to this feature, Charm++ requires no spare processors as the failed processes states will be restored on non-failed processes and load balanced. Adaptive MPI (AMPI) is an MPI implementation on top of Charm++, so it automatically benefits from load balancing and the fault tolerance properties of Charm++.

A Kaapi application is described as a data flow graph which is distributed among the processors using a work stealing scheduler. Fault tolerance protocols implemented in Kaapi, TIC (Thief Induced Checkpointing) [Jafar et al., 2009] and CCK (Coordinated Checkpointing in Kaapi) [Besseron and Gautier, 2008] are specialized versions of classical protocols for the data flow graph model. This allows many optimizations like recovering without a spare processor or determining finely lost computations in case of failure.
Finally, Satin [Wrzesinska et al., 2006] is a middleware that offers fault tolerance services through an original approach that is not based on the classical methods like checkpoint or message logging, but it is specialized for the work stealing scheduling [Wrzesinska et al., 2006]. In case of failure, the results from orphan jobs (i.e., jobs stolen from a failed processor) are stored in a global table. The jobs stolen by a failed processor are rescheduled and they can use results from the global table instead of recomputing them.

This large variety of implemented protocols is rarely compared to each other. Exceptions are inside some middlewares that implement different variants like Egida [Rao et al., 2000] and MPICH-V [Bouteiller et al., 2006], [Lemarinier et al., 2004], [Bouteiller et al., 2003b], [Coti et al., 2006].

Open MPI is an implementation that supports the entire MPI-2 standard. Its fault tolerance architecture was designed to be flexible and modular in order to encourage the experimentation of alternative techniques. Its purpose is to provide an unified approach for MPI. It is split in five components [Hursey et al., 2007]. Snapshot Coordinator is responsible for launching, monitoring and the aggregation of checkpoint requests. File Management manages checkpoint related files and directories. Distributed Checkpoint.Restart Coordination Protocol is the coordination protocol that guarantees the distributed state’s consistency. Currently, only a coordinated checkpoint/restart protocol similar to the one used in LAM/MPI is implemented. Local Checkpoint.Restart System is responsible for checkpointing or restoring the local process’s state. At this time, it supports an application level snapshot using callbacks offered by the API and a memory space based snapshot using the Berkeley Lab’s Linux Checkpoint/Restart library. MPI Library Notification Mechanisms notifies and coordinates the subsystems of the MPI implementation for checkpoint/restart events.

### 6.6.3 Implementation comparison

This section details some recent fault tolerant middlewares. They were chosen because they are widely used or because they propose an original approach of the fault tolerance problem. They should provide a representative overview of the current solutions for automatic fault tolerance. They are all compared in the Table 6.1 using the following criteria. **Single process snapshot** states the methods used to take a process snapshot as described in Section 6.6.1; this influences directly the portability and the size of the checkpointed state. **Protocol** corresponds to the fault tolerance protocol used; they are detailed in Section 6.4. **Storage component** refers to the physical component that is used for storing checkpointed states or logged messages. **Reliable components** states which components are supposed to be reliable in that implementation. **Spare processor** indicates if a spare processor is required for restarting the application. Restarting without spare processors requires a load balancing system that prevents performance falls. **Recovery** defines how many processes rollback to a previous state: Global for all, Local for only the
<table>
<thead>
<tr>
<th>Middleware</th>
<th>Single process snapshot</th>
<th>Protocol</th>
<th>Storage component</th>
<th>Reliable components</th>
<th>Spare processor</th>
<th>Recovery</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoCheck (1996)</td>
<td>Memory space (Condor)</td>
<td>Blocking coordinated checkpointing</td>
<td>Checkpoint server</td>
<td>Stable memory</td>
<td>Required</td>
<td>Global</td>
</tr>
<tr>
<td>MPICH-CI (2003)</td>
<td>Memory space (Condor)</td>
<td>Non-blocking coordinated checkpointing</td>
<td>Checkpoint server</td>
<td>Checkpoint Servers + 1 Dispatcher + 1 Checkpoint Scheduler</td>
<td>Required</td>
<td>Global</td>
</tr>
<tr>
<td>MPICH-Vcl (2003)</td>
<td>Memory space (Condor, libckpt or BLCR)</td>
<td>Non-blocking coordinated checkpointing</td>
<td>Local node + Checkpoint server</td>
<td>Checkpoint Servers + 1 Dispatcher + 1 Checkpoint Scheduler</td>
<td>Required</td>
<td>Global</td>
</tr>
<tr>
<td>FTC-Charm++ (2004)</td>
<td>Middleware based</td>
<td>Blocking coordinated checkpointing</td>
<td>Local node + Buddy processor</td>
<td>-</td>
<td>Not required</td>
<td>Global</td>
</tr>
<tr>
<td>MPICH-Pcl (2006)</td>
<td>Memory space (Condor, libckpt or BLCR)</td>
<td>Blocking coordinated checkpointing</td>
<td>Local node + Checkpoint server</td>
<td>Checkpoint Servers + 1 mpiexec process</td>
<td>Required</td>
<td>Global</td>
</tr>
<tr>
<td>Open MPI (2007)</td>
<td>Memory space (BLCR) or application level</td>
<td>Blocking coordinated checkpointing</td>
<td>Checkpoint server</td>
<td>Checkpoint servers</td>
<td>Required</td>
<td>Global</td>
</tr>
<tr>
<td>Kaapi-CCK (2008)</td>
<td>Middleware based</td>
<td>Blocking coordinated checkpointing</td>
<td>Checkpoint server</td>
<td>Checkpoint servers + 1 Master node</td>
<td>Not required</td>
<td>Partial</td>
</tr>
<tr>
<td>Kaapi-TIC (2005)</td>
<td>Middleware based</td>
<td>Communication induced checkpointing</td>
<td>Checkpoint server</td>
<td>Checkpoint servers + 1 Master node</td>
<td>Not required</td>
<td>Local</td>
</tr>
<tr>
<td>MPICH-V1 (2002)</td>
<td>Memory space (Condor)</td>
<td>Pessimistic message logging</td>
<td>Checkpoint server + Channel Memory</td>
<td>Checkpoint Servers + Channel Memories + 1 Dispatcher</td>
<td>Required</td>
<td>Local</td>
</tr>
<tr>
<td>MPICH-V2 (2003)</td>
<td>Memory space (Condor)</td>
<td>Sender-based pessimistic message logging</td>
<td>Checkpoint server + Event Logger</td>
<td>Checkpoint Servers + Event loggers + 1 Dispatcher + 1 Checkpoint Scheduler</td>
<td>Required</td>
<td>Local</td>
</tr>
<tr>
<td>MPICH-VCausal (2004)</td>
<td>Memory space (Condor)</td>
<td>Sender-based causal message logging</td>
<td>Checkpoint server + Event Logger</td>
<td>Checkpoint Servers + Event loggers + 1 Dispatcher + 1 Checkpoint Scheduler</td>
<td>Required</td>
<td>Local</td>
</tr>
<tr>
<td>FTL-Charm++ (2004)</td>
<td>Middleware based</td>
<td>Sender-based pessimistic message logging</td>
<td>Local node + Buddy processor</td>
<td>-</td>
<td>Required</td>
<td>Local</td>
</tr>
<tr>
<td>Satin (2006)</td>
<td>-</td>
<td>Ad hoc protocol using a global table</td>
<td>-</td>
<td>-</td>
<td>Not required</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6.1: Summary of main fault tolerance protocol implementations.
failed processes, and Partial for intermediate solutions.

6.7 Concluding remarks

The goal of this chapter was to present the most important models and protocols for designing efficient mechanisms that improve fault-tolerance in computational grids.

We started by describing an approach that looked at the problem as a multi-objective problem. The idea is to optimize the resource utilization by way of a classical scheduling problem and add a reliability function as an extra objective. Optimizing both objectives together corresponds to determine a good trade-off between performance and reliability. Then, the system administrator acts as a decision maker and chooses one trade-off among a set of “good” trade-offs. We discussed a couple of variants for solving these bi-objective problems depending on whether task duplication is allowed, and whether faults are permanent. Duplication may improve drastically the reliability; however, it leads to hard intractable problems.

Another approach is to add periodically a checkpoint and store the intermediate states on an external and safe memory, in order to be able to recover when a failure occurs and restart the computations from the last checkpoint. We described in details the main existing checkpoint protocols and the main available implementations. We also provided a survey of the large number of stochastic checkpoint models. The goal of all these models is to optimize a trade-off between the amount of work lost when a failure happens and the overhead due to checkpointing. Most models express these trade-offs as a cost function which reflects the mean completion time of the applications. This way, it is relatively easy to address a large variety of problems.

The purpose of this chapter was not to present hard technical problems in detail; however, we hope that it allows to provide a deep vision of problems and techniques for dealing with faults in computational grids, especially those relying on checkpoints. Several challenging open research directions can be stressed: first, it is interesting to refine more the theoretical stochastic models for taking into account more features. Of course, the more sophisticated the model, the harder the resolution, in particular, only numerical resolutions could be applied. The second direction would be to use such models for solving variants of the problem, like for computing the optimal interval length between two consecutive checkpoints (it may depend on the structure of the application), or computing the minimum number of checkpoint servers for saving the intermediate states. Third, a more difficult point would be to improve the time for checkpointing, for instance in considering decentralized strategies. This becomes crucial with the growth of the number of processors...
in computational grids. Another way is to investigate the smart encoding of the data to checkpoint. Finally, in a more algorithmic setting, it is worthwhile to study how to design algorithms that are intrinsically self-tolerant.
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7.1 Introduction

Along with the deployment of more and more heterogeneous clusters, grid computing has become an increasingly popular solution for leveraging existing IT infrastructure to optimize computing resources and manage data and computing workloads. Lots of grid projects have been launched to build a national problem-solving system on the grid, such as GrADS [Berman et al., 2001] and DIET [Caron and Desprez, 2006]. These projects aim to connect the nation’s computers, databases and instruments in a seamless grid, supporting emerging computation-rich application concepts such as remote computing, distributed supercomputing, tele-immersion, smart instruments and data mining. In these large scale systems, the scheduling and fault tolerance are obviously key technical obstacles to be overcome. According to the presentation of Hamscher and his colleagues [Hamscher et al., 2000], the meta-scheduling architecture can be included into three principal schemas: centralized scheduling, hierarchical scheduling and distributed scheduling. The main
advantage for hierarchical and distributed scheduling is the fact that different policies can be used for local and global job scheduling, the communication bottleneck of centralized scheduling is prevented and the system is more scalable. But in the hierarchical and distributed structure, each resource has its own administrative domain. These resources are geographically distributed and are gathered using a WAN or even Internet. Those characteristics lead these scheduling structures to be more error prone than other computing environments. A fault tolerant mechanism should be proposed to detect automatically the failure of components and to ensure that the failure will not affect the whole grid system.

At present, computational grids and grid services have become an important asset in large-scale scientific and engineering research. Many scientific communities are feeling a growing need to integrate their legacy applications into grid environments. By wrapping command-line applications into grid services and scheduling these grid services for end-users, a framework has been implemented in [Yu and Magoulès, 2007] to enable the dynamic deployment, the discovering and the submission of scientific applications in a grid environment. In order to integrate and schedule large-scale distributed applications, a scheduling structure which is not centralized is more appreciated. Thus a fault tolerant scheduling algorithm must be realized in the framework to increase the system stability as we have mentioned before.

Thus the target system can be considered as a tree structure of schedulers which are organized in a hierarchical manner. The problem which must be resolved in this chapter is concluded as follows:

- A distributed scheduling algorithm to achieve the effective and fault tolerant resource discovery even if one of the schedulers in the tree structure fails or the transferred messages are lost.

- A mechanism to detect the failure of schedulers in the hierarchical structure and reconstruct automatically the tree structure of schedulers to enable the sub-tree and components of the failed scheduler.

The rest of this chapter is as follows. Fault tolerance theory and technology are presented in Section 7.2. Then the distributed scheduling model architecture is described and the fault tolerance issues for each component are discussed in Section 7.3. The detail of fault detection and repairing is presented in Section 7.4. In Section 7.5 the fault tolerant distributed scheduling algorithm (DDFT) is described. SimGrid and our simulation application are presented in Section 7.6, and several simulations are conducted to evaluate the performance of the proposed model in Section 7.7. The related work is discussed in Section 7.8. Finally we conclude with a brief discussion of the future research.
7.2 Fault tolerance in distributed systems

Before the presentation of our fault tolerant model, theories of fault tolerance are introduced to facilitate the understanding of terms used later in the chapter.

Fault tolerance is an ability of a system to respond gracefully to an unexpected hardware or software failure. A distributed system has the partial failure property. Because of the dispersion of processing resources in the distributed system, no matter what kind of failure occurs, it usually affects only a part of the entire system. Thus the fault tolerance in a distributed system is considered as the possibility that the tasks of failing processes can be taken over by the remaining components, leading to a graceful degradation rather than an overall malfunctioning.

Two principal technologies can be used to achieve the fault tolerance of systems: stable memory and replication processes. In stable memory, recovery points are regularly saved by processes. When a process fails, it is recovered from the last recovery point. However for replication processes, a replication of process or a backup server is implemented to increase the reliability of a distributed system.

In a distributed system, fault tolerance becomes considerably more difficult for distributed applications, made up of several processes that communicate by passing messages between themselves. Because of the partial failure property of a distributed system, it would be a great challenge that the global state of a distributed application is kept consistent when one process fails. An application is in a globally consistent state if whenever the receipt operation of a message has been recorded in the state of some process, then the send operation of that message must have been recorded also [Dialani et al., 2002]. Precisely, for the stable memory technology, the recovery point of each process should be consistent. Three strategies can be used to save recovery points in order to keep the consistency of a global state.

- The process saves recovery points in an asynchronous way, without the dependence of the other processes. In the case of failure, we need a set of recovery points which represent a coherent global state of a system to restart the computing.
- The recording of the recovery points is preset in order to represent correspondingly a coherent global state. There should be many messages exchanged between processes.
- Dynamic coordination between the actions of recording of recovery points.

In the case of replication processes, the problem is to keep the consistency among replications of process or back servers. Formally three strategies ensure
that the state of each backup is identical: passive replication, active replication and semi-active replication. Passive replication distinguishes two behaviors from replications: the primary copy and backups. The primary copy is the only one to carry out all the treatments. The backups supervise passively the primary copy. In the case of failure of the primary copy, a backup becomes the new primary copy. Active replication treats equally each backup of process. All the backups receive the same sequence, and all the backups process the request independently. After the treatment of the request, the backups send the result to the client autonomously. Then the client can select a response as the result. Semi-active replication is located between the active replication and the passive replication. All the backups receive the same sequence, and all the backups process the request independently. But after the treatment of the request, the primary copy is the only one to be sent as the result.

7.3 Distributed scheduling model

The distributed scheduling model proposed has a tree structure. The root of the tree is master meta-scheduler (MMS) which provides a portal to interact with clients. The leaves of the tree are computing resources (CR) which encapsulate scientific applications and execute users jobs. The CRs are grouped into sites. For each site, a site meta-scheduler (SMS) is deployed to make the local resource mapping for user jobs. Local meta-scheduler (LMS) is the node between the root and SMSs. It is needed for a large-scale scheduling system and can be optional according to the system structure and scale. Each tree in the structure represents a virtual organization (VO) in the grid. According to the definition in the paper [Foster et al., 2001], VO is a set of individuals and/or institutions defined by sharing rules in order to share their information and direct access to computers, software, data and other resources. These sharing rules define clearly and carefully just what is shared, who is allowed to share, and the conditions under which sharing occurs. The model structure is shown in Figure 7.1 and the fault tolerance of each component in this structure is discussed as follows.

7.3.1 MMS fault tolerance

MMS is the key component in the model. It is the only entrance for clients to practice the grid and it provides a friendly graphic user interface (GUI) portal to facilitate application request, job submission and job monitoring. Therefore the execution of MMS must be ensured by fault tolerant technologies. According to the introduction of Section 7.2, the passive replication should be an appropriate solution. Each MMS has a backup server which
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supervises passively the MMS. In the case of failure of MMS, the backup becomes the new MMS. Thus recovery points must be saved regularly by MMS and the execution state should be recovered by the new MMS when the MMS fails.

The problem that must be resolved here is the communication between the new MMS and LMSs/SMSs. When a MMS breaks down, how can LMSs/SMSs find out the new MMS? One solution should be the configuration file. Each child of MMS has a configuration file which can be used to set backup server information, e.g., IP address. When its child can not receive response of MMS anymore in a predefined delay, it can try to connect the backup server.

7.3.2 LMS/SMS fault tolerance

SMS manages the CRs in a site and makes scheduling decisions in a site level. Located in the middle of MMS and SMS, LMS takes concurrently the responsibility of transferring messages between MMS and SMSs. The quantity of LMS and SMS is larger than MMS, and the deployment of LMS and SMS should be more flexible and portable in order to make the VO system more scalable. Thus the solution of replication is not suitable for the case of LMS/SMS. A series of algorithms are proposed to detect automatically the failure of LMSs or SMSs, to achieve the reconstruction of the connection between child nodes of crashed LMS/SMS and MMS (LMS) in the case of malfunction of a LMS/SMS and to realize the restart and recovery of the crashed LMS/SMS.

The principle of these algorithms is message exchanges in the tree structure. Through these messages, each component of our model can acquire knowledge.
of system topologies and can detect the malfunction of the component from which it receives messages. If a component doesn’t receive messages from its parent node in a predefined delay, it considers that its parent node may be malfunctioned. Then the component sends messages to its parent to verify the failure. If it confirms that its parent is malfunctioned, the component tries to reconstruct the connection with other components which situate at the level of its parent or the higher level, e.g., its grandparent, because it has the knowledge of whole system topologies.

7.3.3 CR fault tolerance

Normally, a CR is a cluster of computers which has a head node to manage and schedule jobs onto each node. Thus the failure of CR can be concluded into two types of failure: the head node failure and the slave nodes failure. The head node failure is considered as a single point of failure (SPoF) which causes the cluster to go down completely. Being inspired by the solution [Limaye et al., 2005b], we propose a solution to resolve the problem of head node failure. A service (monitoring service) which is similar with the HA-OSCAR monitoring service [Limaye et al., 2005b] is deployed in site scheduler (SMS). This service attempts to restart the critical services in the head node if these services have failed. In the worst case where the monitoring service can not restart the failed service after several attempts, this CR is unavailable and all the jobs running in this CR should be rescheduled by site scheduler. The site scheduler first tries the other CRs in the site to restart these jobs. For the jobs which can not be restarted in the site, they will be sent to MMS by the site scheduler. MMS maintains a rescheduling job queue, and regularly maps jobs in this queue to available CRs.

The problem of the slave node failure strongly depends on the local resource manager system (e.g., Condor [Thain et al., 2005], PBS [Bayucan et al., 1999]) of each site. An important scheme to achieve fault tolerance, for running jobs in cluster systems, is checkpoint/restart technique. Checkpointing is a procedure of storing process state to a file, which is later used to reconstruct the process. Several researchers [Limaye et al., 2005a], [Limaye et al., 2005c], [Gracjan et al., 2006] aim to add fault tolerant mechanisms in a cluster and restart a job of failed nodes from the last checkpoint in another slave node using its checkpoint file. Therefore with such mechanisms, jobs will be automatically completed in another node even if its original execution node fails.
7.4 Fault detection and repairing in the tree structure

7.4.1 Notations

In order to clearly explain the mechanism of fault tolerance, several messages which are exchanged between components are defined. Local status publication (LSP) is made by a node in the tree (LMS, SMS or CR) and contains topology information of the sub-tree of this node. This message is sent by a node to its parent node when this node wants to participate in the VO or when its local topology is changed. Finally, the LSP message is collected by the MMS in a VO with the aggregation of the message between LMSs/MSMs. Having the whole topology knowledge of VO, the MMS then makes the message complete topology publication (CTP) which contains the topology information of the VO and sends regularly CTP to its child nodes in the manner of a heartbeat. Another very important message is “is-alive” which is used by a component to verify the malfunction of its parent node. The transfer direction and path of messages are shown in the Figure 7.2.

![Figure 7.2: The message transfer model.](image)

7.4.2 Algorithms description

7.4.2.1 Message treatment algorithms

The fault tolerance in the distributed scheduling model is achieved by exchanging messages between components. Therefore, the treatment of mes-
sages in each node is the first problem that must be resolved. For the MMS, there are four types of messages which need to be treated: a node wants to be its child node, one of its child nodes updates the local topology and sends it a message LSP, the creation and delivery of message CTP and the response to message “is-alive.” As shown in Algorithm 7.4.1, if MMS receives a message LSP, it first decides where the message comes from. If this message comes from its child, it means that its child updates the local topology. MMS then updates its CTP and sends the new CTP to all its child nodes. Otherwise, it is another node which wants to take part in the VO. In this case, MMS responds “OK” to the sender and adds the sender in the set of its child nodes. If a component wants to verify its status with message “is-alive,” MMS must respond “OK” to confirm its functionality. Finally, MMS must deliver the message CTP regularly to all its child nodes. The advantages to deliver message CTP frequently can be explained as follows:

- Notification of whole system topology. Thus all the components in the system have the knowledge of system topology and the knowledge can be used to reconstruct the connection when a failure occurs.

- Consistency of CTP in each component. CTP is sent by local network or Internet which have possibilities to lose transferred messages. In the same time, the topology of sub-tree may also be changed. The frequent delivery of message CTP can assure the consistency of CTP even if some of messages CTP transferred over the network are lost or the local topology is changed.

- Fault tolerance. The interval of delivering message CTP is predefined. Thus if a component can not receive the message CTP from its parent node, it may consider that its parent node is malfunctioned.

For the case of LMS/SMS, Algorithm 7.4.2, the treatment of messages LSP and message “is-alive” is similar as in the case of MMS. LMS/SMS distinguishes the sender of message LSP: from its child or not. Then LMS/SMS must send the new LSP to its parent every time it updates its local LSP. CTP is received regularly from its parent node and it then updates its local version of CTP. Then the node delivers the received CTP to all its child nodes.

7.4.2.2 Algorithm for the failure detection and the connection reconstruction

The failure detection, Algorithm 7.4.3, can be achieved by the node’s children. A delay is predefined and normally the node can receive the message CTP from its parent in the predefined delay. If a node does not receive a message CTP from its parent after this delay, it may think that its parent has malfunctioned. Thus a message “is-alive” is sent to its parent to verify the functionality of its parent node. If the node can not receive any responses from its parent, it makes the decision that its parent has failed. Therefore, it
Algorithm 7.4.1 Messages treatment in the MMS

```plaintext
var $Sp$: set of children
MMS : receive a message
if a message $< LSP, p >$ was received from $p$ then {"treatment of message LSP"}
  if $p \notin Sp$ then {"LSP does not come from its child, another site which requires to take part"}
    send a message $< \text{OK, MMS} >$ to $p$
    $Sp \leftarrow Sp \cup \{p\}$
end if
modify CTP
send a message $< \text{CTP, g} >$ to $\forall p \in Sp$
end if
if a message $< \text{is-alive, p} >$ was received from $p$ then {"treatment of message is-alive"}
  send a message $< \text{OK, MMS} >$ to $p$
end if

MA : send regularly CTP to $\forall p \in Sp$
```

requests another node to be its parent according to the knowledge of whole system topology and the predefined configuration, e.g., its grandparent. If the requested node responds “OK,” the component replaces its parent with the requested node and the connection is reconstructed. Finally, the component receives regularly messages CTP from its new parent.

### 7.4.2.3 Recovery algorithm for the malfunctioned component

The malfunctioned node can be restarted soon. Thus the algorithm 7.4.4 is needed to recover the node from the failure. For the recovered node, two problems must be taken into account: how to find out and connect its former children and how to connect its former parent node. In order to resolve these problems, two messages are defined: recover sons publication (RSP) and request to leave (RL). Having saved recovery points regularly, the node has the knowledge of its former children and parent when it is recovered. Thus RSP is used by the recovered node to notify its former children that it has been recovered. Therefore the children which received the message RSP send the message RL to their current parent to request the departure. If their current parent responds “OK,” they may send their local LSP to their former parent. After having recovered its former children, the recovered node then sends its new LSP to its former parent. If its former parent agrees, the new connection is reconstructed and the recovery is finished.
Algorithm 7.4.2 Messages treatment in the LMS/SMS

\begin{verbatim}
var Sp : set of children
var g : the process of node
node receives a message:
{ *begin the treatment of messages* }
if a message < CTP, parent > was received then
{ *treatment of message CTP* }
5: renew local CTP
   send a message < CTP, g > to \forall p \in Sp
end if
if a message < LSP, p > was received then
{ *treatment of message LSP* }
   if p \notin Sp then
{ *LSP does not come from its child, another site which requires to take part* }
   10: send a message < OK, g > to p
       Sp \leftarrow Sp \cup \{ p \}
end if
   modify local LSP
   send a message < LSP, g > to its parent
end if
if a message < is-alive, p > was received then
{ *treatment of message is-alive* }
   send a message < OK, g > to p
end if
\end{verbatim}

Algorithm 7.4.3 Algorithm for detecting the failure and reconstructing the connection

\begin{verbatim}
var g : the process of node
if during \Delta t_1 second, it does not receive message CTP then
{ *treatment of problem of failure* }
   send < is-alive, g > to its parent several times
if during \Delta t_2 second, it does not receive message OK from its parent then
{ *the parent is broken down, tries to connect another node p* }
   send < LSP, g > to p
   if a message < OK, p > was received from p then
   parent = p
end if
end if
end if
\end{verbatim}
Algorithm 7.4.4 Algorithm of recovery

process p is restarted:
product a set of children $Sp$ according to checkpoint
send message $<RSP,p>$ to $\forall p \in Sp$
waits $\Delta t1$

5: create LSP according to the children responses

repeat

send a message $<LSP,p>$ to its former parent
waits $\Delta t2$

until a message $<OK, former parent>$ was received

10: parent = former parent

for all components $g$ who receive a message $<RSP,p>$:
send a message $<RL,g>$ to its parent
waits $\Delta t3$
if a message $<OK, parent>$ was received from its parent then

15: send a message $<LSP,g>$ to $p$
parent = $p$
end if

for all components $f$ who receive a message $<RL,g>$:
send a message $<OK,f>$ to $g$

20: remove $g$ from the set of children
### 7.4.3 Messages treatment analysis

The procedure of messages treatment in a node LMS or SMS, Algorithm 7.4.2, can be modeled by finite automata as illustrated in Figure 7.3. An automaton is defined by a quadruplet $A = < S, S_0, E, R >$ where: $S$ is the set of states, $S_0$ is the initiate state, $E$ is the set of events and $R$ is the set of transitions. Therefore, for the automaton illustrated in the Figure 7.3, we can define: $S = \{ S_1, S_2, \cdots, S_{12} \}$, $S_0 = S_1$, $E = \{ E_1, E_2, \cdots, E_{12} \}$ and $R \subseteq S \times E \times S$.

In the automaton, all the states can be reached and there is not a state which has not a successor. The messages are transferred in the asynchronous manner; there is not a deadlock in the treatment and finally each treatment returns to the node’s original state.

- $S_1$: Initiate state; $S_2$: treatment of CTP; $S_3$: sending CTP; $S_4$: treatment LSP comes from sons; $S_5$: treatment LSP from the others; $S_6$: update LSP; $S_7$: sending LSP; $S_8$: find failure; $S_9$: waiting father’s response; $S_{10}$: father’s failure treatment.
- $E_1$: receive CTP; $E_2$: send CTP; $E_3$: sending completed; $E_4$: receive LSP from sons; $E_5$: receive LSP from the others; $E_6$: update local topology; $E_7$: send LSP; $E_8$: father’s failure detects; $E_9$: send “is-alive”; $E_{10}$: response “OK”; $E_{11}$: no response; $E_{12}$: finish the treatment.

![Figure 7.3: The automaton description of messages treatment.](image-url)
7.5 Distributed scheduling algorithm

In Section 7.4, we have proposed a mechanism and a series of algorithms to achieve automatically the failed component detection and repairing. But the fault is only detected and repaired in a predefined delay; the scheduling algorithm must be robust enough to ensure the job submission to be effectuated correctly.

7.5.1 Distributed dynamic scheduling algorithm with fault tolerance (DDFT)

With the resource service deployed in CR, applications can be deployed and site scheduler (SMS) can submit jobs via its resource factory and submission interface.

Unlike the centralized scheme, the scheduling works are distributed into each SMS in this proposed model. At the beginning, the job request is submitted to the MMS by a client. Then, MMS delivers this request to all the site schedulers (SMS) through the tree structure. In each site, a resource is assigned to the job according to the local scheduling algorithm and strategy. Finally, the information of selected resource in each site is transferred to the MMS which makes a scheduling decision among the received information of resources according to its local scheduling strategy.

The DDFT scheduling algorithm which is realized in the model is described in Algorithm 7.5.1. When MMS receives a job request from a user, it sends this request to all its children. This request is transferred in the tree structure and finally it reaches each SMS. According to its local scheduling algorithm, a SMS makes a scheduling decision for the job, adds the job into its local job queue and returns the information of selected resource to its parent. When the parent (LMS or MMS) has collected all the responses of its children or it has waited a \( \Delta t \) duration, it selects the best resource for the job using the received responses. This treatment is repeated until MMS makes a scheduling decision for the job.

The procedure of submission is similar. The MMS sends a message “SUBMIT” associated with the information of selected resource to all its children. Then this message is transferred in the tree structure until it reaches each SMS. If the site has the selected resource, the job then is submitted to the resource by the SMS. Otherwise, the SMSs which do not have the selected resource delete the job from its local job queue.

When a job is completed, the SMS of the site where the job is executed sends a message “RESULT” to MMS. Then MMS sends the result to user and delivers a message “FINISHED” to all its children. This message will be transferred in the tree and the SMS which has the completed job removes the job from its local job queue when it receives the message “FINISHED.”
Algorithm 7.5.1 DDFT scheduling algorithm

MMS receives a user job request ($j$)
MMS sends $SCHEDULING_j$ to all the sites
SMS receives $SCHEDULING_j$ and inserts $j$ into the local job queue
SMS makes local scheduling decision ($S_i$) and sends to its parent

5: MMS receives $S_i$ and maps $j$ to the best resource ($r_j$)
MMS sends submission request ($SUBMIT_j$) for $j$ to its children
SMS receives $SUBMIT_j$
if $r_j \in$ the site ($i$) then
    submit $j$ to $r_j$
else
    remove $j$ from local job queue
end if

10: send message $SUBMITTED_j$ to MMS

15: MMS receives $RESULT_j$ and sends it to user
MMS sends message $FINISHED_j$ to all the sites
SMS receives $FINISHED_j$
if $j \in$ the local job queue then
    remove $j$ from job queue
end if

7.5.2 Algorithm fault tolerance issues

Two monitors are deployed to enhance the fault tolerance in our scheduling algorithm. In the MMS side, all the jobs which have been requested are maintained in a job queue and their status are monitored regularly. When MMS detects that a job has been scheduled or submitted a long time ago and MMS has not received the confirmed message for the job, MMS will reschedule or resubmit the job. Similarly, for a SMS, when it detects that a job in its local job queue has been completed a long time ago and it has not received the confirmed message from the MMS, it then re-sends the result to MMS. Therefore, these two monitors can ensure that a job is successfully submitted and the result of job is finally sent to the client.

A use case is used to explain clearly the two monitors. In the Figure 7.2, we suppose that the SMS2 fails when the MMS submits the job $j$ to the resource CR2. The message “SUBMIT” is sent to SMS1 and LMS1, then LMS1 sends this message to SMS2 and SMS3. SMS2 will not receive and submit $j$ to CR2, because it has failed. Thus, $j$ will not be executed and the message “SUBMITTED” will not be sent by SMS2. But with the monitor, MMS should find that $j$ has been submitted and it has not been confirmed to be submitted by the resource in a predefined delay. Therefore, the monitor re-sends the message “SUBMIT” to all the children of MMS for $j$. During this delay of re-sending a message, CR2 and CR3 should find the fault of its
parent, because of the fault detecting mechanism, Section 7.4. We suppose that the new parent of CR2 and CR3 now is SMS3. Thus when MMS re-sends the message “SUBMIT” for \( j \), SMS3 will receive and find that it has the job’s requested resource. Then SMS3 submits \( j \) to the resource CR2.

We can suppose another possibility in this use case. CR2 completes a job \( j \) and sends the result to MMS when SMS2 fails. MMS can not receive the result because of the failure of SMS2. Then CR2 and CR3 detect the fault of their parent and find their new parent SMS3. The jobs which have been submitted to CR2 and CR3 are inserted into the local job queue of SMS3. Thus the monitor of SMS3 finds \( j \) has been completed a long time ago when it verifies job status. Therefore the monitor re-sends the result of \( j \) to its parent and the result reaches lastly MMS through LMS1. Then MMS sends the result to client and delivers a message “FINISHED” to all its children. When SMS3 receives the message “FINISHED” of \( j \), it removes \( j \) from its local job queue.

7.6 SimGrid and simulation design

Our model describes a large-scale distributed scheduling system which is difficult to be tested and analyzed on real platforms. Consequently, one must resort to simulations, which enable reproducible results and also make it possible to explore wide ranges of platform and application scenarios.

The SimGrid project was initiated in 1999 to allow the study of scheduling algorithms for heterogeneous platforms. The SimGrid v3 which was released in 2005 adds many new features with respect to the previous versions. The simulation engine was completely rewritten, leading to better modularity, speed and scalability. Four user interfaces were supported to allow the use of the software in different contexts: SimDag, MSG, GRAS and SMPI [Casanova et al., 2008]. MSG is the user interface for researchers and is initially designed for studying scheduling algorithms. Thus the MSG interface is suitable for the simulation of our model.

Our simulation application is developed on SimGrid MSG interface and has a modular structure. The creation of platform and deployment of applications are separated from the programming of each module. In SimGrid, the description of platform and applications deployment is maintained separately in two files: platform.xml and deployment.xml. At the beginning of simulation, a platform constructor and an application deployer will use these two files to initiate the simulation environment. Thus the development of simulation system is decoupled from the real simulation environment, making the simulation system more independent and more suitable for multi-platform simulation.

Each module simulates the functionality of a component in our model. By
exchanging messages, the modules can communicate with each other and can realize the job scheduling and fault detection. The structure of a simulation application is shown in Figure 7.4. According to the system configure files, SimGrid initiates the instances of components, e.g., LMS and SMS, and starts the simulation. The instances communicate with each other and create the tree of schedulers. The clients send requests of applications to MMS, and the requests will be transferred in the tree structure according to our DDFT algorithm. When a application is completed, the result is finally sent to the associated client.

![Simulation Application Structure](image)

**FIGURE 7.4**: The simulation application structure.

### 7.7 Evaluation

In order to evaluate the performance of the proposed scheduling algorithm and fault tolerant mechanism, we have developed a simulation application based on SimGrid. With this simulation application, experiments are realized in several aspects.
7.7.1 Simulation setup

The simulation setup is shown in Figure 7.5. In the tree structure, we have one MMS, two LMSs and four SMSs and each scheduler is deployed in a server with 310 Mflop/s of CPU power. The bandwidth of connection between each scheduler is 10 Mbps. Moreover, each CR is a host which delivers 580 Mflops of CPU power and it can be considered as the head node of a cluster. The quantity of CPU in each cluster is marked below CR and the bandwidth of connection between CR and SMS is 100 Mbps. The client machine delivers 220 Mflops CPU power and connects MMS via Internet with 780 Kbs bandwidth.

Each application is assigned a number, e.g., 0, 1, 2, and they are deployed in CRs randomly. For example, in the site of SMS1, the first CR from the left is a cluster that has 6 CPUs and it supports the applications 0, 2 and 4. In the simulation, both MMS and SMS implement the minimum completion time (MCT) heuristic [Siegel and Ali, 2000] to make scheduling decisions.

![FIGURE 7.5: The simulation environment.](image)

7.7.2 Comparison with centralized scheduling

The distributed scheduling structure can achieve a large-scale grid system. But comparing with centralized scheduling, this scheduling schema uses more
message exchanges for a job submission and thus the job mapping in this schema should be less effective. In this experiment, a centralized scheduling schema is also simulated. A scheduler manages all the twelve CRs and submits directly jobs to these CRs.

Two clients are deployed and each submits 500 jobs to MMS with 2 seconds interval. Nine types of applications (0–9) are deployed and the client selects randomly the application type to submit. For each job, the client calculates its completion time which equals the result of subtracting its submitted time from its finished time. The submitted time is the time when the job is submitted by a client and the job’s finished time is the time when the job is completed by a computing resource (CR). Then, for each type of application, the client calculates its average completion time. For the centralized scheduling schema, we launch the same experiment.

The result is shown in the Table 7.1 and Figure 7.6. From these results, we can conclude that the centralized scheduling and distributed scheduling give a similar average completion time, approximately 10% difference. But the difference between the average completion time and the estimated execution time varies vastly according to the application type. For example, the average completion time of the application 4 for the two scheduling schema (91.254651 and 94.80425) approaches closely the application’s execution time (86.2069). However, for the application 8, the average completion time doubles its execution time. It is because the average completion time depends strongly on the application’s deployment. There are nine CRs which support the application 4 and the application 8 is only deployed in three CRs. Thus, jobs which want to execute application 8 must wait a long time in a job queue to be executed.

<table>
<thead>
<tr>
<th>Application type</th>
<th>$EET(s)^*$</th>
<th>$ACT(s)^*$ Centralized scheduling</th>
<th>$ACT(s)^*$ Distributed scheduling</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>8.620689655</td>
<td>8.955351</td>
<td>9.4926875</td>
</tr>
<tr>
<td>1</td>
<td>1.724137931</td>
<td>2.1749745</td>
<td>2.123462</td>
</tr>
<tr>
<td>2</td>
<td>17.24137931</td>
<td>23.3168755</td>
<td>22.074354</td>
</tr>
<tr>
<td>3</td>
<td>68.965517241</td>
<td>140.380316</td>
<td>169.3790235</td>
</tr>
<tr>
<td>4</td>
<td>86.206896552</td>
<td>91.254651</td>
<td>94.80425</td>
</tr>
<tr>
<td>5</td>
<td>172.413793103</td>
<td>515.6953335</td>
<td>556.0106805</td>
</tr>
<tr>
<td>6</td>
<td>120.689655172</td>
<td>208.4824085</td>
<td>225.087204</td>
</tr>
<tr>
<td>7</td>
<td>10.344827586</td>
<td>10.749057</td>
<td>10.751203</td>
</tr>
<tr>
<td>8</td>
<td>862.068965517</td>
<td>1743.946354</td>
<td>1951.589965</td>
</tr>
</tbody>
</table>

$EET$: Estimated Execution Time, $ACT$: Average Completion Time

Table 7.1: The application estimated execution time and average completion time with two clients.
For the centralized scheduling schema, another problem is the communication bottlenecks. When lots of clients send requests to the central scheduler in the same time, the scheduler will maintain the communication with each client and make a scheduling decision for each task in a very short duration that causes a heavy load in the host of scheduler and thus reduces the performance of the scheduling system. Our model has also the only entry (MMS) for clients; therefore it may have the communication bottleneck problem. But considering the tree structure of schedulers which can participate in the global scheduling work and make partial scheduling decisions, our model should be more effective in the case of multi-client’s requests. Here a multi-client’s request is defined as: each client in a multiple client’s set sends a request to a scheduler in the same time.

In order to evaluate the performance of our model in the multi-client’s requests case, another simulation is effectuated. In this simulation, 30 clients are deployed and each submits 20 jobs to MMS with 2 seconds interval. The client can randomly select an application type from the nine types of application (0–9) for the submission. Each client calculates the average completion time for every type of job when all its tasks have been completed. Then we calculate the average completion time for every type of job when all the clients have completed. For the centralized scheduling schema, we run the same experiment. The simulation results are shown in Table 7.2 and Figure 7.7.

According to the simulation results, we can conclude that the average com-
<table>
<thead>
<tr>
<th>Application type</th>
<th>$EET(s)^*$</th>
<th>$ACT(s)^*$</th>
<th>$ACT(s)^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Centralized scheduling</td>
<td>Distributed scheduling</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>8.620689655</td>
<td>103.026531464</td>
<td>113.417606037</td>
</tr>
<tr>
<td>1</td>
<td>1.724137931</td>
<td>154.080089103</td>
<td>136.260599517</td>
</tr>
<tr>
<td>2</td>
<td>17.24137931</td>
<td>215.398029143</td>
<td>279.702666792</td>
</tr>
<tr>
<td>3</td>
<td>68.965517241</td>
<td>455.880322519</td>
<td>542.100991966</td>
</tr>
<tr>
<td>4</td>
<td>86.206896552</td>
<td>291.06166364</td>
<td>327.650004069</td>
</tr>
<tr>
<td>5</td>
<td>172.413793103</td>
<td>886.336876692</td>
<td>844.413221207</td>
</tr>
<tr>
<td>6</td>
<td>120.689655172</td>
<td>610.171255138</td>
<td>421.416273593</td>
</tr>
<tr>
<td>7</td>
<td>10.344827586</td>
<td>448.915829429</td>
<td>84.547881214</td>
</tr>
<tr>
<td>8</td>
<td>862.068965517</td>
<td>2154.134783423</td>
<td>1606.397786708</td>
</tr>
</tbody>
</table>

$EET$: Estimated Execution Time, $ACT$: Average Completion Time

Table 7.2: The application estimated execution time and average completion time with thirty clients.

FIGURE 7.7: The average completion time for centralized and distributed scheduling with thirty clients.
pletion time for each type of job in this simulation is much longer than the simulation of two clients, because of the simultaneous application requests. As we have supposed, the distributed scheduling gives a more effective scheduling performance and the average completion time of most types of job is shorter than the time of central scheduling.

7.7.3 Fault tolerance experiments

In the model considered, the scheduling algorithm is fault tolerant and the failure can be detected and repaired automatically. Thus the performance of this algorithm and detection mechanism must be tested.

A client submits 100 jobs which execute application 5 with 2 seconds interval. Two experiments are effectuated: SMS4 failure after 70 seconds and LMS2 failure after 70 seconds. The last failure occurs after 100 seconds and then the failed component is recovered. In order to make a comparison, the client submits 100 jobs again without scheduler failure. The result is shown in Figure 7.8 and in Figure 7.9.

From these two figures, we can find that all the submitted jobs are completed though there is a failure of scheduler. In the case of SMS4 failure, all its CRs will detect the failure and connect to SMS3 to reconstruct the connection after near 30 seconds. During this treatment, more jobs are submitted to SMS2 although there are not more free CPU to execute the jobs and these jobs make a peak in the curve. In the case of LMS2 failure, SMS3 and SMS4 will detect their father’s failure and connect to MMS after near 30 seconds. But in this period, both SMS3 and SMS4 are not available temporarily. Thus there are more jobs submitted to SMS2 than the case of SMS4 failure and in the curve of Figure 7.9, there are more jobs in the peak. For the recovery, the CRs or SMSs reconnect to their old father by manner of exchange messages and there is no more influence to jobs submitted in each CR.

7.7.4 Workload analysis

Load balancing is an important problem which is considered by most scheduling systems. Therefore, the performance of load balancing for our model is evaluated in this experiment. A client submits 500 jobs of application 4 to MMS with 2 seconds interval. The result in Table 7.3 illustrates that all the CRs which are deployed by application 4 have submitted jobs and the number of effectuated jobs in each CPU is similar. The completed jobs per CPU in the site of SMS2 are the biggest because they have the least number of CRs than the other three sites. Thus it takes less time to communicate with its sons and its responses are quicker.
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![Graph](image.png)

**FIGURE 7.8:** SMS failure experiment.

![Graph](image.png)

**FIGURE 7.9:** LMS failure experiment.

<table>
<thead>
<tr>
<th>SMS</th>
<th>Number of completed jobs (N)</th>
<th>CPU number for application 4 (C)</th>
<th>N/C</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMS1</td>
<td>143</td>
<td>14</td>
<td>10.21</td>
</tr>
<tr>
<td>SMS2</td>
<td>107</td>
<td>10</td>
<td>10.7</td>
</tr>
<tr>
<td>SMS3</td>
<td>154</td>
<td>18</td>
<td>8.56</td>
</tr>
<tr>
<td>SMS4</td>
<td>96</td>
<td>10</td>
<td>9.6</td>
</tr>
<tr>
<td>Total</td>
<td>500</td>
<td>52</td>
<td>9.62</td>
</tr>
</tbody>
</table>

**Table 7.3:** Statistics of submitted jobs of application 4 in each SMS.
7.8 Related work

In a general distributed system, scheduling algorithms can be classified into two types: static and dynamic. For static algorithms, the complete set of tasks to be scheduled is known a priori, the scheduling is done prior to the execution of any of the tasks and more time is available to make the scheduling decision. Nevertheless, dynamic methods perform the scheduling as tasks arrive. Dynamic scheduling is more appropriate than static scheduling in a grid environment because of the dynamic availability and load variability of computing resources [Siegel and Ali, 2000].

The dynamic scheduling algorithms can be grouped into two categories: on-line mode and batch-mode heuristics. In the batch mode, tasks are collected into a set that is prepared for scheduling at a predefined time interval. In contrast to the batch mode, the on-line mode maps a task onto a machine as soon as it arrives at the scheduler. The most adopted heuristics of on-line modes are minimum completion time (MCT), minimum execution time (MET) and KPB (k-percent best). According to the paper [Siegel and Ali, 2000], the KPB provides the minimum makespan, closely followed by the MCT. Moreover, sufferage heuristics are heuristics which give the smallest makespan in the batch mode heuristic.

In a cluster, single point of failure (SPoF) causes the cluster to go down completely. The paper [Limaye et al., 2005b] has proposed the HA-OSCAR solution for this type of failure. In this solution, a standby server which is a clone of a head node is deployed. A HA-OSCAR monitoring service is started in both the head node and its standby. This monitoring service monitors the status of critical services in the head node (e.g., resource service, Globus container, gridFTP in our model) and tries to restore these services when they are not working. If the monitoring service can not restart the failed service successfully after several attempts, the standby acquires the head node’s public and private IP and thus becomes the head node. A smart failover/fail-back mechanism is implemented to periodically save job states in the job queue and synchronize those states to the standby server. When the standby server is called to action, it will then start jobs from its last saved job state. The HA-OSCAR solution solves well the cluster’s head node failure problem, but it is a more expensive solution. For each head node of cluster, a standby server must be deployed to provide the uninterrupted serviceability.
7.9 Concluding remarks

This chapter presents a scalable and fault tolerant distributed scheduling model for application integration in a grid environment. In the proposed model, the fault tolerance issues are considered in two aspects: the scheduling algorithm level and the failure detection mechanism. The DDFT algorithm is a robust scheduling algorithm to ensure jobs submission and mapping even if there is a failure of scheduler or connection. Moreover a series of algorithms are proposed to detect the failed scheduler or connection and reconstruct automatically the scheduling structure. Thus the two aspects enhance the fault tolerance in the model and make a robust distributed scheduling system. The simulation evaluates that the scheduling performance of DDFT algorithm is near the results of centralized scheduling system and the detection and repairing of failure can be effectuated automatically and effectively.

The model does not take into account the bandwidth influence for the scheduling and fault tolerance. Since computing resources in the grid are normally connected by wide area network links (WAN), the bandwidth limitation is an issue that must be considered when running data-intensive applications on such environments. DDFT must be modified to take into account the connection parameter for mapping a job into a resource.
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8.1 Introduction

It is well known that communication affects significantly the performance of applications deployed on large scale architectures. Large scale platforms are characterized by a collection of a great number of computing resources that are geographically distributed over some sites and connected with a wide heterogeneous dedicated network. Since data sizes in Grid applications may be large as well as the number of nodes, the collective communication inherent to the applications is a critical bottleneck.

In this chapter we consider institutional grids. We mean clusters of clusters in geographically different places but running in the same VLAN. The underlying use case is familiar for the scientist who develops parallel codes, say with the MPI language. After the development step, he reserves nodes in
the grids, as many as he wants and maybe with the Kadeploy\footnote{See https://gforge.inria.fr/projects/kadeploy/} tool, and he does not take care about the node’s location. His MPI application contains collective communication primitives and he also does not want to tailor his application to get performance according to the node’s choice. As pointed out in an article about profiling parallel programs [Rabenseifner, 1999 ], Rabenseifner justifies his work on the AllReduce primitive because 8.54\% of the total execution time in applications is due to collective operations and among this 8.54\% of execution time 37\% is for the \texttt{MPI\_Allreduce}. Rabenseifner does not provide information about the \texttt{MPI\_Bcast} (one to all) but draws charts about the \texttt{send}, \texttt{isend}, \texttt{ireceive}, \texttt{reduce} primitives.

In this context we introduce broadcasting algorithms for the grids corresponding to the \texttt{MPI\_Bcast} operation. In the long term, we are focusing on efficient parallel programming libraries for the grid able to run efficiently on heterogeneous platforms. For this problem, we need to investigate the issues of communication cost between clusters and inside a cluster and of course how to schedule communication. Since one of our goals is to implement algorithms and to validate them with experiments, we introduce in this chapter some experimental results.

We do not consider here broadcasting securely. We mean that we do not consider any fault-tolerant broadcasting schema nor inter-communicator collective operations, that is to say operations that send data from one member of one group to all members of the other group. Such refinement of the problem allows optimizations in the message order but it is quite difficult to solve without a strong background. Here we consider only one group. Please refer to [Jelena et al., 2005 ] for an implicit work on performance analysis of MPI collective operations.

The organization of the chapter is the following. In Section 8.2, we recall some definition and theoretical results. In Section 8.3 we introduce techniques based on heuristics. In Section 8.4 we introduce related methods such as dynamic programming approach and a multi-criteria approach. Section 8.5 concludes the chapter.

## 8.2 Broadcastings

From a theoretical point of view, the problem of broadcasting may find its root in the construction of partial minimum spanning trees which is a problem in graph theory. A graph depicts the underlying infrastructure: nodes in the graph represent the machines and edges represent the cost of sending a message, say between two machines.
A graph often contains redundancy in that there can be multiple paths between two vertices. This redundancy may be desirable, for example to offer alternative routes in the case of breakdown or overloading of an edge (road, connection, phone line) in a network. However, we often require the cheapest sub-network that connects the vertices of a given graph. This must in fact be an unrooted tree, because there is only one path between any two vertices in a tree; if there is a cycle then at least one edge can be removed. The total cost or weight of a tree is the sum of the weights of the edges in the tree. We assume that the weight of every edge is greater than zero. Given a connected, undirected graph \( G = (V, E) \), the minimum spanning tree problem is to find a tree \( T = (V, E') \) such that \( E' \subseteq E \) and the cost of \( T \) is minimal.

![Figure 8.1: A graph with 5 vertices (left) and its minimum spanning tree (right).](image)

Figure 8.1 is an example of a graph and its minimum spanning tree. Now, for broadcasting a message from vertices 0 to all the others, we can send from vertices 0 to vertices 4, then from vertices 4 to vertices 3, then vertices 4 can redistribute to vertices 1 and finally vertices 3 sends the message to vertices 2. Computing a solution of this problem can be done with Prim’s or Kruskal’s Algorithms at a cost time of \( O(|V|^2) \) and \( O(|V| \log |V|) \) respectively.

Notice that in the previous example, in order to optimize the total execution time we allow vertices 4 to redistribute the message after a first send. In a 2-port model, we guess that we can send simultaneously on the 2 ports, that is to say to vertices 3 and 1 at the same time. The total execution time is the length of the critical path in the tree.

The correct formulation of the problem is related to the minimum broadcast time\(^2\) where the problem is stated as follows:

**INSTANCE:** Graph \( G = (V, E) \) and a source node \( v_0 \in V \).

\(^{2}\text{See: }\text{http://www.nada.kth.se/~viggo/wwwcompendium/node127.html#5671.}\)
SOLUTION: A broadcasting scheme. At time 0 only \( v_0 \) contains the message that is to be broadcast to every vertex. At each time step any vertex that has received the message is allowed to communicate the message to at most one of its neighbors.

MEASURE: The broadcast time, i.e., the time when all vertices have received the message.

This has been termed the minimum broadcast time problem under the telephone model and is known to be NP-complete. The minimum broadcast time in a graph has a solution that is approximable within \( O(\log^2 |V|/ \log \log |V|) \) [Ravi, 1994]. Instead of implementing the result, we go along heuristics. We have no idea, to our knowledge, if the theoretical result has been implemented for large scale grid systems.

We shall also emphasize here that optimal broadcast tree is fundamentally different from minimal spanning tree (MST). In the optimal broadcast tree the issue is to minimize the time to reach the last node which is to say to minimize the longest path in the tree. While in the MST, the issue is to minimize the whole weight of the tree. These two constructions may lead to very different trees.

In this chapter, we study first heuristics for the minimum broadcasting tree and we evaluate them through simulations according to parameters extracted from the Grid’5000³ testbed. Grid’5000 is a Grid testbed composed of 5000 processors distributed over some clusters in 9 sites in France. The inter-cluster connection is insured by RENATER Education and Research Network. All clusters are connected to Renater with a 10Gb/s link.

The fact that all clusters are linked through an homogeneous network with the same high bandwidth (the network links are all optic fiber based) means that we can suppose that sending a message of given size would take the same lap of time for any couple sender-receiver independently of geographic distances.

According to our hypothesis about the architecture, we have some supplementary difficulties with implementations since the network is heterogeneous and, in our case, structured in two levels: inter-cluster level and intra-cluster level. Contentions may occur and special techniques have been elaborated in [Steffenel, 2006] for this case. Many heuristics have been imagined to approximate the best way to broadcast a message in a cluster and in a cluster of clusters [Barnett et al., 1996], [Matsuda et al., 2004], [Matsuda et al., 2006], [Bhat et al., 2003], [Barchet-Steffenel and Mounie, 2006], [Steffenel and Mounié, 2008]. We propose in this chapter to review them and to combine them in order to exhibit a new one that behaves as well as the better known heuristics.

³See https://www.grid5000.org.
Second, in current cluster of clusters architecture, the number of clusters is reduced. Grid’5000 for instance is composed of 9 sites. Hence examining all possible broadcast tree is not a so hard computational task. Dynamic programming may be used in this case. We follow the approach introduced in [Park et al., 1996] for one homogeneous cluster. We propose a generalization of this approach to the case of cluster of clusters.

Third we will summarize other work in the direction of mastering communication for collective operations.

### 8.3 Heuristics for broadcasting

One of the earliest papers, to our knowledge, dealing with communication in a wide sense and in a grid is the paper of Ian Foster [Foster and Karonis, 1998]. In this paper authors investigated the need for a communication library in the frame of parallel programming on a distributed multi-site architecture where heterogeneity of network is an intrinsic property. They proposed a version of MPICH dedicated to grids and they called it MPICH-G. This version is built upon MPICH and Globus.

Other studies have been elaborated. Most of them consider the MPI communication library or one of its variants such as MPICH-G2, PACX-MPI, GridMPI. To deal specifically with broadcasting, we need to refer to the algorithm of Van de Geijn [Barnett et al., 1996] which consists in a recursive scatter (a special broadcast) phase that puts a fragment of the message to distribute on each node; then a phase of recursive all-gather (a concatenation of messages that are stored on each node) occurs to each message fragment. For the sake of completeness, the algorithm consists of one-to-many messages (authors call them scatter) and steps of many-to-many messages (authors call them gather).

We can also cite the works achieved in “The Grid Technology Research Center, AIST” by M. Matsuda et al. In [Matsuda et al., 2006, Matsuda et al., 2004], Matsuda et al. studied collective operations on multi-site architectures with MPI library. The paper [Tatsuhiro et al., 2004] of Satonchi et al. considers especially the broadcast operation in the case where nodes have 2 lane network interface controllers. The main contribution of the paper is the way of splitting the message to broadcast: it is broken into two pieces and then they are broadcasted independently following two binary trees; then, nodes of the two trees exchange the two parts of the message.

Let us review now more in detail some of the known algorithms for both homogeneous and heterogeneous environments.
8.3.1 Basic approaches for broadcasting in homogeneous environments

We review hereby, some well-known algorithms for broadcasting a message in one cluster. In the remainder, we assume that we can reach any node in an equal time. Then, there is no need to choose a specific node since network is homogeneous and all nodes are symmetric.

**Linear broadcast:** It is the simplest basic algorithm. It consists in putting all nodes in a queue where the node that will initiate the broadcast is the head. The broadcast algorithm begins when the head sends the message to its following in the queue, then progressively the message is sent from one to his following until it reaches the tail node. We can also proceed with one level (flat) tree where the root is the node detaining initially the message and all the other nodes are leaves. Then the root sends sequentially the message to the leaves. The broadcast time in both case is proportional to the processor’s number.

**Binary tree algorithm:** We can improve the above algorithm by proceeding with a binary tree. The node detaining the message to be broadcasted (let’s call it $P_0$) sends it to two other nodes (we call them $P_1$ and $P_2$). In the second step, $P_0$ stays idle, and only $P_1$ and $P_2$ send each to two other nodes ($P_3$...$P_6$). In the next step $P_1$ and $P_2$ stay idle, and $P_3$...$P_6$ send each to two other nodes, and so on. According to the network model based on $(l, b, M)$ parameters to estimate the cost of broadcasting, where $l$ is the network latency, $b$ is network bandwidth and $M$ is message size, we derive easily the broadcast cost is $2(l + M/b) \log p$, since the height of a binary tree of $p$ nodes is $\log p$ and each node makes two sends.

**Binomial tree algorithm:** We can yet improve the above algorithm by letting all processors having the message at a given time participate in the following broadcast steps. Then we do not need any more than one node send the message two times per step. The algorithm proceeds as follows: in the first step, $P_0$ sends to $P_1$. In the next step, both $P_0$ and $P_1$ send to two other nodes ($P_2$ and $P_3$). Then all processors detaining the message send it to four other processors and so on.

The cost of broadcasting according to such tree is $(l + M/b) \log p$, since the number of nodes detaining the message doubles at each step.

Following another approach, the Van de Geijn algorithm [Barnett et al., 1996] proposes to act in two steps: a recursive scatter in a binomial tree fashion, then collecting pieces using recursive doubling until the whole message becomes available on all nodes. The complexity of this algorithm is proportional to the size of the message ($O(M)$) since the message is split into two pieces independently following two binary trees. We do not detail this algorithm because we do not use it in the remainder of the chapter.
8.3.2 Advanced approaches for heterogeneous clusters

We assume now that the network is heterogeneous in one cluster. Then, we shall wonder at each time which is the next destination of the message and which node detaining the message is to be chosen to achieve the remaining sending steps. We imagine that nodes are separated into two sets. The set $A$ is the set of node already having the message at a given time. Set $A$ is also called the set of candidate nodes to achieve the next send operation. The set $B$ is the set of nodes that have not yet received the message. Set $B$ is also called the set of candidate nodes to receive the message in the next communication step.

Initially, set $A$ contains only the node that will initiate the broadcast operation. Many heuristics [Bhat et al., 2003], [Barchet-Steffenel and Mounie, 2006], [Steffenel and Mounié, 2008] have been elaborated to achieve the whole broadcast operation in optimal time. It is obvious that optimality is achieved not only by using all communication potential, but also by suitably fastest communication links. It is also known that identifying the best broadcasting tree is an NP-complete problem.

We introduce now some known heuristics that try to approximate the optimal broadcast tree. Note that optimal broadcast tree is not the minimal covering tree because the latter minimizes the cost of edges but does not take in account the maximization of communication potentials (nodes communicate in parallel).

**Early Completion Edge First - ECEF:** According to the ECEF heuristic (Bhat et al. [Bhat et al., 2003]) we choose a couple of nodes, $P_i$ in set $A$ and $P_j$ in set $B$. In the next step, the message is sent from $P_i$ to $P_j$. The couple $(P_i, P_j)$ is chosen in such a way that $P_j$ becomes ready to send the message as early as possible. This time is computed by:

$$RT_i + g_{ij}(m) + L_{ij}$$

where $RT_i$ is the ready time of $P_i$, $g_{ij}(m)$ is the latency gap between $P_i$ and $P_j$ and $L_{ij}$ is the communication cost between $P_i$ and $P_j$. Note that this heuristic aims at increasing the number of nodes in set $A$ as fast as possible.

**Early Completion Edge First with look-ahead - ECEF-LA:** It is clear that the ECEF heuristic allows increasing the number of nodes in set $A$ which is yet a good fact. But it also important to well choose the next destination to be itself a good sender in the remaining steps.

As an enhancement of the latter heuristic, Bhat et al. [Bhat et al., 2003] propose to estimate the efficiency of each node throughout a function that takes into consideration the speed of forwarding the message to another node of set $B$. For instance the following function can be considered:

$$F_j = \min(g_{jk}(m) + L_{ik})$$
for $P_k$ in set B. Then we select in set B the node $P_j$ that minimizes

$$RT_i + g_{ij}(m) + L_{ij} + F_j.$$  

From a complexity point of view, ECEF has a running time of $O(N^2 \log N)$, whereas, due to the look-ahead function, ECEF-LA has a running time of $O(N^4)$.  

### 8.3.3 Grid aware heuristics

We suppose, now, that we have a cluster of clusters environment. We suppose also that we have a coordinator (proxy) on each cluster. All communication between clusters are insured by these coordinators. Subsequently, global communications are ordered in two levels: inter-cluster communication and intra-cluster communication. Hence, if we have a message to broadcast through a grid architecture, then it is broadcasted between coordinators, and then each coordinator broadcasts the message locally. In the works elaborated by Steffenel [Steffenel and Mounié, 2008], authors simulate the local communication load by only one virtual node that is connected to a specific coordinator. Then the local communication load is depicted by

$$L_{kk'} + g_{kk'} = \begin{cases} T_k & \text{if } k' \text{ is associated to node } k \\ \infty & \text{if } k' \text{ is not associated to node } k \end{cases} \quad (8.1)$$

where $P_k$ is a coordinator and $P_{k'}$ is a virtual node simulating a cluster.

Under this framework, Steffenel proposed three heuristics to broadcast a message in a grid environment. The main question we are facing is: which is the next coordinator (cluster) to contact while keeping in mind the global communication load (between clusters) and local communication load of each coordinator. Let us review the heuristics.

**ECEF-LA**

The first heuristic proposed in this context is the one that increases the number of nodes in set $A$ in least time. Then, we choose at each time the coordinator that takes the least time to join set $A$ as in ECEF-LA heuristic. It also adopts the look-ahead option. The efficiency function $F_j$ is set to:

$$F_j = \min(g_{ij}(m) + L_{jk} + T_k) \text{ for } k \in \text{set } B.$$  

**ECEF-LAT**

The previous heuristic encourages the coordinator with the lowest load at each step, which may imply delays on the most loaded coordinators and subsequently it may increase the broadcast completion time. The opposed heuristic is to choose at each time the coordinator that have the greatest load, i.e., the one that maximizes $F_j$. Hence, $F_j$ is set to:

$$F_j = \max(g_{ij}(m) + L_{jk} + T_k) \text{ for } k \in \text{set } B.$$
BottomUp: It is clear that the last heuristic can not be optimal because we choose at each step the least powerful coordinator; so the number of nodes in set A increases very slowly. The last proposed heuristic in [Steffenel and Mouliné, 2008] combines ECEF-LAT and ECEF-LAT. We need to begin by contacting the most loaded coordinator. We also need to contact it through the ‘shortest path.’ Then BottomUp heuristic uses a min-max approach to find the ‘shortest path’ to contact the most loaded coordinator. Hence it selects the coordinator verifying:

\[
\max_{P_j \in B} (\min_{P_i \in A} (g_{ij}(m) + L_{ij} + T_j))
\]

8.3.4 New approach for broadcasting in clusters and hyper clusters

According to previous heuristics, to reduce global broadcast time, three factors impact performance. First, we need to align set A with clusters, in the quickest way possible. Having more potential senders gives more of a chance to perform the next communication in a better way, since we have more choices to consider.

The second factor is to give an advantage to communication-efficient cluster when choosing a receiver. As we explained before, it is important to communicate with the cluster that can forward the message, in the next steps, within a short time. This means that we want to augment set A with good senders.

The third factor is to begin by contacting the most loaded clusters, so that we insure the maximum of overlap between intra and inter-cluster broadcast. This strategy is the key of success of BottomUp and ECEF-LAT heuristics since, according to measured parameters, local broadcast needs more time than inter-cluster communication.

The problem of building the optimal broadcast tree is not a multi-criteria problem, since we have only one objective function which is the minimization of the global broadcasting time. However, we believe that it is possible to transform each factor to an independent criteria that we have to ‘optimize.’ Then we can try to solve the whole problem as a multi-criteria problem.

New heuristic

The previous heuristics try to optimize one of these ‘criteria’ or to combine two or all of them at each iteration. And the better we consider these factors, the better the result is.

Each heuristic has a function to minimize. This function contains parameters linked to one or two of aforementioned factors. Hence all factors are merged in only one formula to minimize at each iteration.

Merging all factors in one may give us a compromised solution. But compromise is not always a good solution. To explain this idea let us imagine the
situation where we have, at a given iteration, a ‘very’ loaded cluster. Then we should contact it in priority otherwise it will delay the ending time.

If we combine all factors and look for a compromise, then previous heuristics may lead us to choose another cluster, not the most loaded, and subsequently we do not achieve the best performance.

The same reasoning can be applied if we have a very good forwarder cluster or a very fast-to-communicate cluster at a given iteration. The conclusion of this example is to say that considering a single factor at a time can also be very efficient and even more efficient than combining much factors in one.

Following this idea we developed a new heuristic that considers each factor in a separated way. We proceed as follows:

We consider our two sets A and B. At each iteration we choose one sender from set A and one receiver from set B. Then at each iteration we shall decide which factor we need to satisfy: either (1) to choose the fastest-to-communicate cluster from set B, or (2) best forwarder cluster from set B or (3) the most loaded cluster form set B.

Condition (1) implies to minimize $RT_i + g_{ij}(m) + L_{ij}$ which is to say to apply one iteration of ECEF heuristic.

Condition (2) implies to minimize $RT_i + g_{ij}(m) + L_{ij} + F_j$ which is to say to apply one iteration of ECEF-LA heuristic.

And condition (3) implies to choose the most loaded cluster in set B and then to find the best sender in set A which is to say to apply one iteration of BottomUp heuristic, i.e., we apply $\max_{P_j \in B}(\min_{P_i \in A}(g_{ij}(m) + L_{ij} + T_j))$.

The question now is “How to choose the factor to satisfy?”

To answer this question, let us see what would happen if we do not satisfy a factor, i.e., we do not choose the best cluster according to this factor:

a- Either the chosen cluster (the optimal cluster according to another factor) behaves well with the considered factor then the considered factor is not strongly violated. Then we estimate that both clusters behave in relatively similar way according to that factor.

b- Or the chosen cluster behaves badly with the designated factor and then it violates the designated factor. Then we estimate that the clusters are relatively different for that factor.

At the end, it is important to choose the cluster that satisfies one factor and behaves well with the others or at least does not violate them strongly.

We propose to compute the set of values associated to each factor as follows:

For factor (1), we compute set $E_1 = \min_{P_i \in A}(RT_i + g_{ij}(m) + L_{ij}) / P_j \in B$. For factor (2), we compute set $E_2 = \min_{P_i \in A}(RT_i + g_{ij}(m) + L_{ij} + F_j) / P_j \in B$. For factor (3), we compute set $E_3 = \min_{P_i \in A}(RT_i + g_{ij}(m) + L_{ij} + T_j) / P_j \in B$.

Having dispersed value in a given set means that clusters are very different according to the associated factor; then the factor may be strongly violated if we do not satisfy it. Whereas, if a set contains close values, then it means that
clusters behave in a quite similar way. Subsequently, choosing one cluster or an other will not be decisive.

Finally we choose to satisfy the factor which has the associated set with the most dispersed values, i.e., we compute the mean deviation of each set values and we choose to satisfy the factor having the greatest mean deviation.

Simulation

In our simulations, we rely on works done by Steffenel [Steffenel and Mounié, 2008] for the different parameters measured on a real grid environment. He measured values of different communications parameters \((L, g, T)\) over the French grid infrastructure named Grid’5000.\(^4\) He found out a lowest value and highest value for each parameter. In his simulation, he set randomly the values of \(L, g, T\) in the corresponding interval and then he applied the different heuristics. In our simulation we do the same. The values that we introduced now are the mean of 100 iterations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min value</th>
<th>Max value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(L)</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>(g)</td>
<td>100</td>
<td>600</td>
</tr>
<tr>
<td>(T)</td>
<td>200</td>
<td>3000</td>
</tr>
</tbody>
</table>

Table 8.1: Grid’5000 settings (1/2).

In the first simulation, we set \(L, g\) and \(T\) in intervals measured over Grid’5000; see Table 8.1. As seen in Figure 8.2, all heuristics give almost the same completion time. Then we can not evaluate the efficiency or compare them. The second remark we shall note is that our new heuristic (noted MostCrit) gives exactly the same values as BottomUp which is the best heuristic at present time. We can conclude that both heuristics behave exactly in the same way and it can be obtained only if our new heuristic chooses to apply BottomUp at each iteration. By observing parameters values we can expect this fact since the interval of \(T\) is much larger than intervals of \(L\) and \(g\). This means that values of \(T\) will be more sparse than values of \(L\) and \(g\) and consequently values in E3 will be more sparse than those in E1 and those in E2. And finally factor(3) (choosing the most loaded cluster) will be retained.

To evaluate the efficiency of our new heuristics, we proposed to achieve simulations with other settings. We changed the ratio of \(L\) and \(g\) (parameters

\(^4\)For details, refer to https://www.grid5000.fr.
linked to inter-cluster broadcast) and $T$ (parameter associated to the local broadcast).

In the second simulation, top part of Figure 8.3, we multiplied $L$ and $g$ by 5 and divided $T$ by 5; see top part of Table 8.2. In the third simulation, bottom part of Figure 8.3, we multiplied $L$ and $g$ by 10 and divided $T$ by 10; see bottom part of Table 8.2.

*Table 8.2: Grid’5000 settings (2/2).*

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Top part of Figure 8.3</th>
<th>Bottom part of Figure 8.3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min value</td>
<td>Max value</td>
</tr>
<tr>
<td>$L$</td>
<td>5</td>
<td>75</td>
</tr>
<tr>
<td>$g$</td>
<td>500</td>
<td>3000</td>
</tr>
<tr>
<td>$T$</td>
<td>40</td>
<td>600</td>
</tr>
</tbody>
</table>

Simulation represented in Figure 8.2 shows that BottomUp keeps giving good performances as well as our new heuristic ‘MostCrit’ even though they do not give exactly the same values. Other heuristics behave worse.

The final conclusion of our simulations is that BottomUp and MostCrit heuristics give evenly good results independently of the ratio of inter-cluster
FIGURE 8.3: Broadcasting time versus clusters number with other setting.
communication performances over intra-cluster communication performances. This point has never been observed before to our knowledge.

8.4 Related work and related methods

8.4.1 Broadcasting and dynamic programming

In this section we give an exact solution for the problem of broadcasting one message in a cluster of clusters under some assumptions that we introduce now. The starting point is the work done by Lionel Ni in [Park et al., 1996] and it is related to dynamic programming for solving the equations defining the problem. Our target architecture is still a cluster of clusters whereas L. Ni work considers only a single cluster.

Point to point communication

In this paragraph, we recall the analysis of broadcasting as introduced in [Park et al., 1996]. First, the authors consider $t_{send}$ which corresponds to the sending software latency. It includes the overhead of ‘packetization,’ checksum computing and possibly memory copying. Then they consider $t_{recv}$ which corresponds to the receiving software latency. Its definition is similar to $t_{send}$. At last, the authors also consider $t_{net}$ which is the time needed by a message to cross the network. It includes network parameters such as switching mechanism.

![Figure 8.4: Broadcasting time costs.](image)
Finally, Park et al. consider two other parameters. $t_{\text{end}}$ is the interval between the sender starts sending a message until the receiver finishes receiving. Let $t_{\text{hold}}$ be the minimum time interval between two consecutive send operations. The value of $t_{\text{hold}}$ is dependent on how blocking send is implemented: it may be greater than $t_{\text{end}}$ as $t_{\text{hold}}$ may include the overhead of the acknowledgement from the receiver. An example is given in Figure 8.4 and this graph is taken from [Park et al., 1996].

In our approach, we consider that the broadcast operation is based on MPI’s broadcast function which is a blocking operation. According to MPI’s specification, the blocking operation is considered complete when the sending buffer can be reused.

**Optimal broadcast tree for a single cluster**

Authors in [Park et al., 1996] have proposed a construction of an optimal broadcast tree based on parameters introduced in the previous paragraph. They propose to proceed as follows.

Let us have a set of $k$ nodes ($P_0, P_1, \ldots, P_{k-1}$), where $P_0$ is the root node. In the first step $P_0$ sends to $P_j$. After $t_{\text{hold}}$, $P_0$ will be ready to send to an other destination while $P_j$ will be ready to send only after $t_{\text{end}}$. Then the whole set is separated in two subsets rooted at $P_0$ and $P_j$ where the cardinality of each subset depends on ready time of each corresponding root ($t_0 + t_{\text{hold}}, t_0 + t_{\text{end}}$). And then recursively, each subset is divided in two other subsets in which cardinality depends on ready time of its root. Finally, we define $t[i]$ (for each $1 \leq i \leq k$) as the minimum latency required to broadcast a message among $i$ nodes $P_a, P_{a+1}, \ldots, P_{a+i-1}$ (for an $a$, $0 \leq a \leq k-1$) with node $P_a$ as the root node.

Therefore we have:

$$t[i] = \max\{t_{\text{hold}} + t[j], t_{\text{end}} + t[i-j]\}$$

To ensure the optimality, we must choose the node $P_{a+j}$ such that the broadcast latency is minimal. Thus, according to [Park et al., 1996], we have the following recurrence $t[i]$:

$$t[i] = \begin{cases} 
0 & \text{if } i=1 \\
\min_{1 \leq j \leq i-1} \{\max(t_{\text{hold}} + t[j], t_{\text{end}} + t[i-j])\} & \text{if } i > 1
\end{cases}$$

The optimal broadcast tree of a $k$-node tree is $t[k]$ and this can be computed in $O(k^2)$ time by using dynamic programming when we explore all possible values of $j$ (the value of the splitter of whole set in two subsets). By establishing a recurrence on splitter’s values, Ni et al. could reduce the complexity of the construction of optimal broadcast tree to $O(k)$.

We shall note that in [Park et al., 1996] all nodes are supposed to be equal. Hence, $t[i]$ denotes the broadcast time in any set of $i$ nodes. The splitter $j$ is
chosen only by balancing numbers in the resulting sets. No discussion is done about ‘personal’ communication performances.

In the introduction part, we have presented some broadcast trees that are currently implemented in libraries. The performance of a broadcast tree is dependent on the number of steps required by the algorithm which is a function of \( k \), the number of participants. The binomial tree requires \( \lceil \log_2 k \rceil \) steps. However, in practice, the performance of each broadcast tree is dependent on the software latency of the underlying network. In the reminder, we develop an optimal broadcast tree by considering the two important network parameters \( t_{\text{hold}} \) and \( t_{\text{end}} \). Our approach is similar to the Ni et al. approach [Park et al., 1996]. We extend it in order to take into account a cluster of clusters.

**Optimal broadcast tree for a cluster of clusters**

As mentioned before for the Grid’5000 testbed, we can suppose that the inter-cluster network is homogeneous and then we can apply the Ni et al. method to build the optimal broadcast tree. In this section we suppose that \( t_{\text{net}} \) is neglected and \( t_{\text{end}} \) lies especially on \( t_{\text{send}} \) and \( t_{\text{recv}} \). Subsequently, the Ni et al. approach can be valid in this case. In the real case of Grid’5000, the number of clusters is reduced (9 sites each composed of 200-400 cards), and then the problem can be solved with a dynamic programming approach.

Assume that we have to broadcast a message over the Grid’5000 architecture. The reasoning presented in [Park et al., 1996] stays valid. The broadcast is performed by using proxy on each cluster. Once the message is sent from the root node to the first destination, the whole set of proxies is divided in two subsets as explained before.

To the previous construction we add a local broadcast. Once a proxy receives the message, it has to initiate the broadcast in its local cluster and achieve broadcast in the subset of proxies attributed to it. When it performs the first communication in its subset, the latter is divided in two subsets (as proposed in the work of Ni et al.).

Each proxy is supposed to be equipped with two network cards. The first one is used as an interface with inter-cluster network (RENATER) while the second one is used to initiate the internal broadcast. Hence we can neglect the interference between the inter- and intra-cluster broadcast.

Analytically speaking, when a coordinator receives the message to broadcast then we can estimate the time left to end broadcasting by the maximum of one of these times:

1. the time to broadcast inside its own cluster, noted in the first part of this paper by \( T[k] \) (capitalized T);

2. the time to achieve inter-cluster broadcast. The considered coordinator has a subtree of \( i \) coordinators rooted at it to broadcast in. According to Ni et al. approach, the time to broadcast in the subtree is recursively divided in two subtrees containing \( i \) and \( i-j \) coordinators where \( j \) is the
appropriate splitter chosen according to \( t_{\text{hold}} \) and \( t_{\text{end}} \) of the considered coordinator.

We also note that the notation \( t[i] \) is no more valid in our case since broadcast time depends on each coordinator local load. In the remaining we use \( T[S] \) where \( S \) is a particular set of nodes.

At the beginning, the root, we call it \( R1 \), initiates the broadcast in its local cluster and sends the message to a given coordinator. The whole tree of coordinators is distributed in two subtrees. Let \( S \) be the initial set of coordinator. \( S \) is distributed in \( S1 \) and \( S2 \). \( S1 \) is structured as a tree rooted at \( R1 \) and \( S2 \) is structured as a tree rooted at a given node noted \( R2 \).

Finally, the broadcast latency can be depicted through the following formula:

\[
T[S] = \max\{T[R1], t_{\text{hold}} + t[S1], t_{\text{end}} + t[S2] \}
\]

The broadcast latency is given by the maximum of the local broadcast time, and the broadcast time of \( S1 \) and \( S2 \). The construction of \( S1 \) and \( S2 \) is done so that we minimize the global broadcast time. And finally

\[
t[S] = \begin{cases} 
T[R1] & \text{if } S = \emptyset \\
\min\{\max(T[R1], t_{\text{hold}} + t[S1], t_{\text{end}} + T[R2], t_{\text{end}} + t[S2])\} & \text{if } S \neq \emptyset
\end{cases}
\]

If the set of nodes is empty, then the completion time is given by \( T[R1] \), the time to achieve local multicast. Otherwise, the set is divided in two. The completion time is given by the maximum of completion time of broadcasting in each subset, and the completion of the local broadcast of both roots. We add parameters \( t_{\text{hold}} \) and \( t_{\text{end}} \) to take into account the communication between \( R1 \) and \( R2 \). \( R2 \) is chosen at each step so that it minimizes the completion time of the remaining steps.

### 8.4.2 Multi-criteria approach

**Introduction**

We are now considering the issue of building the optimal broadcast tree from another point of view. Indeed, it is also possible to transform this problem into a bi-criteria problem in the following way.

Let us remember that each cluster contains a number of nodes. We assume that we can build a tree of local broadcast inside each cluster. So, we can determine the time \( T_i \) to complete the local broadcast in cluster \( i \). We need now to build the global broadcast tree for all the grid, according to all criteria.

When we reach the first node of a given cluster at time \( t \), it will immediately initiate a local broadcast that takes \( T_i \). We may assume that the (global) broadcast across the grid will not end before \( t + T_i \) (i.e., when the most loaded cluster would complete its local broadcast), so since the \( t \) time, we have a period of \( T_i \) to complete the broadcast in the remaining broadcast sub-tree (i.e., rest of the grid). In others words, we shall say that:
• All solutions that would end broadcasting in the remaining sub-tree before $t + T_i$ are equivalent, since the time of completion of the global broadcast will always be the same: $t + T_i$;

• Henceforth, we will always consider in priority the most expensive node in terms of local broadcast: the one that has the greatest value of the $T_i$ term because this node will provide the greatest delay to complete the broadcast in the remaining broadcast sub-tree and therefore the best estimate of the completion time. Let $T_{\text{max}}$ be the time needed to broadcast in the cluster $P_{\text{max}}$, the most expensive in terms of local broadcast time. Our completion time is bounded by ‘the shortest path to reach $P_{\text{max}}$’ + $T_{\text{max}}$: that is a lower bound and we can never do better.

The term ‘the shortest path to reach $P_{\text{max}}$’ means for us the sequence to reach $P_{\text{max}}$ as early as possible, either by contacting it directly or by interspersing other nodes to contact it.

So the completion time is $C_{\text{max}} = \text{the path to } P_{\text{max}} + T_{\text{max}} + \text{some delay to finish broadcasting in the remaining of broadcast sub-tree.’}$ See Figure 8.5 for an example.

We will discuss now the (path to $P_{\text{max}}$) and the (some delay). The term $T_{\text{max}}$ is constant and inevitable because we assumed that the local broadcast is made in an optimal manner. Let us consider two cases:

• (a) If we reduce (the path to $P_{\text{max}}$), i.e., we contact it as soon as possible, we may increase the final delay. Therefore the broadcast tree will look to the remaining broadcasting sub-tree, as shown in Figure 8.6.
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(b) If we delay the contact of the most loaded cluster, i.e., we may reduce the height of the remaining sub-tree; subsequently the considered delay may be reduced (or even avoided). But, on the other hand, we may lengthen the path to reach $P_{max}$. The broadcast tree will look to the branch that leads to the most loaded node as shown in Figure 8.7.

FIGURE 8.6: The broadcast tree looks to the most loaded cluster.

Contribution

According to the discussion given above, the optimal broadcasting time is obtained when the broadcast tree is balanced as much as possible, i.e., we have to reduce the time to reach the most expensive nodes in terms of local broadcast and to reduce the supplementary delay too. These two conditions are complementary and can not be achieved simultaneously.

The optimal solution is obtained when we find the best compromise between these two criteria.

We are therefore faced with two objectives:

1. Reducing the path to $P_{max}$ (case (a) is its optimal solution);

2. Reducing the time between the time when we finish the local broadcast in $P_{max}$ and the end of the global broadcast (case (b) is its optimal solution).
In a multi-objective optimization [Ehrgott, 2000], [Ehrgott and Gandibleux, 2002] problem we distinguish three kinds of solutions:

i. the solutions that optimize, first, a single criterion (e.g., case (a) and (b)) and then the other criteria.

ii. the solutions that are a compromise for all criteria, in a certain way, and that dominate the other solutions. Let $S$ be a solution from this set, then there is no other solution that improves one (or more) criterion without degrading one (or more) other criterion. $S$ is said to be a non-dominated solution or a ‘pareto-optimal solution’;

iii. solutions that are dominated. These solutions have no interest since there are other solutions that can improve at least one criteria while respecting its performance for the other criteria.

Remarks

1. The solutions defined in class i. are also pareto-optimal;

2. The pareto-optimal class is the most interesting one. It contains all ‘optimal’ solutions of a multi-criteria problem. One may list all these solutions and choose the good compromise according to one’s will.

Let us come back to our broadcast problem. We have, now, only to explore pareto-optimal solutions between the two solutions (a) and (b). So, we propose the following algorithm for constructing the optimal broadcast tree. The algorithm consists in constructing a balanced tree in an incremental way.
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The broadcast tree is initialized by the root (i.e., the origin node of the broadcasting). The set of clusters is sorted in the descending order of $T_i$. Clusters are re-numbered in this way. The most loaded cluster is numbered 1, . . . . The least loaded cluster is numbered $N$. Clusters are considered in the order from 1 to $N$. We also need a structure to save branches added to the tree in the order of their insertions.

As the approach is recursive, we consider only the insertion of a single node to the broadcast tree.

The algorithm is as follows:

1. From all the clusters not yet inserted, consider the most loaded cluster. Assume that it is the $i$ cluster. Let $T_f$ be the broadcast time given by the tree before the insertion of the current cluster;

2. Build the path that leads from the broadcast tree to this cluster as early as possible. Note: contact the cluster $i$ as early as possible may be needed for the insertion of other less loaded clusters.

3. Determine the time to achieve the local broadcast in the $i$ cluster. Let $T'_f$ this time. Two cases must be studied:

   - if $T_f \geq T'_f$ then accept the insertion; save inserted branch and proceed to the next cluster in the list.
   - if $T_f < T'_f$ then: (1) note that we reached the inserted cluster $i$ in a time $T'_f$. (2) We have now to re-balance the tree. Let $j$ be the cluster that gave the time $T_f$. Remove all branches that lead to the $i$ cluster (the one that gives the time $T_f$), the branch that lead to the cluster $j$ (the one that gives the $T'_f$ time) and all branches inserted in steps in between. (3) re-insert the cluster $j$ passing the second shortest path and continue insertions. (4) When you come to the first cluster of rank $\geq i$, check that you have not exceeded $T'_f$; otherwise return to the initial solution.

4. Stop when the cluster's list becomes empty.

The algorithm tries to satisfy the (a) criterion at the beginning, i.e., minimize the path to the most loaded cluster. But as soon as the criterion (b) is violated (there is a delay, i.e., $T_f < T'_f$) then the algorithm returns on its steps to better balance the broadcast tree while verifying that the more balanced tree does not need more time than the less balanced tree. Thus we have the guarantee that the broadcast time remains as close as possible to the lower bound that we have set at the beginning which is: the shortest path to reach $P_{\text{max}} + T_{\text{max}}$. 
8.4.3 Broadcast for clusters

Before the advent of grid, the Network of Workstation (NOW) architecture was in vogue in the 90s. NOW is a cost-effective alternative to massively parallel supercomputers based on commercially available off-the-shelf processors to form a cluster. However, a cluster may consist of different types of processors and this heterogeneity within a cluster complicates the design of efficient collective communication protocols.

In [Liu and Sheng, 2000], Pangfeng Liu and Tzu-Hao Sheng show that a simple heuristic called fastest-node-first (FNF) is very effective in reducing broadcast time for heterogeneous cluster systems. Despite the fact that FNF heuristic fails to give the optimal broadcast time for a general heterogeneous network of workstation, they prove that FNF always gives the optimal broadcast time in several special cases of clusters. Based on these special case results, authors show that FNF is an approximation algorithm that guarantees a competitive ratio of 2. From these theoretical results they also derive techniques to speed up the branch-and-bound search for the optimal broadcast schedule in heterogeneous NOW.

The model used in [Liu and Sheng, 2000] depicts a heterogeneous cluster as a collection of processors \( P_0, \ldots, P_{n-1} \), each capable of point-to-point communication with any other processor in the cluster. Since authors are interested in the communication capability of the cluster only, each processor is characterized by its speed of sending messages. A non-negative transmission time of a processor represents the time it needs to send a unit of message to any other processor so that the time required to transmit a message is determined by the sender.

The communication model requires that the sender and the receiver processors cannot engage in multiple message transmissions simultaneously. Any sender must complete its data transmission to a receiver before sending the next message. Authors assume a one-port model to depict a motherboard with a single network interface for instance. Similarly the model prohibits the simultaneous receiving of multiple messages by any processor.

Let us return to the FNF heuristic. In each iteration the algorithm chooses a sender from the set of processors that have received the broadcast message (denoted by \( A \)) and a receiver from the set that have not received the message yet (denoted by \( B \)). The algorithm picks the sender \( s \) from \( A \) so that \( s \) will finish this transmission as early as possible, and chooses the receiver \( r \) as the processor that has the minimum transmission time in \( B \). Then \( r \) is moved from \( B \) to \( A \) and the algorithm iterates until all the processors are visited once.

Despite its simplicity, FNF does not guarantee optimal broadcast time and an example is given in the aforementioned paper. However, authors demonstrate that FNF is optimal in some special cases of heterogeneous clusters. When there are only two types of processors, authors show that FNF is optimal.
Banikazemi’s paper [Mohammad and Dhabaleswar, 1998] is the original paper that has introduced the FNF heuristic and P. Liu uses two theorems in the paper to prove the optimality of FNF in special cases of the heterogeneous system. In [Mohammad and Dhabaleswar, 1998], authors show first that the algorithms such as the Binomial-tree based algorithms which were used for implementing collective operations were not efficient. They propose two new approaches (Speed-Partitioned Ordered Chain (SPOC) and Fastest-Node First (FNF)) to implement collective communication operations with reduced latency.

Authors also investigate methods for deriving optimal trees for broadcast and multicast operations. However, generating such trees is found to be computationally intensive. It is shown that the FNF approach, in spite of its simplicity, can deliver performance within 1% of the performance of the optimal trees. Finally in the paper, these new approaches are compared with the approach used in the MPICH implementation on experimental as well as on simulated testbeds.

The central theorems of [Mohammad and Dhabaleswar, 1998], [Liu and Sheng, 2000] are the following:

**THEOREM 8.1**

There exists an optimal broadcast tree $T$ in which all processors send messages without delay. That is, for all processor $p$ in $T$, starting from its ready time, $p$ repeatedly sends a message with a period of its transmission time until the broadcast ends.

**THEOREM 8.2**

There exists an optimal broadcast tree $T$ in which every processor has a transmission time no less than the transmission time of its parent.

Note that from the definition of optimality in Theorem 8.2, the author considers the optimal broadcast schedule from all possible sources and not from a dedicated source. With Theorem 8.1, we can simply discard those trees that will delay messages, and still find the optimal schedule.

The construction of an optimal broadcast tree is based on a recursive definition of the ready time for a processor to transmit a message. Let $r(s_i)$ be the ready time for processor $s_i$. In [Liu and Sheng, 2000], authors use the following inductive relation:

\[
\begin{align*}
  r(s_0) &= 0 \\
  r(s_i) &= \min\{t \mid \sum_{j=0}^{i-1} NS_S(s_j, t) \geq i\}, 1 \leq i \leq n - 1
\end{align*}
\]  

(8.2)

where $NS_S(p, t)$ is the minimum non-negative integer $k$ such that $r(p) + k \times t(p) \geq t$, for $t \geq r(p)$. $t(p)$ is the transmission time of a processor $p$ and $S$ the set of processors.
8.4.4 Broadcast and heterogeneous systems

In [Legrand et al., 2005] and also in a technical paper\(^5\) from INRIA, Legrand, Beaumont, Marchal and Robert consider the communication involved by the execution of a complex application deployed on a heterogeneous grid system. Heterogeneous systems are modeled by a graph where resources have different communication and computation speeds. Achieving the best throughput may require that the target system is used in totality.

Authors show that neither spanning trees nor DAGs are as powerful as general graphs. They focus on series of broadcasts, meaning that the same source processor sends a series of atomic one-t-all broadcasts. The processing of these broadcasts can be pipelined and the objective function is to optimize the throughput of the steady-state operation, i.e., the average amount of data broadcasted per time unit.

Authors start with a working example and focus on DAGs for describing the network topology. The series of broadcast on a DAG problem is modeled with a linear program and they show that the linear program provides the optimal solution: the value returned by the program is the maximum number of broadcasts that can be initiated per time unit.

Then authors in [Legrand et al., 2005] examine the series of broadcasts on a general system; they mean a system modeled by graphs with cycles. Again they use a linear program and its solution provides a lower bound for the period length needed to broadcast one unit time message. Nevertheless, it is not clear that this bound can be achieved because of the assumption stating that all the messages transiting on a given edge are all subsets of the largest set. Finally, to bypass the difficulty authors use a weighted version of Edmond’s branching theorem (see [Schrijver, 2003] vol B, chapter 53) by which they produce the desired number of trees.

8.5 Concluding remarks

In this chapter, we investigated several approaches to achieve a broadcasting operation for a cluster of clusters. The first approach is by approximating the optimal broadcast tree with a new heuristic giving results as good as the best existing heuristic. Known heuristics combine different factors to minimize completion time. Our heuristic does not combine factors but decides at each iteration which elementary factor to satisfy. In the second approach, we defined an exact method to build the broadcast tree. We gave a generalization based on a dynamic-programming method to cluster of clusters. In fact, real

cluster of clusters architecture contains only a few number of clusters. Hence examining all possible broadcasting trees can be achieved in a reasonable time.

We have also pointed out methods based on dynamic programming or based on a multi-criteria approach. In any case, we are studying practical approaches in the sense that we tried to implement them in order to validate them experimentally, as much as possible. We all know that we may encounter a big gap between a nice theoretical result and its implementation that sometimes requires inefficient codes.

In the future, we suggest to the community to fully implement such heuristics inside MPI in order to check whether our predictions are verified on real large scale applications and systems. The challenge is twofold. First of all, to accomplish an experiment is arduous on any large scale system; for instance it is hard to measure the communication time because if you run your experiment on dedicated reserved nodes, the bandwidth is in general shared with others’ experiments. In fact, you need to reserve nodes, to deploy your code / kernel and to configure your environment. However, on Grid’5000 we have facilities to accomplish the tasks in a semi-automatic way. Second, we would like to offer a system able to broadcast information according to any message size. So, the challenge is to broadcast on the fly or according to a more ‘online’ policy.

Last but not least, an orthogonal path is also possible to implement efficient broadcast operations. All routers are now capable of multi-casting which is a synonym for broadcasting. It is quite easy to implement a daemon listening or broadcasting on a dedicated multicast port as it is explained in [Makofske and Almeroth, 2002, Wittmann, 2000]. The first challenge would be to simulate a \texttt{MPI\_Bcast} operation using the multicast infrastructure in a VLAN or at a more general level for the network infrastructure. If the first experiments are good, it will be interesting to re-implement MPI collective operation starting with the multicast operation as the basic building block instead of the send/receive operations.
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9.1 Introduction

Distributed computing is the art of using several computing elements (CEs) to solve a given problem. The elements may be parallel shared memory multiprocessor machines, desktop machines, laptops or any electronic devices that can process a set of control and arithmetic instructions.

The aim of distributing a computation is in general to achieve better execution time, but can also be motivated by solving a greater instance of some problems or solving several instances of the same problem each with different data. For other problems, sequential algorithms can even lead to unreasonable time to be run for certain sizes of the problem so it can be considered untractable. That is why those problems cannot be run with classical microprocessors. Nowadays, achieving parallelism through work distribution happens to be necessary in many scientific fields ranging from simulating fluid...
molecular dynamics and particle mechanics [Boillat, 1990] to solving large optimization and scientific problems [Bahi et al., 2006b].

Let us focus first on the CEs' capabilities. The computation power property is defined by the number of instructions that the CPU elements can execute during a time unit. But the whole computation power of a CE is usually not available for a target application because of operating system processes and user programs running at the same time on it. So the theoretical constant computing power is shared between the target computations and other processes on each CE. As a result, a computation should be able to adapt to the current available computing power of each involved CE. That is why the computation needs to take into account the environment in which it is executed.

In addition, because CEs may have heterogeneous computing power and because it may be difficult for some problems to decompose the work in balanced parts, some CEs may finish their work faster than others. Consequently they remain idle while waiting for the other processors to finish so they can all decide what the next steps of the computation will be. In order to alleviate idling on the one hand and to efficiently use CEs on the other hand, it may be necessary to assign work to CEs proportionally to their available computation power.

The process of deciding when to do it and how to do it is called a load balancing algorithm. Notice that we omit a rather particular case where the aim is only to keep CEs from remaining idle which is termed load sharing. We can see indeed that the former implies the latter but the opposite is not true.

The computing elements usually also communicate data to synchronize their actions and to manage the consistency of the solution being computed. The messages are exchanged between computing elements guided by the computation logic. The messages form a network whose nodes and links are respectively the CEs (or some entities running on them) and communication channels. Besides, channels may be fixed according either to an arbitrary pattern or a logical one. An arbitrary pattern is one that is constrained by the wire or whatever physical platform is used for communication. A logical pattern is rather constrained by the problem/solution entities that actually run in the distributed application. The communication pattern can support or not link failures and message loss. In the first case we say that the communication network is static while in the second we say it is dynamic.

In a static network, the communication network is considered to be static, i.e., no communication channel/link can be broken and no CE can crash or come down and join the computation again. The work on the presented algorithms corresponds to the era of the so-called cluster computing which experienced a great spread due to the existence of adequate programming and running libraries like MPI [Gropp et al., 1994] and PVM [Geist et al., 1994]. The computations are often run on high-speed local area networks. These two points outline the static network nature of the communication
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behavior since in general no process/machine can quit and join a computation in PVM or MPI and the network is considered to have predictable behavior during the computation and if it crashes the whole computation is considered crashed. This contrasts with the Internet Computing era in which we are living and which only began some years ago. That explains the move toward load balancing algorithms that support link/node failures.

9.2 A taxonomy for load balancing

Figure 9.1 shows what type of load balancing algorithms can be made according to locality of decisions/migrations and the time they are performed. We can see that these criteria define four types of load balancing. When the decision of how much work is given to each node is made before execution the algorithm is said to be static. If this decision is made at runtime then the algorithm is dynamic.\(^1\) The first column of Figure 9.1 features two static algorithm types one of which is centralized (Global Static Load Balancing, GSLB for short) whereas the other is distributed (Distributed Static Load Balancing, DSLB for short). GSLB algorithms are more common and they have some similarities with scheduling and mapping algorithms. In the second column of Figure 9.1, two other algorithm types are defined: Global dynamic load balancing (GDLB) and Distributed dynamic load balancing (DDLB). These algorithm types are run during execution and allow us to adapt load distribution as the computations proceed.

In the following, we restrict to the dynamic type algorithms which balance load during runtime. The processor which decides which load movements should take place in order to balance the load can be unique or not. If it is unique then the load balancing is said to be centralized or global (GSLB and GDLB classes); otherwise it is distributed or local (DSLB and DDLB classes). LeMair et al. [Willebeek-LeMair and Reeves, 1990] summarized the different techniques that were used in cluster computing oriented environments at the end of the 80s. Another important characteristic of GDLB is that load migration can take place between not necessarily neighboring CEs. Global load balancing algorithms obviously suffer from a bottleneck located at the coordinating processor and from other issues such as network latency because the load is not necessarily exchanged between neighboring nodes. Distributed (DDLB class) algorithms are more robust with respect to the first issue and suffer less from network latency because load information and load itself are

\(^1\) Notice that the total amount of load in the system/distributed computation can be constant or varying with time, i.e., load is consumed/created at runtime. The first case is also termed as “static load” balancing and the second is “dynamic load” balancing but the confusion is usually fixed rapidly as we do here.
FIGURE 9.1: Load balancing algorithm classes according to locality of decisions/migrations and the time they are performed.

exchanged only locally which means that no routing is needed. We shall restrict to this robust class of algorithms in the following sections.

Another important criterion, within the distributed dynamic algorithms class, is the number of participating nodes that can be less or equal to the total number of entities or processors involved in the computation. In the latter case, the algorithm is said to be synchronous (SGDLB and SDDLB classes of Figure 9.2); otherwise it is asynchronous (AGDLB and ADDLB classes of Figure 9.2). In the synchronous case, all processors stop computations, perform a load balancing step which involves load migration and finally resume computations. The diffusion algorithm, the Dimension Exchange (DE), the Generalized Dimension Exchange (GDE), the second order diffusion all originally run synchronously even if asynchronous implementations have been later investigated. See [Xu et al., 1995] for a comparison between synchronous and asynchronous implementations of Diffusion and GDE.

In the asynchronous scenario, only a subset of the processors does load balancing at a load balancing step. This usually happens when a processor detects that it is underloaded or overloaded with respect to its neighbors or to some fixed threshold values. SID and RID by LeMair et al. [Willebeek-LeMair and Reeves, 1993], DASUD by Cortes et al. [Cortes et al., 1999] are purely asynchronous algorithms, i.e., not adaptations of synchronous versions.

2The first scenario is termed as receiver initiated load balancing (RID shortly) and the second case as sender initiated (SID shortly).
FIGURE 9.2: Dynamic LB algorithm classes according to locality of decisions/migrations and the number of participating nodes.

The Gradient Model by Lin et al. [Lin and Keller, 1987], one of the earlier known algorithms, is a good example of noniterative algorithms of this class. In SDDLB algorithms, synchronous load balancing iterations are run alternatively with computation phases. During each iteration, load balancing algorithms let some nodes know the available computing power and must tell them which node has to exchange loads with which other nodes and to what amount. These decisions follow some logic that differs from one algorithm to another. The logic may be for example that of the Liquid Model [Henrich, 2004] or some other natural phenomenon. An intensively studied model is that of the physical diffusion model that describes how heat spreads through a liquid. What is interesting is that it can be modeled and studied according to the very developed theory of linear algebra because it is iterative\(^3\) in nature. Notice that not every iterative load balancing algorithm can be modeled by a mathematical iterative algorithm hence the important literature on diffusion on static/dynamic homo-/heterogenous networks. A derived form of diffusion called dimension exchange has also received a lot of attention due to its closeness to diffusion and to its ability to be implemented on running platforms that do not enable a CE to concurrently communicate with all of its neighbors.\(^4\)

\(^3\)In the mathematical acceptation.

\(^4\)In computer systems, this may apply to ones that do not support multiprocessing or multithreading.
This chapter relates to “static load” synchronous distributed dynamic load balancing algorithms namely the SDDLB class of Figure 9.2. But these algorithms can easily be adapted for a “dynamic load” context. We first present their theoretical aspects for static networks in Section 9.3 and then for dynamic networks in Section 9.4. Afterward, Section 9.5 explains practical aspects of integrating a load balancing algorithm into any distributed algorithm. Finally, Section 9.6 shows how load balancing is integrated into a real world scientific application and the obtained gain in static and dynamic network contexts. This chapter ends with a conclusion and some perspectives.

9.3 Distributed load balancing algorithms for static networks

In this section, popular load balancing algorithms for static networks are considered. We focus in particular on two iterative algorithms that have been adapted for dynamic networks namely diffusion and dimension exchange and on their different developments. They participated in improving their performances and in making them able to be run on other static networks than the one they were originally designed for, i.e., the n-dimensional hypercube. But before investigating Diffusion and Dimension Exchange, their variance and their adaptation to dynamic networks, on the one hand, we need first to present the notations used hereafter. On the other hand, because a load balancing algorithm should be assessed like any other distributed algorithm, we should present the measures that permit to judge the effectiveness of any load balancing algorithm. These two points are the focus of the next section.

9.3.1 Network model and performance measures

A distributed-memory parallel system of \( n \) processors linked with an interconnection network is modelled by a graph \( G = (V,E) \) where vertices \( V \) and edges of \( E \) represent the processors and links between them, respectively. Note that in a dynamic context, \( E \) is constituted only by links that are alive. A link is alive when it can deliver messages in both directions [Aiello et al., 1993]. A link that is not alive is said to be broken. Let \( E'_B \) be the set of broken edges in the graph \( G \) at time (iteration) \( t \) and \( N'_i \) = \( \{ j \in V : (i, j) \in E \land (i, j) \notin E'_B \} \) the set of neighboring nodes of processor \( i \) at time \( t \). The workload of node \( i \) is represented by a nonnegative integer scalar value \( w_i \). At time \( t \) the system’s load distribution is represented by the vector \( W^t = \{ w^t_1, w^t_2, w^t_3, \ldots, w^t_n \} \). The target of the load balancing process is to make this load distribution system converge towards the uniform load distribution represented by vector \( \overline{W} = \{ \overline{w}, \overline{w}, \overline{w}, \ldots, \overline{w} \} \) where \( \overline{w} \) is the load that every node should have re-
ceived if a global knowledge of the overall system’s load were known. If the system is built by assembling homogeneous processor powers and link bandwidths then $\bar{\omega} = \sum_{i=1}^{n} \frac{\omega_i}{n}$. In the other case, suppose each processors’ power is represented by value $s_i$. Then node $i$ should be allocated a workload which is proportional to its power: that is $\bar{w}_i = \frac{\sum_{i=1}^{n} \omega_i}{\sum_{i=1}^{n} s_i} s_i$.

Performance metrics

Three fundamental properties are usually considered when assessing the performance of a load balancing algorithm: its termination, its efficiency and its stability [Xu and Lau, 1992]. The notion of termination relates to the ability of the algorithm to lead any initial load distribution to the average load one. This is done mainly by means of formal proofs. The efficiency is a subsidiary result of the termination proof because it shows the execution time a given algorithm spends to reach a load balanced state. If the algorithm is iterative then the rate of convergence is more suitable to assess efficiency. Thirdly, the quality of the obtained global balance is an important criterion because the load is often not so evenly distributed and there still subsists an unbalance between indirectly linked nodes. Similarly to efficiency, if the algorithm is iterative (not direct) than the stability of the algorithm reflects its quality. In practice, this is modeled by some norm of the vector $\bar{W} - W^t$ and is also called the global imbalance. The norm may be the Euclidean max norm noted $l_1 = max_i (|\bar{w}_i - w_i|)$ or the quadratic one $l_2 = (\sum_i (\bar{w}_i - w_i)^2)^{1/2}$ which will be referred to in this chapter.\(^5\) One important remark should be made here about the cost of load balancing. In static networks, as clarified by Elsesser et al. [Elsasser et al., 2002], iterative algorithms of diffusion compute the minimum flux over the network edges. But according to experiments shown in [Sider and Couturier, 2009], this is unfortunately not true in dynamic networks. Indeed, in dynamic networks, the load is eventually balanced by the process but this one does not act according to the heuristic of “minimum flux over network edges” like in static networks. Consequently, the amount of work loads moved over the network edges is an important criterion for a load balancing algorithm especially in dynamic networks since it measures transmission costs and it possibly acts on the efficiency of the algorithm in synchronous implementations.

\(^5\)Rate of convergence and stability are the two important properties of any iterative algorithm, in the mathematical acceptation.

\(^6\)It is well known that the max norm, the infinite norm and the Euclidian norm are mathematically equivalent in $\mathbb{R}$. 
9.3.2 Diffusion

The diffusion algorithm also known as a First Order Scheme means that the decisions of the load balancing algorithm at time-step $t$ only use load information of the previous time-step $t - 1$ and was devised by the pioneering Cybenko in [Cybenko, 1989]. The author supposed a static network communication pattern having a hypercube shape. The hypercube is a particular graph that has many interesting properties. First a hypercube of size $n$ nodes is said to have $D = \log_2 n$ dimensions. It follows that each of the $n$ nodes has a degree equal to the hypercube dimension $D$. Neighbor identifiers of a node having identity $i$ are particular in that each one differs only in one bit from that of $i$. In practice a hypercube of dimension $D$ is built using two hypercubes of dimension $D - 1$ and by adding a link from each node of the first hypercube to the node having the same identifier in the other hypercube. Finally, both identifiers are modified by adding one prefix bit and giving it the value 0 for the node of the first hypercube and the value 1 for the node of the other hypercube.

Figure 9.3 shows three examples of hypercubes of dimension one, two and three. The reader should notice how we apply the process that we have described to build the hypercube of dimension two by using two hypercubes of dimension one. We can also check the properties of the hypercubes and in particular the equality of the degree and the diameter.

By the diffusion iterative scheme of Cybenko, on the hypercube static structure, a node $i$ exchanges a portion noted $\alpha$ of its load difference $|w^t_j - w^t_i|$ with its neighbor $j$ where $\alpha = \frac{1}{\Delta + 1}$; $\Delta$ being the maximum degree of $G$. For example, in the hypercube of dimension 3 (cf. Figure 9.3(c)), $\alpha = \frac{1}{3+1} = \frac{1}{4}$. Later, FOS had been optimally tuned for some general static structures called k-ary n-cubes by Xu et al. [Xu and Lau, 1994]. The tuning of FOS is achieved by looking for a diffusion parameter noted $\alpha_{opt}$ that is neither necessarily constant nor equal to $\frac{1}{\Delta + 1}$. Moreover, authors gave general formulae to compute it for chain, ring and mesh structures. Boillat’s independently devised FOS version [Boillat, 1990] is another approach for choosing the diffusion parameter which becomes dependent in the degrees of two considered processors; i.e., $\alpha_{i,j} = \frac{1}{\max(d_i, d_j) + 1}$ where $d_i$ and $d_j$ represent degrees of nodes $i$ and $j$ respectively.\footnote{The Boillat diffusion scheme can be seen as a generalization of diffusion to arbitrary networks.} Anyway, by the FOS diffusion algorithm, the load evolution of processor $i$ at time $t$ is done according to formula 9.1 where $\alpha_{i,j}$ is fixed according to one way from the three above-cited ones.

$$w^t_i = w^{t-1}_i + \sum_{j \in N_i} \alpha_{i,j}(w^{t-1}_j - w^{t-1}_i)$$ (9.1)
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FIGURE 9.3: The hypercube network of dimension 1, 2 and 3.
By grouping the terms $w_{t-1}^i$ we obtain the following equation

$$w_t^i = (1 - \sum_{j \in N_i} \alpha_{i,j})w_{t-1}^i + \sum_{j \in N_i} \alpha_{i,j}w_{t-1}^j$$  \hspace{1cm} (9.2)$$

which makes it obvious that the equation 9.1 is linear. The system load evolution between iterations $t - 1$ and $t$ can thus be expressed by equation 9.3

$$W^t = MW^{t-1}$$  \hspace{1cm} (9.3)$$

where $W^t$ is the system load vector of size $n$ and $M$ is called the diffusion matrix which is defined by its entries $m_{ij}$ such that

$$m_{ij} = \begin{cases} 
\alpha_{ij} & \text{if } i \neq j, \\
1 - \sum_{j \in N_i} \alpha_{ij} & \text{if } i = j.
\end{cases}$$

The diffusion matrix $M$ is symmetric and doubly stochastic, i.e., $\sum_i m_{ij} = 1$. Cybenko proved that this scheme converges to the uniform load distribution $W$. Where the Cybenko and Boillat’s schemes offer straight ways to fix $\alpha_{ij}$ which may be the easiest to implement, Xu devised another determination way for $\alpha_{ij}$ and thus for $M$. In order to find the unique value of $\alpha$ that maximizes the rate of convergence of algorithm 9.3, the eigenvalues of the diffusion matrix should be computed. The second largest of them noted $\gamma$ plays the most important role in the rate of convergence since this is equal to $\log \gamma$. To make the convergence rate the fastest, $\gamma$ should be minimized. This method is not direct and needs to be conducted for every topology. Nevertheless, several studies on some classical topologies have been carried, thus:

$$\alpha = \begin{cases} 
\frac{1}{2} & \text{for a chain} \\
\frac{1}{2n} & \text{for a mesh } k_1 \times k_2 \times \ldots k_n \\
\frac{1}{2n+1-\cos(\frac{2\pi}{k})} & \text{for a torus } k_1 \times k_2 \times \ldots k_n \text{ where } k = \max k_i \\
\frac{1}{n+1} & \text{for an hypercube of dimension } n
\end{cases}$$  \hspace{1cm} (9.4)$$

Let us illustrate with more details the functioning of FOS. According to the methods we have just presented the diffusion matrix $M$ may be determined in function of the degree of each node, in function of the degree of the graph or for an optimal convergence rate. For the hypercube of dimension 3 of Figure 9.3(c), a regular graph (same degree for all nodes), we can see that the the three methods coincide for the choice of $\alpha$ and thus the same diffusion matrices are found. Consider now the arbitrary network of Figure 9.4.

Table 9.1 shows the obtained diffusion matrices with Boillat’s method (a) and with Cybenko’s method (b).

For Xu’s method, positive entries of both matrices should be replaced with $\alpha$ except diagonal entries for which we have $1 - x\alpha$ where $x$ is the number of nonzero entries of the considered row. The matrix $M$ is usually written
Load balancing algorithms for dynamic networks

FIGURE 9.4: An arbitrary network of size 4.

Table 9.1: Diffusion matrices for the network of Figure 9.4.
in function of the Laplacian \( L \) of the considered graph in order to take into account the graph shape, on the one hand, and to facilitate the task of computing \( \alpha_{\text{opt}} \), on the other hand. Indeed, \( M = I - \alpha L \) where \( L = AA^T \) is the Laplacian, \( A \) is the incidence matrix of the graph, \( A^T \) its transpose and \( I \) the identity matrix of size \( n \). The convergence rate of diffusion is a function of \( \gamma \), the second largest eigenvalue in absolute values of the diffusion matrix eigenvalues: \( \gamma = \max |\mu_2|, |\mu_n| \) (\( 1 = \mu_1 > \mu_2 > \ldots > \mu_n > -1 \)). The rate of convergence is precisely equal to \( -\log \gamma \) with \( 0 < \gamma < 1 \) and consequently \( \log \gamma < 0 \) and \( -\log \gamma > 0 \). The convergence rate is maximum when \( \gamma \) is minimum. Because of the relation between \( M \) and \( L \), we have \( \mu_n = 1 - \alpha \lambda_2 \) and \( \mu_2 = 1 - \alpha \lambda_n \) where \( \lambda_2 \) and \( \lambda_n \) are respectively the second smallest and second largest of the Laplacian eigenvalues \( (0 = \lambda_1 < \lambda_2 < \ldots < \lambda_n) \). \( \gamma \) is minimum when \( \alpha_{\text{opt}} = \frac{2}{\lambda_2 + \lambda_n} \) [Xu and Lau, 1996].

So far we have not dealt with communication links bandwidths that may be heterogenous, i.e., not equal, yet. The diffusion algorithm has been adapted to this context (with homogenous computing powers) by Diekmann in [Diekmann et al., 1999]. Finally, diffusion in heterogenous CEs and communication links was studied by Elsasser et al. [Elsasser et al., 2002] and independently by Rotaru et al. [Rotaru and Nageli, 2004] who put the latest developments of diffusion on static networks.

### 9.3.3 Dimension exchange

Another approach for direct neighbor load balancing is to let a processor exchange some load with only one of its neighbors at each load balancing step. Cybenko in [Cybenko, 1989] presented the DE (Dimension Exchange) algorithm on the structure of a hypercube interconnecting network. Under this scheme, a processor with id \( i \) will exchange some load with some other node \( j \) (and vice versa) on a dimension of the hypercube noted \( d \) and computed according to formula \( d = (t \mod D) + 1 \) where \( t \) and \( D \) are respectively the current iteration number of the load balancing algorithm and the number of dimensions of the hypercube; hence the name of the algorithm. Indeed each dimension of the hypercube is a set of edges (whose extremities are pairs of CEs) so that each one can be noted \( E_d \). Formula 9.5 shows how the load of processor \( i \) evolves between iteration \( t - 1 \) and \( t \).

\[
    w^t_i = w^{t-1}_i + \frac{1}{2} (w^{t-1}_j - w^{t-1}_i) \quad \text{if} \ (i,j) \in E_d \quad \text{and} \quad d = (t \mod D) + 1 \quad (9.5)
\]

By doing the same work of grouping \( w^{t-1}_i \) terms we also finish with the linear equation

\[
    W^t = M_d W^{t-1} \quad (9.6)
\]
where $W^t$ is the system load vector of size $n$ and $M_d$ is called the *diffusion matrix* of dimension $d$ which is defined by its entries $m_{ij}$ such that

$$m_{ij} = \begin{cases} 
\frac{1}{2} & \text{if } i \neq j \text{ and } (i, j) \in E_d, \\
\frac{1}{2} & \text{if } i = j \text{ and } (i, j) \in E_d, \\
0 & \text{elsewhere.}
\end{cases}$$

Let us illustrate the functioning of DE with an hypercube of dimension 3. Figure 9.5 shows what are the links on which load exchange takes place at iterations 0, 1 and 2. For example, at iteration $t = 0$ CE with id 0 (000 in the figure) computes $d = 0 \mod 3 + 1 = 1$ and CE with id 1 (001) finds equally $d = 1$ which means that their ids differ only in bit number one from the left. So node 0 and 1 can compute the id of their partner in the load exchange by simply inverting the $d^{th}$ bit of their ids. The same reasoning is applied by other nodes at iteration 0 to find the id of their pair (so at iteration 0 nodes along a vertical link can exchange some of their loads). At iteration $t = 1$ however, node 0 finds $d = 2$ which means that its pair id is different by the second bit from the left of its own id thus calculating 010 = 2 so the edge (0,2) will serve for load exchange. By this same reasoning we will have load exchange on edges (1,3), (4,6) and (5,7) (so at iteration 1, nodes along an in-depth link can exchange some of their loads). At iteration 2, nodes along an horizontal link can exchange some of their loads. We can notice that after three iterations load is exchanged on all dimensions, as illustrated in Figure 9.5. Cybenko [Cybenko, 1989] stated that the DE algorithm will converge after exactly $t = D$ iterations for an hypercube of dimension $D$ whatever the initial load distribution is.

Later on, Hosseini et al. [Hosseini et al., 1990] generalized DE for arbitrary interconnection networks by simulating the $D$ dimensions with the maximum number of $K$ colors necessary for coloring the edges of the graph representing the network topology. It is well known that their minimum number is bounded with the maximum degree of the graph $\Delta$: $\Delta \leq K \leq (\Delta + 1)$ [Fiorini and Wilson, 1978]. Load exchange takes place between two nodes $i$ and $j$ iff $i$ and $j$ are the extremities of some edge $e \in E$ having color $k = t \mod K + 1$. However, with DE and its generalized Hosseini version, the portion of load difference that is effectively exchanged is $\lambda = \frac{1}{2}$ and for this reason this scheme is called ADE (*Averaging Dimension Exchange*). If we note by $E_k$ the edge set of color $k$, then for a CE $i$, the load evolves according to formula

$$w_i^t = w_i^{t-1} + \frac{1}{2}(w_j^{t-1} - w_i^{t-1}) \text{ if } (i,j) \in E_k \text{ and } k = (t \mod K) + 1. \quad (9.7)$$

Again the system load evolves according to the linear equation

$$W^t = M_kW^{t-1} \quad (9.8)$$

where $W^t$ is the system load vector of size $n$ and $M_k$ is called the *diffusion*
matrix of color $k$ which is defined by its entries $m_{ij}$ such that:

$$m_{ij} = \begin{cases} 
1 & \text{if } i \neq j \text{ and } (i, j) \in E_k, \\
1/2 & \text{if } i = j \text{ and } (i, j) \in E_k, \\
1 & \text{if } i = j \text{ and } (i, j) \notin E_k, \\
0 & \text{elsewhere}.
\end{cases}$$

Notice that with ADE some diagonal entries of $M_k$ are set to 1 simply because a node has not all the $K$ colors on its incident edges. Notice also that unlike DE, that converges after exactly $D$ iterations on the hypercube, ADE also converges on arbitrary networks but usually after more than $K$ iterations.

To illustrate ADE on arbitrary networks, we come back to Figure 9.4. Before running ADE, we must color the graph. In this case we need at most 3 colors. Figure 9.6 shows one possible edge-coloring of the arbitrary network of Figure 9.4. The colors are 1, 2 and 3 so we have three edge sets $E_1 = \{(1, 2), (3, 4)\}$, $E_2 = \{(1, 3)\}$ and $E_3 = \{(2, 3)\}$ and three diffusion matrices $M_1$, $M_2$ and $M_3$ that are shown in Table 9.2.

### 9.3.4 GDE

With GDE (Generalized Dimension Exchange) [Xu and Lau, 1992] or ODE (Optimally tuned DE), Xu et al. proved that setting $\lambda = \frac{1}{2}$ would lead to the maximum convergence rate only on the hypercube. As for ADE for arbitrary
networks, GDE needs an edge-coloring. They go on and give an alternative way to fix the optimal value $\lambda_{opt}$ for the k-ary n-cube structures like the chain, the ring, the mesh and the torus. Formula 9.9 expresses how node $i$ load evolves at each timestep $t$

$$ w^t_i = w^{t-1}_i + \lambda_{opt}(w^{t-1}_j - w^{t-1}_i) \quad (9.9) $$

where

$$ \lambda_{opt} = \begin{cases} \frac{1}{2} & \text{for an hypercube,} \\ 2 - \sqrt{2(1 - \cos(\frac{2\pi}{n}))} & \text{for a } 2n_1 \times 2n_2 \text{ torus where } n = \max n_1, n_2, \\ \frac{2 - \sqrt{2(1 - \cos(\frac{2\pi}{n}))}}{1 + \cos(\frac{2\pi}{n})} & \text{for a ring of size } 2n, \\ \frac{2 - \sqrt{2(1 - \cos(\frac{2\pi}{n}))}}{1 + \cos(\frac{2\pi}{n})} & \text{for a mesh } n_1 \times n_2 \text{ where } n = \max n_1, n_2, \\ \frac{2 - \sqrt{2(1 - \cos(\frac{2\pi}{n}))}}{1 + \cos(\frac{2\pi}{n})} & \text{for a chain of size } n. \end{cases} \quad (9.10) $$

The difference with ADE is that entries of any $M_k$ that correspond to an edge of color $k$ now will have a unique $\lambda_{opt}$ as value. The diagonal entry of each row is then computed so that we express that the load is conserved by the load balancing algorithm. The application of $k$ successive load balancing steps results in the system load evolving to

$$ W^{(t+k)} = M_{k-1} \times M_{k-2} \times \cdots \times M_0 W^{(t)} = M(\lambda)W^{(t)}, $$

where $M(\lambda)$ is called the GDE matrix. $M(\lambda)$ corresponds to the diffusion matrix $M$ of the diffusion algorithm. The load distribution converges at a rate of $-\log \gamma$, hence the optimal value of $\lambda$, $\lambda_{opt}$ for a graph with Laplacian $L$ is $\lambda_{opt} = \frac{2}{\lambda_2 + \lambda_n}$ where $\lambda_2$ and $\lambda_n$ are respectively the second smallest and second largest eigenvalues of $L$ (see [Xu and Lau, 1996] for details).
With DE for the hypercube a given processor makes load balance operations successively with all of its neighbors. The order is fixed according to the dimension. But with ADE or GDE for arbitrary networks, the order is fixed according to color index $k$.

### 9.3.5 Second order algorithms

A second order diffusion scheme (SOS hereafter) is simply a diffusion load balancing algorithm that uses load information of timestep $t - 1$ and that of timestep $t - 2$ to make a decision on the amount of load to exchange at timestep $t$. Diekmann et al. [Diekmann et al., 1999] introduced the second order diffusion. The scheme relies on a ponderation parameter $\beta$. At timestep $t$, the load of node $i$ exchanging load with neighbor $j$ evolves as described in equation 9.11.

$$
\begin{align*}
  w_{i}^{1} &= w_{i}^{0} + \alpha_{ij}(w_{j}^{0} - w_{i}^{0}) \text{ if } t = 1 \\
  w_{i}^{t} &= (\beta - 1)(w_{i}^{t-2} - w_{i}^{t-2}) + \beta\alpha_{ij}(w_{j}^{t-1} - w_{i}^{t-1}) \text{ if } t \geq 2.
\end{align*}
$$

(9.11)

The SOS diffusion algorithm converges if and only if $\beta \in [0, 2]$ by a result from Varga [Varga, 1962]. Additionally, care should be taken in setting the $\beta$ value because the load balancing iterative algorithm has the additional constraint that the variables $w_{i}^{t}$ must remain nonnegative (see [Vernier, 2004] page 64 for details).

Another second order diffusion scheme called the Chebyshev scheme has been introduced by Gosh et al. in [Ghosh et al., 1996]. It has the property that $\beta$ depends in timestep $t$ and is computed according to equation 9.12 where $\mu_{2}$ is the second largest eigenvalue of the diffusion matrix $M$. As for SOS, care should be taken when setting $\beta^{t}$ (ibid.).

$$
\begin{align*}
  \beta^{1} &= 1 \text{ if } t = 1 \\
  \beta^{2} &= \frac{2}{2 - \mu_{2}^{2}} \text{ if } t = 2 \\
  \beta^{3} &= \frac{4}{4 - \mu_{2}^{2}} \text{ if } t \geq 3
\end{align*}
$$

(9.12)

### 9.4 Distributed load balancing algorithms for dynamic networks

As we previously mentioned, a dynamic network is a model for a communication network where some links may be down and be recovered or some messages lost but the nodes are not allowed to crash or to come down and recover. FOS and GDE have received a lot of attention for their simplicity and
solid theoretical bases in static networks and so just naturally for dynamic ones.

9.4.1 Adaption to dynamic networks

The adaptation to dynamic networks of diffusion and dimension exchange is based on the hypothesis that the nodes cannot crash and recover but the links can. So, this is the model for a grid computing infrastructure where some communication channels can become unavailable for physical or logical crash. A logical link failure is for instance a network contention that leads to not delivering application messages carried out by the TCP (Transfer Control Protocol) transport protocol.

Bahi et al. [Bahi et al., 2003b] adapted DE for the hypercube with broken edges. The adaptation is done by giving the necessary and sufficient conditions that make an algorithm “good” for a dynamic network. For instance with DE, the algorithm proceeds by dimensions such as in static networks but if an edge is broken then it is simply not used. Later on, the general scheme for adapting GDE for dynamic networks of any initial shape was sketched by Bahi et al. in [Bahi et al., 2005] and named GAE (Generalized Adaptive Exchange). We will come back to it in the next section more in depth. Diffusion algorithms have also been studied in this new network model. We will just cite important literature about diffusion on dynamic networks by Bahi et al. [Bahi et al., 2005] and Elsasser et al. [Elsasser et al., 2004]. Finally, Relaxed FOS algorithm (called RFOS) [Bahi et al., 2003a] for dynamic networks has proven to be faster than FOS. DE, GAE, FOS and RFOS on dynamic networks rely on a simple yet very realistic hypothesis that no part of the network remains disconnected during the application of the load balancing algorithm.

The analytical proof for load balancing termination on dynamic networks relies on the definition of the communication graph for load balancing at time \( t \) noted \( G^t \). This graph contains all the edges that are used for load balancing at time \( t \). The superposed communication graph for load balancing between times \( t \) and \( t + n \), noted \( G^{t,t+n} \), is then defined by the superposition of the communication graph from time \( t \) to time \( t + n \). The necessary and sufficient condition for a load balancing algorithm to reach the load balance state on dynamic networks is as follows: If for every \( t \) it exists an instant \( t + n \) such that the superposed communication graph \( G^{t,t+n} \) is connected, then the load balancing algorithm converges (please refer to [Bahi et al., 2003a] for the proof; Vernier [Vernier, 2004] also gives a detailed proof in French).

9.4.2 Generalized adaptive exchange (GAE)

The GAE (Generalized Adaptive Exchange) [Bahi et al., 2005] is the adaptation of GDE for dynamic networks in which broken edges are considered. There are many differences between GDE and GAE. First, GDE is based on an edge-coloring while GAE is not. For a given node, at time \( t \), a node does
not balance its load on an edge with color \( k \) but it balances its load with any neighbor provided that this neighbor is not balancing its load with another node at the same time. This modification is essential in the context of a dynamic network. As an example, suppose that using GDE a processor \( i \) must balance its load with its neighbor \( j \) on the edge of color \( k \). If the edge is broken then \( i \) will not be able to balance its load with \( j \). But with GAE, node \( i \) can balance its load with another node, say \( h \), provided that the link \((i, h)\) is not broken and \( h \) is not balancing its load with one of its neighbors. With GAE, load evolution of CE \( i \) evolves according to equation 9.13.

\[
\begin{align*}
    w^i_t &= w^{i-1} + \lambda(w_{j}^{i-1} - w^{i-1}) \\
    &= w^{i}_t \text{ if } i \text{ does not communicate with any neighbor at time } t
\end{align*}
\]

Authors showed that this can be done according to different policies, all of which are only a particular case of FOS on dynamic networks and hence the convergence of GAE is guaranteed under the same assumptions. The outcome of these policies is a set of neighboring nodes pairs. The next few sections explain briefly the different policies and more extensively the one that is named most to least loaded.

### 9.4.2.1 Basic strategies

GAE can be performed according to three different policies named arbitrary, random and most to least loaded (M2LL). The outcome of each of these policies is a set of pairs (two neighbor nodes) that should exchange load. The arbitrary policy consists in letting each CE choose a pair on the basis of its highest/lowest identifier or by a round robin order (the edge-coloring is simply a particular implementation of it). By the random policy, however, the process of choosing a pair is probabilistic because a node randomly selects one of its neighbors. This policy is similar to Random Polling which has been broadly investigated by Sanders [Sanders, 1994] but only in static networks.

Finally, the most to least loaded policy (M2LL) consists in choosing as pairs the two nodes of each neighborhood domain that have the greatest imbalance. By tackling these imbalances precisely, the global imbalance is reduced in its most important terms which in turn leads very fast to the balance state.

### 9.4.2.2 Most to least loaded policy (M2LL)

The outcome of M2LL is a finite set of pairs such that each one represents two processors which have the greatest unbalance of their neighborhood. By making these two nodes exchange some load, the objective is to tackle all such imbalances and thus to reach a balanced state as quickly as a pair can be formed. The GAE algorithm together with the M2LL policy can be seen as a per-iteration implementation of GDE. In fact, M2LL creates, when it is
invoked (generally before applying GAE), a virtual ad hoc coloring in which
nodes of each dimension are chosen in such a way, that the load they will ex-
change will lead to a fast convergence to the uniform load distribution. Fixed
pairs are different from one iteration to another according to load differences
between nodes and available alive links.

M2LL distributed algorithm (illustrated in algorithm 9.4.1) uses many con-
cepts and proceeds by stages. A short explanation will be given here; for a
full description please see [Bahi et al., 2006a]. The concepts are the decision
of a processor, the load order, the interest for load balancing, the best inter-
est, the most interesting processor, the degree of freedom of an interesting
processor and the preference of a processor. Each M2LL iteration has exactly
four stages. The first stage is simply load information exchange with avail-
able neighbors on living links. The second stage is named interest exchange
during which the best interest of each processor is exchanged within its neigh-
borhood $N_i^t$ at timestep $t$. After that stage, each processor determines the
set of its best interesting processors $B_i^t$. The best interesting processor is
searched by the preference function which acts on $B_i^t$ or on the set of less
loaded interesting processors $L_i^t \subseteq B_i^t$ if node $i$ has the so-called “problem of
centered load.” This search and exchange constitute the third stage. Finally,
the best interesting processor identifier is exchanged between nodes of each
$B_i$, the pair processor is eventually found by each participating node and the
new status of each processor is exchanged within $N_i^t$. The notion of deci-
sion in conjunction with the existence of a pair is equivalent to the relation
“node $i$ communicates with node $j$” that is used in the definition of the GAE
algorithm [Bahi et al., 2005].

In the first stage (lines 4-5), each processor exchanges load information
locally on alive links then keeps iterating (lines 10-27) within M2LL until it
finds a pair or knows that all its neighbors took their decision. During one
M2LL sub-iteration, a processor exchanges two kinds of messages: interest
exchange and decision messages. On line 13, the outcome of the preference
function is sent to adjacent nodes that are “not decided yet.” Finding the
most interesting processor allows each node to eventually find a pair. The
necessary condition is stated in line 16. In the last stage (lines 21-22), each
processor indicates to its neighbors, participating in the current M2LL sub-
iteration whether it has found a pair by a decision message. If so, its neighbors
that have not succeeded in taking their decision after the current sub-iteration,
remove it from their respective load orders.

Experimental results showed clearly that although GAE with M2LL policy
suffers from migration communication cost that should be reduced, it is still
faster than RFOS in dynamic networks and achieves a good quality of balance
comparable with that of DE or GDE on static networks.
Algorithm 9.4.1 Generalized Adaptative Exchange (GAE) with the M2LL policy

1: \( \text{decided}_t^i(i) = \text{false}; \)
2: \( \text{Pair}_t^i = \text{UNKNOWN}; \) \{GAE start\}
3: \textbf{for all} \( j \in N_t^i \) \textbf{do}
4: \quad \text{send}(w_t^i, j);
5: \quad \text{receive}(w_j^i);
6: \textbf{end for} \{exchange load information with all living links\}
7: \quad \text{bool} \; \text{localBalance}_t^i = \forall j \in N_t^i : |w_j^i - w_t^i| \leq 1;
8: \textbf{if} (\text{localBalance}_t^i = \text{false}) \textbf{then}
9: \quad \{\text{M2LL start}\}
10: \quad \text{while} \; \neg \text{decided}_t^i(i) \textbf{do}
11: \quad \quad \text{Find the processor MostInteresting}_t^i; \{\text{with the preference function}\}
12: \quad \quad \textbf{for all} \; j \in N_t^i \text{ such that } \neg \text{decided}_t^i(j) \textbf{do}
13: \quad \quad \quad \text{send(MostInteresting}_t^i, j);
14: \quad \quad \quad \text{receive(MostInteresting}_t^i);
15: \quad \quad \textbf{end for}
16: \quad \quad \text{Pair}_t^i = j \iff \exists j \in N_t^i : \neg \text{decided}_t^i(j) \land \text{MostInteresting}_t^i = j \land \text{MostInteresting}_t^i = i \{\text{Find pair}_t^i\}
17: \quad \quad \textbf{if} (\text{Pair}_t^i \neq \text{UNKNOWN}) \textbf{then}
18: \quad \quad \quad \text{decided}_t^i(i) = \text{true};
19: \quad \quad \textbf{end if}
20: \quad \quad \textbf{for all} \; j \in N_t^i \text{ such that } \neg \text{decided}_t^i(j) \textbf{do}
21: \quad \quad \quad \text{send(decided}_t^i(i), j);
22: \quad \quad \quad \text{decided}_t^i(j)=\text{receive(decided}_t^i(j));
23: \quad \quad \textbf{end for}
24: \quad \quad \textbf{if} (\text{Pair}_t^i = \text{UNKNOWN}) \textbf{then}
25: \quad \quad \quad \text{decided}_t^i(i) = \exists j \in N_t^i : \neg \text{decided}_t^i(j);
26: \quad \quad \textbf{end if}
27: \quad \textbf{end while}
28: \{\text{M2LL end}\}
29: \textbf{if} (\text{decided}_t^i(i) = \text{true}) \textbf{then}
30: \quad \textbf{if} (\text{Pair}_t^i = j \neq \text{UNKNOWN}) \textbf{then}
31: \quad \quad w_{t+1}^i = w_t^i + \lambda(w_j^i - w_t^i);
32: \quad \else
33: \quad w_{t+1}^i = w_t^i;
34: \quad \textbf{end if}
35: \quad \textbf{end if(GAE end)}
36: \quad \text{migrate-load();}
37: \textbf{end if}
9.4.3 Illustrating the generalized adaptive exchange most to least loaded policy on a dynamic network

In order to show more clearly how the GAE M2LL algorithm balances the load in a dynamic network, let us proceed with an example. Figure 9.7 shows in 9.7(a) the initial static network, nodes ids are noted outside and their load is inside. We will follow the synchronous execution of GAE using a standard exchange value $\lambda = \frac{1}{2}$ even if an optimal value will be faster as was reported in [Sider and Couturier, 2009].

At the beginning of every GAE iteration, the broken edges are supposed to be known. For example in 9.7(b) the edge (2, 3) is broken. On every edge, we can see the interest of each node extremity for the other node extremity. The interest is a measure of the difference in load between two processors $i, j$. 

FIGURE 9.7: GAE running with M2LL on an arbitrary dynamic network of 4 nodes.
and is equal to $|w_j - w_i|$. For instance in Figure 9.7(b), the interest of node 3 for node 4 is 30 load units. Likewise $\text{Interest}_1(3) = 10$, $\text{Interest}_3(1) = 10$ and $\text{Interest}_1(2) = \text{Interest}_2(1) = 30$. The imbalance of a neighborhood is captured by the best interest for load balancing which is simply the maximum interest for a node. For example, for node 1 in Figure 9.7(b), $\text{BestInterest}_1 = \max\{10, 30\} = 30$, for node 3 $\text{BestInterest}_3 = \max\{10, 30\} = 30$, likewise $\text{BestInterest}_2 = \max\{30\} = 30$ and $\text{BestInterest}_2 = \max\{30\} = 40$.

At this stage every node knows the greatest imbalance in its neighborhood and its imbalance with each of its neighbors so we can say that it is interested in definitive by its neighbors that have the greatest imbalance; they form the set of its interesting processors. For example, node 1 is interested by node 2 (the + sign in the figure) but not by node 3 (the - sign). Therefore $B_1 = 2$ and $B_2 = 1$. Similarly, $B_3 = 4$ and $B_4 = 3$. Only some steps are now necessary to each node to find its pair. The pair of each node is searched for in the set of its interesting processors. Before deciding on a pair, a single step called the finding of the most interesting processor is performed. By this operation, each node $i$ selects one processor from $B_i$ as a candidate pair. If $B_i$ is a singleton then things are rather simple; the only interesting processor is the most interesting processor for $i$. This happens to be the case for our nodes in this example so $\text{MostInteresting}_1 = 2$, $\text{MostInteresting}_2 = 1$, $\text{MostInteresting}_3 = 4$ and $\text{MostInteresting}_4 = 3$. After this selection is made, its result is exchanged between all nodes of the union of $B_i$s. Now, M2LL is about to reach its first iteration. Node 1 pair is 2 and (3, 4) is the other pair. M2LL finishes and GAE can proceed. Load exchange results in a new load distribution depicted in Figure 9.7(c). Notice that the global imbalance that was $\sqrt{(10 - 20)^2 + (40 - 20)^2 + (0 - 20)^2 + (30 - 20)^2} \approx 7.9$ is reduced to 2.5 at the beginning of the second GAE iteration.

Indeed Figure 9.7(c) also shows that the network topology has changed at the start of the GAE iteration 2. The link (2, 3) is now alive while (1, 3) is broken. By following the same steps as we do for GAE iteration 1, nodes search anew for pairs in M2LL iterations and again only one is needed in order for all nodes to find a pair or to know that all their neighbors have taken their decision (to find a pair or not to find a pair because all neighbors have pairs). Figure 9.7(f) shows a particular load situation. Processor 3 has a problem of centered load. Therefore he has to choose its most interesting processor in $L_i$ which is the set of its underloaded interesting processors. At the end of M2LL iteration 1, the pair (3, 4) is formed and processor 3 informs CE 2 that it has found a pair. In M2LL iteration 2, processor 2 finds that all its neighbors are either on broken edges or have already (in previous M2LL iterations) found a pair. It considers all of them as they have taken their decision. In its turn, it can take its own decision : it will not have a pair for this GAE iteration. So

---

6 If $B_i$ is not a singleton then the preference function is used to select one by a sophisticated mechanism.
the distributed M2LL algorithm terminates after 2 iterations in this case. We step over particular details of M2LL distributed algorithm like the use of the degree of freedom of an interesting processor. The interested reader is invited to refer to [Bahi et al., 2006a] for more details.

9.5 Implementation

The task of implementing a load balancing scheme and integrating it into a distributed computation is not a trivial one. Fortunately, numerous libraries and tools have been developed to simplify this task.

Figure 9.8 shows a generic model for distributed computations integrating a load balancing algorithm and running on a Grid platform. This picture is important in order to be aware of all the practical possibilities under hand. Third party libraries for monitoring system performance such as SIGAR or simple system unix API “pstat” (SYSTAT for linux) functions, in addition to the grid middleware interface (DIET for example implements Chandra and Toueg and Aguilera failure detector), can be of great help for efficient implementations.

In this section, we will focus on precise aspects of implementing load balancing algorithms and their integration. After some considerations about synchronous and asynchronous implementations, we will discuss in particular diffusion and generalized dimension exchange implementations on static networks and corresponding algorithms for dynamic networks, RFOS and GAE.

Nevertheless, before implementing a load balancing algorithm in an application, it is mandatory to measure the impact that the load migration will have over data. In fact, it may be the case that load balancing alters the topology of the communication. In the following we give a simple example. Consider the following computation with a 3x3 block matrix where every node sends/receives data to/from the nodes upward, downward, to the left and to the right. So node 5 needs to communicate with nodes 2, 8, 4 and 6 (as illustrated in Figure 9.9(a)). If node 5 sends a part of its load to processor 6, then node 6 needs to communicate with nodes 2 and 8 (as shown in Figure 9.9(b)).

9.5.1 On synchronous and asynchronous approaches

When dealing with synchronous load balancing we should decide on the load balancing frequency which defines how often the load balancing algorithm should be run during the computation. This frequency has to be carefully chosen because of the LB algorithm overhead and to other considerations. Indeed, on the one hand, the overhead should be minimized and, on the other
FIGURE 9.8: A generic architecture for distributed computations with load balancing on Grids.

FIGURE 9.9: Illustration of a modification of the topology of communications due to a load migration.
hand, the load balance state should be reached so that we earn the fruit of integrating the LB algorithm which resumes definitely at minimizing the total execution time. In addition, the available power computation may vary due to other computations/background process in the system. So load balancing should take into account this variability as frequently as possible which results in an argument for a high frequency. In conclusion an aggressive approach may affect negatively the computation while a lazy policy will not balance the computation and will waste a potential improvement.

In the asynchronous approach, low and high thresholds should be defined. They will help a CE to detect whether it is underloaded or overloaded. Similarly to the exchange parameter value of GDE in arbitrary networks synchronous implementations, setting the thresholds’ values remains a significant aspect that will decide in fine on the gain in performance of asynchronous implementations. Once again, the test and run approach is the only possible way to carefully set the thresholds.

Finally, both in synchronous and asynchronous approaches, a migration function/component is to be implemented. This forms an interface between the LB function/component and the computation function/component. Its role is to actually send or receive data and to update local information in relation to the computation so that the computations can safely go on.

9.5.2 How to define the load for some applications

A precise measure of the available power of each CE participating in the computation is a good starting point for a successful implementation. Some existing libraries or an ad hoc measure (such as the CPU usage or the CPU queue length) available in many operating systems catalogs and accessible to any process through system API calls can do the job. Then the load should be defined. Usually, this is done according to the computation model. For example in the data parallel model, the number of data that are processed by a CE constitutes its load. In the task model however, it is the number of tasks that are executed by a CE that defines its load.

9.5.3 Implementation of static algorithms

The network topology has to be defined for each node of the computation. Readers should be reminded that a node can be a machine or a process. The topology is defined by letting each node know its direct neighbors in the computation. For instance, in data parallel applications, the topology is often a result of the data decomposition and mapping phases of the parallelization procedure.

Once the topology is known, the degree of each node is considered to be known and consequently Boillat’s diffusion load balancing can be directly implemented. If the Xu’s optimized diffusion is to be implemented then optimal diffusion parameters should be computed. This is especially possible when
the topology is of the k-ary n-cube class for which Xu et al. found optimal diffusion parameter values.

For the GDE algorithm, however, an edge coloring should be carried out. Network topologies of simple shape like the chain, the ring, the 2D mesh, the torus, the 3D cube and the hypercube are very suitable for ad hoc \textit{a priori} edge coloring. For example, in a chain or ring of size $n$, two colors are needed. Supposing that each CE has an integer identifier $id$, each processor can assign colors to its incident edges based on its identifier. More precisely, a CE with even $id$ has color 0 with its right most edge and color 1 with its left edge. And vice versa for CEs with odd $id$. Similar simple strategies can be defined for the 2D meshes and tori which are colored with four colors. In addition to edge coloring, the optimal exchange parameter value should be computed in the network topologies of the k-ary n-cube class. If the network topology is arbitrary then an edge coloring algorithm should be implemented and run as an initial step before the load balancing algorithm can act. Additionally, no optimal exchange parameter formulae exists for arbitrary networks so the ADE scheme is the simplest approach for setting it. Notice that it may be improved by a test approach and fixed definitely.

Finally, any load balancing algorithm and especially a totally distributed one should be able to detect the balance state. This feature defines its termination detection property. Termination can be implemented in a centralized way or a distributed one. The centralized approach is very simple to implement but carries all the disadvantages of centralized distributed algorithms. Hence a distributed approach is desirable. In GDE (FOS) in particular, a CE usually compares its load with that of its neighbor(s). With GDE, if the difference is less or equal than one then load balance state with that neighbor is detected. With FOS, however, the balance is detected if the difference (the deficiency or overload) is less or equal to the degree of the considered node. Note that this feature is totally distributed.

### 9.5.4 Implementation of dynamic algorithms

In dynamic networks, some links can come down and recover. So from the point of view of running processes an additional burden should be tackled. The developer should take care of letting processes know what alive links or similarly broken links are. In practice, simple ad hoc dedicated mechanisms or universal libraries that implement sophisticated ones such as failure detectors can be of great help. A dedicated technique can be for example implemented as follows: outgoing messages are sent by a hub function/component that can monitor the delivery of each message to each neighbor. Messages that are not acknowledged or timing out connections can be used as an indicator that the link is broken. This information is then forwarded to the load balancing algorithm that supports link failures. In synchronous implementations, this should take place before each load balancing step.

In the following section, we report an experiment that Vernier achieved out
with us during his PhD.

9.6 A practical example: the advection diffusion application

The advection diffusion application solves a kinetic chemicals problem that is described by means of a partial differential equation (PDE). The evolution in space of the concentrations of two chemical species $c_1$ and $c_2$ during their reaction is modeled by a PDE which has to be solved in order to trace them. We consider a two dimensional space. A cartesian discretization of this space is made to create a mesh. The PDE is then solved at each point of this mesh in order to find the concentrations of the chemical species. The differential system that permits to find the concentration is given by equation (9.14) where $i$ is used to distinguish the two chemical species

\[
\frac{\partial c_i}{\partial t} = K_h \frac{\partial^2 c_i}{\partial x^2} + V \frac{\partial c_i}{\partial x} + K_v(z) \frac{\partial c_i}{\partial z} + R_i(c_1, c_2, t), \tag{9.14}
\]

and the terms $R_i(c_1, c_2, t)$ are given by

\[
R_1(c_1, c_2, t) = -q_1 c_1 c_3 - q_2 c_1 c_2 + 2q_3(t) c_3 + q_4(t) c_2
\]
\[
R_2(c_1, c_2, t) = q_1 c_1 c_3 - q_2 c_1 c_2 - q_4(t) c_2
\]

When solving the problem the following values are used for the parameters and the constants.

\[
K_h = 4.0 \times 10^{-6},
V = 10^{-3},
K_v(z) = 10^{-8} \exp(z/5),
q_1 = 1.63 \times 10^{-16},
q_2 = 4.66 \times 10^{-16},
c^3 = 3.7 \times 10^{16},
\]

and the $q_j(t)$ are defined by:

\[
q_j(t) = \exp[-a_j/\sin(\omega t)] \text{ for } \sin(\omega t) > 0
\]
\[
q_j(t) = 0 \text{ for } \sin(\omega t) \leq 0
\]

where $j = 3, 4$, $\omega = \pi/43200$, $a_3 = 22.62$, $a_4 = 7.601$. The time interval of the integration is $[0, 7200s]$. The initial Neumann conditions are imposed and are:

\[
c_1(x, z, 0) = 10^6 \alpha(x) \beta(z),
\]
\[
c_2(x, z, 0) = 10^{12} \alpha(x) \beta(z)
\]

with

\[
\alpha(x) = 1 - (0.1z - 1)^2 + (0.1x - 1)^4/2,
\]
\[
\beta(z) = 1 - (0.1z - 1)^2 + (0.1z - 4)^4/2
\]
The space discretization allows to transform the PDE system into an ODE system of the type
\[
\frac{dy(t)}{dt} = f(y(t), t)
\] (9.15)
that models the equation 9.14. The problem thus turns out to that of solving the ODE given by equation 9.15. By using the implicit Euler method to discretize the equation 9.15, we obtain equation 9.16.
\[
\frac{y(t+h) - y(t)}{h} = f(y(t+h), t+h)
\] (9.16)
When the function \( f \) is not linear, we cannot find the solution of this formula. That is why the fixed point iterative Newton method is used to find the quantities \( y(t+h) \). This achieves our brief explanation of the mathematical solution. For a detailed explanation please refer to [Vernier, 2004].

For this problem, the discretization mesh is stored in a vector \( y \). The vector \( y \) is defined as :
\[
y = (c_{111}, c_{112}, \ldots, c_{Mx1}, c_{Mx2}, c_{112}, \ldots, c_{1Mz}, c_{2Mz}, \ldots, c_{MxMz}, c_{MxMz}),
\]
where \( Mx \) and \( Mz \) are respectively the number of elements on the axes \( x \) and \( z \) of the two dimensions. Thus, a concentration \( c_{ijk} \), the concentration of the chemical species \( i \) at the coordinates \( jk \), is located in the vector \( y \) at position \((j-1) + (k-1) \times Mx \times 2 + i\).

The \( y_j \) functions (with \( j \in \{1, \ldots, 2 \times Mx \times Mz\} \)) allowing to determine the evolution at each point of each chemical species are consequently also seen as spatial components in the following.

In order to make this model clear, let us take the example of Figure 9.10 where we discretize the considered space in 2 elements on the \( x \) axis (\( Mx = 2 \)) and in 2 elements on the \( z \) axis (\( Mz = 2 \)). The resulting vector is then constituted of 8 elements (concentrations) noted \( \text{C}_{ijk} \) (where \( i \) represents the considered species and \( jk \) the coordinates of the element).

Once the vector \( y \) is built, the process of solving the ODE system is simply the implementation of the different steps presented above. The algorithm runs in several major time steps, and each one of these steps is staged in three steps: the first one consists in discretizing the ODE with an implicit method of Euler’s method, the second one consists in obtaining a linear system with Newton’s method and finally the last one aims at solving the resulting linear system. In order to solve the linear system, we use \textit{GMRES} method (Generalized Minimum RESidual) which is available as part of the \textit{sparseLib++} [Dongarra et al., 1994] matrix calculus library. The constants of the problem (the time step, the resolution interval, ...) are given above; we also set a threshold \( \varepsilon \) under which we consider that the linear system has converged. The reader should notice that the solving of our problem is doubly iterative: The first iteration is for the Newton’s method and the second for solving the resulting linear system.
Resulting Vector
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FIGURE 9.10: Space discretization of the mesh.
The distributed solution of this problem needs data partitioning (i.e., decomposition) and mapping. Several methods are possible, the classical ones being a decomposition according to the axes. In our case, we choose to partition according the $z$ axis, because this axis is the simplest with respect to data decomposition and gives us an important advantage for load balancing. Other classical methods consist in decomposing according to the $x$ axis or according to both axis. Figure 9.11 shows how the $y$ vector is partitioned and how its entries are mapped on two 02 CEs. The decomposition that we have chosen implies a communication topology having a chain shape: a processor/machine has always two neighbors, one to the left and the other to the right except for the ones furthest to the left or to the right. So the load balancing is performed on one dimension and is easy to implement. Should the data decomposition have been done according to both axis, the implementation would have been clearly not trivial because the communication topology might have changed.

![Space partitioning along the z axis](image)

**FIGURE 9.11:** Partitioning of $y$ and mapping of its elements on different processors.

### 9.6.1 Load balancing and the application

When integrating a load balancing algorithm to a distributed application, the first thing to do is to define what the load of each CE is. In our case, we chose to define it by the number of elements of the $y$ vector that are computed.
by a CE. Secondly, the available computation power must be appropriately measured. We choose to compute the average execution time of Newton iterations at the beginning of each major time step. This choice has the advantage of estimating the computation power of the CE available for our application taking naturally into account the nominal computation power of each CE, its memory availability and latency and of background process/external applications. The load migration process will transfer \( y \) elements between processors so that the global execution time over the integration interval is minimum. The amount of transfers in turn is determined by the load balancing exchange/diffusion parameter. We recall that the load balancing runs in a chain communication model, i.e., a CE hands off load units for his left and to his right neighbor (by alternating between them with GDE and by considering them both with FOS).

Because we wanted to solve the advection diffusion problem for various discretization steps (by using different values for \( M_x \)), we have discarded the methods that need a dynamic looking up step for an optimal relaxation/diffusion parameter (RFOS and SOS). Our choice has been the optimally tuned diffusion algorithm with \( \alpha = 0.5 \) which is equivalent with ADE on the chain. For this static network context experiment, as we pointed it out, a load balancing frequency should be defined. We chose as we have pointed to compare a load balancing step every major step against a load balancing step every 3 major steps. The distributed application has then been run on a cluster computing environment featuring several workstations with different nominal computing powers (2.4GHz, 2.6Ghz and 1.7GHz) and communicating over a 100 MB/s Ethernet network. The computers were almost dedicated to the computation; only a few not heavy background processes were running with our computation. First, the results of runs on 4 workstations with different powers using different values of \( M_x \) featuring the gain of load balancing are depicted in Table 9.3.

Many observations can be made for these results. We will cite some of them here. The first is that the obtained gain is important especially for large sized problems. Secondly, the lazy load balancing frequency makes generally less gain when compared to the rather aggressive frequency. But only generally; when the problem size grows, it tends to have the same gain (cf. the last column). This can be easily explained by the problem size/frequency ratio that enables the LB to be effective. The LB algorithm needs to run a given number of iterations to balance the load. If this number is not reached because the problem size is small (the problem is solved before the LB algorithm can do its job) or the frequency is small than the gain is modest. Otherwise, the LB algorithm proves its usefulness.

\(^9\)Consequently we also decide when to take into account the variability of the available computation power.
Table 9.3: Execution times (s) for the advection-diffusion problem according to the size of the problem with different LB frequencies in a static chain network.

<table>
<thead>
<tr>
<th>Mesh size : $x \times z$</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>700</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without LB</td>
<td>11.4</td>
<td>75.3</td>
<td>266</td>
<td>628</td>
<td>1391</td>
<td>2656</td>
<td>4541</td>
</tr>
<tr>
<td>With LB (1)</td>
<td>11</td>
<td>72.7</td>
<td>253</td>
<td>603</td>
<td>1243</td>
<td>2285</td>
<td>3774</td>
</tr>
<tr>
<td>Gain with LB (1)(%)</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>10</td>
<td>14</td>
<td>17</td>
</tr>
<tr>
<td>With LB 1/3 (2)</td>
<td>10.8</td>
<td>72.8</td>
<td>255</td>
<td>608</td>
<td>1261</td>
<td>2326</td>
<td>3766</td>
</tr>
<tr>
<td>Gain with LB(2)(%)</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>9</td>
<td>12</td>
<td>17</td>
</tr>
</tbody>
</table>

**9.6.2 Load balancing in a dynamic network**

For a dynamic network context, a lot of changes were introduced to the application, among which the most important is desynchronizing the application (making it asynchronous) if the application has good properties ensuring asynchronous convergence, see [Bertsekas and Tsitsiklis, 1989]. From the programming point of view, this begins by making the communications non-blocking. Indeed, in a dynamic network, if a message is lost then the computations should proceed (a particular CE should not block waiting for a message otherwise it might block indefinitely or at least for a long time). In the particular case of scientific iterative computations, this corresponds to enabling the processors to run different iterations of an iterative algorithm. If a message is received during the computations then its content is integrated on the fly to the current iteration, otherwise older values of data are used instead. In our case, the Newton iterations are run asynchronously but discretized time steps remain synchronous. Notice that a special a priori study must be carried out on the suitability of the asynchronism for the target application – this has been obviously made for the advection-diffusion problem. The suitability is governed by very strict yet realistic conditions that must be met by the application. Finally, the convergence detection of the LB algorithm has been modified to meet the asynchronism of the application. The new algorithm avoids local optima of convergence too.

In a first step, we kept our definitions of the available computation power of a CE but preliminary results showed that the LB algorithm results in poor performance. By analyzing the problem, we pointed out that our definition of the available computation power has to be adapted. We changed it accordingly so that it now reflects the necessary time for a CE to converge definitely in its Newton iterations. Notice also that we use a synchronous LB implementation so there is no need for thresholds to be defined and tuned. The LB iterations

---

10 For which the not arriving message should have brought new values.
11 A CE believes the uniform load distribution is reached but it’s only temporary.
take place at each major time step.

Results for this asynchronous context are shown in Table 9.4. This shows again the usefulness of load balancing for asynchronous implementations even when no broken edges happen. The gain varies from 10% to more than 25% even if some disturbances can be noticed for meshes greater than 400x400 for reasons that would be too long to explain here.

<table>
<thead>
<tr>
<th>Problem size : x x z</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>700</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without LB</td>
<td>22.8</td>
<td>117</td>
<td>396</td>
<td>936</td>
<td>1757</td>
<td>3283</td>
<td>5066</td>
</tr>
<tr>
<td>With LB</td>
<td>20</td>
<td>94</td>
<td>307</td>
<td>692</td>
<td>1418</td>
<td>2930</td>
<td>4525</td>
</tr>
<tr>
<td>Gain with LB (%)</td>
<td>12</td>
<td>20</td>
<td>22</td>
<td>26</td>
<td>19</td>
<td>11</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 9.4: Execution times (s) of the advection-diffusion problem according to different sizes in an asynchronous implementation.

In the last steps of our work, we introduced some tricks to simulate the temporary link failures. Our asynchronous Advection-diffusion application supports message loss but not definite link failures. But the load balancing algorithm is run synchronously so it does not support message loss but does support link failures. In order to adapt to both we created message delays in the communication layer. This causes some messages to be undelivered which is supported by the asynchronous advection-diffusion and the load balancing algorithm considers links which have delays as broken so it does not send messages to them. In practice, we delayed the messages every two (2) major timesteps. The available computation power is again measured by the time necessary for the Newton iterations to definitely converge.

<table>
<thead>
<tr>
<th>Problem size : x x z</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>700</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without LB</td>
<td>45.2</td>
<td>727</td>
<td>1777</td>
<td>2487</td>
<td>4090</td>
<td>7203</td>
<td>9630</td>
</tr>
<tr>
<td>With LB</td>
<td>43.9</td>
<td>719</td>
<td>1413</td>
<td>2148</td>
<td>3605</td>
<td>6314</td>
<td>8210</td>
</tr>
<tr>
<td>Gain with LB (%)</td>
<td>3</td>
<td>1</td>
<td>20</td>
<td>14</td>
<td>12</td>
<td>12</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 9.5: Execution times of the advection-diffusion problem according to different sizes in an asynchronous implementation on a dynamic network.

We can notice little impact of link failures on the gain obtained by load balancing. If we compare the results for static networks from Table 9.3 to the results of Table 9.5 we can see that the load balancing gain is almost quasi equivalent. But the execution times are very different, this is the raw impact
of link failures on the computations.

9.7 Concluding remarks

In this chapter, the latest state of the art load balancing algorithms for static and dynamic networks have been reviewed and discussed. Load balancing has been devised as a technique to turn the heterogeneity of computing elements into an advantage by allowing their efficient use. Originally, LB algorithms run on cluster computing environments which evolved since then to Grid Computing environments. Nowadays, grid computing technologies continue their spread in two directions. In the vertical plane, Grid oriented developing tools and running environments are made accessible and affordable. In the horizontal one, new applications are developed. Current Grid architectures are generally formed by connecting distant clusters by point to point communication links over public networks like the Internet. Computing nodes are generally considered to be highly available but not the links. This context shows the background picture that motivated the design of new load balancing algorithms that support link failures in what is commonly known as dynamic networks.

Nowadays, due to the high cost associated with Grid architecture and the huge popularity of peer-to-peer file sharing systems, a new approach to running computations in a potentially infinite number of machines is receiving more and more attention. Besides, the attraction of peer-to-peer computing raises the same issues of developing tools and running environments. Amongst important missions to carry is new load balancing algorithms that support both link and node failures. An important step into this direction has been already taken with load balancing algorithms that support a variable number of nodes, see [Bahi et al., 2007]. We look forward to implementing and testing these algorithms in computing environments that support node failures like the JACE (Java Asynchronous Computing Environment) environment. JACE is a java library that permits easy programming of grid aware scientific distributed software. It supports (non-) blocking communications and sophisticated distributed convergence detection, i.e., important things to make a distributed application support dynamic networks.
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A.1 Introduction

Three replication strategies proposed in the Chapter 3, i.e., MaxDAR-Pb, MaxDAR-Pz and MaxDAR-C, based on the MaxDAR algorithm were implemented using the grid simulator OptorSim v2.0.1. In this appendix, we present the implementation of the replication strategies in OptorSim and give a brief example on how the simulation is executed to evaluate them.

The grid simulator OptorSim is written in the Java programming language and originally developed as part of the European DataGrid (EDG) project. The OptorSim provides APIs for simulation of any grid topology and job execution by means of a few configuration files. Several job scheduling and file replication algorithms are implemented in OptorSim as replica optimizers and more can easily be added. We have implemented three MaxDAR optimizers as three new replica optimizers in OptorSim. The detailed architecture of OptorSim was introduced in Section 3.3.
A.2 Download

Please see the section “Downloads” on http://sourceforge.net/projects/optorsim for source download or contact directly the authors.

A.3 Implementation

A.3.1 OptorSim implementation

There are two different types of optimization which may be investigated using OptorSim: the scheduling algorithms used by the resource broker to allocate jobs, and the replication algorithms used by the replica manager at each site to decide when to replicate a file, which file to replicate and which to delete. The overall aim is to reduce the time it takes jobs to run, and also to make the best use of grid resources. In the short term, an individual user wants their job to finish as quickly as possible, but in the long term the goal is to have the data distributed in such a way as to improve job times for all users, thus giving the greatest throughput of jobs. The scheduling algorithm and replication strategies currently implemented are listed in Table A.1.

<table>
<thead>
<tr>
<th>Scheduling</th>
<th>Replication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random - schedule to random site</td>
<td>No replication</td>
</tr>
<tr>
<td>Access Cost - site where time to access all files required by job is shortest</td>
<td>Least Recently Used (LRU) - always replicate, delete least recently used file</td>
</tr>
<tr>
<td>Queue Size - site where job queue is shortest</td>
<td>Least Frequently Used (LFU) - always replicate, delete least frequently used file</td>
</tr>
<tr>
<td>Queue Access Cost - site where access cost for all jobs in queue is shortest</td>
<td>Economic model (Binomial) - replicate if economically advantageous, using binomial prediction function for file values</td>
</tr>
<tr>
<td></td>
<td>Economic model (Zipf) - replicate if economically advantageous, using Zipf-based prediction function</td>
</tr>
</tbody>
</table>

Table A.1: Scheduling algorithm and replication strategies implemented in OptorSim.

Each scheduling and replication algorithm is implemented as a separate resource broker or replica optimizer class respectively and the appropriate class is instantiated at runtime, making the code highly extensible. In OptorSim, each computing element is represented by a thread, with another thread act-
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ing as the resource broker. The resource broker sends jobs to the computing elements according to the specified scheduling algorithm and the computing elements process the jobs by accessing the required files, running one job at a time until they have finished all their jobs.

A.3.2 MaxDAR implementation

Figure A.1 shows the class diagram of implemented replica optimizers including MaxDAR replication strategies which are proposed in this appendix.

---

**FIGURE A.1:** Class diagram of implemented replica optimizers.

---

Figure A.2 illustrates the sequence diagram of a computing element’s file request. When a file is needed, the computing element calls the `getBestFile()` method of the replica optimizer being used. The replication algorithm is then
used to search for the “best” replica to use, and the file is either replicated to the local site or read remotely. In case there is not enough free space, the replica optimizer determines whether the data should be replicated to local storage and which replicas should be removed by calling the `chooseFilesToDelete()` method. This method invokes the `filesToDelete()` method of MaxDAR optimizer which in turn evaluates the benefits and storage cost of the chosen files to be deleted by calling the `getProfit()` and `getStorageCost()` methods. These two methods use the `evaluateRank()` method which returns the rank of the file according to its popularity or correlation with other files. The replica optimizer removes the chosen files for the new replica if the replication benefit is greater than the replacement loss.

![Sequence diagram of a CE’s file request](image)

**FIGURE A.2:** Sequence diagram of a CE’s file request.

### A.4 How to execute the simulation

OptorSim can be run from the command line to provide a number of statistics:

- Total and individual job times
- CE usage
- Number of replications, local and remote file accesses
• SE usage

The appropriate statistics are output on the level of the grid, individual sites and site components. In order to run the simulation, the class org.edg.data.replication.optorsim.OptorSimMain needs to be launched using the configuration file included in the conf directory. The output of the simulation performed in this chapter is placed in the samples/data directory.
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B.1 Introduction

The simulator is programmed in C and it is composed of three parts of functional files. The first is masterslaver1.c which creates the simulation environment and all the needed hosts. The sched_struct.c and gestemessage.c provides the basic functions of the simulation. Last, the ma.c, la.c, sla.c, sed.c, calculer.c and client.c simulate the functionality and algorithm of each type of server in the distributed scheduling system.

B.2 Download

Please see the section “Downloads” on http://sourceforge.net/projects/simulator for source download or contact directly the authors.
B.3 Implementation

B.3.1 Data structures

In order to facilitate the programming, several data structures are defined:

- **channel_t**: The names of the channels used in the simulation.

- **s_PSL(*)**: The structure type of LSP that can be used to construct the tree structure of scheduling system. When a child of the failed scheduler detects the failure of its father, the child creates the tree structure of system, and uses this tree structure to find out its new father.

- **s_PSL_seri(*)**: The serialized LSP. It is transferred as a message between schedulers.

- **s_PTC_seri(*)**: The serialized CTP which is created by the
  received s_PSL_seri_t from its children, and is transferred regularly to all its children.

- **s_Job_status(*)**: The structure to maintain job state information.

- **s_message(*)**: It is the structure that is used to create messages needed to be transferred.

B.3.2 Functions

B.3.2.1 Messages operations

- **s_message_tcreate_message(*,*,*,*,*,*,*,*)**: Create the s_message structure and return a s_message_t.

- **s_message_tcopy_message(*)**: Create a copy of message.

- **voiddestroy_message(*)**: Destroy message structure and free the allocated memory to the operating system.

- **intprocess_send_task(*,*)**: Define the sending message operations and is used by MSG_process_create to create a process to send a message.

- **s_message_tget_message(*,*)**: Get message from a channel. The message can be got in the manner synchronous or asynchronous.
B.3.2.2 Simulator defined structures operations

- `s_PSL_seri_tPSL_seri_data_create(*)`: Create a `s_PSL_seri` structure.
- `s_PSL_seri_tPSL_seri_data_copy(*)`: Create a copy of `s_PSL_seri` structure.
- `voidPSL_seri_data_destroy(*)`: Destroy a `s_PSL_seri` structure.
- `s_PTC_seri_tPTC_seri_data_create(void)`: Create a `s_PTC_seri` structure.
- `s_PTC_seri_tPTC_seri_data_copy(*)`: Create a copy of `s_PTC_seri` structure.
- `voidPTC_seri_data_destroy(*)`: Destroy a `s_PTC_seri` structure.
- `s_PSL_tPSL_data_create(*)`: Create a `s_PSL` structure.
- `s_Job_status_tJob_data_create(*,*,*)`: Create a `s_Job_status` structure.
- `s_Job_status_tJob_data_copy(*)`: Create a copy of `s_Job_status` structure.
- `s_PTC_seri_tPTCseri_create_from_topologie_locale(*)`: Create a `s_PTC_seri` structure and initiate the structure according to all its children’s `s_PSL_seri`.
- `s_PSL_seri_tPSLseri_create_from_topologie_locale(*,*)`: Create a `s_PSL_seri` structure and initiate the structure according to all its children’s `s_PSL_seri`.

B.3.2.3 Tree structure operations

- `s_PSL_ttopologie_create_from_PTCseri(*)`: Create the tree structure of system and return a `s_PSL_t` as the root of the tree.
- `s_PSL_tfind_me(*,*)`: Find the host itself in the tree structure.
- `m_host_tget_host_from_ID(*,*)`: Find the host in the tree structure according to its ID.
- `voiddestroy_tree(*)`: Destroy the tree structure and free the allocated memory to the operating system.
B.3.2.4 Applications deployment operations

- int*create_application_list_from_PSLseri(*,*,*): Create the deployed applications list from the s_PSL structure.
- int*get_application_array(*,*,*,*): Get the deployed applications list in a host.
- intis_application_found(*,*,*,*): Find whether an application is in the applications list.

B.3.2.5 Miscellaneous operations

- voidadd_son(*,*,*): Insert a child’s s_PSL into its children’s list.
- intdel_son(*,*,*): Delete a s_PSL from its children’s list.
- voidjob_info_print(*): Print job information according to the job’s complete sequence.
- voidjob_average_print(*): Print average information of jobs according to the job’s type.

B.4 How to execute the simulation

The simulator is developed in language C based on the top of the toolkit SimGrid. The installation and execution of this simulator must be effectuated after the installation and configuration of SimGrid. This simulator implemented the simulation of a distributed dynamic scheduling algorithm with fault tolerance (DDFT); the users can modify the source to achieve their own scheduling algorithm.

In the directory source, a make file is created. The users must first set the INCLUDES and DEFS variables to the path of installed SimGrid toolkit in the makefile. Then the users can use the command make to compile the source and create the execution file, lance, of the simulator. After having created the file lance, the command ./lanceplatform.xmldeployment.xml is used to start the simulation. In the directory sample, a platform.xml file and a deployment.xml file have been saved as the samples of this simulation. At the end of simulation, the experimental results will be shown in a table format.
Glossary

A

Abstract job object (AJO) is a Java object that allows users to define jobs independent from the system. The jobs created by the clients are encapsulated as AJO.

Aggregate directory is a collective repository for the resources present in the grid. GRIS and GIIS are examples of aggregate directories in MDS.

Aggregator services are the services built on top of the aggregator framework that use aggregator sources to collect data. They can be queried to find information about resources in the grid using XPath queries.

Aggregator sources are Java classes that are part of the aggregator framework of MDS. They implement an interface to collect XML formatted data from registered information providers (IPs).

AHEFT is a heterogeneous earliest finish time-based adaptive rescheduling strategy for grid workflows. It reschedules the jobs in the workflow by monitoring the performance of the jobs in the workflow and by discovering newly available resources in the grid.

Authentication is the process by which an entity establishes its identity to the other entities in the network.

Authorization is the verification of the privileges assigned to an entity to access the resources and services provided by other entities in the grid.

B

Backfill algorithm is a scheduling algorithm that tries to find a job that can be started with the current available resources if the job at
the head of the queue cannot be started due to lack of resource availability. This should not delay the scheduled start of the job at the head of the queue.

**Berkeley database information index (BDII)** is an LDAP server that gathers information from individual GIIS. It contains a grid-level view of all the resources available in the grid.

**Certificate revocation list (CRL)** is a list of the serial numbers of the X.509 digital certificates that cannot be trusted because their validity has ended or because of some fraud.

**Certifying authority (CA)** is a trusted third party in the PKI that issues digital certificates to individuals and organizations.

**Chain of trust** is the process of trust establishment between an entity and a CA. This is done by verifying the correctness of the public key of the CA by tracing it upwards to another CA in the PKI hierarchy trusted by the entity.

**Communication overhead** is the additional processing time spent by the system for control checking and error checking. For parallel computation, data exchange between the independent nodes constitutes the communication overhead.

**Computing element (CE)** is a grid resource that carries out the execution of a job.

**Condor pool** is a collection of agents, resources, and matchmakers.

**Confidentiality** refers to the hiding of sensitive information from the entities that do not have the rights to access them. It can be done either at the message level or at the transport level.

**Credential delegation** is the process of delegating one’s complete or partial privileges to another entity in the grid. This allows the entity to access the resources on the behalf of the entity delegating the credential. Proxy certificates are used for credential delegation.

**Data replication service (DRS)** is a service to provide a pull-based replication capability for grid files. It is a high-level data management service built on top of two GT data management components:
the Reliable File Transfer (RFT) Service and the Replica Location Service (RLS).

**Directed acyclic graph (DAG)** is a graphical representation of dependencies among tasks in a grid workflow. The nodes of a DAG represent the tasks and the directed edges represent the data dependencies.

**Directed acyclic graph manager (DAGMan)** is a meta-scheduler for the execution of programs (computations) in Condor.

**Directory information tree (DIT)** is a tree-based structure to organize names of entities in MDS in a hierarchical fashion.

**Distributed fault-tolerant scheduling (DFTS)** is a fault-tolerance mechanism for grids based on job replication.

**E**

**Expected completion time** is the wall-clock time at which a machine completes the execution of a task.

**Expected execution time (EET)** is the estimated time for the execution of a task on a machine when the machine has no job to execute.

**Expected time to compute (ETC) matrix** contains the expected execution time of tasks on all the machines in the grid. It is used by the scheduler to make mapping decisions.

**Extensible markup language (XML)** is a markup language whose purpose is to facilitate sharing of data across different interfaces using a common format.

**External data representation (XDR)** is a standard for the description and encoding of data. It is used to transfer data between different computer architectures.

**F**

**Fast greedy** is a mapping heuristic that assigns tasks to machines in an arbitrary order having the minimum completion time for that task. It is also known as MCT heuristic.

**File transfer service (FTS)** is a grid component that facilitates the transfer of data between different storage elements in the grid.
**Genetic algorithm heuristic** is a mapping heuristic that uses a genetic algorithm to find the best schedule for a metatask.

**Globus access to secondary storage (GASS)** allows access to data stored in a remote filesystem. Its client libraries allow applications to access remote files and its server component allows any computer to act as a limited file server.

**Globus gridmap file** contains a list of global names of users who are authorized to access a service on that node. All authorized users are mapped to a local user.

**Globus resource allocation manager (GRAM)** processes the requests for resources for remote application execution, allocates the required resources and manages the active jobs. It also returns updated information regarding the capabilities and availability of the computing resources to the Metacomputing Directory Service (MDS).

**Grid fabric** is a layer containing the grid resources such as computational power, data storage, sensors and network resources.

**Grid index information service (GIIS)** is a higher-level aggregate directory that collects information about grid resources from GRIS and lower-level GIIS. It contains the grid-level view of the resources.

**Grid information protocol (GRIP)** is a protocol for the discovery of new grid resources and enquiry of known grid resources. MDS uses LDAP for GRIP.

**Grid monitoring architecture (GMA)** is a consumer-producer based architecture for information and monitoring services in grids. It contains a registry for storing information about consumers and producers. It forms the basis of R-GMA.

**Grid portal** is an interface to a grid system. Users interact with the portal using an intuitive interface through which they can view files, submit and monitor jobs and view accounting information.

**Grid registration protocol (GRRP)** is used by various components of MDS such as IPs and GRIS to inform other components about its existence.

**Grid resource information service (GRIS)** is a lower-level aggregate directory that collects information about grid resources from the information providers.
Grid resources are the components of a grid that are used in the processing of a job, e.g., computing element, storage element, etc.

Grid security infrastructure file transfer protocol (GSIFTP) is a file transfer protocol built on top of the grid security infrastructure. It allows secure data transfer between grid components.

Grid security infrastructure (GSI) is a part of the Globus Toolkit and defines the necessary standards for the implementation of security in grids. It consists of X.509 digital certificates, SAML and Globus gridmap file, X.509 proxy certificates and message protection using TLS or WS-security and WS-secure conversation.

Grid service is a stateful web service to make it suitable for grid applications.

Grid service handle (GSH) is used to distinguish different grid service instances of the same service created by the factory.

Grid service reference (GSR) contains grid service instance-specific information such as protocol binding, method definition and network address.

Grid workflow is the automation of a collection of services (or tasks) by coordination through control and data dependencies to generate a new service.

Grid workflow management system (GWFMS) is software used for modeling tasks and their dependencies in a workflow and managing the execution of workflow and their interaction with other grid resources.

GridFtp is a protocol defined by global grid forum-based on FTP. It provides secure, robust, fast and efficient transfer of bulk data in the grid environment. The Globus Toolkit provides the most commonly used implementation of the protocol.

GridRPC is a programming model based on client-server remote procedure call (RPC).

H

Heterogeneous computing (HC) refers to a system in which diverse resources are combined together to increase the combined performance and cost-effectiveness of these resources. Grid is an example of an HC system.
High-level Petri-net (HLPN) provides an extension to the classical Petri-nets by adding support to model data, time and hierarchy. It allows computation of output tokens of a transition based on multiple input tokens contrary to classical Petri-nets, which allow only one type of token.

High performance storage system (HPSS) is software that manages peta-bytes of data on disks and robotic tape libraries.

I

Information provider (IP) is a service that interfaces a data collection service and provides information about the available resources to the aggregate directories.

Information service is one of the main components of the grid. It provides static and dynamic information about the grid resources.

Information supermarket is a component in the workload manager that stores information about all active resources in the grid, which are used by the matchmaker for the decision-making process.

Interlogger helps to propagate the logging or book-keeping information from a grid component to the central book-keeping server.

J

Job is a computational task that is executed on the grid. The information pertaining to a job is specified by the user using a job description language.

Job description language (JDL) is a computer language used for describing a job based on information specified by the user.

Job handler is a component in the workload manager that carries out the packaging, submission, cancelation and monitoring of a job.

Job replication is a fault-tolerance strategy in which more than one copy of the same job are assigned to a different set of resources. The different instances may either run the same copy of the job or a copy using a different algorithm for the same job.

Job submission description language (JSDL) is a language to describe the requirements of a job for submission to grid resources. The job requirement is specified using XML.
L

**LDAP** is a protocol for querying and modifying directory services running over TCP/IP. LDAP support is implemented in web browsers and e-mail programs, which can query an LDAP-compliant directory. LDAP is a sibling protocol to HTTP and FTP and uses the `ldap://` prefix in its URL.

**Level-based scheduling algorithm** is a scheduling algorithm, which partitions the DAG into levels of independent nodes and then uses heuristics like min-min, max-min and sufferage to map these nodes to processors.

**List scheduling algorithm** is a scheduling algorithm, which assigns priorities to nodes in a DAG and considers the nodes with higher priority for scheduling before the lower priority nodes.

**Local files catalog (LFC)** is a grid component that stores the mapping between different identifiers of a file or a resource.

**LSF** is software for managing and accelerating batch workload processing for computationally intensive and data-intensive applications.

M

**Machine availability time (MAT)** is the earliest time when a machine has completed the execution of all the previously assigned tasks and is ready to serve the next request.

**Makespan** is defined as the maximum time taken for the completion of all the tasks in the metatask or for the execution of the complete grid workflow.

**Mapper** is the component of a grid scheduler, which runs the mapping algorithm.

**Mapping** is the overall process of matching and scheduling.

**Masterworker** is a model for the execution of parallel applications in which a node (controlling master) sends pieces of work to other nodes (workers). The worker node performs the computation and sends the result back to the master node. A piece of work is assigned to the first worker node that becomes available next.

**Matching** is the process of identifying suitable machines for a task.
Matchmaker is a component that performs the matching of a job to grid resources based on the user information on the job and the available information on grid resources.

Max-min is a mapping heuristic that finds the minimum expected completion time for each task in a metatask and then assigns the task having the maximum expected completion time to the corresponding machine.

MCT see fast greedy.

Message passing interface (MPI) is a library of subroutines for handling communication and synchronization of programs running on parallel platforms.

MET see user-directed assignment.

Metacomputing uses many networked computers together as a single computational unit to provide massive processing power.

Metatask is a collection of independent tasks mapped to a collection of resources during a mapping event.

Middleware is a collection of software and packages used for the implementation of a grid.

Min-min is a mapping heuristic that finds the minimum expected completion time for each task in a metatask and then assigns the task having the least expected completion time to the corresponding machine.

Mixed-machine system is a class of HC system, which consists of heterogeneous machines connected by high-speed networks.

Monitoring and discovery services (MDS) is a component of the Globus Toolkit, which provides resource monitoring and discovery services within the grid environment.

MyProxy is an open-source software used for managing user X.509 certificates. It can be used to store and retrieve user credentials over the network in a secure way.

N

Namespace is a naming context in which each name should be unique.
Network job supervisor (NJS) is one of the Unicore components. It translates the jobs represented as AJO into target system-specific batch jobs. It also passes sub-AJOs to peer systems, synchronizes the execution of dependent jobs and manages the data transfer between different systems.

Node is a portion of the grid where a job can be executed independently on the grid. The parallel structure of the grid comes from running in parallel jobs on different nodes simultaneously.

Open grid services architecture (OGSA) defines a web services-based framework for the implementation of grid.

Open grid services infrastructure (OGSI) is a formal and technical specification of the implementation of grid services as defined by the OGSA framework.

Opportunistic load balancing (OLB) is a mapping heuristic that assigns tasks to the next available machine.

Parallel virtual machine (PVM) is a software package that permits a heterogeneous collection of Unix and/or Windows computers hooked together by a network to be used as a single large parallel computer.

Parameter sweep application is an application that executes multiple instances of a program using different sets of parameters and then collects the results from all the instances. Such applications frequently occur in scientific and engineering problems.

Petri-net is a modeling language that graphically represents the state of workflow in grids or distributed systems using the concept of tokens. It consists of places, transitions and directed arcs connecting the places to the transitions.

Pluggable authentication module (PAM) is a mechanism to integrate low-level authentication schemes with a high-level API so that the application may be written independent of the underlying authentication scheme. For example a MyProxy server can be configured to use an external authentication like an LDAP server.
Portable batch system (PBS) is a batch job and computer system resource management package. It accepts batch jobs (shell scripts with control attributes) and stores the job until it is run. It runs the job and delivers the output back to the user.

Portlet is a pluggable user interface component that is managed and displayed in a web portal.

Principal is the entity whose identity is being verified.

Proxy certificate is a part of the GSI, which is used by an entity to delegate its complete or partial privileges to another entity. It is also used for single sign-on. It has the same format as an X.509 digital certificate.

Public key infrastructure (PKI) is a method of secure communication between two entities in the Internet using the public/private key pair. It consists of a trusted third party called the Certifying Authority (CA).

R

Relational grid monitoring architecture (R-GMA) is an information and monitoring system for grids developed by the European Data-Grid project. It is based on GMA and derives its flexibility from the relational model.

Reliable file transfer (RFT) is a web service that provides interface for controlling and monitoring third party file transfers using GridFTP. The client controlling the transfer is hosted inside a grid service so that it can be managed using the soft state model and queried using the ServiceData interface available to all grid services.

Remote procedure call (RPC) is a protocol that allows a program running on one host to invoke a procedure on a different host in the network.

Replica location service (RLS) is a service that allows the registration and location of replicas in Globus. It maps the logical file name to a physical file name.

Rescheduling is the process of assigning a job to a new machine, either to improve its performance or for the purpose of fault tolerance.
Scheduling is the process of ordering the execution of a collection of tasks on a pool of resources.

Secure socket layer (SSL) is a protocol for secure communication over the Internet. SSL uses a public/private key pair for the encryption and decryption of the data. The public key is known to everyone and the private or secret key is known only to the recipient of the encrypted message.

Security assertion markup language (SAML) is an XML-based standard protocol that supports the exchange of identity information under different environments. Identity information is exchanged as assertions between the provider and consumer of assertions.

Service level agreement (SLA) defines the minimum quality of service, availability and other service-related attributes expected by the user from the service provider and the charges levied on them.

Simple object access protocol (SOAP) is an XML-based communication protocol, which can be used by two parties communicating over the Internet.

Single program multiple data (SPMD) is a style of parallel programming where all the processors use the same program but process different data.

Single sign-on is the process of authenticating once to obtain proxy credentials, which can be used to access grid resources without needing further authentication for a certain period.

Storage element (SE) is a grid resource that stores the information required or generated by the computing element.

Strike price is the predetermined price of the underlying stock at expiry date. This price is predetermined at time 0, which is the time when the option is bought.

Sufferage heuristic is a mapping heuristic that maps tasks in the decreasing order of sufferage value.

Sufferage value is the difference between best and second-best minimum completion time for a task.

Switching algorithm is a mapping heuristic that tries to strike a balance between MCT and MET heuristics by switching between the heuristics based on the load of the system.
Task farming is a type of parallel application, where many independent jobs are executed on machines around the world. Only a small amount of data needs to be retrieved from each of these jobs.

Task-level fault tolerance achieves fault tolerance by either rescheduling the job or by using a job replication strategy without affecting the workflow.

Task queue is a component of the workload manager that holds various jobs for the eventual allocation by the matchmaker. Authentication of the user information in the job is also done in the task queue.

Testbed is an experimental platform including dedicated hardware, software resources and scientific instruments. It is used to test and analyze the tools and products. It usually supports real-time deployment and interaction.

Ticket granting ticket (TGT) is issued by the AS to a client. The TGS verifies the validity of the TGT before issuing actual communication ticket to the client.

Trust is a relationship between two entities that forms the basis for the subsequent authentication and authorization between the two entities.

Trusted third party (TTP) is an entity that provides for the authentication of two parties, both of which trust the third party. CA is an example of a TTP.

Universal description, discovery and integration (UDDI) is an XML-based registry used for finding a web service on the Internet.

User-directed assignment is a mapping heuristic that assigns tasks in an arbitrary order to the machine having the minimum execution time for that task.

Verifier is the entity that verifies the identity of the principal.

Virtual organization (VO) is a dynamic collection of multiple organizations that provides coordinated resource sharing. A grid usually consists of multiple virtual organizations.
Web service definition language (WSDL) is an XML document used to describe a web service interface.

Web service (WS) is a software system designed to support interoperable machine-to-machine interaction over a network.

Workflow-level fault tolerance allows changes to the workflow structure to achieve fault tolerance. These include user-defined exceptions and task crash failures that cannot be handled by the task-level failure handling techniques.

Workload manager (WM) is an interface in gLite that deals with the allocation, collection and cancellation of a job. It also provides information about the job status and the grid resources.

WS-federation is a specification for standardizing how organizations share user identities in a heterogeneous authentication and authorization system.

WS-policy is a specification for the service requestor and service provider to enumerate their capabilities, needs and preferences in the form of policies.

WS-privacy is a proposed web service specification. It will use a combination of WS-security, WS-policy and WS-trust for communicating privacy policies among organizations.

WS-resource framework (WSRF) is a generic and open framework for modeling and accessing stateful resources using web services. It contains a set of six web services specifications that define what is termed as the WS-resource approach to model and manage stateful resources in a web service context.

WS-secure conversation is a web service extension built on top of WS-security and WS-trust. It provides a security context for the protection of more than one related message.

WS-security is the standard to provide security features such as integrity, privacy, confidentiality and single message authentication to SOAP messages.

WS-trust is an extension to the WS-security specification. It defines additional constructs and primitives for the request and issue of security tokens. It also provides ways to establish trust relationships with parties in different trust domains.
X.509 digital certificate is a standard for digital certificates described by the RFC 2459. It consists of the public key of the certificate owner and is signed by the certifying authority.

XML digital signature is a way of digitally signing the SOAP messages to ensure their integrity.

XML encryption is a standard that provides end-to-end security for applications requiring secure XML data exchange. A SOAP message body is encrypted using block encryption algorithms like AES-256.

XSufferage heuristic is a modification of sufferage heuristics that takes into account the location of data, while making the scheduling decision. Instead of grid-level MCT, XSufferage heuristics use cluster-level MCT to find the sufferage value.
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