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Preface

Computer communication networks have transformed human civilization, and enabled information to 
be shared across the globe at the speed of a mouse-click. They have transformed the way society func-
tions, and their effects can be seen in all aspects of our life. This transformation can truly be called a 
miracle.

In spite of their far-reaching impact, the computer networks that provide the foundation of the World 
Wide Web and the Internet have many limitations. The networks were not designed to accommodate 
mobile users, they are extremely vulnerable to security threats, they break relatively easily, requiring 
extensive manual labor to resolve many of these disruptions, and have very limited ability to respond 
to changing conditions like huge swings in their workloads.

Researchers in the networking area are continuously striving to find ways to improve the attributes 
of computer communication networks and find ways to address the limitations. These new explorations 
are gradually helping to address the weaknesses of the network infrastructure. The investigations to 
improve the network include incremental improvements to the extant protocols and systems, as well as 
fundamentally different ways to looking at the networks.

Some of the researchers exploring a fundamentally different way to resolve the limitations of modern 
day networks have been looking towards biological systems for inspiration. This has results in an excit-
ing new area of biologically inspired computer networks. Such networks are designed and developed 
using principles that are commonly found in natural and biological systems.

This book provides a current snapshot of some of those research activities. By bringing together the 
research activities from a variety of institutes around the globe, we hope to provide a good coverage of 
the various approaches that are being explored to improve the networking paradigms.

COMPARING BIOLOGICAL AND COMPUTER NETWORKS

The impetus to draw inspiration from biological networks comes from the fundamental observation that 
biological systems just do a better job at many functions than the best designed electronic computers 
and computer networks.

Perhaps the most obvious example of a domain where biological networks have an advantage is the 
human immune system. The immune system is able to react to attacks from a variety of viruses and 
bacteria, including those that it may have never encountered before. It is able to identify the intruders, 
and take action against them in a very effective manner. Even though the number and varieties of the 
viruses and bacteria keep on multiplying due to mutations and natural evolution, the immune system 
is able to manage these variations with relative ease. In stark contrast, computer networks have a very 
difficult time identifying malware, intrusions, and other attacks, and struggle to cope up with the new 
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security threats that keep on surfacing all the time. In some instances, the security mechanisms become 
a nuisance rather than a useful feature.

Another unique area where biological systems have an advantage is in their ability to adjust themselves 
in the face of a changing external environment. When the external temperature is hot, the body sweats 
to cool itself down, and when the external temperature is low, the body shivers to restore and gain some 
heat. Not counting some extreme situations, the human body (and many other biological systems) is 
able to adapt to an amazing degree. On the other hand, the computer networks of today are rarely able 
to cope with a dynamically changing workload, and their ability to deal with extreme external changes 
is very limited.

There are some aspects of networking in which current computer networks outperform biological 
networks, e.g. the fidelity and speed at which information can be communicated in electronic networks 
is much more reliable and higher-speed than biological networks. The goal of biologically inspired 
networks is not to belittle those advantages, but to explore those aspects that can be made better by 
drawing inspiration from biology.

Some of the recent advances made in improving the design of networks using biologically inspired 
paradigms are compiled in this book. The next section explains the structure of the book and the content 
of the different chapters.

STRUCTURE OF THE BOOK

This book consists of thirteen chapters which provide a good overview of the current state of the art in 
biologically inspired computer networks. For organizational purposes, the work is divided into three 
different categories.

The first category consists of chapters that are proposing new architectures for computer networks 
that are based on biologically inspired techniques. These chapters include description of work that is 
trying to develop a new paradigm for computer communications.

The first chapter A Networking Paradigm Inspired by Cell Communication Mechanisms describes 
molecular communications - a new paradigm for networking in which information is encoded to and 
decoded from molecules, rather than electrons or electromagnetic waves. This paradigm is being used to 
explore new models for nano-networking and in synthetic biology. The chapter provides an overview of the 
current state of the art, and the models used in the current state of the art for molecular communications.

The second chapter, Organic Network Control: Turning Standard Protocols into Evolving Systems 
presents a new architecture that allows for automatic adaptation of protocol parameters in dynamically 
changing environment. It is based on an observer-controller paradigm and uses evolutionary algorithms 
for adaptation. The chapter provides some examples where such protocols can be used, and also surveys 
the current state of the art in the area.

The third chapter Robust Network Services with Distributed Code Rewriting looks at a way to de-
sign distributed software systems that are based on continuous replication of a code base. They use the 
concept of quines – a piece of software that prints its own code, and leverage quines to create a system 
that dynamically rewrites itself in a regulated manner simultaneously exploiting competition as well as 
cooperation.

The fourth chapter Neural Networks in Cognitive Science – An Introduction provides an overview of 
an architecture for cognitive modeling that leverages neural networks. It is an instance of biologically 
inspired neural networks being used in various domains and applications.



x  

The fifth and final chapter in this section, The Dendritic Cell Algorithm for Intrusion Detection is a 
new architecture to perform the security functions in computer networks. It uses an algorithm modelled 
after the body’s immunity functions, and provides a new approach to detect anomalies in network traffic.

The next section of the book consists of chapters that are focused on resource optimization in com-
puter networks. Any computer network operates under an environment of constrained resources such 
as bandwidth, power, and computation capacity at nodes. In different types of networks, different re-
sources are the bottlenecks which need to be optimized. In the context of military or satellite networks, 
bandwidth is usually the bottleneck. In the context of commercial wireless sensor networks, battery 
power becomes the most constrained resource, while for high speed optical networks, the computation 
and switching capacity at intervening electronics is the bottleneck resource. Therefore, new approaches 
that allow optimal use of scarce resources are valuable to explore in all types of computer networks.

The first chapter in this section, TCP Symbiosis: Bio-Inspired Congestion Control Mechanism for 
TCP looks at ways to improve the congestion control scheme used in the widely deployed TCP protocol 
using biologically inspired techniques. The authors use concepts borrowed from biophysics, such as 
the Lotka-Volterra competition model, to improve the congestion control behavior, and show that the 
new biologically inspired approach has better stability and scalability characteristics than the prevailing 
congestion control schemes.

The second chapter in this section, From Local Growth to Global Optimization in Insect Built Net-
works discusses how insect colonies optimize themselves in a completely distributed and decentralized 
manner. They provide an in-depth analysis of the local behaviors of insects that leads to an eventual 
overall optimization of the global network in the colony.

The next chapter, Network Energy Driven Wireless Sensor Networks examines the subject of managing 
energy in wireless sensor networks. The approach proposed is that of scavenging energy available from 
unwanted radio frequency waves, a model inspired by the behavior of emperor penguins. In networks 
where energy is at a premium, such harvesting approaches can provide significant value.

The final chapter in this section, Congestion Control in Wireless Sensor Networks Based on the Lotka 
Volterra Competition Model provides an alternative approach to congestion control in wireless sensor 
networks. The Lotka Volterra model is a mathematical model that characterizes the population of dif-
ferent species in an ecosystem. The model, when applied to the task of managing bandwidth resources 
and congestion during communication, provides an interesting paradigm to manage scarce resources.

The third section of this book looks at the task of routing in computer networks. Routing is the process 
by which packets emanating from a source in the computer network are eventually delivered to their 
destination for unicast communication, or to multiple destinations in the case of multicast communica-
tions. The routing protocols for traditional networks like the Internet have become standardized and 
well-established, specially for the paradigm of unicast or point-to-point communications. There is still 
a lot of room for routing innovation in other types of communication paradigms such as multicast or 
unicast. Furthermore, as new types of computer networks emerge, e.g. mobile ad-hoc networks, disrup-
tion tolerant networks, or nano-scale molecular networks, each with their own specific idiosyncrasies, 
new types of routing protocols need to be investigated for them.

The first chapter in this section, Autonomously Evolving Communication Protocols: The Case of 
Multi-Hop Broadcast looks at the routing needs of broadcast networks which are relevant in tactical 
military environments, wild-life monitoring, and other instances of mobile ad-hoc networking. They 
propose an alternative approach for routing using autonomous machine intelligence built upon on-line 
evolutionary approaches such as natural selection and genetic programming. Creating a genetic pro-
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gramming language and a selection mechanism for multi-hop broadcast protocols allows them to create 
a system that outperforms traditional networks under some conditions.

The next chapter, Application of Genetic Algorithms for Optimization of Anycast Routing in Delay 
and Disruption Tolerant Networks provides another algorithm based on genetic programming, with the 
difference being the type of networks that are targeted. This chapter looks at the routing problem in 
disruption tolerant networks.

The third chapter in this section, Data Highways: An Activator–Inhibitor–Based Approach for Auto-
nomic Data Dissemination in Ad Hoc Wireless Networks uses the paradigm used in cell morphogenesis 
to create paths for information dissemination in ad-hoc networks. The concept provides a completely 
decentralized approach to establishing paths that lead to data sinks, a peculiar behavior that is commonly 
found in ad-hoc sensor networks.

The last chapter in this section, Scented Node Protocol for MANET Routing provides an approach 
based on modified ant colony algorithms to create effective routes in mobile ad-hoc networks.

Taken together, the thirteen chapters in this book provide a current snap-shot of network research 
drawing its inspiration from biological systems.

WHO IS THE BOOK FOR?

This book is intended for researchers in the academia, industry, and governments who want to under-
stand the issues in networking, and obtain an overview of the recent advances in the field of networking 
that are inspired by biological systems. This book will introduce some new advances in networking. 
Researchers in the field of communication networks, performance modeling and distributed computing 
will find the chapters in this book to be of particular relevance.

WHO IS THE BOOK NOT FOR?

This book is not intended for a biologist or a researcher who is new to the principles of computer com-
munications network. It does not provide a tutorial or introduction to the design of current computer 
networks, a topic that can take several books on its own. It also does not deal with incremental advances 
to existing deployed networks. Most of the ideas covered in this book will require a radical change in 
the networking infrastructure to implement.

This book is a compendium of research papers and surveys. As such, it is not a comprehensive 
introduction to the subject of biologically inspired communication networks. It is instead targeted for 
researchers who already have some understanding of the area and are looking for focused, detailed 
research papers on specific aspects of it.

Pietro Lio 
University of Cambridge,UK

Dinesh Verma 
IBM Thomas J. Watson Research Center, USA
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INTRODUCTION

Molecular communication is an emerging 
technology that exploits biological materials or 
living matter to enable communication among 
biological nanomachines (or nanomachines in 
short) (Hiyama, 2005). Nanomachines are small-
scale devices that exist in nature or are artificially 

synthesized from biological materials. Some 
examples of nanomachines found in nature are 
biological cells, molecular motors that produce 
mechanical work (e.g. myosin), and biochemi-
cal molecules, complexes, and circuits that are 
capable of processing chemical signals. Examples 
of artificially synthesized nanomachines include 
synthetic molecules, genetically engineered cells, 

Tadashi Nakano
Osaka University, Japan

A Networking  
Paradigm Inspired by Cell 

Communication Mechanisms

ABSTRACT

This chapter provides a brief review of molecular communication, a networking paradigm inspired by 
cell communication mechanisms. In molecular communication, information is encoded to and decoded 
from molecules, rather than electrons or electromagnetic waves. Molecular communication provides 
bio-compatible and energy-efficient solutions with massive parallelization at the nano-to-micro scale; 
it is expected to play a key role in a multitude of domains including health, the environment, and ICT 
(Information Communication Technology). Models and methods of molecular communication are also 
reviewed, and research challenges that need to be addressed for further advancement of the molecular 
communication paradigm are discussed.
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artificial cells, and bio-silicon hybrid devices that 
are programmed to produce intended biochemical 
reactions.

In molecular communication, information is 
encoded to and decoded from molecules, rather 
than electrons or electromagnetic waves. Since 
nanomachines are made of biological materials 
and not amenable to traditional communication 
means (i.e., electrons or electromagnetic waves), 
molecular communication provides mechanisms 
for nanomachines to communicate by propagating 
molecules that represent information. Molecular 
communication allows networking of nanoma-
chines and potentially enables new applications in 
various domains including health (e.g., nanomedi-
cine and tissue engineering), the environment (e.g., 
monitoring and quality control), ICT (Information 
Communication Technology)(e.g., implantable 
biological sensors and actuator networks), and 
military situations (e.g., biochemical sensing).

Molecular communication exhibits unique 
features that are not commonly found in telecom-
munication technology as it currently stands. The 
distinctive features of molecular communication 
compared to current telecommunication technol-
ogy are highlighted in Table 1.

• Communication components: Molecular 
communication allows networking of 
nanomachines while telecommunication is 
to communicate using silicon-based elec-
tric devices. Nanomachines in molecular 
communication are nano-to-micro scale 
devices that exist in biological systems or 

are artificially synthesized from biological 
materials.

• Signal types: Molecular communication 
uses chemical signals to communicate 
information, unlike telecommunication 
technology which uses electrical or optical 
signals. Using signal molecules as carriers 
of information opens up new possibilities 
in ICT. For instance, signal molecules car-
ry physical properties that encode a high 
density of information. Also, signal mol-
ecules may carry some functionality. For 
example, a DNA sequence that codes some 
biological functions can be transmitted to a 
receiver nanomachine which acquires new 
functionality (e.g., a functional protein) as 
a result of gene expression.

• Communication speed and range: The 
speed and range of molecular communica-
tion are extremely slow and strictly limited 
compared to existing telecommunication 
technology. The speed and range of mo-
lecular communication vary depending 
on the communication mechanisms used. 
The fastest and longest range communica-
tion is achieved through neural signaling 
which propagates electro-chemical signals 
(i.e., action potentials) at 100 m/sec over 
several meters, while the free diffusion 
of molecules based on Brownian motion 
is extremely slow and contained within a 
limited range.

• Communication media: In molecular com-
munication, chemical signals propagate in 

Table 1. Molecular communication and telecommunication 

Communication Telecommunication Molecular Communication

Communication components Electronic devices Bio-nanomachines

Signal types Optical/electrical signals Chemical signals

Communication speed Speed of light (3 x 108m/s) Extremely slow

Communication range m ~ km nm ~ μm

Communication media Air or cables Aqueous
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an aqueous environment, while electrical 
signals in telecommunication (or electro-
magnetic waves) propagate through a me-
tallic cable (or in air). In molecular com-
munication, a communication medium 
normally contains thermal noise which 
influences significantly how signal mol-
ecules propagate in the communication 
medium. In addition, a communication 
medium contains other molecules which 
may react with signal molecules, affecting 
the communication performance.

• Other features: Biocompatibility is another 
unique feature of molecular communi-
cation. Since molecular communication 
uses communication mechanisms derived 
from biological systems, it can directly 
interact with our cells, tissues and organs. 
Molecular communication also operates 
with chemical energy, unlike telecommu-
nication which requires electric energy and 
power sources. Chemical energy in mo-
lecular communication may be supplied by 
the environment where the molecular com-
munication operates. For example, molec-
ular communication systems deployed in a 
human body may harvest energy from the 
human body, requiring no external energy 

sources. Furthermore, molecular commu-
nication may be energy efficient with low 
heat dissipation. For example, molecular 
motors, transport mechanisms found in 
biological cells, convert ATP energy to 
mechanical work at nearly 100 percent 
efficiency.

MOLECULAR COMMUNICATION

Figure 1 depicts a basic form of molecular com-
munication. In this paradigm, the sender and 
receiver nanomachines communicate by propa-
gating signal molecules via a communication 
channel. The sender and receiver often represent 
a group of molecular mechanisms performing 
n-to-n communication. The signal molecules are 
transmitted by a sender (or senders) of commu-
nication, propagated through the communication 
channel, and received by the recipient(s) of com-
munication. The communication channel provides 
a mechanism for signal molecules to propagate 
while it typically contains noise sources such as 
thermal noise and other molecules that interfere 
with the propagation of signal molecules.

Figure 1. Molecular communication
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Signal Molecules

Examples of signal molecules that take part in 
cell communication include endocrine hormones, 
local mediators (e.g., cytokines), neurotransmit-
ters (e.g., dopamine, histamine) and intracellular 
messengers (e.g., Ca2+, and cyclic AMP). DNA 
and RNA molecules are also signal molecules that 
store and transfer genetic information in the cell.

Some options and techniques are available to 
facilitate communication between nanomachines 
(Figure 2). The first option is to use an addressing 
mechanism to specify the recipient of a signal 
molecule. Such a generic addressing scheme can 
be implemented using DNA sequences (Hiyama 
2008). Single-stranded DNA, indicating the ad-
dress of a receiver, is attached to a signal molecule. 
The receiver has a DNA sequence complementary 
to the single-stranded DNA on the signal molecule, 
allowing it to form double-stranded DNA upon 
reception of the signal molecule at the specified 
receiver. The DNA-based addressing scheme pro-
vides a large address space, as the current DNA 
technology can synthesize a DNA sequence with 
10,000 base pairs.

The second option is to use an interface mol-
ecule to encapsulate a signal molecule. An inter-
face molecule provides a generic abstraction for 
communication, allowing nanomachines to ex-
change a variety of molecules using the same 

communication mechanism, irrespective of the 
types of signal molecules inside. Such an interface 
molecule can be implemented using a spherical 
lipid bilayer or a vesicle similar to the membrane 
structure that encloses a biological cell (Moritani 
2006). In addition, an interface molecule can 
prevent signal molecules from undergoing unin-
tended reactions with other molecules present in 
the environment during propagation.

Nanomachines

Examples of nanomachines include cells, geneti-
cally engineered cells or artificial cells with an 
outer membrane that separates the interior of 
the nanomachine from the outside environment. 
To communicate, nanomachines need to receive 
(sense), process and send signal molecules. Figure 
3 shows an example of nanomachine architecture 
as well as possible options and techniques for re-
ceiving, processing and sending signal molecules.

In receiving (sensing), a nanomachine captures 
signal molecules in the environment. If the signal 
molecules are membrane permeable, no specific 
mechanism is necessary for their uptake, and they 
are thus able to act directly on the interior of the 
nanomachine. In other cases, different options are 
available. One such option is to use surface recep-
tor molecules (i.e., membrane receptors), which 
bind the signal molecules, resulting in signal 

Figure 2. Signal molecules
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transduction in the nanomachine. Another option 
is to open surface channels (e.g., membrane-bound 
channels) that allow the signal molecules to flow 
into the nanomachine. Further, for capturing 
signal molecules contained in an interface mol-
ecule (e.g., a vesicle), a nanomachine’s outer 
membrane may fuse with the vesicle, allowing 
the signal molecules within to be transported into 
the nanomachine’s interior.

In processing, a nanomachine biochemically 
reacts with the received signal molecules, thereby 
changing its chemical state. Some molecules must 
therefore be recognized, synthesized, stored or 
destroyed by a nanomachine in the processing 
mechanism. As a result of processing molecules, a 
nanomachine may subsequently release molecules 
as well as produce mechanical activity that gives 
rise to division, migration or aggregation.

In sending, a nanomachine releases signal 
molecules into the communication channel (or the 

environment). Similar to the receiving process, 
sending membrane-permeable signal molecules 
does not require any mechanism as the signal 
molecules diffuse through the outer membrane. 
In other cases, a number of mechanisms are avail-
able for sending signal molecules from the interior 
of a nanomachine to the outside environment. 
For example, a nanomachine may unbind signal 
molecules that are attached to the surface receptor 
molecule, which then diffuse to the environment. 
Also, a nanomachine may release signal molecules 
by opening surface channels (or by using pumps), 
which allows the signal molecules to diffuse away. 
Furthermore, a nanomachine may release signal 
molecules to the outside environment by budding 
an interface molecule (e.g., a vesicle) containing 
the signal molecules.

In order to engineer nanomachines capable 
of receiving, processing and sending molecules, 
two principal approaches are available. One is to 

Figure 3. Nanomachine architecture based on the cell
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genetically modify biological cells that are already 
capable of these three functions, and the other is 
to produce cell-like structures using biological 
materials capable of performing these functions.

The first approach to engineering nanoma-
chines has been used and demonstrated in Syn-
thetic Biology (Andrianantoandro, 2006), wherein 
a sending function is implemented by modifying 
a metabolic pathway of a biological cell which 
then synthesizes and releases specific signal mol-
ecules. A receiving and processing function is also 
implemented by genetic engineering, allowing 
a cell to capture signal molecules and produce 
intended reactions. Synthetic biology has also 
demonstrated that many other functions can be 
introduced into biological cells, such as logic gates, 
toggle switches, and oscillators. These functions 
can be used to increase the complexity of send-
ing and receiving processes. For example, logic 
gates can be embedded to produce programmed 
responses based on received signal molecules. 
Toggle switches (i.e., 1 bit memories) can be 
used to retain a communication-related memory 
such as whether a nanomachine is in a state of 
sending or waiting. Oscillators (i.e., clocks) can 
be used to control the timing of release. However, 
introducing multiple functions requires that issues 
related to interferences with existing functions are 
resolved, and this could be technically difficult.

The other approach to engineering nanoma-
chines is to create simplified cell-like structures 
from biological materials. One example of this 
approach is to use a lipid bilayer (Mukai, 2009). 
The lipid bilayer can be made to form into a 
spherical lipid bilayer (i.e., a vesicle) and func-
tional proteins can be embedded into the vesicle 
membrane or are captured inside the vesicle. By 
restricting the number of functions that are em-
bedded in a vesicle, it is not necessary to consider 
the millions of complex processes occurring in a 
natural biological cell; to this extent it is virtually 
impossible to achieve in a nanomachine anything 
like the functional complexity present in a natural 
biological cell.

Communication Channels

A communication channel provides a mechanism 
for signal molecules to propagate between cells. 
Figure 4 shows two major modes of propagation; 
passive and active. In the passive mode, signal 
molecules diffuse randomly based on Brownian 
motion. No external mechanism is necessary, yet 
to propagate signal molecules over long distances, 
a large number of molecules are necessary, or a 
sufficiently long period of time is required. In ad-
dition, the propagation of large signal molecules 
in high-viscosity environments is extremely slow. 
On the other hand, in the active mode, signal 
molecules are directionally propagated in an 
energy consuming manner (e.g., via ATP hydro-
lysis). The active propagation may decrease the 
time necessary for signal molecules to reach the 
receiver and concomitantly increase the prob-
ability of signal molecules successfully reaching 
the receiver, although such processes typically 
require communication infrastructure (e.g., guide 
and transport molecules) and chemical energy.

Several mechanisms have been designed and 
engineered for propagating signal molecules. For 
instance, a passive propagation mechanism has 
been engineered using a line of biological cells 
whose interiors are directly connected by cell-to-
cell communication channels (Nakano, 2008). 
The line of cells, called the cell wire, propagates 
signal molecules along the line. Since the diffu-
sion of signal molecules is restricted to the con-
nected interiors of cells and there is no diffusion 
to the outside environment, the mechanism can 
effectively propagate signal molecules between 
cells. A passive propagation mechanism has also 
been enhanced by incorporating an amplification 
process during propagation. In this case, signal 
molecules propagate in a wave-like fashion 
through repetitive processes of diffusion and 
amplification (Nakano, 2009).

Active propagation mechanisms have also 
been engineered. One example of such a mecha-
nism uses molecular rails as guide molecules 
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that self-organize into a network, and molecular 
motors that act as transport molecules that ac-
tively transport signal molecules along the guide 
molecules (Enomoto, 2006). This mechanism is 
similar to active transport processes in biological 
cells. By controlling self-organization processes 
to create a topology of molecular rails, molecular 
motors may be selectively propagated along the 
designed topology to desired locations on a net-
work. In another engineered active propagation 
mechanism, the arrangement of microtubules and 
motors is inverted; a glass surface is coated with 
the molecular motors that act as guide molecules 
(Hiyama, 2008). The motors push filaments of 
molecular rails that move along the surface. In this 
arrangement, the filaments load signal molecules 
at one nanomachine and unload them at another. 
The filaments thus act as transport molecules. 
Various patterns of molecular motors may be 
created that gather transport molecules towards 
a specific nanomachine.

FUTURE RESEARCH DIRECTIONS

Research on molecular communication is in its 
infancy and there are a number of challenges that 
need to be addressed.

1.  Component design and engineering: The first 
challenge is to identify, design, and engineer 
(or fabricate) building blocks necessary to 
provide full communication functionality. 
For this, traditional electrical communica-
tion systems may be examined as a reference 
system, and corresponding system compo-
nents are designed by exploiting biological 
materials and mechanisms. In addition to 
signal molecules, nanomachines and propa-
gation mechanisms discussed in this article, 
potentially useful components include am-
plifiers, switches, memory, power sources, 
and mechanisms for recycling molecules. 
General research challenges in this category 

Figure 4. Communication channels



8

A Networking Paradigm Inspired by Cell Communication Mechanisms

include identifying biological materials and 
mechanisms to be used in constructing such 
systems, designing system components us-
ing biological materials and mechanisms, 
applying bio-nanotechnology or biologically 
inspired methods (e.g., self-organization) 
to fabricate system components in a cost-
effective manner, and quantifying their 
capacity and characteristics (e.g., durability 
in a biological environment).

2.  Component integration, protocols and 
architecture: The second challenge is to 
integrate independent components into a 
working communication system that func-
tions robustly and in a stable manner. A 
promising method is to learn from biologi-
cal systems; for instance, self-organization, 
feedback mechanisms, modular architecture, 
evolution and adaptation and other processes 
that have been studied in Systems Biology 
may apply to the design and engineering 
of a robust system. In addition, some of 
the knowledge and mechanisms available 
from communication engineering may also 
be helpful in designing communication 
protocols or mechanisms. General research 
challenges in this area therefore include 
investigating a robust design architecture 
that allows communication components to 
self-organize and function even under the 
influence of noise, and developing protocols 
and mechanisms for interfacing components.

3.  Application development: Another chal-
lenge is to develop innovative applications 
of molecular communication systems. 
Molecular communications provide a means 
of biocompatible communication by which 
nanomachines interact directly with biologi-
cal systems. Thus, molecular communication 
systems are highly anticipated in medical 
domains. For instance, nanomachines ca-
pable of molecular communication may be 
implanted in a human body to interact with 
cells, tissues and organs for the purpose 

of monitoring the health of an individual. 
Also, nanomachines made of living matter 
may self-organize to form three-dimensional 
functional structures (e.g., tissues and 
organs) for the purpose of regenerative 
medicine, biomedical studies, and in vivo in-
formation processing. There are many other 
domains that molecular communication or 
networking of nanomachines may impact, 
including ICT (e.g., unconventional com-
puting, biomolecular computing, biological 
body sensor networks), the environment 
(e.g., environmental monitoring and qual-
ity control), NEMS/MEMS (Nano/Micro 
Electromechanical Systems) (e.g., lab-on-
a-chips and micro-total-analysis-systems) 
and for military (e.g., biochemical sensing) 
purposes. General research challenges in 
this area include developing standard librar-
ies, tools and frameworks for enabling the 
design and development of a wide range of 
applications.

4.  Information theory: Lastly, it is important 
to build theoretical foundations of molecu-
lar communication. Shannon information 
theory may apply as it has contributed sig-
nificantly to the advancement of the current 
telecommunications technology. General 
research challenges in this area include un-
derstanding and designing molecular codes, 
quantifying and analyzing channel capacity, 
and identifying efficient design schemes for 
molecular communication under the influ-
ence of thermal noise.

CONCLUSION

The idea of using biological molecules in com-
munication technology, namely molecular com-
munication, first appeared in 2005 and a line of 
research from that time has begun addressing 
various issues in this field. Current experimental 
efforts are focused on addressing typical physi-
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cal layer issues of computer communications in 
addition to addressing issues related to the design 
and engineering of system components (Hiyama, 
2008; Moritani, 2006; Mukai, 2009; Nakano, 2008; 
Nakano, 2009; Enomoto, 2006). Theoretical ef-
forts are also underway to investigate information 
representation using molecules, and to analyze the 
information transfer capacity in nano-to-micro-
scale environments (Eckford, 2007; Atakan and 
Akan, 2008; Moore, 2009). Although research 
on molecular communication is in its infancy 
and a number of research issues exist, continuing 
efforts will lead to integrated systems in which 
various components of molecular communica-
tion coordinate to provide full communication 
functionality. Molecular communication has 
significant potential since it can interact directly 
with biological systems. Its areas of application 
are broad, including the ICT, health, environment 
and military domains.

REFERENCES

Andrianantoandro, E., Basu, S., Karig, D. K., 
& Weiss, R. (2006). Synthetic biology: New 
engineering rules for an emerging discipline. Mo-
lecular Systems Biology, 2, E1–E14. doi:10.1038/
msb4100073

Atakan, B., & Akan, O. B. (2008). On molecular 
multiple-access, broadcast, and relay channels 
in nanonetworks. In International Conference on 
Bio-Inspired Models of Network, Information, 
and Computing Systems, 16.

Eckford, A. (2007). Nanoscale communication 
with Brownian motion. In 41st Annual Confer-
ence on Information Sciences and Systems, (pp. 
160-165).

Enomoto, A., Moore, M., Nakano, T., Egashira, 
R., Suda, T., & Kojima, H. … Oiwa, K. (2006). A 
molecular communication system using a network 
of cytoskeletal filaments. In 2006 NSTI Nanotech-
nology Conference, vol. 1, (pp. 725-728).

Hiyama, S., Inoue, T., Shima, T., Moritani, Y., 
Suda, T., & Sutoh, K. (2008). Autonomous loading, 
transport and unloading of specified cargoes by 
using DNA hybridization and biological motor-
based motility. Small, 4(4), 410–415. doi:10.1002/
smll.200700528

Hiyama, S., Moritani, Y., Suda, T., Egashira, R., 
Enomoto, A., Moore, M., & Nakano, T. (2005). 
Molecular communication. In 2005 NSTI Nano-
technology Conference, vol. 3 (pp. 392-395).

Moore, M., Suda, T., & Oiwa, K. (2009). Mo-
lecular communication: Modeling noise effects 
on information rate. IEEE Transactions on 
Nanobioscience, 8(2), 169–180. doi:10.1109/
TNB.2009.2025039

Moritani, Y., Hiyama, S., & Suda, T. (2006). 
Molecular communication among nanomachines 
using vesicles. In 2006 NSTI Nanotechnology 
Conference.

Mukai, M., Maruo, K., Kikuchi, J., Sasaki, Y., 
Hiyama, S., Moritani, Y., & Suda, T. (2009). 
Propagation and amplification of molecular infor-
mation using a photo-responsive molecular switch. 
Supramolecular Chemistry, 21(3-4), 284–291. 
doi:10.1080/10610270802468439

Nakano, T., Hsu, Y. H., Tang, W. C., Suda, T., 
Lin, D., & Koujin, T. … Hiraoka, Y. (2008). Mi-
croplatform for intercellular communication. In 
Third Annual IEEE International Conference on 
Nano/Micro Engineered and Molecular Systems 
(pp. 476-479).

Nakano, T., Koujin, T., Suda, T., Hiraoka, Y., & 
Haraguchi, T. (2009). A locally induced increase 
in intracellular Ca2+ propagates cell-to-cell in the 
presence of plasma membrane ATPase inhibitors 
in non-excitable cells. FEBS Letters, 583(22), 
3593–3599. doi:10.1016/j.febslet.2009.10.032



10

A Networking Paradigm Inspired by Cell Communication Mechanisms

ADDITIONAL READING

Akyildiz, I. F., Brunetti, F., & Blazquez, C. (2008). 
Nanonetworks: a new communication para-
digm. Computer Networks, 52(12), 2260–2279. 
doi:10.1016/j.comnet.2008.04.001

Hiyama, S., & Moritani, Y. (2010). Molecular com-
munication: Harnessing biochemical materials to 
engineer biomimetic communication systems. 
Nano Communication Networks, 1(1), 20–30. 
doi:10.1016/j.nancom.2010.04.003

Moore, M., Enomoto, A., Suda, T., Nakano, T., 
& Okaie, Y. (2007). Molecular communication: 
new paradigm for communication among nano-
scale biological machines. In Bidgoli, H. (Ed.), 
The Handbook of Computer Networks (Vol. 3, pp. 
1034–1054). John Wiley & Sons Inc.

KEY TERMS AND DEFINITIONS

Molecular Communication: A new com-
munication paradigm based on mechanisms and 
materials from biological systems.

Nanomachines: Small-scale devices that exist 
in nature or are artificially synthesized from bio-
logical materials. Chemical Signals: Biochemical 
molecules used in molecular communication. 
Brownian Motion: Random movement of a 
molecule.

Passive Propagation: A mode of propagating 
molecules based on Brownian motion, requiring 
no chemical energy.

Active Propagation: Another mode of 
propagation that consumes chemical energy to 
directionally move molecules.

Molecular Motors: A protein family to achieve 
active propagation. Molecular motors move di-
rectionally along the molecular rails.
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ABSTRACT

In recent years, the number of network applications and appliances has increased tremendously. This 
has lead to a large number of new network protocols on all layers, introducing a varying set of possible 
protocol stack configurations for different usage scenarios. Also, the functionality of each one of these 
protocols has become more complex. The fear of losing the fight against complexity here has lead to a 
number of initiatives discussing the future of the Internet.

The Organic Computing initiative focuses on new design approaches for complex systems, in which the 
complexity is not only an issue during the design time of the system. Instead, the complexity is handled 
partly at runtime using novel architectures and algorithms that allow for evolving systems.

In this chapter, we present the Organic Network Control (ONC) architecture, which is based on a three-
layered Observer/Controller-Architecture and the usage of Evolutionary Algorithms. Without touching 
the internal behavior of the protocol itself, this approach allows for the automatic adaptation of protocol 
parameters towards a changing environment at runtime. Based on the background of related work, we 
will first describe the generic ONC architecture, followed by a step by step description of how to apply 
this concept to an existing system. Two examples are explained of how ONC can be applied to existing 
protocols and what effect this application has on the system’s performance. Finally, the chapter concludes 
with an outline of current and future work and a summary of the concept.
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INTRODUCTION

The development of networking during the past 
decades shows that the number of protocols being 
proposed for different applications on all layers 
has increased largely. This is partly due to the 
ubiquitous availability of networked devices for 
a wide spectrum of applications and ranges from 
classical desktops and servers in wired networks 
to small handheld and embedded devices in wire-
less networks, such as mobile phones and sensor 
nodes. This development is accompanied by the 
users’ requirements of a better convergence of all 
these networks and applications.

Most protocols offer a large number of param-
eters that allow for adapting them to different usage 
scenarios, e.g. they allow for changing settings 
for timeouts, number of nodes to connect with, 
and retransmission counters. However, these pa-
rameters are seldom changed at runtime. Instead, 
they are mostly investigated and set at design time 
or – at best – changed manually at runtime. This 
leads to a rather static configuration even though 
the situation in the network is constantly chang-
ing. These dynamics are not only characterized 
by changes in, for example, available bandwidth, 
network topology, and channel quality over time. 
Additionally, new applications – and protocols 
respectively – are introduced. The class of Peer-
to-Peer applications is probably one of the most 
dynamic classes of applications contributing to the 
changes in the protocol landscape during the past 
years. In essence, well established protocols, e.g., 
for Web traffic, have to co-exist with protocols 
that no one would have thought of some years 
back in the first place.

During the past years, the Organic Computing 
(OC) Initiative (Schmeck, 2005) has proposed a 
number of techniques, architectures, and algo-
rithms that support the development of complex 
systems. One of the key ideas is that the complex-
ity of (current and) future systems, such as the 
Internet, does not allow for a design-time-only 
approach when it comes to, for example, testing 

and optimization. Instead, the OC approach pro-
vides means for building systems that adapt and 
improve at runtime, using for example machine 
learning techniques. This also includes the seam-
less integration of new components (like protocols) 
into an existing system and is frequently referred 
to as Self-Organization.

In this chapter we present the Organic Network 
Control (ONC) system (Tomforde et al., 2009b), 
a three-layered Observer/Controller architecture 
that allows for “wrapping” existing protocols 
into a framework which enables a large degree 
of Self-Organization in existing networks. The 
architecture has a generic character: it has also been 
applied to other scenarios like, e.g., vehicular traf-
fic control (Prothmann et al., 2009). The process to 
apply this to other domains is similar to adapting 
the ONC framework to network protocols.

The “wrapping” is achieved by adapting the 
numerous parameters of existing protocols at 
runtime and in dependence of the current status 
of the network node, e.g. a router or a user’s PC, 
running the ONC system. As a basis, the so-called 
Observer collects information locally available at 
the network node, like available bandwidth and 
CPU resources. In turn, the so-called Controller 
uses this information and a performance measure 
for the protocol “under observation and control” 
to evaluate its current performance. If knowledge 
about similar situations is available from the past 
or if the performance falls below a threshold, the 
ONC system applies changes to the configura-
tion of the protocol. In the case of observing a 
drop of performance below a given threshold, the 
ONC system makes use of Learning Classifier 
Systems (LCS) (Wilson, 1995) and Evolutionary 
Algorithms (EA) (Eiben & Smith, 2003) to find 
and evaluate better parameter sets. This process 
does not require any knowledge about the internal 
behavior of the protocol and takes place at runtime 
(although it may be supplemented with knowledge 
acquired during design time).

In the next section, we will give a brief overview 
of related work. Afterwards, we will introduce 
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the ONC architecture in detail. For each of the 
architecture’s layers, a step-by-step description of 
how to integrate a protocol into the architecture 
is given. This is followed by an illustration of 
the overall integration process for ONC using 
two particular examples: one from the domain 
of Peer-to-Peer (P2P) systems and one from the 
domain of broadcast protocols for mobile ad-hoc 
networks (MANets). This is also accompanied 
by examplary results showing automatically 
evolved parameter sets and their performance in 
a range of situations. These performance results 
are then compared to performance results of the 
example protocol provided in the literature. The 
chapter closes with an outlook to future work and 
research directions and gives a conclusion for the 
present work.

BACKGROUND

The Organic Network Control system provides 
a generic solution to control network protocols 
and adapt them to dynamically changing environ-
ments. The approach is based on locally available 
knowledge only and is able to learn the best control 
strategies and to self-optimize its own behavior. 
Within this section, we introduce the background 
of the Organic Network Control system and give 
a short overview of related work. Therefore, we 
start with a description of how network protocols 
are configured and which techniques are used. 
Afterwards, related work is introduced and com-
pared to the approach presented in this chapter.

Determine Protocol Parameter 
Configurations

The performance of a network protocol depends 
highly on the configuration of its parameter set. 
Therefore, the optimization of protocol parameter 
sets is a main task for the development of a new 
network protocol or the adaptation of an existing 

one. To determine the best-fitting set of param-
eters, a network engineer can try to manually 
choose parameters and continue using a directed 
trial-and-error approach. Alternatively, he can 
rely on an automated system as the effort for 
a manual optimization increases exponentially 
with the number of parameters and the size of the 
configuration space per parameter.

Since testing in real environments is not fea-
sible due to monetary and safety-based reasons, 
in most cases simulation tools are used to model 
the reality and analyze the protocol’s behavior 
based on different settings of protocol param-
eters. The most popular and widely-used tools 
to simulate networks in research are NS-2 (Fall, 
1999) and Omnet (Varga, 2001). An overview 
and comparison of network simulation tools can 
be found in (Weingärtner et al., 2009). Besides 
manual analysis of protocol configurations us-
ing simulation tools, a couple of automated ap-
proaches have been presented, where authors of 
a new or adapted protocol developed a system to 
automatically fine-tune their solutions. Consider-
ing the techniques used for the ONC system, the 
approach of Montana & Redi (2005) is connected 
as they also use an Evolutionary Algorithm (EA) 
to optimize a full custom communication protocol 
for military MANets. A similar optimization of a 
protocol for underwater communications using an 
EA is described by Sözer et al. (2000). Turgut et 
al. (2002) discuss the usage of a Genetic Algo-
rithm to optimize their MANet-based clustering 
protocol. They all compare their achieved results 
to a manual optimization. The authors’ intention 
in these cases has been to optimize a specific 
protocol and not to create a generic system. In 
contrast to the ONC system, the approaches are 
specific to the particular protocols, but do not 
aim at providing a generic framework which is 
adaptable to different protocol types.
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Automatic Protocol Adaptation

In recent years, automatically performed on-line 
adaptation of network protocols has become a 
highly dynamic field of research. A broader com-
munity has been generated in the course of IBM’s 
Autonomic Computing (AC) initiative (Kephart & 
Chess, 2003). Compared to the off-line configu-
ration as described within the previous section, 
on-line adaptation is a significantly more complex 
task – due to time and computational restrictions. 
Besides ONC, different directions of research are 
known to cope with the problem: adaptive proto-
cols, composition of protocol stacks, or centralized 
solutions to adapt protocol configurations.

Adaptive Protocols

The most obvious way of adapting network pro-
tocols to changes in the environmental conditions 
is to develop environment-sensitive, adaptive 
protocols - thus, several examples can be found 
in literature. In 1996, e.g., Goyan et al. (1996) 
presented an adaptive network layer protocol that 
aims at minimizing buffer requirements within 
the networks without losing packets. Simultane-
ously, end-to-end delay and jitter of frames are 
minimzed. They achieve their goals by introducing 
a receiver-oriented, adaptive, and credit-based 
flow control algorithm on protocol-level.

Bandyopadhyay et al. (2001) focused on 
medium access control (MAC) layer protocols 
when presenting their work for wireless ad-hoc 
networks. Their approach relies on keeping track 
of nodes in the direct neighborhood and consider-
ing this information for the protocol logic in order 
to avoid interference due to other communicating 
nodes. Another protocol for the MAC-layer of 
wireless ad-hoc networks has been presented by 
van Dam & Langendoen (2003). They focus on 
contention-based media access. To handle load 
variations in time and location, an adaptive duty 
cycle is used by dynamically ending the active 
part of it.

Another example has been introduced in 
(Huang et al., 2009). The authors presented an 
adaptive MAC-layer protocol framework. Since 
radio node density and service requirements can 
vary widely over time, they defined the need of 
an adaptation to changing environments. Their 
protocol prototype can switch between CSMA 
and TDMA within a radio platform scenario. 
Whiteson and Stone (2004) introduced an on-line 
learning mechanism to increase the performance 
of a routing protocol. Based on the Q-routing 
techniques presented in (Boyan & Littman, 1994), 
they learn the best routes by receiving immediate 
answers from the next hop. Both approaches rely 
on the existence of a protocol extension covering 
the learning/adaptation information.

Farago et al. presented a mechanism to auto-
matically adapt the parameter settings of a MAC 
protocol to dynamically changing conditions 
(Farago et al., 2000). They use a meta-protocol 
which performs an on-line optimization of the most 
important MAC protocol parameters. Therefore, 
no knowledge about the future network condi-
tions and their fluctuations over time is needed 
in advance. The optimization itself is performed 
on-line during runtime without the need to ex-
change messages with a centralized element or 
other nodes. The approach relies on the existence 
of different MAC protocol versions, which can be 
exchanged dynamically at runtime depending on 
the observed status of the environment. In contrast 
to the ONC system, the approach is based on the 
pre-defined protocol versions and is only working 
for MAC protocols.

All these protocols provide specific solutions 
- they are designed to enable adaptive behavior 
just for one task, mainly situated at the MAC 
layer. They are reactive approaches and rely on 
pre-estimated configurations and actions. Thus, 
these approaches cannot be adapted to other lay-
ers or tasks.
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Protocol Composition

Besides considering adaptivity aspects at proto-
col-level, e.g. Heinzelman (2000) investigated 
alternative architectural approaches. She devel-
oped LEACH (Low-Energy Adaptive Cluster-
ing Hierarchy), which is an application-specific 
protocol architecture for micro-sensor networks 
and wireless video delivery. Here, the adaptation 
is done at a meta-level by adapting the conditions 
under which the protocol operates.

Based on the observation that a development 
of new protocols for all possible adaptation and 
learning processes is not feasible, a research field 
called protocol stack composition emerged cover-
ing the upcoming tasks by exchanging protocols 
and stacks dynamically (Rosa et al., 2007). In 
contrast to the ONC system, which keeps the exist-
ing and currently used techniques and optimizes 
their behavior, a re-combination of protocols is 
performed. Although the target deviates from the 
ONC approach (e.g., the protocol stack exchange 
has impact on all involved systems and can hardly 
be done locally), the approach enables adaptiv-
ity aspects at protocol-level. The most important 
representatives are Appia (Miranda et al., 2001), 
Cactus (Hiltunen et al., 2000), Ensemble (van 
Renesse et al., 1998), and Horus (van Renesse 
et al., 1996). Besides the locality aspect, some 
characteristics of the approaches separate them 
from the requirements of the ONC framework: 
the protocols and their configurations have to be 
known from the beginning and further extensions 
with a new behavioral repertoire are not possible.

The approach presented in (Schöler & Müller-
Schloer, 2005) is founded upon the basic ideas of 
protocol stack composition, but it already focuses 
on the techniques used within the ONC system. 
The authors describe their adaptive monitoring 
architecture for protocol stack configuration and 
demonstrate the integration into the Observer/
Controller pattern of Organic Computing. The 
learning part is covered by a Fuzzy Learning 
Classifier System (Casillas et al., 2004). Due 

to the usage of the same architectural pattern 
(Observer/Controller), the approach has some 
similarities with the ONC system. But, unlike 
the ONC framework, the approach is built again 
without offering the opportunity of handling dif-
ferent protocols and extending the set of possible 
solutions autonomously and on demand.

Centralized Systems for 
Protocol Adaptation

In fact, there are only few approaches to be 
named that aim at adapting network protocol 
configurations dynamically. Sudame & Badrinath 
(2001) present a first TCP- and UDP-based study 
and define the need of dynamic adaptation, but 
detailed examination and a demonstration of the 
re-usability for other protocols are currently not 
addressed. Currently, there exist only two ap-
proaches covering a similar target as ONC: the 
systems introduced by Ye & Kalyanaraman (2001) 
and by Georganopoulos & Lewis (2007). The 
former one introduces an adaptive random search 
algorithm, which tries to combine the stochastic 
advantages of pure random search algorithms 
with threshold-based knowledge. The approach 
is based on the initial system as presented in (Ye 
et al., 2001). In contrast to our approach, Ye et al. 
(2001) propose a centralized system that tackles 
the optimization task for each node. To allow for 
such a division of work between a central server 
and the particular network nodes, problems like, 
e.g., bandwidth usage, single point of failure, or 
local knowledge accessible from server-side have 
to be covered.

The second system has been presented in 
(Georganopoulos & Lewis 2007) and introduces 
a dynamic optimization framework for the re-
configuration of network protocols at all layers 
of the protocol stack. In order to optimize the 
performance of the system according to given 
goals, different entities can be adjusted (appli-
cations, protocols, etc.) or replaced. Again, the 
system relies mainly on a centralized element 
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being responsible for the optimization tasks. The 
focus of the initial paper has been set on cross-
layer optimization for the protocol stack, but less 
on considering environmental conditions. Hence, 
the authors demonstrated the performance of the 
solution by applying it to two different layers of 
the protocol stack: the link and the network layer. A 
detailed proof of the approach and insights on the 
currently vague black box dynamic optimization 
engine are still missing, consequently a suitability 
of the approach cannot be estimated - although 
some criteria (centralized element, low re-usability 
of existing protocols, etc.) are again contradicted 
for the ONC requirements.

THE ORGANIC NETWORK 
CONTROL SYSTEM

The Organic Network Control (ONC) system is 
designed to control the configuration of network 
protocols dynamically at runtime. Based on the 
principles of Organic Computing (Schmeck, 2005) 
and Autonomic Computing (Kephart & Chess, 
2003), it relies on self-organization and is able to 
analyze its own behavior. Within this section, we 
explain the objectives of the system in detail and 
define its scope. Afterwards, the architecture is 
introduced and all contained layers are discussed, 
followed by an exemplary evaluation of ONC’s 
performance using two different scenarios.

Target Definition and Scope

The target of the ONC system is to increase 
the subjacent network protocol’s performance 
significantly by adaptation. As described before, 
protocols are configured using static parameters 
in order to receive an acceptable performance for 
all foreseen situations. This solution represents a 
configuration that works well on average – ONC’s 
focus is to find the best configuration for each 
situation. Hence, the goal is to determine that 
protocol parameter configuration, which leads to 

the maximum performance of the system in this 
situation, or approaches the system’s performance 
towards this maximum. Besides the optimality-
aspect, the ONC system is able to deal with 
changing environments – in contrast to existing 
static solutions, unforeseen changes over time 
are covered by a learning component, which is 
able to direct the system into a self-optimizing 
direction. Learning always requires the possibility 
to try different solutions and receive a feedback 
of how well the chosen action has performed. 
Since a trial-and-error approach is not feasible 
in technical systems due to safety reasons, ONC 
is equipped with a sandbox-learning mechanism, 
which learns mainly from simulation and does not 
interfere with the real system. The investigation 
of different optimization, learning, and simulation 
techniques is part of the research.

In order to achieve the desired behavior, the 
system reacts on changes in the observed situa-
tion at runtime. We assume that large networks 
and dynamic environments lead to such complex 
continuously changing situations that a centralized 
system is not capable of configuring all distributed 
nodes – which leads to the need of a decentralized 
solution where each node acts for itself. Therefore, 
so-called self-x properties (Schmeck, 2005) are 
needed. Consequently, the ONC system is able to 
control, evaluate, and improve its own behavior 
by using concepts like machine learning and op-
timization. The resulting behavior is meant to be 
traceable – an engineer has to be able to understand 
why the system performs a particular action and 
from which set of actions it chooses in a particular 
scenario. In order to achieve the comprehensibility 
of the system’s decisions, a rule-based approach 
is used for the adaptation component.

The system is co-operable with existing solu-
tions, especially with non-adaptable systems (not 
running the additional ONC component). The 
application of ONC itself and consequently the 
expandability of the system in combination with 
the effort to apply the adaptation mechanism to 
existing solutions are manageable – the few tasks 



17

Organic Network Control

for adapting ONC to new protocols will be dis-
cussed in detail in the remainder of this section.

The ONC system can be applied to various types 
of protocols. Based on the locality aspect above, 
some restrictions regarding the applicability of 
ONC for different protocols can be derived. The 
performance of the particular protocol instance has 
to be measured locally without additional global 
knowledge. Additionally, the protocol has to come 
with configuration parameters, which have to be 
available for the adaptation process of the ONC 
system. Furthermore, the fitness function (also 
called evaluation function, reward, or learning 
feedback), which is used to derive information 
about the quality of applied actions and the cur-
rent system status, has to possess characteristics 
like: being continuously differntiable, simple 
computability, and low structural change over 
time. The differentiability is necessary, since we 
assume that situations, which are close to others 
within the configuration space, can be covered by 
using the actions known for the nearby situations, 
i.e. if a node performing a mobile ad-hoc network 
protocol has no neighbors in sending distance, but 
it knows (e.g. due to disturbances on the channel) 
about a neighbor nearby, it might be useful to delay 
the message and to consequently close the gap 
before sending. Simple computability is needed, 
since the fitness function has to be calculated very 
often and an immediate reaction is necessary. 
Finally, the rule-based learning approach relies 
on re-using already known rules, which implies 
that the action is always the correct one for the 
given situation. An ageing of the basic fitness 
landscape modeled by the fitness function can be 
covered if this ageing does not completely change 
the landscape (only slightly changing landscapes 
are manageable since the learning takes time).

Based on the terms defined for Organic Com-
puting in (Schmeck & Müller-Schloer, 2007), a 
formal description is defined. Let S be the network 
protocol instance controlled by the control mecha-
nism (CM – here realized as the ONC system). S 
performs the protocol logic, which is configured 

using a set of parameters P (e.g. delay times, 
hello-interval, buffer-sizes, etc.). The behavior 
of S is affected by the environment, which ag-
gregates all entities outside of S and its control 
mechanism (ONC). At any time t, the values of 
all the relevant attributes of the system constitute 
its state z(t), i.e. if there are n attributes used to 
describe the state of S, z(t) is a vector in some n-
dimensional state space Z (also called parameter 
space or configuration space of S).

These parameters include internal values 
(measured figures for, e.g., buffer sizes, queue 
lengths, utilization of resources like CPU, etc.) 
and can include environmental figures that can 
be measured locally or received from neighbors 
(e.g. the distribution of neighbors in MANets, 
the neighbors’ energy status in wireless sensor 
networks, etc.). Some of these parameters are 
used as evaluation criteria (also called objec-
tives) ή1, …, ήk, which are provided by a higher 
external entity (the user). The evaluation criteria 
are assumed to map the system state into the set of 
real numbers. The evaluation of the system might 
rely on additional computational functions based 
on these criteria, but this does not have impact 
on the model. Additionally, an evaluation (or fit-
ness) function f(z(t)) is needed, which calculates 
the current system performance based on these 
evaluation criteria. For simplicity, we assume 
that the functional space of f is known in advance, 
including its maximum and minimum boundaries 
(e.g. in a P2P-based scenario an evaluation func-
tion can refer to maximizing the download rate, 
where the minimum of the download rate is equal 
to zero and the maximum is given by physical 
characteristics of the channel).

Finally, the evaluation criteria are used to define 
a hierarchy of subspaces of Z characterizing the 
performance of the system:

1.  Target Space (TS): The goal of the ONC sys-
tem is to optimize the system’s performance, 
which is quantified by the fitness function 
f. Based on the user’s definition of which 
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system performance he favors, the relative 
performance f(z(t)) can be determined. This 
function characterizes the current state z(t) 
in relation to the user’s goal. If the goal is 
fulfilled, e.g. the download speed in the 
aforementioned P2P-scenario is above a 
given threshold θt, the corresponding state 
z(t) is part of TS. Hence, no control actions 
of the control mechanism are needed.

2.  Acceptance Space (AS): The system state 
z(t) is called acceptable if an acceptance 
criterion or threshold θa is satisfied: θa < 
θt if the fitness function is to be maximized, 
θa > θt otherwise. The set of all acceptable 
states satisfying the threshold θa is called 
acceptance space (AS). Obviously, TS is a 
subset of AS. In many cases, the protocol 
client’s performance using the standard pa-
rameter configuration will lead to acceptable 
states.

3.  Survival Space (SS): If the system is in 
an inacceptable state and it is still possible 
to modify the system state z(t) such that at 
some later time t’ the resulting state z(t’) is 
acceptable, the system state belongs to the 
survival space. For example, the CM could 
have changed its queue sizes to zero and 
no packages are stored anymore (and con-
sequently none are processed) – the system 
performance will be low, but it can return 
to AS by re-increasing this value.

4.  Dead Space (DS): If S cannot return into an 
at least acceptable state, it is not part of one 
of the previous sets and therefore belongs 
to the Dead Space.

The target of ONC is then to adjust P depend-
ing on the observed state z(t) in such a way that 
at the next evaluation time t’ the corresponding 
system state z(t’) will be part of TS. How this is 
achieved in detail is described in the remainder 
of this section by explaining the architecture and 
its components.

System Architecture

The ONC system uses the three-layered architec-
ture depicted in Figure 1. The bottom layer (Layer 
0) encapsulates the particular network protocol, for 
example, a broadcast algorithm or a P2P protocol. 
The particular internals of the protocol do not need 
to be available. However, it is required that the 
parameters of the protocol can be altered by the 
ONC system. Also, local information describing 
the current situation of the node needs to be acces-
sible. In order to evaluate the current performance 
of the protocol, the developer or administrator 
needs to provide a performance measure (also 
called fitness or evaluation function), quantifying 
good and bad performance.

Layer 1 of the ONC architecture includes two 
main components: an Observer and a Controller 
which is realized as a Learning Classifier System 
(LCS). The Observer collects local information 
and current settings of the protocol and aggregates 
them into a vector describing the current situation 
at the node. This situation vector then serves as 
input to the LCS. Based on this input, the LCS 
evaluates the current performance of the protocol 
using the fitness function and selects a parameter 
set for the protocol that fits the current situation 
vector best (and therefore promises the best-
possible performance). In case of no parameter 
sets are available in the LCS suiting the current 
needs, new classifiers need to be created. In con-
trast to the original LCS algorithm, however, the 
ONC architecture does not allow new classifiers 
(pairs of situation/conditions and parameters/
actions) to be created randomly by Genetic Al-
gorithms. Instead, control is transferred to Layer 
2 of the ONC architecture.

Layer 2 of the ONC architecture consists of a 
network simulation tool and an Evolutionary Al-
gorithm and constitutes the “creative” component 
of the system. The transfer of control from Layer 
1 to Layer 2 contains a situation vector describing 
a yet unknown situation. In that sense, the ques-
tion “What would you do in this situation?” is 
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given to Layer 2. Layer 2 creates an appropriate 
simulation scenario from the situation vector and 
triggers the Evolutionary Algorithm to repeatedly 
evolve a number of parameter sets for the network 
protocol. These parameter sets are evaluated in 
the simulator. This bears the advantage that newly 
created parameter sets are not directly used in 
the live system, as this could cause the system 
to perform badly or even malfunction. Only 
those parameter sets that qualify in the simulator 
of Layer 2 are passed back to Layer 1 and may 
then be applied in the real world. Therefore, the 
Layer 2 allows for a kind of “sandbox”-learning 
without the risk of applying arbitrary parameter 
sets to the live system.

The remainder of this section gives more de-
tails on the three layers of the architecture. The 
description of each layer is divided into three parts. 
The Scope summarizes the main purpose of each 
layer, the Task highlights its functionality, and the 
Engineer paragraph describes what needs to be 
adapted in order to integrate a new protocol into 
the architecture.

Layer 0: System under Observation 
and Control (SuOC)

Scope: The ONC framework provides a generic 
solution to control network protocols and adapt 
them to dynamically changing environments. The 
controlled protocol is called the System under 
Observation and Control (SuOC). Due to the 
generic concept of the proposed system, it is not 
restricted to a particular set of protocols, which 
means protocols on all layers (from media access 
up to applications) can be controlled in the same 
way as, e.g., wire-based protocols or MANets.

Task: By encapsulating the SuOC, Layer 0 has 
to fulfill two basic tasks. It has to provide a pos-
sibility to observe it and to apply control actions 
to the SuOC. The observation part is responsible 
for measuring the current performance of the 
system in terms of a defined fitness function. For 
P2P protocols, this may be the received download 
rate, for routers running the TCP/IP protocol it may 
be the net throughput. Additionally, a description 
of the SuOC’s current status is needed, taking all 

Figure 1. The architecture of the ONC system
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necessary information into account, which might 
influence the performance. For instance, MANet 
protocols rely strongly on the status of the environ-
ment in terms of available (topological) neighbors, 
their positions in relation to the particular node, 
and their settings of the performed protocol. By 
contrast, the TCP/IP router has to measure the 
properties of all incoming and outgoing data 
streams and settings of the direct neighbors re-
sponsible for those streams. The second part of 
the task is to define the variable parameters of 
the controlled protocol, as they will be subject to 
adaptations performed by the Layer 1 component. 
Almost each existing network protocol provides 
variable parameters like delay times, re-sending 
intervals, intervals for ‘hello’-messages, or buffer 
sizes to fine-tune its behavior.

Engineer: In order to integrate a new protocol 
into the framework, an engineer/administrator 
has to describe its observation and control pro-
cess. First, he has to define the fitness function 
in order to allow for a suitable evaluation of the 
system’s performance at runtime. In some cases, 
a trade-off between conflicting goals needs to be 
reflected in the fitness function (e.g. for sensor 
network protocols the two conflicting goals are: 
maximizing the number of observed events while 
minimizing the energy consumption). To achieve 
the best configuration, we propose a simulation-
based setup. Especially after adding Layer 1, the 
system’s learning component tends to favor only 
one goal, if the contrary aspects are not balanced 
well enough in the fitness function.

Secondly, the engineer has to provide two in-
terfaces: one for accessing the protocol parameters 
and one for collecting information about the local 
system status. The former interface enables the 
framework to adapt the behavior of the protocol. 
In the latter interface, the engineer has to define 
what is (or could be) relevant and influences the 
protocol’s performance. The ONC framework pro-
vides interfaces and predefined implementations 
for protocol groups (e.g. MANets, P2P networks) 
to allow for an easy integration.

Layer 1: On-line Adaptation

Scope: Layer 1 of the ONC framework provides 
the functionality to adapt the protocol by actively 
changing protocol parameters. It contains two 
components to achieve the best possible adapta-
tion strategy: an Observer and a Controller. The 
Observer is responsible for monitoring the SuOC 
using the interfaces provided for Layer 0. Addition-
ally, it aggregates information and augments them 
based on historical observations and predictions. 
The Controller takes the pre-processed data as 
input and decides on the best adaptation strategy. 
This is done using a Learning Classifier System 
(LCS) – a rule-based on-line machine learning 
technique. In this context, a rule defines under 
which observed situation which action (in terms 
of parameter settings) will lead to a predicted 
system behavior quantified by the fitness function.

Task: The Observer receives a description of 
the situation for the particular node, combined 
with a measurement of the system’s performance. 
Since the measured figures might be noisy or 
subject to disturbances, it has to process the in-
coming data. To enable a sophisticated view on 
the measured figures, historical data is taken into 
account as well as predicted trends for a subset of 
the figures (depends on the possibility to predict 
a trend, e.g. the movement of a mobile node can 
often be predicted based on observations of the 
past movements).

Based on the inputs determined by the Ob-
server, the Controller selects the best strategy 
(parameter setting). Within the ONC framework, 
this task is covered by a LCS. In our framework, it 
is an adapted accuracy-based XCS as introduced 
in (Wilson, 1995). The rule-based character is 
important, since we have to guarantee a system 
behavior strictly avoiding undesired effects. For 
instance, a system with full freedom in choosing 
its actions might try to adapt buffer sizes to zero 
and transmission delays to infinity leading to a 
non operable system. For other learning techniques 
like Artificial Neural Networks, a validation of 
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what the system will do in all possible situations 
is not possible due to the black box character of 
the learning mechanism. Additionally, the system’s 
behavior has to be comprehensible and traceable 
for administrators and engineers: a rule-based 
approach is easy to understand. Current research 
focuses on comparing the existing LCS variant 
to other learning techniques that are applicable 
in our framework.

Due to the restrictions named before, the LCS 
itself has been adapted by removing the rule 
generation mechanism (which is the randomized 
part) and replacing it with the simulation-based 
rule evolving mechanism included in Layer 2. 
Details on the technical realization can be found in 
(Tomforde et al., 2009a). The task of this layer is to 
draw conclusions from the system’s performance 
and the previous adaptation of the protocol – it 
learns and self-optimizes its behavior.

Engineer: In order to enable the learning 
component of Layer 1, the engineer has to specify 
a distance measurement function. This function 
is used to compare the similarity of two situation 
descriptions, representing the SuOC’s status (per-
formance, settings, etc.) and the environmental 
conditions (e.g. location of neighbors). Based on 
this function, the LCS can decide if the condition 
part of a rule is fulfilled or not, since it is only 
allowed to choose rules with similar condition 
parts. Additionally, an optional prediction model 
can be provided to increase the adaptation speed. 
This is important, since the rule-based adapta-
tion is performed in cycles defined by a certain 
threshold in order to allow for a feasible measure-
ment of the system’s performance. In most cases, 
the applied action does not have enough time to 
change the behavior of the system, if the cycles 
are too short. Based on the concept of providing a 
generic solution to control network protocols, the 
Layer 1 mechanism itself is designed as a black 
box, which means that the distance measurement 
function (which already exists for a set of pre-
defined protocol groups) and the prediction model 
(likewise existing) are the only parts, a network 
engineer or administrator has to deal with.

Layer 2: Off-Line Learning

Scope: As, for safety reasons, Layer 1 does not 
have the possibility to create new rules, it only 
works on the existing set of rules. This leads to 
a conflict with the initial target definition, since 
the ONC framework has to provide a solution for 
dynamically changing environments where situa-
tions will occur that have not been foreseen at de-
sign time. This means, we need a safe mechanism 
to generate new rule sets for observed situations 
that are not covered by the existing rule set or for 
situations where the matching rules have shown 
a bad performance. Our approach relies on a 
self-organized and autonomous sandbox-learning 
mechanism: Layer 2 combines an optimization 
technique (we use an Evolutionary Algorithm, see 
(Eiben & Smith, 2003)) with a standard network 
simulation tool (the state-of-the-art solution NS-2, 
see (Fall, 1999)) to generate new situation-specific 
and tested parameter sets.

Task: The task of the second layer is to learn 
new parameter sets off-line. In contrast to Layer 
1, Layer 2 has no hard time restrictions (Layer 1 
reacts immediately). Therefore, an optimization 
technique can be used to generate new parameter 
sets and test them for the given situation by using 
simulations. The approach has to find the best-
fitting parameter set under certain constraints, 
like the best solution found within a given time-
interval, a given number of iterations, or after 
achieving a particular performance threshold. The 
simulator generates a scenario reflecting a more 
abstract view of the currently observed situation 
and runs the protocol with the parameter set to be 
tested. Afterwards, the performance is measured in 
terms of the fitness function as defined for Layer 0 
and compared to the performance of the protocols 
standard configuration. This is the last check to 
guarantee that only well-fitting parameter sets are 
added to the rule-base of Layer 1.

Additionally, Layer 2 contains an own Ob-
server, which is responsible for monitoring the 
whole device processing the network protocol. 
Since the rule learning task is time and perfor-
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mance consuming, this can only be done, if the 
system can provide free resources. For instance, the 
Layer 2 can only execute a task on MANet nodes, 
if the user does not need the system’s resources. 
Alternatively, the second layer can be outsourced 
to other participants. For instance, controlling 
sensor node protocols using ONC will not allow 
for a distributed rule-generation solution, since 
sensor nodes have very hard energy- and computa-
tion restrictions. Here, the supply with new rules 
can be covered using periodic update messages 
provided by the destination of the observation 
messages (which is a central and more powerful 
element in most cases).

Engineer: In order to enable the usage of Layer 
2, the engineer has to provide a simulation model. 
Within the ONC system, the standard tool NS-2 
is used; other simulators can be easily integrated. 
The network simulator NS-2 has a large set of 
integrated or available standard protocols, but 
for recently developed or proprietary protocols, 
a simulation model probably does not exist. The 
engineer has to provide a realistic model (as it 
is also used during the protocol development 
process), which can be adapted to the observed 
situation by generating an appropriate scenario.

Exemplary Evaluation of the 
ONC System’s Performance

The ONC system has been applied to different 
protocols: MANet protocols (Tomforde et al., 
2010), a P2P protocol (Tomforde et al., 2009a), a 
Smart Camera protocol (Tomforde et al., 2009c) 
and a sensor network protocol (Tomforde et al., 
2010b). In all cases, we have demonstrated the 
potential of the approach by measuring the increase 
in the system’s performance due to the dynamic 
adaptation performed by the ONC system. For 
this chapter, we chose two protocols from differ-
ent domains and different layers of the protocol 
stack to demonstrate the benefit of ONC and its 
generic character.

The first part of the exemplary evaluation 
deals with the P2P protocol BitTorrent (Cohen, 
2003). We define a simple scenario in order to 
show the benefit of using ONC already for just a 
small set of observed figures. More details on the 
application of ONC to BitTorrent can be found in 
(Tomforde et al., 2009a). The second part of the 
evaluation applies ONC to broadcast algorithms 
in MANets, particularly the R-BCAST protocol 
(Kunz, 2003). More details about this scenario 
can be found in (Tomforde et al., 2010).

Scenario 1: Peer-to-Peer 
Network Protocols

The first scenario is used to apply the ONC system 
to a protocol from the application layer of the 
protocol stack. Here, BitTorrent (Cohen, 2003) 
has been chosen as an example for the whole 
domain. BitTorrent is a well-known and widely-
used protocol, which is responsible for up to 53% 
of all P2P traffic on the Internet (Pouwelse et al., 
2005), based on measurements in June 2004.

Protocol: BitTorrent is a very popular P2P 
protocol for distributing large files to many us-
ers. Since previous P2P protocols had problems 
regarding, e.g., fairness or efficiency, BitTorrent’s 
approach relies on a fairness-based distribution 
of data. Files are split into small parts, so called 
chunks. The search mechanism to find data files 
within the P2P overlay-network is based on 
specific web servers, the so-called trackers. A 
client needs the address of a tracker to get into 
the system, since the tracker manages a list of 
available parts for the particular files. A peer 
receives a list of other peers providing chunks of 
the sought-after file and can ask for more, if the 
received set did not contain enough peers, which 
are still alive. Individual chunks are exchanged 
based on a tit-for-tat approach to achieve fairness 
and to avoid free-riding: A peer is only uploading 
data to those peers from which it is receiving the 
highest download rate. All other peers are said to 
be choked. The process itself is organized by defin-
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ing several parameters, which can be controlled 
by the peer (some only when setting up a new 
file for the overlay network). A last fundamental 
part of the protocol is necessary to understand the 
mechanism and to receive a basic understanding 
of the parameter list provided in the following: the 
optimistic unchoking technique. Here, the client 
reserves a minor part of its available bandwidth 
for sending pieces to randomly selected peers with 
the intention of discovering even better partners 
and to ensure that newcomers get a chance to 
join the group.

Parameter: The BitTorrent protocol contains 
several parameters, but not all have influence on 
the performance or can be controlled locally by 
each peer. Table 1 lists all parameters, which are 
subject to control actions by the ONC framework 
in our current implementation. The adaptation of 
further protocol parameters and the direct inter-
vention of protocol logic within the simulator are 
subject to ongoing investigations.

Adaptation of ONC: To enable the control 
of BitTorrent using the ONC framework, we had 
to adapt it as described within the previous sec-
tion. To encapsulate the protocol instance (our 
SuOC) using Layer 0, a fitness function is need-
ed, as well as a description of the current situation 
the protocol instance is in. In order to keep the 
example simple, we decided to use only the re-
ceived download rate of a file as fitness measure-
ment. The status of the node and the environment 
are modeled using different attributes, e.g. num-

ber of available peers, their connections, the files 
currently downloading, to reflect the system view, 
or the CPU-, RAM-, or bandwidth-usage for the 
local view of the node itself. Again, we decided 
to keep the scenario as simple as possible and 
took only the bandwidth usage including up- and 
download utilization of the channel into account. 
All system figures are observed by Layer 0, but 
only the two figures for the bandwidth utilization 
are used as basis for the situation description and 
consequently the optimization process.

For Layer 1, a metric to quantify the similarity 
between two situation descriptions is needed. To 
receive one value for this distance of a situation 
(status of available up- and download for BitTor-
rent), an aggregated number has to be taken into 
consideration. Therefore, we decided to use the 
Euclidian Distance between both situations within 
the space, defined by the two axes given by the 
values for up- and down speed. For instance, the 
comparison of Situation(A) (upstream: 25KByte, 
downstream 100 KByte) and Situation(B) (up-
stream: 20 KByte, downstream 80 KByte) leads 
to a value of 20.6.

Finally, Layer 2 needs a simulation model to 
configure the simulator. We used an implemen-
tation of the BitTorrent protocol for the NS-2 
simulator (Eger, 2009). The scenario processed 
by NS-2 is configured using the observed figures 
provided by the Observer of Layer 1: the number 
of peers, their connections, which chunks they 
already downloaded, etc. Within this scenario, 

Table 1. Parameter of BitTorrent controlled by ONC 

Variable parameter Description Standard configuration

NumberOfUnChokes Number of unchoked connections 4 connections

ChokingInterval Interval for unchoking process 10 seconds

RequestPipe Number of simultaneous requests 5 requests

NumberPeersPerTracker Number of requested peers 50 peers

MinPeers Min. number of peers for not re-requesting 20 peers

MaxInitiate Maximum number of peers for initialization 40 peers

MaxConnections Maximum number of open connections 1000 connections
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we used a simplified and abstracted presentation 
in order to demonstrate the general behavior. By 
contrast, an application of the ONC system in a 
realistic environment will take other figures for 
the rule selection mechanism into consideration: 
the state of the environment (in terms of avail-
able peers and their configurations) or other local 
figures (e.g. CPU- or RAM-usage).

Setup: The evaluation scenario considers the 
usage of a standard PC during one day. The user 
fulfills tasks, which leads to a certain utilization 
of resources. Sporadic lookup of information and 
downloading of files has influence on the utiliza-
tion of up- and downstream connections to the 
Internet, which are also used by the BitTorrent 
client running in the background to download 
a high amount of data (e. g. video recordings of 
lectures). The target of the ONC system is to adapt 
the BitTorrent client to the changes in the observed 
utilization of system resources. In this example, 
we aim at demonstrating the working concept and 
therefore restricted the observed figures to just 
measuring the current usage of up- and download 
speed (several other figures might have influ-
ence, like CPU-, and RAM-usage). This means, 

the BitTorrent client can only use the remaining 
bandwidth - the assumed usage during the day by 
other processes is depicted in Figure 2.

The scenario contains 100 peers and one 
tracker. Three peers are seeds, meaning that they 
have the complete file available at start - all 
other peers do not have parts of the file. Each peer 
tries to download the same 500 MByte file during 
the simulation and starts over after finishing the 
download. All peers are connected with similar 
links: 400 KByte/sec bandwidth for the down-
stream and 40 KByte/sec for the upstream link 
(e.g. an ADSL line).

Results: To evaluate the ONC system’s be-
havior in such a usage-scenario, we analyzed 
the received download rate for three consecutive 
days. The results are depicted in Figure 3. All 
three days were simulated using the same usage 
profile (see Figure 2); the only difference is that 
the ONC system improved over time by evolving 
new rules and using them for particular situations. 
At day 1, the system starts with a completely empty 
rule base. Since no rules are available, it reacts 
on all changes in the observation of the SuOC 
by applying the standard parameter set, which is 

Figure 2. Assumed usage-profile of bandwidth during one day, the difference to the total values defined 
by the channel (Maximum Down-/Upload) can be used by BitTorrent
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the fall-back solution in our approach. Since the 
generation and optimization of a new rule (find 
the best possible parameter set for the given situ-
ation) using Layer 2 takes time (depends on the 
complexity of the scenario and the expected quality 
of the rule), no rules are available during day 1. 
This means that the system’s performance at day 
1 (average download rate of 165.5 KByte/sec) is 
equal to using the standard protocol parameter 
configuration as listed in Table 1.

At the next simulated day, an improved situ-
ation-depending selection of parameter sets and 
the corresponding adaptation of the protocol can 
be observed. The system performance is increased 
by 7.2% (in comparison to day 1) to an averaged 
download rate of 177.4 KByte/sec. This demon-
strates the desired effect that the ONC system 
recognizes already observed situations and uses 
the rules evolved by Layer 2. In some cases, the 
system does not have an appropriate rule for the 
observed situation, but can use a similar rule 
(nearby in terms of the distance measurement) 
– which can, e.g., be seen for the situation from 
8 to 9 o’clock. Since the Layer 1 Controller is 
able to learn, it has to be allowed to choose not 
always the best-matching rule. With a lower prob-

ability, it might try a rule situated nearby (again 
in terms of the provided distance measurement). 
This leads to the effect that, e.g., in one case (dur-
ing day 2) the Layer 2-generated rule has not been 
selected, although (see interval from 9 to 10 
o’clock) it was already available.

Finally, at day 3 the system shows the desired 
behavior. It always chooses the best available 
rules (here, for each of the 14 different intervals 
an optimized rule has been evolved). The result-
ing averaged download rate is 199.3 KByte/sec, 
which is an increase of 20.4% compared to always 
using the standard configuration of the protocol 
(day 1). This demonstrates the need for and the 
potential of controlling networks by using ONC, 
since the static standard configuration does not 
lead to the best possible performance.

The diagram depicted in Figure 4 describes the 
resulting utilization of the (download) channel for 
all three days. Each line shows the sum over the 
standard utilization of the channel as depicted in 
Figure 2 and the performance of the BitTorrent 
client controlled by the ONC system as depicted 
in Figure 3. Again, the utilization of the channel 
and consequently the efficiency of the channel 
usage have been increased significantly.

Figure 3. Resulting download performance due to ONC control (BitTorrent protocol)
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Scenario 2: Broadcast Algorithms for 
Mobile Ad-hoc Networks

In order to demonstrate the generic character of 
the ONC system, it has been applied to different 
protocols. Besides BitTorrent, especially MANet 
protocols are of interest for ONC’s scope, since 
they are processed in highly dynamic environ-
ments and have to deal with uncertainties in their 
neighborhood due to movements or failures. 
Within the MANet domain, we decided to apply 
ONC to broadcast algorithms for MANets, since 
they provide a basic technology, which is used 
for other protocol types (e.g. for routing). Out of 
the set of MANet-based broadcast protocols, the 
Reliable Broadcast (R-BCast) Protocol as intro-
duced by Kunz has been chosen (Kunz, 2003), 
since it is a representative for this research field. 
The target for the ONC system in this setup is to 
reduce the number of forwarded messages and 
simultaneously increase the number of success-
fully delivered broadcast messages.

Protocol: R-BCast is a representative for the 
research field of reliable broadcast protocols in 
MANets. In order to achieve reliability and in-
crease the packet delivery ratio compared to other 
protocols, additional effort is made by equipping 

the nodes with extra buffers. These round-robin 
based buffers are used to store the last p unique 
packets received by the particular node. There-
fore, the R-BCast protocol has significantly more 
variable parameters than standard broadcasting 
algorithms. In contrast to the previous scenario, the 
task to control this protocol is even more complex, 
but it also offers a higher potential benefit due to 
a dynamic adaptation.

Parameter: R-BCast is configured using 
several parameters defining its behavior. For this 
scenario, we selected the parameters listed in Table 
2 as subject to control interactions of the ONC 
system. The protocol itself has more parameters, 
but not all have impact on the simulated perfor-
mance or can be controlled locally by each node.

Adaptation of ONC: The first scenario dem-
onstrated the benefit of ONC using a simple 
setup and only a few input parameters. Here, a 
more complicated setup is used in order to show 
that ONC is able to deal with more demanding 
tasks.

At Layer 0, again, two interfaces are needed: 
one for accessing the protocol parameters and 
one for collecting information about the local 
system status. The former interface enables the 
framework to adapt the behavior of the protocol, 

Figure 4. Channel utilization for the three consecutive days (ONC controlled BitTorrent and standard 
usage from Figure 2)



27

Organic Network Control

which means the parameter settings can be adapted 
at runtime. In the latter interface, the engineer 
has to define what is relevant and influences the 
protocol’s performance - we call this the situa-
tion of the system. The latter interface has to be 
more powerful than in the BitTorrent setup – in 
MANets the dynamics of the system are mainly 
represented by the changing neighborhood of 
nodes (the distribution of other nodes within send-
ing range). Therefore, the sector-based description 
of the situation as depicted in Figure 5 has been 
developed. The radius of the outer circle is twice 
as large as the sending distance – we assume that 
a node is able to determine the current positions of 
its neighbors within sensing range relative to its 
own position (e.g. based on GPS, see (Pahlavan 
and Krishnamurthy, 2001)).

The situation as depicted in Figure 5 needs an 
additional measurement for the similarity of two 
entities (A, B). To be able to determine the dis-
tance, the possible influence of rotation and reflec-
tion are deducted initially. Afterwards, the for-
mula for the distance of two situations (∂) can be 
defined with r ∈ RADII and s ∈ SECTORS as 
follows:

∂( ) = −∑∑A B  r distance, ( ) /, ,A Br s r s
sr

2  

The function r.distance defines the radius 
size. Ar,s represents the number of neighbors 
within the sector s of radius r for the situation 
description A. This means that the importance of 
a node’s neighbor decreases if it is situated within 
an outer radius. The same fitness function can 
be used to measure the global effect of the ONC 
system on the overall performance, since the target 
is reflected by the formula above. ONC has to 
decrease the number of forwarded messages and 
simultaneously increase the number of success-
fully delivered broadcast messages.

Furthermore, the fitness function has to be 
defined to enable the learning process of Layer 
1. In literature, several different functions to 
evaluate the performance of MANets have been 
proposed and applied. In this context, the standard 
functions are Packet Delivery Ratio and Packet 
Latency – both cannot be measured locally at 
each node. Therefore, we need another criterion, 
which can be determined based on locally avail-
able information only. The target of the function 
is to reduce the number of forwarded broadcasts 
and assure the delivery of the broadcast to each 
node at the same time. Therefore, we introduce 
the following formula:

Fitness (x) = 
#
#
recMess
forMess

 

Table 2. Parameter of the B-Cast protocol controlled by ONC 

Variable parameter Description Standard configuration

Delay Maximum deceleration time between receiving and forwarding of 
a message, interval [0, delay]

0.1 sec

Allowed Hello-loss Maximum number of Hello-messages, which may be lost until a 
node is assumed to be out of transmission range

3 messages

HelloInterval Interval between two Hello-messages 2 sec

∆ Hello-Interval Randomizes Hello-Interval 0.5 sec

Packet count Number of the last x stored NACK messages 30 messages

Minimum difference Minimum difference between NACK messages 0.7 sec

NACK timeout Wait timeout until retransmission of NACK 0.2 sec

NACK retries Number of retries of sending a NACK message 3 retries
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The fitness of a performed action is determined 
for the last evaluation cycle, defined by the vari-
able x. Since a new parameter set has to be used 
for a certain duration until we can determine the 
effect of this configuration, we use evaluation 
cycles defining discrete time slots. This cycle 
duration depends on how dynamic an environment 
is: the faster it changes, the shorter is the cycle 
to be chosen. Considering the formula above, 
the node evaluates the sum of all messages being 
forwarded by all of the neighbors and the node 
to be evaluated within the last evaluation cycle 
(#forMess), and the sum of all messages being 
received by them (#recMess).

The last part of the adaptation process for 
ONC deals with the rule-generation component. 
Layer 2 has to configure adequate simulation 
scenarios for observed situations in order to 
evolve new rules. In the current version of ONC, 
the standard network simulation tool NS-2 (Fall, 
1999) is used, but it can easily be exchanged by 

other solutions. Although NS-2 has a large set of 
integrated or available standard protocol models, 
a new one might have to be provided for recently 
developed or proprietary protocols. Since the de-
velopment and the analysis of protocols rely on 
the existence of simulation models, we assume 
that the availability is given. The adaptation of the 
scenario is done using the configuration interface 
by considering the observed situation of the par-
ticular MANet node. In order to control broadcast 
algorithms in MANets, a randomized instance of 
the aforementioned sector-model is created. This 
model defines the distribution of the neighboring 
nodes and considers the movement direction of 
the node – this information is then transferred to 
the NS-2 instance to simulate the sub-network 
using the same coordinate system as for the ob-
served system. Thus, the simulated sub-network 
is a randomized view on that part of the network 
the particular node has local information about.

Figure 5. Environment representation for ONC when controlling protocols for mobile ad-hoc networks
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Setup: The ONC framework is implemented 
in JAVA. The moving agents communicating 
via the MANet protocol are simulated using the 
Multi-Agent Simulation Toolkit MASON (Luke 
et al., 2004) with each agent’s protocol instance 
representing a SuOC of the architecture as depicted 
in Figure 1. The respective Layer 1 Controller 
is an adapted Learning Classifier System as de-
scribed in (Tomforde et al., 2009a). At Layer 2, 
the standard network simulation tool NS-2 (Fall, 
1999) is used to evolve new parameter sets in 
combination with a standard Genetic Algorithm 
(population size: 15, new children per iteration: 
7, mutation rate: 0.2 per child, all children via 
crossover with fitness-based selection of parents). 
We use two different simulation tools in order to 
avoid having exactly the same conditions while 
optimizing rules, since a complete copy of the 
current situation observed in the real environment 
within the simulator is not realistic. 100 agents 
have been created and applied to the simulated 
area which has dimensions of 1,000x1,000 cells 
(corresponds to 1,000x1,000 meters). The agents 
move according to a random-waypoint-model. The 
Physical/Mac layer is an IEEE 802.11 in ad-hoc 
mode at 2 Mbps.

Results: To evaluate the ONC system with the 
scenario presented before, we analyzed the sys-
tem’s performance for two cases under the same 
restrictions: a) all nodes are uncontrolled and use 
the manually optimized standard configuration 
of the protocol (without ONC system), and b) all 
nodes have an own instance of the ONC system 
to control their protocol configuration. During one 
run of the scenario (10,000 simulated seconds), 
17,400 B-Cast-messages have been simulated. The 
performance measurement in Figure 6 and Figure 
7 is calculated using the fitness function used for 
the local learning part. The diagrams consist of 
the simulation time in simulated seconds (X-axis) 
and the determined fitness values (Y-axis).

The diagram in Figure 6 plots the system’s 
performance considering only one node. In prin-
ciple, all simulated nodes show a comparable 
behavior; this specific node has been explicitly 
chosen to demonstrate the typical differences 
between an ONC-controlled and an uncontrolled 
node. During the simulation, the node gets sepa-
rated from the rest of the network (no other nodes 
within sending distance) between simulation 
seconds 7,350 and 7,700. Within this interval, the 
fitness is 0 for both cases. But especially these 
situations demonstrate the benefit of ONC control. 

Figure 6. Comparison of simulation results for one node: Uncontrolled and ONC-controlled (B-Cast 
protocol).



30

Organic Network Control

The delays have been lengthened so that the node 
receives more old messages when it arrives back 
in sending distance of another node resulting in 
a quicker recovery of the ONC-controlled system.

Considering again Figure 6, another obser-
vation can be made regarding the impact of the 
learning module. Learning is only possible, if the 
system gets a feedback on its actions and behavior 
– thus, it must be able to try different solutions. 
From this set of possible actions, not all will 
lead to the intended system performance – some 
might lead to an affected behavior. Here, e.g. at 
simulation second 1,800, the learning component 
tries a rule that results in a performance slightly 
worse than the standard protocol configuration. 
Besides these learning effects, the performance of 
the protocol instance has been enhanced in terms 
of the fitness function measured over the complete 
simulation time of 10,000 simulated seconds. The 
fitness measurement has been increased from 
0.827 (protocol is performed using the standard 
configuration without ONC interactions) to 0.8991 
(protocol configuration is subject to control ac-
tions by ONC), which is a difference of 8.71%.

These results refer to one single node only. 
Since all nodes perform a local optimization based 
on locally available data and a local fitness func-

tion, an increase in the local performance of one 
node has been expected. To be able to analyze 
the overall performance, an aggregated view 
on network-level is needed. Figure 7 plots the 
averaged performance of the network protocol 
instances on network-level. The averaging leads 
to the effect that the system’s performance is only 
slightly influenced by a separation of nodes (e.g. 
between simulation seconds 3,850 and 4,200). 
Despite these separation effects, an increase in 
the system’s performance can be observed. When 
all nodes perform just the standard protocol con-
figuration without any adaptation, the resulting 
averaged fitness is 0.8760. The same simulation 
with additional ONC control for all nodes leads 
to an averaged fitness value of 0.9456, which is 
an increase of 7.94%. Both aspects of the fitness 
function are responsible for the increase: the num-
ber of forwarded messages has been decreased 
slightly, whereas the number of received messages 
has been more significantly increased. More de-
tails and results on the control of MANet-based 
broadcast algorithms can be found in (Tomforde 
et al., 2010).

Figure 7. Network-wide comparison of simulation results: Uncontrolled and ONC-controlled (B-Cast 
protocol)
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FUTURE RESEARCH DIRECTIONS

Future research in the ONC System will be guided 
along two major dimensions: the scope of optimi-
zation and the means for structural reorganization. 
While currently only single protocols are consid-
ered for optimization, future work in the scope of 
optimization will include multiple protocols in a 
single protocol stack of a single node. A special 
focus will be set on the interdependencies of 
protocol layers. In addition to purely local cross 
layer approaches, the coordinated optimization of 
protocol stacks on multiple nodes in a subnetwork 
will be investigated. This cross-node approach 
involves, for example, the cooperation and or-
chestration of large populations of nodes. The 
structural reorganization currently only employs 
the parameter adaptation described in this chapter. 
Future research will also include the evolution of 
protocol logic, e.g., the adaptation of protocol state 
machines. Going even further, we will investigate 
means for the autonomous modification of mes-
sage syntax and even the semantics of messages.

CONCLUSION

Within this chapter, we described the Organic 
Network Control (ONC) System which is used to 
adapt network protocols to dynamically changing 
environments. We discussed the proposed system 
architecture in detail and explained the necessary 
tasks, which an engineer has to process to enable 
the usage of ONC. Since the dynamic adaptation 
is a highly complex task, especially if large parts 
of the possibly occurring situations are unknown 
at design time, the system is equipped with capa-
bilities to learn new strategies and self-optimize 
its behavior.

Reagrading the handling of complex tasks in 
nature, a distributed solution involving a large 
set of mostly simple entities leads to good solu-
tions in most cases. Typically, these systems are 
characterized by a combination of evolution and 

self-optimization. Inspired by these elementary 
concepts, the ONC approach distributes the re-
sponsibility to find and apply the best-fitting 
control strategies to all participants: they decide 
autonomously based on local knowledge only. 
Additionally, the usage of Evolutionary Algo-
rithms in combination with a simulation tool for 
the rule-generation process enables an evolving 
system over time.

To demonstrate the potential of the ONC 
approach, we applied it to the well-known Bit-
Torrent protocol and a MANET broadcast pro-
tocol. In the former example, usage profiles for 
three consecutive days were used to present the 
self-optimizing character of the ONC system by 
achieving an increase in terms of the measured 
system performance on all three days. In the latter 
example, we have compared the performance of 
the ONC system to manual optimizations, which 
are typically carried out by protocol designers and 
network engineers. The results of the simulation 
studies show that the automated ONC system can 
reach at least the results of manual optimization 
and outperforms it for most of the cases.
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Chapter  3

INTRODUCTION

Natural systems are able to dynamically construct 
redundancy by assembling and reproducing their 
components. Often, components exist in several 
copies (flocks, but also blood or nerve cells), ex-
ploiting parallelism and minimizing the impact of 
the loss of a single item. For singular components 

(e.g. bones) and in order to fight the problem of 
aging, redundancy is achieved over time through 
procreation, yielding a new and possibly modified 
copy. In computer science however, software is 
considered to be static (and without wear). This 
view is recent: Back in the 1940s, von Neumann 
(1966) developed a theory of self-reproducing 
automata. He described a universal constructor, 
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a machine able to produce a copy of any other 
machine whose soft- and hardware blueprint is 
provided as input. Being universal, the constructor 
is also able to generate a copy of itself.

Considerable research on self-replication was 
carried out on the framework of Cellular Automata 
(CA), in which remarkable results were achieved, 
also in terms of robustness and self-repair (Tem-
pesti, Mange, & Stauffer, 1998). However, these 
results are hard to transfer from CA to the world of 
today’s computer software. In the 1960s, with the 
desire to understand the fundamental information-
processing principles and algorithms involved 
in self-replication, researchers started to focus 
on self-replicating code: how textual computer 
programs are able to replicate independent from 
their physical realization. The existence of self-
replicating programs is a consequence of Kleene’s 
second recursion theorem (Kleene, 1938), which 
states that for any program P there exists a pro-
gram P’, which generates its own encoding and 
passes it to P along with the original input. The 
simplest form of a self-replicating program is a 
Quine, named after the philosopher and logician 
Willard van Orman Quine, and made popular by 
Hofstadter (1979): A Quine is a program that prints 
its own code. Quines exist for any programming 
language that is Turing complete and it is a com-
mon challenge for students to come up with a 
Quine in their language of choice. The Quine Page 
provides a comprehensive list of such programs 
in various languages (Thompson, 2010).

Contribution

In this work, we put Quines in a parallel execution 
environment, permitting an ensemble of Quine 
copies to achieve surprising robustness with re-
spect to code and packet loss and even execution 
errors. Our contribution consists in the demonstra-
tion of an operational system based on Quines 
that runs highly reliable network services with 
provable dynamic properties. More precisely, we 
will introduce an artificial chemistry embodied as 

interconnected “molecule vessels” in which we 
place carefully crafted self-replicating programs. 
Packets, or “molecules”, react with each other and 
produce new packets, thus executing the program. 
Useful computations are piggybacked to the Quine 
structures in order to implement the network ser-
vices. Due to the special scheduling of the reactions 
in the artificial chemistry according to the “law of 
mass action” in real chemistry, our system inherits 
the dynamic properties from chemistry such that 
we can apply the related analysis tools that were 
developed in the past two centuries. The law of 
mass action links the microscopic (scheduling) 
events with the observable behavior at macro 
scale. Using perturbation analysis, we can then 
proceed in identifying equilibria and their stability.

Structure of this Chapter

We present our work along the following argumen-
tation path: After having highlighted the context 
of our approach and related work, we proceed 
with introducing a new “style” of implementing 
network services that we call chemical networking 
protocols. Next, we present “chemical Quines” 
and we extensively study their long-term stability, 
both in a single node as well as in a distributed 
setting. We also look at competing Quines and 
show that the aggressive growth of Quines leads 
to a winner-takes-all dynamics. We then inves-
tigate cooperative couplings of Quines and put 
these insights to work with a link-load-balancing 
service for which we show its resilience to packet 
and code loss.

CONTEXT AND RELATED WORK

In this section, we reference the relevant corner 
stones for our work where we could draw important 
insights, namely self-reproduction, fault tolerance, 
artificial chemistries and their dynamics, the 
dynamics of competing populations and finally 
cooperation patterns. The programming language 
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“Fraglets”, which we have used to implement our 
system, was described by Tschudin (2003) and is 
summarized in the next section.

Since the work of von Neumann (1966), 
many variants of universal constructors for self-
reproduction have been proposed and elaborated. 
For an overview, see Freitas and Merkle (2004) 
or Sipper (1998). Langton (1984) argued that 
natural systems are lacking a universal constructor 
and relaxed the requirement that self-replicating 
structures must be equipped with a universal 
constructor. Instead, self-replication may arise 
from dynamic loops instead of static tapes; the 
information necessary to replicate the structure 
may be distributed in this loop and may not be 
present in explicit and distinct entities of a passive, 
un-interpreted blueprint and its active version of 
interpreted instructions. This observation led to 
a new surge of research on such self-replicating 
structures (Perrier, Sipper, & Zahnd, 1996; Sip-
per, 1998).

In computer science and engineering, the 
method of choice to achieve robustness, resilience 
and fault tolerance of services is to build up re-
dundancy in order to mask errors (Johnson, 1996; 
Pradhan, 1996; Wilfredo, 2000): Multiple identi-
cal or similar redundant systems are performing 
the same task. The result is compared, often by a 
centralized observer. This architecture inevitably 
leads to the problem that the central decision maker 
may also be error prone, requiring an observer of 
the observer, and so on, leading to infinite regres-
sion. Hence, we need a solution where the central 
observer that steers the redundancy is redundant 
too and is blended into the system

Artificial chemical computing models 
(Banâtre, Fradet, & Radenac, 2006; Calude & 
Paun, 2001; Dittrich, 2005; Holland, 1992; Paun, 
2000) express computations as chemical reac-
tions that consume and produce objects (data or 
code) that are organized in a multiset. Dittrich, 
Ziegler and Banzhaf (2001) classified chemical 
computing as applications of Artificial Chemistry, 
a branch of Artificial Life (ALife) dedicated to 

the study of the chemical processes related to life 
and organizations in general. In the same way as 
ALife seeks to understand life by building artifi-
cial systems with simplified life-like properties, 
Artificial Chemistry builds simplified abstract 
chemical models that nevertheless exhibit proper-
ties that may lead to emergent phenomena, such 
as the spontaneous organization of molecules into 
self-maintaining structures (Dittrich & Speroni 
di Fenizio, 2007; Fontana & Buss, 1994). The 
applications of artificial chemistries go beyond 
ALife, reaching biology, information processing 
(in the form of natural and artificial chemical 
computing models) and evolutionary algorithms 
for optimization, among other domains. Chemical 
models have also been used to express replication, 
reproduction and variation mechanisms (Dittrich 
& Banzhaf, 1998; Dittrich et al., 2001; Hutton, 
2002; Teuscher, 2007; Yamamoto, Schreckling, 
& Meyer, 2007).

The dynamics of natural chemical reactions 
is governed by the law of mass action (Waage & 
Guldberg, 1864; English translation by Abrash, 
1986), which states that the reaction rate is 
proportional to the reactant concentration. Sev-
eral algorithms have been proposed to simulate 
chemical reactions on the microscopic level: 
Gillespie (1977) describes an exact stochastic 
simulation algorithm that accurately mimics the 
randomness of reactions, which stems from the 
Brownian motion of the colliding reactant mol-
ecules. Several variants and improvements of this 
algorithm have been proposed since then (Gibson 
& Bruck, 2000; Gillespie, 2007). Originally, the 
aim of these algorithms was to simulate real 
chemical reactions. In this work, we use them as 
scheduling algorithms for our chemical programs. 
Consequently, program execution is an inherently 
stochastic process; there is no guarantee, which 
reaction will be executed next and when. How-
ever, since on the macroscopic time scale these 
algorithms simulate the law of mass action, the 
average dynamic behavior can be described by 
the same Ordinary Differential Equations (ODEs) 
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that are used to deterministically approximate real 
chemical reactions.

A novel element of our work is the use of hard 
limits to an artificial chemical vessel’s capacity. 
Environments with limited resources that host 
replicating entities lead to natural selection, as 
was shown by research on population dynamics 
by Fernando and Rowe (2007); Stadler, Fontana, 
and Miller (1993); Szathmáry (1991). In our case, 
the population consists of software components: 
Healthy software survives whereas errors are 
displaced. This naturally leads to software ho-
meostasis – the intrinsic self-regulation of code 
in order to maintain a stable, healthy state.

Natural selection inevitably induces a com-
petitive environment where software instances 
fight for resources and where this struggle may 
lead to the extinction of healthy but inefficient or 
rarely used code. There are, however, well-known 
methods that show the emergence of cooperation 
(Wagner, 2000) in a competitive environment, such 
as the theory of hypercycles (Eigen & Schuster, 
1979). Furthermore, in computer network re-
search, mechanisms to control redundancy on the 
level of data-packets are well known. Transmission 
control protocols such as TCP (Postel, 1981) are 
not only able to recover from packet losses, but 
also to adapt the transmission rate to the limited 
bandwidth of the network (Jacobson, 1988), pro-
viding fairness for the competitive environment 
of the underlying IP network. Within our setting, 
we are able to transpose these methods, currently 
only used for data stream control, down to the 
code execution level, granting fairness among 
the software parts that fight for limited (memory) 
resources.

CHEMICAL NETWORKING 
PROTOCOLS

Traditionally, protocol execution is handled by 
a state machine that upon the reception of a 
packet synchronously changes its internal state 

and performs some communication activity. Here 
we introduce a “molecule metaphor” where each 
packet is treated as a virtual molecule. Virtual 
molecules react with other molecules in a reac-
tion vessel (node). A reaction may produce other 
molecules being delivered to the application or 
being sent over the network. In such a chemical 
perspective, we obtain a web of reactions that 
together perform a distributed computation (called 
network service).

Modeling Chemical Communication

Instead of encoding a deterministic state machine, 
or having a sequential program that processes an 
incoming packet, each network node contains a 
finite multiset of molecules S={s1,…,sn} (=pack-
ets). In addition, each node defines a set of reac-
tion rules R={r1,…,rm} expressing which reactant 
molecules can collide and which molecules are 
generated during this process. Such a reaction 
is typically represented as a chemical reaction 
equation such as

Ci + Xi → Ci + Xj

The above reaction in node i consumes, if 
present, two molecules C and X from the local 
multiset, regenerates C and sends molecule X to 
neighbor node j. In a simple two-node network 
topology, the above example spans the following 
reaction network that works as follows:

C1 + X1 → C1 + X2

C2 + X2 → C2 + X1

A received molecule is in a first step passively 
placed into the multiset of the node. For example, 
the second rule is not executed immediately after 
node 2 receives a new X-molecule. It is rather 
scheduled for a later time determined by an exact 
stochastic reaction algorithm, for instance those 
proposed by Gillespie (1977) or Gibson and Bruck 
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(2000). The reaction scheduler draws the delay 
between two occurrences of the same reaction from 
an exponential probability distribution. The role 
of this delayed execution is to enforce the law of 
mass action at the macroscopic level: Molecules 
C1 and X1 react with an average rate equal to the 
product of their abundance r1=c1x1. The rate of 
packets sent from node 1 to node 2 is equal to r1 
while the packet stream in the opposite direction 
exhibits a rate of r2=c2x2. It can be shown that 
the overall reaction system spanned by the two 
local reaction rules strives towards equilibrium 
where the number of X-molecules in either node 
is inversely proportional to the number of the 
corresponding C-molecules.

Fraglets: A Chemical 
Programming Language

So far, we demonstrated a static reaction network 
where abstract reaction rules were “installed” 
permanently in each node. Here, we extend this 
model aiming at dynamically changing the set of 
reaction rules. We present the Fraglets language 
(Tschudin, 2003, 2007), an artificial chemistry 
according to the definition of Dittrich et al. (2001), 
whose corresponding chemical machine is execut-
able and which serves as a simple platform to run 
chemical protocols.

Each molecule s ∈ S, or packet, is a string of 
symbols over a finite alphabet Σ. The first symbol 
of the string defines the string rewriting operation 
applied to this molecule by the virtual chemical 
machine; it can be thought of an assembler in-
struction. For example, the molecule [fork a b c d] 
transforms itself and splits into the two molecules 
[a c d] and [b c d]. The list below shows some 
essential instructions and their actions.

[match α Φ] + [α Θ]→[Φ Θ]

[fork α β Θ] →[α Θ] + [β Θ]

[nop Θ]→[Θ]

[send k Θ]i →[Θ]k if (i,k) ∈ E

α, β ∈ Σ are arbitrary symbols, Φ, Θ ∈ Σ* are 
symbol strings, i, k ∈ V denote network nodes, 
and (i,k) ∈ E communication links of the network 
graph G=(V, E). Molecules starting with “match” 
or any non-instruction identifier are in their normal 
form. The “match” instruction can be used to join 
two molecules by concatenating the second to the 
first after removing the processed headers. Subse-
quent instructions immediately reduce the product 
further until they again reach their normal form. 
For example, the two molecules [match pkt send 
2 pkt] and [pkt data] in node 1 imply the reaction

[match pkt send 2 pkt]1 + [pkt data]1

→ [send 2 pkt data]1

(transmit to neighbor 2) → [pkt data]2

Such a chemical language allows us to “pro-
gram” the reaction graph. Molecules now have a 
structure; they contain information such as pig-
gybacked user data. However, the dynamics of 
the reaction network is still governed by the law 
of mass action and thus, the protocol’s behavior 
is chemically controlled.

CHEMICAL QUINES AND 
THEIR STABILITY

In this section, we first demonstrate how to write 
Quine programs in the Fraglets artificial chemistry. 
Then, by limiting the memory resources of the 
reaction vessel, we turn these Quines into software 
elements that steer their own redundancy and by 
this way become intrinsically self-healing. We 
also quantify the Quines’ robustness by calculat-
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ing their average survival time using phase-type 
distributions.

In ordinary sequential programming languages, 
a Quine is a single piece of code outputting its own 
source code. In the parallel world of an artificial 
chemistry, a Quine becomes a set of molecules 
that is able to replicate itself. An example that 
illustrates this concept is the combination of a 
“blueprint molecule” B = [x fork nop match x] 
and its active variant A = [match x fork nop match 
x] (Yamamoto et al., 2007). The two molecules 
react with each other and, according to the Fraglets 
rewriting rules, regenerate themselves.

By repeating the fork instruction three times, 
the above Quine can be converted into a duplicat-
ing Quine as shown in Figure 1. The duplicating 
Quine generates two copies of itself in each round 
while consuming the original copy. The schematic 
illustration on the right side of Figure 1 shows the 
corresponding chemical reaction network that is 
dynamically equivalent to the Fraglets rewriting 
loop on the left side. Note that only bimolecular 
reactions are scheduled according to the law of 
mass actions; unimolecular rewriting rules such 
as “fork” are immediately executed, hence these 
intermediate steps (molecules) are omitted in the 
schematic notation.

Because the reactions are scheduled according 
to the law of mass action, the duplication rate 
increases with the growing number of Quine in-
stances. Consequently, the population of Quines 

grows hyperbolically (Szathmáry, 1991), meaning 
that it theoretically reaches infinite abundance in 
finite time.

As a limit to this unbounded growth, we intro-
duce a non-selective dilution flux to the reaction 
vessel, which destroys arbitrary molecules as 
long as the total number of molecules exceeds 
a pre-defined vessel capacity. This leads to a 
selective pressure: Only molecules that are part 
of a self-replicating set have a chance to remain 
present – all other molecules will eventually be 
displaced.

The dynamic behavior of the duplicating Quine 
in a vessel of limited capacity N is described by 
the catalytic network equation (Stadler et al., 
1993), a deterministic approximation expressed 
by Ordinary Differential Equations (ODEs) where 
xA is the number of A-molecules and where xB 
denotes the number of blueprints B
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subject to the conservation relation xA + xB = N. 
The total dilution flux Φ = 2xAxB is equal to the net 
production rate in the vessel. The system exhibits 
three dynamic fixed points, one at xA = xB = N / 

Figure 1. The duplicating Quine grows hyperbolically by generating two replicas in each cycle while 
the original copy is consumed
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2 and two pathological cases at xA* = N, xB* = 0, 
and xA* = 0, xB* = N.

The first fixed point is locally stable accord-
ing to a standard perturbation analysis (Strogatz, 
1994) and is characterized by both molecules – the 
blueprint and its active variant – being present 
with the same abundance. The stability property 
essentially means that the system returns to equi-
librium condition: Even if we perturb the system 
by removing some instances of either species, the 
opponent forces of hyperbolic growth and non-
selective dilution flux let the system autonomically 
find back to this equilibrium. In other words, the 
system intrinsically maintains its own redundancy 
without an external controller!

The Odds of Unlucky Scheduling

The two pathological fixed points from the analysis 
above deserve some more attention. The determin-
istic ODE model predicts that they are not locally 
stable, which may lead to the conclusion that these 
states cannot be reached. However, in our sto-
chastic execution environment, these fixed points 
will eventually be reached and represent states 
where one of the molecule species is completely 
absent such that the system becomes deadlocked 
and finds itself in a so called “absorption state”. 
Consequently, the lifetime of a chemical Quine 
is finite, even when no faults occur.

In order to quantify the baseline robustness 
of the duplicating Quine, we now calculate the 
mean first-passage time to one of those absorption 
states. A chemical reaction network obeying the 
law of mass action can be modeled stochastically 
by a continuous time discrete space Markov jump 
process on the non-negative |S|-dimensional inte-
ger lattice where |S| is the number of molecular 
species. The Chemical Master Equation (CME) 
(Gillespie, 1992) describes the dynamics of this 
stochastic model.

Our simple chemical Quine only consist of 
two species and the total number of molecules is 
fixed to N. This allows the system to be modeled 
by a finite birth-death Markov chain where XA(t) 

∈ [0,N] is a random variable denoting the number 
of A-molecules, whereas the number of blueprints 
(B) is given by XB(t) = N – XA(t). In this context, 
the birth rate λi represents the average rate of losing 
a B-molecule and gaining an A-molecule in state 
i whereas the death rate μi describes a movement 
in the opposite direction. These transition rates 
for the states [1,N-1] are given as
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The distribution of the first passage time 
from an initial state (here: k = N / 2) to one of 
the absorption states is given by the phase-type 
distribution according to Neuts (1981): We first 
build the transition rate matrix Q, the off-diagonal 
elements of which are the transition rates (qi,i+1 = 
λi, qi,i-1 = μi) and the diagonal elements are given 
by the sum over the off-diagonal elements such 
that its row sum is zero. Next, we separate the 
transient states from the absorbing states; thereby 
we summarize all absorbing states to one single 
state. Finally, we rewrite the transition matrix to 
the form

Q
S S

0 0
0

= 











 

where S is the transition matrix among the transient 
states and S0 = -S⋅1 is the vector of transition rates 
to the absorbing state. The mean time to absorp-
tion is now given by the expression

E abs[ ]T = − −pS 11  

where p is the initial probability distribution with 
pk = 1 and pi≠k = 0.

We developed a tool that given the reaction 
network and the vessel capacity N automatically 
builds the corresponding Markov chain and its 
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transition matrix S. We then use Scilab (Campbell, 
Chancelier, & Nikoukhah, 2006) to calculate the 
mean time to absorption based on the generated 
transition matrix.

Figure 2 shows the mean time to absorption 
for the duplicating Quine in vessels with dif-
ferent capacities. The figure illustrates that the 
mean time to absorption exponentially increases 
with the vessel capacity N. In fact, already for N 
= 37 the mean survival time exceeds the current 
lifetime of the universe. For small values of N, 
we complemented these analytical calculations 
with 1000 simulation runs in Fraglets; the empiri-
cally measured average survival time accurately 
matches the predicted survival time.

We expect the robustness of a Quine to decrease 
with the presence of execution errors. We study 
two types of errors: (1) With probability p, each 
Fraglets instruction fails to produce the right result; 
instead, a neutral fraglet is generated, that is un-
able to replicate or to react with other molecules. 
(2) The symbols of a vessel’s fraglets become 

subject to alteration with rate δ, turning the af-
fected fraglet again into a neutral molecule.

Figure 3 shows the rewriting steps of the du-
plicating Quine that is subject to execution errors. 
The dashed arrows indicate that instead of the 
intended rewriting result, an error product E is 
generated. The corresponding reaction network is
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We cannot model the system by a one-dimen-
sional birth-death Markov chain anymore because 
now three species are involved: A, B, and the 
error product E. However, the survival time, i.e., 
the first-passage time to an absorption state, can 
be calculated from the transition matrix of the 
corresponding two-dimensional Markov state 

Figure 2. Mean survival time of a Quine with respect to the vessel capacity
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array. An absorption state is still defined as a state 
where either A- or B-molecules are absent.

Figure 4 shows the mean survival time of a 
duplicating Quine in vessels of different capacities 
plotted with respect to different execution error 
probabilities. The robustness of the Quine barely 
decreases for realistic execution error probabilities 
and only sharply drops for error probabilities above 
1%. The diagonal line in Figure 4 illustrates the 
survival rate of a single Quine instance that just 
replicates but does not heal itself. This situation 
is comparable to traditional sequential software, 
which realistically fails at the first occurrence of an 
execution error. Although the self-healing Quines 
eventually die even in the absence of execution 
errors, they live much longer than un-instrumented 
code in the presence of execution errors, even in 
small reaction vessels.

The second type of error we discuss in this 
section are spontaneous alterations of memory 
bits with rate δ. Such Single Event Upsets (SEUs) 
can be caused, for example, by cosmic radiation 
(Normand, 1996). The rate at which a fraglet is 
hit depends on its length l, thus is lδ. We model 
the spontaneous mutations that turn a fraglet into 
a neutral molecule E with the reaction network

  A B  2A + B

A  E

B  E

+  →

 →

 →

1

8

7

2
δ

δ

 

Figure 5 shows the mean survival time of our 
duplicating Quine, now plotted with respect to 
different symbol mutation rates (we assumed that 
each fraglets symbol is encoded by eight bits). To 
appraise these curves, we recall that, according to 
Normand (1996), the Singe Event Upset (SEU) 
rate caused in microelectronic devices by radiation 
is around 5⋅10-16 alterations per bit and second. 
In this region, the Quine is almost unaffected by 
mutations.

The Odds of Unlucky Scheduling in 
a Distributed Context

In this section, we study whether the survival time 
of a Quine is higher in a distributed context. Intui-
tively, we expect that the system is able to survive 
for a longer time when backup molecules exist: 
When one vessel hits an absorption state, another 
vessel in the network could be still alive and would 
be able to heal the inert node by sending it the 
seed that can restart the Quine’s loop. However, 

Figure 3. Duplicating Quine where each rewriting step may be subject to an execution error (dashed 
lines) with probability p. We assume that the error product E is not able to react with the other molecules.
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we found out that the strategy of spreading seeds 
is important for this scheme to work.

We analyzed the robustness of two different 
types of distributed Quines. Common to both types 
is that each node i contains a reaction between the 

Quine’s active molecule Ai and the correspond-
ing blueprint Bi. The difference is that in the first 
case we produce the seed replicas locally and 
broadcast them to neighbor nodes. Once arrived, 

Figure 4. Mean survival time of a duplicating Quine, in a vessel of capacity N and subject to execution 
errors with probability p. The fluctuations for N = 30 are due to floating point precision limits in Scilab.

Figure 5. Mean survival time of a duplicating Quine, in a vessel of capacity N and subject to spontane-
ous symbol alterations at rate δ
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the seeds unfold and generate two instances of 
either molecule type:

A B A Bi i j j
j i j E

+ +→
∈{ }
∑ ( )

( , )

2 2  

The second distributed Quine type only sends 
one seed to its neighbor nodes whereas the other 
seed is used to replicate the Quine locally:

A B A B A Bi i i i j j
j i j E

+ + +→ +
∈{ }
∑ ( )

( , )

 

Figure 6 shows the mean survival time against 
different mutation rates of the two distributed 
Quine types in a two-node network topology, 
as well as the curve of a one-node duplicating 
Quine for comparison purpose. The total capacity 
of the reaction vessel(s) is the same for all three 
cases, namely N = 10 molecules: This is, for the 
one-node Quine, the single vessel provides the 
whole capacity, whereas for the two distributed 

cases, the capacity is evenly distributed between 
the two participating nodes.

We observe that the single Quine always out-
performs the distributed Quine of type 1, which 
sends both seed copies to the neighbor. The dis-
tributed Quine of type 2, however, is the most 
robust variant for moderate symbol alteration 
rates. This stems from the fact that the second 
type has to digest only two received molecules at 
once, whereas the first type receives four in-
stances at a time. The more excessive molecules 
the dilution flux has to remove, the higher is the 
fluctuation around the steady state and, conse-
quently, the more likely one of the absorption 
states is reached. Thus, the good recipe for robust 
distributed Quines is to replicate locally in order 
to maintain the population and to send only one 
copy to the neighbor nodes for the case the neigh-
bors deviate from the fixed point or even reached 
a local absorption state.

Figure 7 shows the robustness surface of the 
two distributed Quine types for different symbol 

Figure 6. Mean survival time of the distributed Quines in two vessels with a total capacity of N = 10 
molecules, subject to spontaneous symbol alteration at rate δ in comparison to a single Quine with the 
same total capacity of N = 10
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alteration rates and packet loss probabilities. 
Packet loss only has a marginal effect on the 
robustness, especially for the second type, which 
replicates locally. The second type only needs the 
received Quine seeds to bootstrap the local Quine 
when accidentally hitting a local absorption state.

Competing Quines: The Winner 
Takes All

As we showed above, the aggressive growth of 
the duplicating Quine is instrumental for letting 
it self-heal. However, when placing two different 
instances of duplicating Quines into a common 
reaction vessel, only one will survive while the 
other will be literally squeezed out. This is due 
to the finding that independently and hyperboli-
cally growing populations with finite resources 
lead to the survival of the common (Szathmáry, 
1991): The first Quine that reaches a sufficiently 
high concentration will dominate the others and 
lead to their extinction even if their replication 
rate is higher.

Figure 8 illustrates the fight between two 
Quines in the same vessel for different start con-
centrations but constant total vessel capacity N = 
20. We observe that the robustness of the Quines 
heavily depend on their initial concentration – the 
(initial) allocation of memory slots for Quine 2 
grows linearly from left to right – and that the 
non-selective dilution flux does not guarantee 
fairness among the Quines per se.

This winner-takes-all behavior is problematic 
because we would like to compose multiple self-
healing Quines, each working on some part of a 
problem to solve. As we show in the following 
section, this is in fact possible if the Quines co-
operate.

DESIGN PATTERNS 
FOR A COOPERATIVE 
COUPLING OF QUINES

In this section, we introduce three design patterns 
to couple Quines and, in an application case, 

Figure 7. Mean survival time of the distributed Quines in two vessels with a total capacity of N = 10 
molecules, subject to packet loss with probability p and spontaneous symbol alteration at rate δ
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show that even competitive Quines can be used 
to build useful, self-healing networking protocols. 
But first, we demonstrate how our self-healing 
Quines can be enriched to perform an actual and 
useful computation.

A small modification to the duplicating Quine’s 
structure leads to a data-processing Quine, as 
is depicted in Figure 9. With the new structure, 
the set of A and B molecules does not directly 
replicate anymore. Instead, the active molecule 
A reacts with a data molecule (or “data packet”) 
D, computes some product (not shown) and also 
generates an additional reward molecule R. The 
reward molecule reacts with and consumes a 
blueprint molecule B, which contains the neces-
sary information to re-create the active and the 
blueprint molecule. As usual with duplicating 
Quines, the reaction between R and B results in 
two instances of A and B.

In this reaction network (Figure 9), the growth 
rate of the data-processing Quine is limited by 
the data injection rate. The steady-state concentra-

tion of the Quine becomes proportional to its 
steady-state growth rate (not considering the dilu-
tion flux). If the growth rates of two Quines differ 
by magnitudes (for example, if data molecules 
for one Quine are injected more frequently than 
data molecules for another Quine), the concentra-
tion of the latter Quine will likely drop to zero. 
Thus, cooperating Quines must mutually control 
their replication rate in order to achieve fairness 
with respect to their expected survival time, which 
we want to be independent from their data pro-
cessing rate. In the following we analyze various 
coupling methods for data-processing Quines.

String of Quines

Frequently, a computation requires multiple data-
processing operations in sequence; Figure 10 
shows such a scenario for three operations, each 
using our modified Quine structure.

In such a reaction network topology, the com-
mon data stream generates a symbiotic relationship 

Figure 8. Mean survival time of two competing Quines in a vessel with capacity N = 20 with respect to 
different initial partitions
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among the Quines: The second Quine is only able 
to duplicate if the first Quine generated a product 
molecule and duplicated in turn. The third Quine 
only duplicates after the second duplicated before. 
Thus, the growth rate of all Quines is approxi-
mately equal to the data injection rate.

Hypercycle

If Quines do not process the same data stream 
sequentially, we need another method of symbi-
otically coupling the Quines. Eigen and Schuster 
(1979) proposed a cyclic linkage of reactions as 
an explanation of self-organization of prebiotic 
systems in which RNA strands and enzymes 
cooperate. We translate this idea to the world 
of Quines in Fraglets: As shown in Figure 11, a 
hypercycle of Quines consists of several data-

processing Quines, which do not generate their 
own duplication reward Ri. Instead, each Quine 
cyclically generates the reward for another Quine.

The advantage of such a cyclic dependence is 
that none of the Quines is able to replicate much 
faster than the others, which leads to their sustained 
coexistence in the reaction vessel. The disadvan-
tage comes from the fact that an active molecule 
Ai is consumed when a data packet is processed 
and is not immediately available for the next data 
packet. Thus, on the long run, Quine i cannot 
process a data stream faster than twice the data 
processing rate of the predecessor Quine. That is, 
the hypercycle Quines impose strong restrictions 
on the range of data streams they are able to pro-
cess as the most active element is doomed to 
starve.

Figure 9. Data processing Quine: The active molecule A processes a data molecule D resulting in a 
reward R. The blueprint B contains all information necessary to generate two copies of A and B when 
reacting with R.

Figure 10. String of Quines: Three data-processing Quines are indirectly linked by sequentially process-
ing the same data stream.
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Data-Rate-Independent 
Duplication Feed

The main disadvantage of the hypercyle, starvation 
of the most active molecules, arises from the fact 
that these molecules are produced by one specific 
other Quine in the hypercycle. This dependency 
can be broken by separating replication from 
duplication: When processing a data packet, the 
Quine shall immediately replicate and regenerate 
the consumed active molecule. This maintains a 
constant number of active molecules if there is no 
dilution flux and no (mutation or execution) error. 
To cope with the relatively rare error events we 
have to provide a separate stream of duplication 
rewards for the fraglet; these duplication rewards 
increase the number of active molecules and 
blueprints. Because we want all coupled Quines to 
survive, we have to guarantee that they all receive 
their duplication rewards with the same rate, i.e., 
they are fairly fed.

Figure 12 shows such a “duplication feed 
pattern”. Two Quines process independent data 
streams and replicate individually by generating 

a local replication reward molecule Ri
r for each 

processed data molecule. A separate support Quine 
generates duplication rewards Ri

d and distributes 
them equally to the involved Quines. The support 
Quine is self-duplicating, paced by an externally 
provided stream of trigger molecules. Ideally, its 
“feeding rate” would be adjusted to the expected 
error rate. If the error rate cannot be estimated, the 
data processing Quines could be reprogrammed 
in order to automatically produce this trigger, 
although the latter method will probably result in 
a feeding rate that is higher than needed.

An Example of Robust Link Load 
Balancing with a Chemical Protocol

We now make use of the cooperation patterns 
for Quines in order to implement a self-healing 
protocol that balances a packet stream over two 
different network paths such that packet loss is 
minimized.

As depicted in Figure 13, we inject packets at 
rate r into node 1 where two Quines, one for each 
path, compete for them and send them over the 

Figure 11. Hypercyclic Quines: Four data-processing Quines are symbiotically linked by mutually let-
ting them generate their reward to duplicate in a cyclic fashion.
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corresponding path. Instead of replicating as fast 
as possible by generating their own reward, the 
Quines wait for and react with acknowledgment 
packets that serve as duplication rewards. The 
third Quine in node 2 sends these acknowledg-
ments back over the reverse path and delivers the 
packet to the application.

This scheme leads to a perfect packet balance 
between the two paths. When the reaction vessel 
in node 1 is saturated, its molecules belong either 
to Quine Q1a or to Q1b, as other molecules have 
been squeezed out. Let us denote the relative 
concentrations by x1 and x2, respectively, satisfy-
ing x1 + x2 = 1. Since replication is triggered by 
the received acknowledgments, these concentra-
tions are

x
r

ri
i

jj

=
∑

'

'
 

where rj’ is the rate of acknowledgments received 
over path pj.

Let us assume that the bandwidth of path p1 
is infinite whereas p2 drops packets exceeding a 
rate of b packets/s. We examine the overload situ-
ation where the total rate r > 2b. Consequently, 
the rate of acknowledgments is r1’ = r1 and r2’ 

= min(r2, b). Due to the law of mass action, the 
fraction of packets sent over p1 is proportional to 
the concentration of Quine Q1a:

r x r
r

r r b
r1 1

1

1 2

= =
+min( , )

 

Hence, r1 = r – b and r2 = r – r1 = b. Quine Q1b 
reduced its concentration so as to only forward 
packets up to the bandwidth limitation of path p2.

The load balancing protocols reaches (chemi-
cal) equilibrium, where it provides the optimal 
traffic partition. Deviations from the equilibrium, 
for example by lost molecules on one network path, 
are compensated by increasing the population of 
Quines that forward packets over the opposite path. 
Moreover, the code itself is organized in circuits of 
self-replicating molecules: In the face of execution 
and mutation errors, the system will eventually 
regenerate the lost code and, after some transition 
time, autonomously finds back to equilibrium. In 
fact, packet loss as well as code loss is treated by 
the same mechanism and in the same way.

Figure 14 depicts the protocol’s response to 
an extraordinary error where the system loses the 
majority of its molecules. In an OMNeT++ (Varga, 
2001; Varga & Hornig, 2008) simulation we fixed 

Figure 12. Separation of replication and duplication: the two data-processing Quines only replicate; a 
duplication feed is provided by a separate supporting Quine on the right.
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the input rate r to 200 pkts/s and the bottleneck 
capacity to b = 40 pkts/s. At time t = 50s, 80% of 
all molecules (code and data) are neutralized in 
node 1. The forwarding rates, as can be seen in 
the figure, remain unaffected while the code fully 
regenerates itself within 10 seconds!

The load balancing protocol discussed in this 
chapter may also be used for other tasks. Meyer, 
Yamamoto, and Tschudin (2008) use it as a self-
adapting forwarding engine of a self-healing 
routing protocol implementation. We point out 
that the protocol, although self-healing, is not as 
elaborate as existing load-aware protocols in many 
respects. However, a noteworthy observation is 
that it implements intrinsic bandwidth estimation 
by relying on the rate of actual data packets, akin 
to ACK pacing in TCP (Aggarwal, Savage, & 
Anderson, 2000), whereas other existing band-
width estimation techniques numerically calculate 
the bandwidth based on the rate of separate probe 
packets or on their inter-arrival time (Easwaran 
& Labrador, 2004).

FUTURE RESEARCH DIRECTIONS

In this section, we point out two areas where further 
research efforts are needed: Hardware anchor and 
instruction set design linked to a more probabilistic 
mindset to networking services.

Hardware Level Artificial Chemistries

Our move to study fault tolerance at the pure 
software level implicitly makes assumptions on 
the underlying execution environment: Ideally, 
each molecule would be carried by a “physical” 
thread. However, in our implementation we place 
a single virtual machine (VM) per node that serves 
full vessels. An error in the vessel will hurt many 
molecules instead of single items. Therefore, 
one should investigate hardware chip designs 
where “molecule threads” and “memory access” 
is highly parallel and as decoupled as possible. 
Note that due to the self-healing properties of 
our software, the hardware implementation can 
exhibit spurious errors. This relates to efforts of 
Chakrapani, Korkmaz, Akgul, and Palem (2007), 
who proposed probabilistic chips, i.e., CMOS 
devices whose behavior is rendered probabilistic 
by noise. The advantage of such chips is their 
feasible manufacturing process in the nanometer 
scale and their lower energy consumption achieved 
by a lower operating voltage. The problem of such 
hardware is that it may expose physical noise up 
to the instruction level, an environment where 
traditional programming paradigms and languages 
obviously fail.

Figure 13. Data packets to node 2 are injected at rate r into node 1. Quines 1 and 2 (concentration x1 
and x2, respectively) compete for and forward packets at rate r1 and r2 over paths p1 and p2, resp. The 
Quine’s replication is controlled by acknowledgments received at rate r1’ and r2’, respectively.
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Instruction Set Design and 
Probabilistic Network Services

Recently we observed that some instructions are 
more fragile to bit errors than others (e.g., the 
“fork” tag). A redundant binary encoding scheme 
(forward error correction or just bit error flagging) 
for Fraglet symbols would lower the fraction of 
harmful mutations. For example, a fraglet starting 
with a corrupted symbol would be non-reactive 
but still exposed to the non-selective dilution flux 
and will eventually be displaced.

An even more radical approach would be to 
let an instruction encode a probability distribution 
of actions on (Fraglets) strings. Currently, we are 
far from devising such an execution scheme for 
practical use, but it would resonate well with the 
mindset that exposing some randomness of net-
working services to the end user, e.g., accepting 
packet loss in a video-stream, instead of providing 
delivery guarantees, is just fine.

CONCLUSION

In this work, we showed that Quines, i.e., self-
replicating programs, are much more than a 
mere intellectual challenge for computer science 

students. When interpreted in a chemical context 
and equipped with self-induced dynamic behavior, 
they provide the basis for self-healing programs 
and protocols.

We presented different Quine variants in the 
Fraglets system, an artificial chemistry especially 
targeted for networking applications. With the help 
of a law of mass action scheduler, the population 
of a specially designed duplicating Quine grows 
hyperbolically. Put in a virtual reaction vessel 
with limited capacity, this Quine has intrinsic 
self-healing properties without relying on an 
external controller.

Because of the behavioral equivalence of the 
Fraglets reaction regime to real chemical reactions, 
we are able to use the same mathematical tools 
used to analyze chemical reactions. For example, 
phase-type distributions can be used to quantify 
the survival probability of Quines. In a network-
ing context, certain self-replicating programs are 
able to survive longer than on a single machine: 
“Going distributed” is a strategy that brings about 
more robustness. We also demonstrated the use of 
Quines for real networking protocols, for example 
a link load balancing protocol that recovers from 
execution errors and spurious alteration of bits 
in the memory.

Figure 14. OMNeT++ simulation: Relative concentrations of the forwarding Quines in node 1 during 
the loss of molecules and the corresponding packet forwarding rate (unaffected).
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Unlike other bio-inspired approaches that ex-
tract the essence of a natural mechanism and then 
try to import it into existing networking machinery, 
we make a step forward by putting chemical laws 
in the core of packet processing engines: It seems 
that such an approach simplifies the transfer of 
desirable robustness properties from nature to 
manmade systems. Network service robustness 
must be understood as a code-rewriting task 
with homeostatic properties where the software 
continuously and actively has to maintain its 
healthy state. We believe that this is a necessary 
requirement for the future’s truly adaptive and 
evolving protocols.
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KEY TERMS AND DEFINITIONS

Quine: A computer program that generates 
its own source code as output; named after the 
philosopher and logician Willard van Orman 
Quine (1908-2000).

Replication: The process of generating an 
identical copy of itself. Self-replicating programs 
are well known in the form of viruses. Artificial 
chemical Quines make use of self-replication to 
establish redundancy.

Reproduction: The process of generating 
a modified copy of itself. Variation may stem 
from external sources, such as mutation due to 
radiation, or may be intrinsically caused, such as 
crossover during sexual reproduction. Reproduc-
tion in an environment with limited resources 
leads to evolution.

Code Robustness: Ability of software to 
tolerate execution errors or changes of its own 
code base.

Artificial Chemistry: Computer model to 
simulate real chemistry or to mimic chemical reac-
tions in order to process information. An artificial 
chemistry is defined by a set of molecular species, 
a set of reactions among them and an algorithm 
that describes how and when the reactions are 
applied to the molecules.
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Fraglets: An artificial chemistry designed for 
efficient packet processing in computer networks. 
Packets are represented as virtual molecules. 
Molecules are shaped as strings of instruction 
symbols. They determine the rewriting operation 
applied to the molecules when colliding with 
other molecules. Virtual reactions are scheduled 
according to the law of mass action.

Law of Mass Action: Mathematical model, 
discovered by Waage and Guldberg (1864), that 
relates the reaction rate to the concentration of 
molecules. According to this law, the reaction 

rate is proportional to the product of the reactant 
concentrations. In a simulator, potentially “execut-
able reactions” must be delayed in order to match 
the rate imposed by the law of mass action.

Equilibrium: A system state in which oppos-
ing forces are balanced. This condition is satisfied 
in a stable dynamic fixed point of the system. 
Chemical networking protocols are designed 
such that the solution of a distributed problem is 
presented as equilibrium of the chemical reaction 
network.
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Chapter  4

INTRODUCTION

Neurobiology

Classic neuroanatomic research tells us that the 
nervous system of animals essentially consists 
of the nerve cells, the so-called neurons, and that 
these are connected to each other along axons and 
dendrites (longer and shorter tree-like branching 
excrescences of the neuron body) via so-called 
synapses (Shepherd, 1994). This is certainly a 

simplified picture, but – while research about 
the degree of neural minutiae of importance for 
supporting cognitive process is still on-going – it 
is a useful working hypothesis that neural com-
putation takes place mainly through neurons and 
synapses. Most artificial network models that aim 
to explain nervous processing or utilise in artificial 
intelligence concentrate on these two ingredients 
(Müller et al., 1990; Rojas, 1996).

It appears that – compared to a computer in a 
technical sense – a single neuron is only capable 
of a very restricted set of computations, but that 
the complexity of the nervous system lies in the 
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precise way how these neurons are connected to 
each other through their synapses. Hence where 
a classical computer has one or a few complex 
processor kernels connected in a comparatively 
simple way, nervous systems have a high number 
of simple elementary processors connected in a 
complex way.

How do these components, neurons and 
synapses interact? First of all the neurons fire a 
spike, i.e. send an electrical potential pulse down 
their axons and via the synapses to the dendrites 
of connected other neurons. More precisely, the 
cell bodies of neurons have an electrical poten-
tial difference against the surrounding medium. 
This electrical potential is a function of the input 
such a neuron receives from other neurons (usu-
ally through the synapses on its dendrites). If the 
electrical potential exceeds a certain threshold, 
the neuron generates an electro-chemical pulse, 
the spike, which propagates along its axon. This 
pulse is then transmitted as input to the next 
neuron through a synapse, and the strength (or 
weight) of such a synapse determines how much 
the potential of the post-synaptic cell changes 
subsequently. The receiving cell usually needs 
a number of such pulses within a certain time in 
order to reach its own firing threshold and pass 
on a spike to its successor neurons i.e., neurons 
often function approximately as leaky integrators 
of incoming spikes within a certain characteristic 
time (Gerstner & Kistler, 2002).

It is important to note that a synapse is a 
site of close contact of the pre-synaptic axon 
and post-synaptic dendrite which are however 
separated by the so-called synaptic cleft. Signal 
transmission at the synapse happens as follows: 
The change of electrical potential due to the spike 
in the pre- synaptic neuron causes it to release 
a chemical neurotransmitter at the site of the 
synapse which then diffuses across the synaptic 
cleft. If it arrives at the site of the synapse in the 
post-synaptic neuron, it there causes a change of 
electrical potential in the cell body. Synapses can 
be excitatory, i.e. the transmitted spike increases 

the post-synaptic potential, or inhibitory, where 
the potential is decreased.

To summarise for use in artificial neural net-
works, neurons communicate among each other 
by sending spikes, short electrical pulses of stereo-
typical form. Receiving neurons sum this spikes 
within a time window, weighted by the strength 
of the synapses over which they were received, 
and if they have received enough input – and 
dependent on the parameters of the neuron (i.e. 
firing threshold, internal state history etc) – then 
fire a spike themselves.

How is information encoded in the nervous 
system? What is a significant neural firing pat-
tern? This is still an open question, and its answer 
might depend on where one looks in the nervous 
system. It is known that there are parts of the 
nervous system that use the firing rate, i.e. the 
average number of spikes a neuron emits in a 
time interval to encode for example the intensity 
of a sensory stimulus. However also precise spike 
times or time-locked spiking of various neurons are 
important for information encoding, for example 
in the owl auditory system, where precise runtime 
differences are encoded in precisely timed spikes 
needed for echo-location (Carr, 1993).

In artificial neural networks, for their techni-
cal simplicity often rate-neuron based models are 
preferred over spiking ones, since here the output 
variable of neuron is only a real number for every 
time step whereas for spiking models the precise 
timing of spikes and hence the cell internal states 
needs to be modelled (Gerstner & Kistler, 2002).

Learning

Long-term learning in nervous systems seems to 
be mainly following a Hebbian paradigm (Hebb, 
1949; Kempter et al., 1999; Gerstner et al., 1996; 
Markram et al., 1997): If one neuron fires a spike 
and a connected neuron fires subsequently, the 
first neuron has provided useful information to the 
second and therefore the strength of the synapse 
between the two increases etc. Variations of this 
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scheme have been observed in natural nervous 
systems that make use of statistical correlations, 
such as the above, in the firing patterns of two 
connected neurons and thereby changing the 
strength of synaptic connection between them. 
Such plasticity of synapses and neurons can 
also be affected by local concentrations of neu-
rotransmitters, signals from third neurons and so 
on (Gu, 2002).

Currently it is an open problem how precisely 
(unsupervised) learning on the neuronal and 
synaptic level “conspires” to yield the flexible 
goal-driven (supervised) learning behaviour which 
we observe in higher cognitive processing (Harris, 
2008). As far as artificial neural network models 
are concerned, usually weights of synapses and 
neural firing thresholds are adapted, following a 
local Hebbian-type rule. Alternatively synaptic 
and neural parameters are adapted as to minimise 
a global error functional. This however requires 
localised feedback of the global error-signal, and 
it is currently not clear how this is achieved in 
natural neural networks.

General Properties

While natural neural networks as a whole are reli-
able information processors – otherwise humans 
and animals could not survive in the complex 
environments they are in, this is not the case for 
single neurons and synapses. In fact it is assumed 
that the firing or not of a single neuron or even 
its death does not alter information processing. 
Neurons and synapses often also work only in 
a stochastic sense: be it through external noise 
in the system or through intrinsic stochasticity 
e.g. in the release of transmitter vesicles at the 
synapses (Allen & Stevens, 1994; Schneidman 
et al., 1998). Hence neuronal networks as such 
must be noise- and fault-tolerant.

A consequence of the noise and fault tolerance 
is that the networks can deal with problem domains 
that cannot be described in a rule-based manner 
or only so with lots of exceptions to rules to deal 

with special cases (e.g. English pronunciation, 
irregular past tense forms of English verbs etc). 
They often find solutions to a problem where 
analytic treatment is not possible or no ansatz for a 
structured solution exists due to lacking experience 
with the problem domain (e.g. handwriting rec-
ognition). They find solutions in a self-organised 
way. A down side is of course that it is also hard to 
understand how a neural network solves a given 
problem unless a lot of analytical effort is made 
towards understanding its trained dynamics. In 
this sense, there is no proof of 100% reliability 
or correctness of trained neural networks – so 
you do not want a neural network to inform a 
jet’s auto-pilot.

If dynamics of biological or artificial neural 
networks are analysed, this will often be with tools 
from mathematical non-linear dynamical systems 
theory, iterated mappings and differential equa-
tions (Jost, 2005), and theoretical results about 
for example oscillatory behaviour, fixed point 
behaviour, learning convergence, types of solu-
tions found have successfully been analysed to a 
certain degree for various types of artificial neural 
networks. Also theory of symbolic computation 
has been applied to several types of networks, and 
for many Turing-equivalence has been established 
(Kilian & Siegelmann, 1996; Maass, et al., 2002). 
While neural networks can be analysed in terms 
of discrete symbolic computation (Hopcroft & 
Ullmann, 1979), this does not mean that due to 
their continuous nature this is the approach that 
does justice to their nature: neural networks are 
understood better in terms of sub-symbolic, as-
sociative and gradual computation rather than 
symbolic, rule-based and discrete computation.

Artificial Neural Networks

Biologically Plausibility

The brain consists of a vast number of neurons and 
synapses (and other structures not mentioned that 
also contribute to nervous computation). Neuron 
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and synapse can be classified into different types, 
but each neuron of each type will come with a 
different set of parameters like firing thresholds, 
plasticity, synaptic weight, synaptic delays. Large 
scale neuronal models exist that model individu-
als neurons very exact, however such models are 
computationally costly (Markram, 2006), so that 
large nets of these cannot feasibly simulated in a 
standard technical application. Hence neuron and 
network models vary according to the biological 
detail they take on board.

Biologically realism is always then an issue 
when understanding nervous or cognitive function 
is in the focus. For technical applications often 
only the concept of a large number of simple 
processing units interconnected in a complicated 
way is important.

Supervised vs Unsupervised Learning

Networks can and have been hand-coded, e.g. for 
cognitive modelling or robot control or formal 
proof of Turing-equivalence, however the great 
appeal of neural networks is that they can learn. 
Learning can be done in a supervised way or in 
an unsupervised way.

In supervised learning, some prior knowledge 
of the problem and sample solutions are avail-
able in the form of pairs of input data and target 
output data. In the learning process the input 
data is presented to the network which is left to 
calculate its output. The output is then compared 
to calculate the error E between the actual and the 
target output data, for example using the Euclidean 
distance if the data is in vector format. In gradi-
ent descent approaches to learning (Williams & 
Peng, 1990), network parameters such as synaptic 
weights w, firing thresholds are changed propor-
tionally to their contribution to the error, i.e. Δw 
= –η∂E/∂w. This training process is then repeated 
until E converges to zero or – more usual – drops 
under a certain value. Mathematically speaking, 
a network trained in a supervised regime learns a 
mapping from input to output minimising a given 

error functional in an approximative way – it is 
essentially doing function approximation.

The trained network can then be run on ad-
ditional validation data to check its accuracy and 
generalisation beyond the training data. Ultimately 
the network will be run with input data for which 
the output data is not yet known. A typical ex-
ample would be handwriting recognition where 
the network is given handwritten characters and 
their label, i.e. the corresponding printed charac-
ter or ASCII code. Characters could come from 
a data base with samples from different writers. 
After training the network could then for example 
operate in a hand-held device and recognise a 
different writer’s characters.

An example of such a network is given further 
down as a case study to understand the cognitive 
McGurk Effect, using a prototypical multi-layered 
feed-forward network with the back-propagation 
learning algorithm.

A different type of supervised processing of 
a neural network is pattern completion. In this 
case the input data is a cue to the expected out-
put data. The output data fall into a number of 
classes which are given to the network. Its task is 
to complete a partial or noisy input pattern to the 
corresponding complete pattern as output. This is 
useful for pattern completion, pattern recognition 
or denoising a pattern. A typical representative of 
such an auto-associative network is a Hopfield 
network which will be presented in a case study 
using such a network to model another cognitive 
effect, the Stroop effect, see the auto-associative 
network modelling the Stroop effect.

In unsupervised learning, no input-output 
pairs are given or known. The network’s tasks 
is to find structure in a given data set and for 
example cluster the data into a number of classes 
or find principle or independent components in a 
data set, or do some other dimensional reduction 
of the data. Mathematically speaking, the unsu-
pervised network does some form of non-linear 
higher-order statistical analysis of the data (Deco 
& Obradovic, 1996). A typical example would be 
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a Kohonen network. Another example would be a 
purely Hebbian approach to learning where con-
nections strengthen between (part) patterns that 
co-occur frequently. A case study using such an 
approach is presented in the recurrent associative 
network modelling the McGurk effect.

However distinction between supervised and 
unsupervised is not always so clear-cut and many 
approaches exist that are in-between. While fully 
supervised networks need the fully specified and 
correct target answer in order to learn, in rein-
forcement learning schemes the network only 
gets feedback about how well or badly it is doing, 
and this is the only clue to finding a correct solu-
tion (Sutton & Barto, 2002). Thus reinforcement 
learning could be classified as semi-supervised. 
Furthermore unsupervised learning schemes can 
be subject to increased or decreased plasticity 
of synaptic weight depending on how well the 
network does, so that originally unsupervised 
learning schemes can be given a (semi-)supervised 
touch (Legenstein et al., 2005) – this is a matter of 
interpretation. And thus there is a finally a second 
case-study utilising an originally unsupervised 
learning scheme, this time however using spiking 
neurons instead of rate neurons as well as some 
form of interaction in associative spiking network 
described below.

Recurrence

Another important feature to distinguish different 
neural networks is how the deal with data in time. 
Artificial neural networks may act on data one at 
a time, with no explicit or implicit memory of its 
state or data from previous times (other than in 
its parameters fixed during learning). This is for 
example the case the network in the feedforward 
model for the McGurk effect which utilises a 
feedforward structure, so that outputs or inter-
mediate states are not fed back to the network in 
a subsequent time step.

Networks may have a recurrent structure and 
operate in time, i.e. some output will be part of 
the network state in a subsequent time step. The 
feedforward network in the McGurk model can 
for example easily be transformed into a recurrent 
network with an implicit memory of past states 
and data by connecting some neurons in the output 
or hidden layer back to the hidden layer (Elman, 
1990). Such network could then be used in time 
series prediction.

Applications of Artificial 
Neural Networks

Artificial neural networks have always had a dual 
purpose: to help us understand the brain and as 
artificial intelligence computing devices in their 
own right. Applications of artificial neural net-
works in cognitive science or in technical areas 
have concentrated mainly on models that make 
use of rate code neurons only due to the perceived 
mathematical simplicity and the availability of 
powerful general purpose learning algorithms. 
While artificial networks of spiking neurons are 
important to understand computation in the brain, 
they have so far not played a prominent role in 
technical applications. It is understood however 
that potential applications might lie in applications 
which rely on precise timing of events, such as in 
fault-tolerant communication networks that have 
to deliver precise information using unreliable 
communication channels.

In the following we present three instructive 
case studies of how different artificial neural net-
works can be used in cognitive modelling follow-
ing the connectionist stream of cognitive science. 
The connectionist stream holds that in order to 
understand cognitive processing we must aim to 
understand and be inspiring the neural machinery 
(Ellis & Hunt, 1993). This is opposed to the so-
called symbolicist stream of cognitive science 
which tries to understand cognitive processing 
in terms of (rule-based) symbolic computation.
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Feedforward Network modelling: 
the McGurk Effect

The McGurk effect is a speech perception illusion 
that occurs when an auditory stimulus, such as /
ba/, is combined with a different visual stimulus 
of lips and mouth movements, such as /ga/. When 
presented with such incongruent auditory-visual 
input, people often perceive a different sound, 
in this case /da/ (McGurk & MacDonald, 1976).

In order to investigate the McGurk effect the 
main theories about its occurrence, the speech 
perception illusion was modelled with artificial 
neural networks (Sporea & Gruning, 2010). The 
analysis of the effect consists of determining the 
moment of audio-visual stimuli integration and 
also the influence of language and the frequency 
of phonemes.

Several studies have been conducted in order 
to establish the moment of the auditory-visual 
integration during the processing of speech. 
While some researchers believe that the signals 
are processed parallel and independently and the 
integration occurs at a later stage (Massaro & 
Stork, 1998), others suggest that the integration is 
produced at an early point in the speech processing 
(Bernstein, 1989; Green & Miller, 1985). Other 
studies suggest that the phonological repertoire 
influences the appearance of the McGurk effect. 
One such evidence is shown in Sekiyama and To-
hkura (1991), where Japanese subjects have been 
tested for the McGurk effect. The results indicate 
that in noise-free environments the “Japanese 
McGurk effect” is weaker than the English one. 
The perception of the incongruent auditory-visual 
signals, produced by a Japanese speaker, was 
dominated by the auditory stimuli, in contrast with 
English subjects who perceived the fused sounds 
(MacDonald & McGurk, 1976, 1978).

Model

In order to test the main theories regarding the 
point at which the integration of the stimuli oc-
curs, two feedforward networks structures have 
been used and compared (Figure 1).

The neurons in the feedforward network are 
simple processing units structured in successive 
layers, where each neuron in one layer is con-
nected to all neurons in the subsequent layer. The 
synapses between the connected neurons are 
represented by the weight of a connection. The 
set of input units is called the input layer and the 
set of output units are called the output layer. The 
input units are just injecting the information into 
the network, without performing any computation. 
The output is read off from the output units. All 
other layers that do not have direct connections 
from or to the outside are called hidden layers. 
Except the input layer, the neurons in all other 
layers compute their input as the weighted sum 
of output of the previous layer:

g = f (∑i wi xi),  (1)

where f is the activation function, wi are the weights 
and xi are the activations of the previous layer. 
One of the most popular activation functions is the 
sigmoid, due to its continuity and differentiability:

s(x) = 1 / (1 + exp (– x)).  (2)

The networks are trained with the backpropa-
gation algorithm (Willams, 1990) which is using 
the method of gradient descent to minimize the 
error function in the weight space. The learning 
problem consists of finding the optimal combina-
tion of weighs in order for the neural network to 
approximate a given function as close as possible. 
When the input pattern is presented to the network, 
the output oi is usually different from the expected 
output pattern ti. The purpose of the back propaga-
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tion algorithm is to make ti and oi identical; this 
is done by minimizing the error function of the 
network, which is defined as follows:

E = ½ ∑i (oi – ti)
2
. (3)

One defines auxilary quantities, the back-
propagated errors δj for each neuron j as δj = oj 
(1 – oj)(oj – tj) for the output neurons and then 
layerwise in a recursive way as δj = oj (1 – oj)∑i 
wi δi, where δi is the backpropagated error from 
the previous layer of neurons. With these δj the 
individual weight changes can be expressed as:

Δwij = –η ∂E/∂wij = –η δi oj,  (4)

where η is the learning rate, which defines the step 
length of each iteration in the gradient descent.

Method

The two models have two groups of inputs repre-
sented by binary vectors, consisting of the audi-
tory and visual stimuli, and one set of output, the 
auditory pattern which represents the recognized 
sound. The network in Figure1A has two individual 
and parallel hidden layers, and one integration 
layer and it corresponds to the late integration 
hypothesis. The network in Figure 1B has an 
integration layer instead of the parallel hidden 
layers, without any individual pre-processing 
of the two stimuli; this corresponds to the early 
integration hypothesis. The two neural networks 
have the same number of neurons and have been 
trained and tested in the same conditions as de-
scribed below.

The network’s input consists of patterns rep-
resenting the auditory stimulus (the phoneme, 
which is the smallest unit of sound) and the visual 

Figure 1. (A) Late integration model. (B) Early integration model.
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stimulus (the viseme (Fisher, 1968), the basic unit 
of speech in the visual domain).

The phonemes are represented by a 13-element 
vectors which encode speech features utilized by 
the International Phonetic Alphabet (International 
Phonetic Association, 1999). The auditory patterns 
incorporate vectors that indicate the voice, the 
manner and the place of articulation. The visemes 
correspond to groups of phonemes, as the visual 
input contains less information than the auditory 
input. Therefore, several phonemes are mapped to 
one viseme, for example the phonemes /f/ and /v/ 
are in the same visual group. The visual patterns 
are represented by randomly generated vectors 
with 10 elements.

The neural network models have been trained 
with a randomly generated sequence of a hundred 
patterns consisting of congruent audiovisual 
stimuli, replicating the way human subjects hear 
and see people producing sounds. The training 
sequence contains all the consonants from one 
language (e.g. English with 24 phonemes or 
Japanese with 16 phonemes).

The neural networks have been tested using 
the following steps:

1.  Initialise the network with random synaptic 
weights, within the range of -0.1 and 0.1 
uniformly distributed.

2.  Generate a new random training sequence 
of a hundred congruent patterns.

3.  Train the network with the back-propagation 
algorithm with a learning rate of 0.1. The 
learning stops when the total mean squared 
error of the training set is sufficiently small 
(0.1). This step corresponds to a subject 
being exposed to speech with consistent 
audiovisual input.

4.  After each session of training the network is 
tested with the sets of incongruent patterns 
considered to produce the McGurk effect, 
the winning phoneme being determined as 
having the smallest Euclidean distance from 

the original vector to the output vector. This 
step corresponds to a subject being tested 
with incongruent stimuli as in the experi-
ments conducted by McGurk & MacDonald 
(1976, 1978).

Results

The results are averaged across 100 trials, the 
networks being trained with a new generated se-
quence of patterns and new random weights. The 
tables below show the percentage of recognized 
phonemes corresponding to the McGurk effect, 
when trained with all the consonants from the Eng-
lish or Japanese phonetic alphabet and tested with 
three sets of incongruent auditory-visual signals.

Table 1 shows the summarized results corre-
sponding to the late and early integration models. 
For all three set of incongruent auditory-visual 
patterns, there can be seen a significant difference 
between the results of two neural network models.

In the following tables the auditory response 
means that the network response is closest (in 
Euclidean distance) to the congruent pattern cor-
responding to the auditory part of the incongruent 
pattern - for example for the incongruent audio-
visual pair /b/-/g/, the auditory response is /b/, the 
visual response means that the network response 
is closest to the congruent pattern corresponding 
to the visual part of the incongruent pattern - /g/ 
in this case, the fused response is the intermediate 
sound different from the auditory and visual pat-
terns considered as the McGurk perceptual illusion 
- /d/ for this incongruent pattern.

Using the late integration neural network, the 
influence of language on the McGurk illusion is 
investigated by training the model with English 
phonemes using the frequency of phonemes as 
found in conversational English (Mines et al., 
1978) and with Japanese phonemes with the fre-
quencies found in the Japanese newspaper Asahi 
(Tamaoka &Makioka, 2004). The network is 
tested with the same incongruent stimuli. Table 2 
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shows the summarized results of the simulations 
when the network is trained and tested in the same 
conditions as described above.

When comparing the results of the same net-
work trained with English phonemes with uniform 
frequencies, a stronger McGurk effect can be 
noticed for all three sets of incongruent auditory-
visual phonemes for the network trained with the 
English consonants with frequencies found in 
conversational English.

The difference between the two phonetic alpha-
bets is that unlike English, the Japanese language 
does not contain certain phonemes, such as /r/ or 
/l/, and contains others that do not exist in English, 
such as /N/ (International Phonetic Association, 
1999). As a consequence, the incongruent sets 
of plosive consonants (auditory-visual /b/-/g/ 
and /p/-/k/) resulted in considerably lower fusion 

responses than the results of the equivalent model 
when trained with English phonemes. In the case 
of nasal incongruent pair (auditory-visual /m/-/n/), 
the result are similar to the corresponding English 
trained network.

Discussion

The simulations of the late and early integration 
theories resulted in different responses when 
tested with incongruent auditory-visual patterns. 
Although both neural networks learn very well 
to recognize the congruent patterns, the McGurk 
effect in the early integration model is almost 
absent. These results support the theory of the 
independent parallel processing and late integra-
tion of the audiovisual signals (Massaro & Stork, 
1998). When the late integration model is trained 

Table 1. The output when trained with a random sequence of patterns having equal probability of 
appearance. The training is stopped when the network has reached the performance criterion on the 
congruent data. 

  Audiovisual input   Auditory response   Visual response   Fused response   Other

  Late integration   /b/-/g/   42%   3%   39%   5%

  /p/-/k/   32%   11%   46%   11%

  /m/-/n/   27%   65%   8%

  Early integration   /b/-/g/   99%   1%

  /p/-/k/   90%   10%

  /m/-/n/   99%   1%

Table 2. The output when trained with a random sequence of patterns having English and Japanese 
phonemes’ frequencies. 

  Audiovisual input   Auditory response   Visual response   Fused response   Other

  English phonemes   /b/-/g/   10%   2%   68%   20%

  /p/-/k/   8%   5%   83%   4%

  /m/-/n/   12%   83%   5%

  Japanese phonemes   /b/-/g/   18%   37%   27%   18%

  /p/-/k/   81%   11%   8%

  /m/-/n/   32%   65%   3%
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with auditory-visual patterns having the frequency 
of phonemes found in conversational English the 
network response to the incongruent stimuli is 
much closer to the experimental data (Macdonald 
& McGurk, 1978).

The results of the simulations using the Japa-
nese phonetic alphabet are partly consistent with 
empirical data showing that in noise free environ-
ments the McGurk effect is weaker for Japanese 
listeners (see Sekiyama & Tohkura, 1991). The 
late integration model responded with a weaker 
McGurk effect for two sets of incongruent pat-
terns, which is consistent with the experiments 
conducted with Japanese listeners illustrating that 
speech perception is almost entirely limited to the 
auditory stimuli when presented with incongru-
ent signals.

RECURRENT ASSOCIATIVE 
NETWORK MODELLING 
MCGURK EFFECT

In this section we present a different model of 
the same cognitive effect as before, however us-
ing a different network model (Sporea & Grun-
ing, 2010b): Instead of a feedforward network 
model with back-propagation we are now using 
a network with a more pronounce associative 
component (McClelland & Rumelhart, 1985). 
The different perceived sounds when presented 
with incongruent auditory visual stimuli suggest 
a strong association between auditory and visual 
inputs since the perceived sounds is influence by 
the visual information.

Model

The distributed model of memory and informa-
tion processing model (McClelland & Rumelhart, 
1985) is assumed to associate the auditory and 
visual stimuli. The representation of the patterns 
is similar to the one used in our previous model. 
The new patterns are vectors with elements of 

-1 and 1, instead of the previous representation 
with elements of 0 and 1, which is for technical 
convenience.

In this type of neural network each unit is 
connected to all other units in the network. The 
units receive an external input, within the range 
of -1 to +1 and an internal input representing the 
weighted sum of the activations of the other units 
in the module. The net input of the neuron ni, 
represents the sum of all the internal inputs and 
the external input:

ni = ei + ∑jwijaj,  (5)

where ei is the external input, aj is the activation 
of the neuron j and wij is the weight between the 
neurons i and j, representing the synapse.

If the net input is positive the activation of this 
unit is then incremented by an amount proportional 
to the distance left to the ceiling activation of 
+1. If the net input is negative the activation is 
then decremented by an amount proportional to 
the distance left to the floor activation of -1. The 
equations used for updating the activations are:

Δai = Eni (1 – ai) – Dai, if ni > 0, Δai = Eni [ ai 
– (–1)] – Dai, if ni ≤ 0,          (6)

where E and D are global parameters that represent 
the rates of excitation and decay, respectively.

The processing ends when the pattern of activa-
tion the network produced settles down and stops 
changing. In the present simulations, the network 
runs for a maximum of 50 processing cycles. The 
units have activations values within the range of 
-1 to +1, with the value 0 representing a neutral 
resting value (McClelland & Rumelhart, 1985).

After computing the net input, ni, of the unit 
i, the activations of the units are updated. In this 
case the target output of the network is the same 
as the input pattern. As this network does not 
require an external target output the learning is 
unsupervised. If one considers that external target 
output is the input pattern, the learning can be 
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regarded as supervised. The weights between the 
neurons are adjusted using the delta rule, a type of 
correlation based learning, in order to determine 
the amount and direction of the change of the 
connection weights. The weights are modified 
according to the following formula:

Δwij = S (ei – ∑j aj wij) aj,  (7)

where S is a constant that controls the amount of 
the modifications in the weights.

The algorithm based on the delta rule is mini-
mizing the difference between the external and the 
internal input. As a consequence, when partial or 
distorted patterns are presented, part of the units 
will be active and will tend to reproduce the rest 
by the connections between units.

Method

The distributed memory system has been trained 
in a similar manner as the previous models, with 
congruent audiovisual patterns arranged in a ran-
domly generated sequence of a hundred patterns. 
The training set contains the consonants from 
English as found in the International Phonetic Al-
phabet (International Phonetic Association, 1999).

The distributed memory system has been tested 
using the following steps:

1.  Initialize the internal weights with null 
values;

2.  Generate a new random training set of con-
gruent patterns;

3.  Train the network for 10 learning cycles 
with the delta rule; this step corresponds 
to a subject being exposed to speech with 
consistent audiovisual input.

4.  After each session of training the network 
is tested with the congruent patterns, with 
auditory patterns (the visual part has null 
values), distorted patterns, and with three 
incongruent auditory visual pairs of stimuli 
considered to produce the McGurk illusion. 

A stable pattern of activations is considered 
to be achieved when there is no difference 
in the updated activations or when it reaches 
a maximum of 50 processing cycles. The 
produced pattern is determined as having 
the smallest Euclidean distance from the 
original pattern;

5.  The results are averaged across a hundred 
trials.

Results

In order to confirm the theory that the phonemes’ 
frequencies influence the appearance of the Mc-
Gurk effect the network has been trained with 
two random sequences of patterns, one with equal 
probability of appearance and the other one hav-
ing English phonemes’ frequencies as found in 
conversational English (Mines et al., 1978).

Studies performed on audiovisual speech 
perception show that in noise-added audio-visual 
condition Japanese speakers experience a much 
stronger McGurk effect than in noise-free condi-
tion, suggesting that people rely on the visual input 
in the presence of auditory uncertainty (Sekiyama, 
Tohkura, 1991). Therefore, noise has been added 
to the incongruent patterns, both on the auditory 
and visual part. Table 3 shows the obtained results 
averaged across a hundred trials.

Furthermore, the model has been tested with 
incongruent patterns in relation with prime con-
gruent patterns. Because the activations are cal-
culated based on the values of the previous activa-
tions, the neural network is sensitive to priming 
effects (McClelland & Rumelhart, 1985). The 
distributed model of memory is represented as a 
composition of patterns of activations determined 
by the processing of each input presented to the 
neural network. Each time an input is presented 
to the network, the activations are changed cor-
responding to the present stimuli and also to the 
current state of the memory. The new state of the 
memory is thus determined according to the pro-
cessing of the given patterns. As McClelland and 
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Rumelhart (1985) explained, the experience of 
perceiving an item affects the subject’s later per-
formance. If, for example, a word is perceived 
twice within a reasonable interval of time, the 
prior presentation makes it possible for the subject 
to recognize the word faster, or from a briefer 
presentation. McClelland and Rumelhart (1985) 
showed that this model provides an account for 
the existence of priming effect as a function of 
congruity between the prime event and the test 
event.

The priming effect on the appearance of the 
McGurk effect has been investigated by present-
ing the network with the fused congruent pattern 
before testing with the incongruent audio-visual 
pair of phonemes. Table 4 shows the results ob-
tained across a hundred trials.

The processing of the prime pattern before 
presenting the incongruent stimulus resulted in a 
much stronger McGurk effect for the network 

trained with the sequence of patterns with equal 
probability of appearance. The network trained 
with the sequence of patterns having English 
phonemes’ frequencies responded only with the 
fused patterns.

Discussion

In comparison to the feed forward networks, the 
distributed memory system is able to learn the same 
set of patterns considerably faster. The autoasso-
ciator has significantly less weights to adjust and 
the delta rule requires fewer computations to be 
performed than the back propagation algorithm.

The results of the simulations are consistent 
with empirical studies on audiovisual speech 
perception in noise conditions (Sekiyama & 
Tohkura, 1991) as the fused responses to noisy 
incongruent patterns can be observed as dominant 
for most of the incongruent pairs of phonemes. 

Table 3. The output of the network after training with congruent patterns and tested with noisy incongru-
ent patterns. Reproduced from Sporea & Gruning (2010b) 

Audiovisual input Auditory response Visual response Fused response

Trained with patterns with 
uniform frequencies

/b/-/g/ 25% 25% 50%

/p/-/k/ 94% 1% 5%

/m/-/n/ 14% 86%

Trained with patterns 
with English phonemes’ 
frequencies

/b/-/g/ 14% 41% 45%

/p/-/k/ 14% 41% 45%

/m/-/n/ 100%

Table 4. The output of the network after training with congruent patterns and tested with noisy incongru-
ent patterns after presenting a prime. Reproduced from Sporea & Gruning (2010b). 

Audiovisual input Auditory response Visual response Fused response

Trained with patterns with 
uniform frequencies

/b/-/g/ 2% 98%

/p/-/k/ 14% 86%

/m/-/n/ 21% 79%

Trained with patterns 
with English phonemes’ 
frequencies

/b/-/g/ 100%

/p/-/k/ 100%

/m/-/n/ 100%
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One explanation for this behaviour can be found 
in the network’s ability to recognize incomplete 
and distorted patterns. The patterns presented to 
the neural network were both incongruent and 
distorted. As the network tried to complete both 
parts of the input, the audio and visual patterns, 
the response was the fused pattern correspond-
ing to the McGurk effect. Since the encoding of 
the auditory patterns reflects the way phonemes 
are produced by the human vocal tract, it can be 
concluded that the network behaves in a similar 
manner as human subjects.

When the network is also presented with a 
prime congruent pattern, the model responds 
with a considerably stronger McGurk effect. 
However, there is not sufficient evidence from 
psycholinguistic experiments to suggest that the 
McGurk illusion is sensitive to priming effects. 
On the other hand, priming events were likely to 
occur in speech perception experiments as the 
order of stimuli was chosen randomly (Macdonald 
& McGurk, 1978). The priming event acted as a 
facilitator for the neural network to recognize the 
fused pattern.

As in the previous simulation, there have been 
two types of training sets. When the network is 
presented with the pairs of incongruent patterns 
known to produce the McGurk effect, the network 
responded with the fused pattern more consistently 
and stronger for two out of three incongruent sets 
of patterns. The distributed model of memory is 
thus susceptible to the frequency of the presented 
patterns as one might expect a human subject to 
be. The results of two kinds of neural network are 
consistent, suggesting that phonemes’ frequencies 
influence the strength of the McGurk effect.

AUTO-ASSOCIATIVE NETWORK 
MODELLING STROOP EFFECT

The Stroop effect was first described in 1935, 
highlighting the brain’s limited ability to suppress 
automatic responses (Stroop, 1935). In a Stroop 
test, subjects are required to respond (verbally or 

via button presses) to a sequence of stimuli. The 
stimuli are coloured colour-words in three condi-
tions; control (e.g. a non coloured colour-word 
– e.g. RED written in black or a non colour-word 
– e.g. BOOK written in red), conflicting (e.g. a 
colour-word RED written in green) and congruent 
(e.g. a colour-word RED written in red). Subjects 
are asked either to read the colour words or to 
name their colours while the reaction times and 
error rates of performing the task are observed. 
The findings from Stroop studies show that there 
is an increased reaction time in naming the colour 
of the printed colour-word denoting a different 
colour, while the subjects could easily read the 
word and ignore the colour. Also the congruence 
of the word and its colour reduces the time of 
response processing to the colour name.

We present here a model of this effect using 
an auto-associative Hopfield network (Yusoff, 
Grüning & Browne, 2009a; 2009b).

Hopfield Neural Network (HNN)

Hopfield neural network (Hopfield, 1982) is one 
of the auto-associative neural network models. A 
neuron in the network is either in an active state 
(+1) or inactive (0, -1). The network consists of 
binary neurons and each neuron is connected to 
every other neuron by a symmetric connection 
(as depicted in Figure 2). The connections are 
weighted with positive (excitatory) and negative 
(inhibitory) sign values. The total weighted input 
determines the current state of a neuron based on 
the net threshold value.

In a Hopfield network, a memory consisting 
of M patterns is formed through pattern associa-
tion. All memory patterns x are correlated to each 
other using equation below. The correlation derives 
a set of weights (W) as a product of pattern vector 
associations (Hopfield, 1982; Popoviciu & Bon-
cut, 2005). 
 

M

wij = ∑ xi(k)xj(k), i ≠ j, wii = 0, i,j = 1,n        (8)
 

k=1
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The memory can then be recalled through a 
asynchronous update mechanism. A pattern xr is 
presented to the system, at any given time, each 
bit (representing a neuron in biological system) 
in xr is randomly selected and updated based on 
the total activation it has received from other 
triggering neurons. The total activation net, is 
computed using the equation below

neti(t) = ∑wji (xrj(t))  (9)
 i≠j

where neti(t) is the net input to neuron i at time t, 
wji is the connection strength between neuron j to 
neuron i, xrj is the state of neuron j (+1 or -1). In 
an update cycle, the state of neuron i is readjusted 
according to:

xri(t+1) = Θ (neti(t)) = {+1, neti(t) > 0; -1, 
neti(t) < 0; xri(t), neti(t) = 0}.       (10)

The pattern xr is updated until its convergence, 
that is there is no further changes in the state of 
all neurons in xr i.e. xr(t)= xr(t + 1).

Model

To model the Stroop effect, we developed a colour-
word memory set of four random 56-bit patterns. 
Each pattern represents a colour concept compris-

ing three parts, the colour word (<WORD> - 16 
bits) and its visual colour (<colour> - 16 bits) and 
a pattern (<Background> - 24 bits) that models 
process noise from ongoing background activity 
in the brain. It can be seen as a simple model of 
the attentional resource that one needs to per-
form colour naming and word-naming tasks. An 
example of a memory is as depicted in Figure 3.

The underlying idea is that the underlying 
cognitive representation of the colour has to be 
activated in order to trigger an action (speak out 
the colour / press a button) and the full pattern of 
colour activation can be triggered by completing 
part-patterns that correspond to a visually per-
ceived colour <colour> or the meaning of the read 
word <WORD>. If these are conflicting, they will 
compete to drag the pattern completing pro-
cesses into different directions. The Stroop HNN 
based model is illustrated in Figure 4.

The network consists of 56 neurons (bit), x, 
(nx=56, with nBackground=24, nWORD=16 and ncolour=16) 
interconnected to each other (with no self-con-
nection). wij represents the strength of connection 
between neuron i and j. Depending on the task, 
word reading (WR) or colour naming (CN), at 
time t, the network is presented with a different 
test pattern stimulus, xr. During Hopfield asyn-
chronous update, each randomly selected bit, xri, 
is updated until xr has converged to a closest 
memory pattern measured by Euclidean Distance 
within a maximum of 300 update iterations (with 
probability of 1/n ≈ 0.02 for each bit to be se-
lected in each iteration).

Method

For Stroop stimuli representations, from each 
memory set, 20 test patterns are generated to 
observe the recall performance. The perfor-
mance is observed under three conditions of 
stimuli: control – absence of irrelevant stimulus 
to the attended task (e.g. for a word reading; 
<Background><RED><minimal noise>, 4 test 
patterns), conflicting – incongruent colour concept 

Figure 2. A general Hopfield neural network with 
symmetric structure where wij=wji for i≠j, and wij 
= 0 for i=j.
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(e.g. <Background><RED><green>, 12 test pat-
terns) and congruent – compatible colour concept 
(e.g. <Background><RED><red>, 4 test patterns). 
Performance is measured based on the number of 
bit-flips required in HNN updated asynchronously 
to converge to the closest (measured by Euclidean 
Distance) target memory pattern (Collier, 1997). 
This simulates the reaction time (RT) taken by a 
subject to perform any of the tasks.

In our model, a part-pattern <Background>, 
<WORD> or <colour> is defined by its distribution 
of on-bits. The actual test patterns are derived from 
this by randomly flipping some of the on-bits to 
zero with a probability p. To model test-patterns 
that correspond to a word-reading task, the part-
patterns are subjected to this noise as follows: In the 

<WORD> component the flip probability is 0.25 
for each bit, and 0.86 in average for the <colour> 
component to model the subject’s focusing on the 
input channel for <WORD> which is assumed 
to reduce noise in this channel. Test-patterns 
that model colour naming are derived from the 
imprinted memory by flipping on-bits to zero 
with probability of 0.75 for <colour> and 0.63 
in average for <WORD> to model that despite 
focusing on the <colour> input channel the more 
automated cannot be suppressed to a high degree.

For test patterns for the congruent condition 
are generated simply by choosing <WORD> and 
<colour> part-patterns as above that stand for the 
same colour (4 combinations). Test patterns for 
the conflicting condition are derived by choosing 

Figure 3. An example of a memory for coloured colour words with their associated background.

Figure 4. Hopfield neural network based Stroop model.
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those part patterns that stand for different colours 
(4*3 combinations) and finally control patterns 
are generated by choosing either the <WORD> or 
the <colour> component as above and setting the 
other component with noise by having maximum 
probability of 0.25 random switching on some 
bits (4 combinations).

Finally, the <Background> component is a 
simple model of global processing noise due 
to background activity, limited attention and so 
on, and hence a test pattern’s <Background> 
component deviates the more from the (unique) 
imprinted one the less focused an individual is. 
Different levels of distraction are then modelled 
by different bit-flip probabilities p for the <Back-
ground> component. In our simulation, the p is 
varied from 1 (all on-bits flipped to zero) to 0 
(no on-bit flipped to zero, i.e. maximal possible 
focus on the task).

Results

To study the influence of <Background> in re-
sponse processing, with the Stroop task-related 
settings of colour concept, we ran a series of 
simulations with 10 different set of memories and 
their Stroop stimuli. The average number of bit-
flips required by the HNN asynchronous update 
recalling the closest correct memory was recorded 
as the reaction time. The maximum number of 
update iterations for each test pattern is 300 itera-
tions for each trial (with a total of 100 trials for 
each test pattern) with equal probability for a bit 
to be updated provided the 56-bit length vector.

Effects of Background Noise on 
Stroop Stimuli Processing

Generally, for both tasks word reading (WR) and 
colour naming (CN), less deviation from the im-
printed <Background> pattern leads to a decrease 
in response (i.e. convergence) times (see Figure 
5). However the effect of stimuli conditions var-
ies between WR (Figure 5 left) and CN (Figure 

5 right). The response to WR is processed faster 
compared to CN for all levels of distraction in 
<Background>. WR requires less processing time 
due to greater initial activation of <WORD>, 
meanwhile the higher processing time in CN is a 
result of the great bit-flip noise of the <colour> 
and less suppression of <WORD> (irrelevant 
stimulus) raising interference making it more 
difficult to reach a local attractor corresponding 
to a colour representation.

For WR, there is no significant influence 
(ANOVA, p > 0.05) of the Stroop conditions 
(control, conflict and congruent) on the reaction 
time. It is shown that, at each distraction level, 
the responses to any Stroop stimulus are recalled 
with similar reaction times. Meanwhile there is a 
significant difference (p < 0.01) found in CN for 
the conflicting condition (control and congruent 
conditions no effect, p(control,congruent) > 0.05). For 
CN, interferences constantly occur at all distrac-
tion levels in conflicting stimulus conditions, 
Otherwise, greater similarity to the imprinted 
colour memories facilitates the response process-
ing in the congruent stimulus condition.

Stroop Performance

Figure 6 shows human (left) reaction times (in 
msec) and model (right) reaction times (in number 
of bit-flips until convergence). For our model, 
in rational to the human average performances 
with variety of cognitive abilities, we consider 
the average of the reaction time in processing 
the response for both WR and CN at all levels 
of background noise. The results show that the 
words are always read faster than colours are 
named, (for the model data: WR: RTcontrol=7.05, 
RTconflict=7.26, RTcongruent=6.53; CN: RTcontrol=13.05, 
RTconflict=18.32, RTcongruent=10.39). The increase 
in reaction time can be found in the conflicting 
stimuli conditions both for humans and the model.

In our Stroop simulation, we also measured 
the frequency (freq) of correct recalls to target 
responses. The results indicates that longer pro-
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cessing time leads to higher recall error rate. The 
correct recalls recorded in WR are as follows; 
WRfreq(control,correct) = 87.82, WRfreq(conflict,correct) = 87.43, 
WRfreq(congruent,correct) =91.87, whilst for CN we ob-
tained; CNfreq(control,correct) = 70.64, CNfreq(conflict,correct) 
= 23.25, CNfreq(congruent,correct) =81.02. Hence, we 
could conclude that the variability in initial acti-
vation of Stroop stimuli and their correspond 
background levels explains the differences in 
reaction times and frequency of correct recalls in 
both WR and CN. Asynchronous updates of bits 
in <Background>, <WORD> and <colour> vec-
tors simultaneously, simulate the dynamics of 
cognitive process in Stroop phenomenon for ac-
tive inhibition, facilitation and interference.

Discussion

HNN has been used to simulate the interferences 
and facilitations in processing responses to Stroop 
stimuli. For this purposes, a cognitive colour con-
cept broken down into three components standing 
for activation coming in through the word read-
ing and the colour naming channels and a third 
component accounting for attentional resource.

The results showed that our simple model is 
able to model the interference and the facilita-
tion and reflects human reaction time data on the 
Stroop effect. We therefore suggest that the Stroop 
effect could simply be viewed as an associational 
or pattern completion effect (Ellis & Humphreys, 
1999). A Hopfield network has a set of imprinted 

Figure 5. Performance results of the Stroop task with <Background> noise modulation from p = 0 (fully 
focused) to p = 1 (maximum distraction) for (Left) word reading (WR) and (Right) colour naming (CN), 
in three stimuli conditions; control, conflict and congruent.

Figure 6. Performance results for Stroop task. (Left: Results from empirical study by Dunbar & MacLeod 
(1984), Right: Results of the model’s simulation)
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memories which serve as attractors for it bit-flip 
update dynamics. These attractors correspond to 
fixed cognitive colour concept that among other 
things (which can also be thought to be subsumed 
in the background noise) has components that 
correspond to the word corresponding to that 
colour as well as components that correspond to 
the visual percept of that colour.

In the congruent cases, inputs from both the 
word reading and colour naming coincide and 
would drag cognitive activity easily towards the 
corresponding full colour concept. In the control 
case, which corresponds to reading colour words 
in a neutral colour (i.e. black) or to seeing words 
with no colour association printed in colour, no 
problem arises either since again the activity is 
easily attracted to the colour concept correspond-
ing to the non-neutral channel. Finally in the 
conflicting configuration a conflict arises because 
the combined activity has components that would 
drag it to different (mutually exclusive) attractors 
of the HNN corresponding to different cognitive 
colour concepts.

Depending on the intensity of the two differ-
ent competing channels which might stem from 
attention to the task or from different degrees of 
automaticity of the two conflicting channels, the 
one or the other subpattern wins and the resulting 
pattern is dragged to the attractor that corresponds 
to the “stronger” subpattern. Hence the suggested 
model describes the Stroop effect without any par-
ticular assumption about processing pathways or 
cognitive architecture by using a general purpose 
associative neural network metaphor.

MODELLING STIMULI 
ASSOCIATION USING SPIKING 
NEURAL NETWORK (SNN)

Recordings of cells in the associative cortex from 
neuropsychological experiments (e.g. Erickson & 
Desimone; 1999; Sakai & Miyashita; 1991, and 
Naya, Yoshida & Miyashita (2001; 2003), have 

found two types of task-related activity namely ret-
rospective and prospective. Retrospective activity 
is related to previously shown stimulus meanwhile 
prospective activity is related to a stimulus that 
is expected to appear. Prospective activity is not 
triggered directly by external stimuli but could be 
invoked by activations of other associated events.

In our approach (Yusoff & Grüning, 2010), we 
model both retrospective and prospective activi-
ties using Spiking Neuron Network (SNN). We 
use a supervised associative learning paradigm as 
a combination of spike emission rate dependent 
and Spike Timing Dependent Plasticity (STDP) 
approaches, a form of temporal Hebbian learn-
ing (Bi & Poo, 1998; Caporale & Dan, 2008). 
For learning simulation in network with simple 
Izhikevich’s spiking neuron (Izhikevich, 2003), 
we integrated the rate dependent based associative 
learning by Mongillo, Amit and Brunel (2003) 
with STDP rules suggested in Paugam-Moisy, 
Martinez and Bengio (2008).

Supervision in learning is implemented 
through intensified current into paired target 
neuron subpopulations. For this, we pre-allocate 
the excitatory neurons in the network into their 
subpopulation, and learning is performed by as-
sociating two different stimuli, where synchro-
nizations of network activity among inter and 
intra-subpopulation of neurons is the key measure 
to learning convergence.

Model

Izhikevich Spiking Neuron Model (IM)

Izhikevich’s spiking neuron model (IM) (Izhikev-
ich, 2003) was proposed based on two principles; 
computationally simple, and yet capable of pro-
ducing rich firing behaviours of real biological 
neurons. Dynamics of cell potential are given by 
variable v in:

vi’=0.04vi
2+5vi+140-ui+Ii (11)
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where,

vi = membrane potential of neuron i

ui = membrane recovery variable of neuron i; 
ui’=ai(bivi-ui); a and b are parameters

Ii = synaptic currents or (and) injected external 
currents to neuron i.

When the cell potential reaches +30 mV, the 
neuron generates a spike and the voltage is reset 
to a value c, the resting potential (between -70 
and -60), and the recovery variable is reset to d, 
the after-spike reset of the recovery variableif vi 
≥ +30 mV, then vi ← ci and ui ← ui + di (12)

Spikes are transmitted to other neurons via 
synapses with a weight w. The input current Ii at 
time t is then simply the sum of the weights all 
neurons that fired and external currents.

Network Architecture

We created a network of 1000 Izhikevich spik-
ing neurons with similar synaptic structure of 
excitatory-inhibitory neural network as proposed 
in works by Brunel and Lavigne (2009), Izhikevich 
(2003) and Mogillo, Amit and Brunel (2003) as 
follows. The network consists of 800 excitatory 
neurons and 200 inhibitory neurons with random 
and sparse connectivity. Each neuron is randomly 
connected to 20% of excitatory neurons and 20% of 
inhibitory neurons. For a case study, the excitatory 
neurons population is divided into four subpopu-
lations (160 units each) that each represents an 
object (e.g. #1 and #2 in Figure 7). The underlying 
cognitive assumption is that a group of neurons 
are selective to a particular object or concept. 
Meanwhile the inhibitory subpopulation acts as 
the global network inhibition. For simplicity, we 
allocate neurons into subpopulations (i.e. Pn) as 
follows: P1: neurons 1-160, P2: neurons 161-320, 
P3: neurons 321-480 and P4: neurons 481-640, 
while neurons from 801-1000 are inhibitory and 

the remaining neurons are non-selective to any 
object stimulus. A schematic view of the neural 
network is shown in Figure 8.

The network comprises of excitatory neurons 
pool and inhibitory neurons pool. #1 and #2 are 
subpopulations of excitatory neurons that are 
selective to a certain object stimulus. The con-
nection strengths of excitatory synapses on excit-
atory neurons, excitatory synapses on inhibitory 
neurons, inhibitory synapses on excitatory neu-
rons, and inhibitory synapses on inhibitory neu-
rons, are labelled by W1/a, WEI, WIE, and WII, re-
spectively. W1 is the synaptic connection within 
the same subpopulation and Wa is the synaptic 
connection between two associated subpopula-
tions.

Method

In a learning session with each trial of 500 mil-
liseconds (ms) simulated time in 1 ms step, the 
network is trained to learn a pair of stimuli. The 
network receives noisy external currents, γζi(t), 
where γ is the strength of currents, and ζi(t) is the 
Gaussian noise with μ=0, σ=1. The learning trial 
is run in the following four intervals:

1.  Pre-stimulus: Both excitatory and inhibi-
tory neurons receive external currents with 
γNe=3) and γNi=1,. The noisy current models 
the noisy thalamocortical input (Izhikevich, 
2003) and serves as some background activ-
ity with no preferred stimulus.

2.  Presentation of the first member of a stimulus 
pair: For t > 150 to t ≤ 350 ms, the strength 
of external currents to target stimulus sub-
population 1 is intensified to γζ i(t) with γ 
=30 and ζ i(t) is the distribution with random 
values in the range of 0 and 1, uniformly 
distributed of the current. The intensified 
current simulates the attentional bias by 
having more enhanced cortical activity in 
the subpopulation of neurons that is selective 
to a certain stimulus.
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3.  Delay interval: To model the interstimuli 
interval between representation of stimuli. 
The network is stimulated with only back-
ground activity

4.  Presentation of the second member of a 
stimulus pair: For t>250 to t≤ 450 ms, the 
target stimulus subpopulation 2 is stimulated 

with the same range of current as its associ-
ated subpopulation.

For a testing phase, the network is also stimu-
lated with similar amount of intensified currents 
but for every ms of the simulation time (t=500 ms).

Figure 7. Schematic view of the proposed excitatory-inhibitory neural network model with random 
sparse connectivity

Figure 8. Learning time bins with overlapping windows, TN.S is the beginning of a time bin which ends 
at TN.E with TN.E - TN.S =100 ms, and TN.S increasing in steps of 50 ms (Mogillo, Amit & Brunel, 2003).
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Synaptic Plasticity

Synaptic plasticity is implemented on excitatory 
to excitatory synapses (i.e. W1/a). Other synapses 
(WEI, WIE, and WII) are set to random values with 
moduli drawn uniformly the range from between 
0 and 1 and with signs of connections depending 
on the type of the neuron (excitatory or inhibi-
tory). In the 500 ms simulated time learning trial, 
the time window is divided into 100 ms (T=100) 
with overlapping bins at 50 ms intervals (Figure 
8). For each learning time bin, we estimate the 
average spike rate of every excitatory neuron (Spre 
and Spost) from the spikes in the bin divided by T 
(Mogillo, Amit & Brunel, 2003).

We derive the synaptic changes, ΔWs from a 
function of time difference, Δt = tj

(f) – ti
(f), where 

tj
(f) and ti

(f) are the last firing times of post-synaptic 
neuron j and pre-synaptic neuron i, respectively, 
within the learning time bin (Figure 9) (Paugam-
Moisy, Martinez & Bengio, 2008). In our approach, 
to control the infinite growth of synaptic values, 
we set the min and max weights to wmin=0 and 
wmax =3, respectively.

If both pre- and postsynaptic neurons emit 
spikes above the high rate threshold T+ and only 
if the time difference of the last firing between 
the pre- and postsynaptic neurons is above 0 (Δt 
> 0), we highly potentiated a synapse W (if W(t)) 
= 0) to the maximal synaptic strength (wmax = 3). 
Meanwhile, if the pre synaptic (postsynaptic) 
neuron emits spikes with rate above T+ whilst the 
postsynaptic (pre synaptic) neuron spike emission 

rate is below T+ but above the low threshold, Ta, 
ΔW is derived from 13.2 (weak potentiation). On 
the other hand, depression of W is applied when 
Δt < 0 and the spike rate of any of pre- and post-
synaptic neurons reaches above T+ and the other 
below Ta (see 13.3). The synaptic plasticity rules 
are summarised in the equations shown in Box 1.

Results

For learning initialisation, 20% of neurons within 
the same subpopulation are connected with syn-
aptic values W1 in the range of 0 and 1. The initial 
values of W1 represent some random connectivity 
assumed to result from any previous learning. 
Results of association learning with novel stimuli 
P1 and P3 are depicted in Figure 10.

Currents to excitatory subpopulation neurons 
of P1 is intensified for 200 ms (t>150 to t<= 350 
ms), then P3 is stimulated for the same duration 
(t>250 to t<= 450 ms). A) In the early phase of 
learning, after one trial, neurons in subpopulations 
P1 and P3 fire asynchronously as both stimuli are 
novel and activity are only dependent on the 
external currents. B) After ten trials, neuronal 
activity within each subpopulation is more syn-
chronised as the result of learning. Activation of 
P3 (within t>150 to t<= 250 ms) and activation 
of P1 (within t>400 to t<= 500 ms) indicate as-
sociation of P1 ↔ P3.

From Figure 10, during the early phase of 
learning, neurons fired asynchronously after the 
stimulations to both P1 (within t >150 to t ≤ 350 

Box 1.
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ms) and P3 (t >250 to t ≤ 450 ms). The retrospective 
and prospective activities can only be significantly 
observed after ten trials. The retrospective activity 
can be found through synchronised firings within 
the same subpopulation. Meanwhile the prospec-
tive activity is shown by a spill-over of activity 
from P1 to P3 (and otherwise) indicating learned 
association of stimuli pair of P1 ↔ P3. Results of 
pattern recalls are exhibited in Figure 11.

In comparison with the recall to unlearned and 
non-associated stimuli as depicted in Figure 11B, 
it is shown by synchronous activity among neurons 
in the same subpopulations that the network has 
learned each stimulus. Also the association of 
stimuli pair e.g. P1 ↔ P3 through synchronous 
activity between associated subpopulations.

Figure 9. A function of time difference between last firing of pre-, ti
(f), and post synaptic neuron, tj

(f), 
Δt = tpost – tpre = tj

(f) – ti
(f), on excitatory neurons (Paugam-Moisy, Martinez & Bengio, 2008), Figure 2.

Figure 10. Neuronal network activity after one and ten learning trials for stimuli pair P1 ↔ P3
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Discussion

In the simulation paradigm of Spiking Neural 
Networks, we model associative learning between 
two stimuli. We combine rate dependent and 
STDP approaches in implementation of synaptic 
plasticity on excitatory to excitatory connec-
tions. By having appropriate currents to target 
subpopulations, spike emissions rate by both 
pre- and postsynaptic neurons are measured with 
some thresholds in overlapping learning time bins. 
The results show retrospective network activity in 
neurons observed within the same subpopulation 
through synchronous activity. From Figure 11A, 
we can see that, when currents are flowed into 
a subpopulation e.g. P1, there is a synchronous 
activity among neurons in P1 as the result of 
learned association within the same subpopula-
tion. In contrast in Figure 11B, neurons within 
the same subpopulation only fire asynchronously 
for unlearned pattern P2. Meanwhile, prospec-
tive activity is shown by spill-over of activity in 
two associated subpopulations. P3 gets active as 
the P1 is triggered (Figure 11A). Stimulation of 
neurons in subpopulation P1 has resulted a pro-

spective activity in P3 due to learned association 
between both subpopulations. This demonstrates 
that long-term associations between stimuli in-
volving synaptic plasticity could be triggered by 
overlapping short-term activity involving only 
short-term activity dynamics.
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Chapter  5

INTRODUCTION

Artificial Immune Systems (AIS) (de Castro and 
Timmis, 2003) are computer systems inspired 
by both theoretical immunology and observed 
immune functions, principles and models, which 

are applied to real world problems. The human 
immune system, from which AIS draw inspira-
tion, is evolved to protect the host from a wealth 
of invading microorganisms. AIS are developed 
to provide the similar defensive properties within 
a computing context. Initially AIS were based on 
simple models of the human immune system. As 
noted by Stibor et al. (2005), “first generation 
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ABSTRACT

As one of the solutions to intrusion detection problems, Artificial Immune Systems (AIS) have shown 
their advantages. Unlike genetic algorithms, there is no one archetypal AIS, instead there are four 
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algorithms”, including negative selection and 
clonal selection do not produce the same high 
quality performance as the human immune system. 
These algorithms, negative selection in particular, 
are prone to problems with scaling and the genera-
tion of excessive false alarms when used to solve 
problems such as network based intrusion detec-
tion. Recent AIS use more rigorous and up-to-date 
immunology and are developed in collaboration 
with modellers and immunologists. The result-
ing algorithms are believed to encapsulate the 
desirable properties of immune systems including 
robustness, error tolerance, and self-organisation 
(de Castro and Timmis, 2003).

One such “second generation” AIS is the Den-
dritic Cell Algorithm (DCA) (Greensmith, 2007), 
inspired by the function of the dendritic cells (DCs) 
of the innate immune system. It incorporates the 
principles of a key novel theory in immunology, 
termed the “danger theory” (Matzinger, 2002). 
This theory suggests that DCs are responsible for 
the initial detection of invading microorganisms, 
in addition to the induction of various immune 
responses against such invaders. An abstract model 
of natural DC behaviour is used as the founda-
tion of the developed algorithm. The DCA has 
been successfully applied to numerous computer 
security related, more specific, intrusion detection 
problems, including port scan detection (Green-
smith, 2007), botnet detection (Al-Hammadi et 
al., 2008) and a classifier for robot security (Oates 
et al., 2007). According to the results, the DCA 
has shown not only good performance in terms 
of detection rate, but also the ability to reduce 
the rate of false alarms in comparison to other 
systems, including Self Organising Maps (SOM) 
(Greensmith et al., 2008).

The main aim of this chapter is to demonstrate 
the reason for why the DCA is a suitable candi-
date for intrusion detection problems. In order to 
clearly describe the algorithm, the background 
and a formal definition are given. In addition, 
improvements to the original DCA are presented 
and their implications are discussed. The chap-

ter is organised as follows: firstly, background 
information about a series of well known AIS 
algorithms and intrusion detection are described 
in section 2; secondly, several population AIS 
approaches for intrusion detection are introduced 
in section 3; thirdly, the algorithm details and 
formal definition of the DCA are demonstrated in 
section 4; fourthly, issues with the current DCA 
and potential solutions are discussed in section 5; 
finally, a summary of the work and some future 
directions are given in section 6.

BACKGROUND

Intrusion Detection

Intrusion detection involves the detection of any 
disallowed activities in networked computer sys-
tems. Based on deployment, intrusion detection 
systems can be grouped into either host-based or 
network-based. Host-based intrusion detection 
refers to the systems that monitor and collect data 
from the host machine. Data can be log files that 
include system information, such as CPU usage, 
memory usage, incoming/outgoing network traf-
fics, and information of processes that are running 
on the host. Conversely, network-based intrusion 
detection refers to the systems that monitor and 
collect network traffic data among multiple hosts 
that are required for protection. Each host is a 
source of monitoring and collecting data, termed 
‘sensor’. Generally, network traffic is represented 
by network packets, which contain information 
of communications between the sources and 
destinations, such as IP address, port, service etc. 
Nowadays, most intrusion detection systems are 
hybrids of host-based and network-based deploy-
ments (Bejtlich, 2005).

Another way of categorising intrusion detec-
tion systems is based on detection methods, namely 
signature-based detection and anomaly-based de-
tection (NIST, 2001). Signature-based detection, 
also known as misuse detection, distinguishes an 
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intruder by comparing patterns or signatures of 
the intruder with previously known intrusions. As 
soon as any matches occur, an alarm is triggered. 
Whereas, anomaly-based detection involves dis-
criminating between normal and anomalous data, 
based on the knowledge of the normal data. Thus, 
firstly the system needs to generate profiles of 
normality by either training or statistical analysis. 
During detection, anything that deviates from the 
normal profile is classified as anomalous, and 
an alarm is launched. Both signature based and 
anomaly based detection have different strengths 
and weaknesses. Signature-based detection pro-
duces high detection rate and low rate of false 
alarms, but it can only recognise the intruders 
or attacks are previously seen. Anomaly-based 
detection is capable of novel intruders and attacks 
that have not been seen before, but it encounter 
the problem of generating relatively high rate of 
false alarms. This problem stems from the way in 
which normal profiles are generated, as in most 
cases the collected data are just a small sample 
and thus not representative of the whole problem. 
Current techniques are often unable to cope with 
the dynamic changes of normal profile in real 
world problems and complex systems, such as 
large computer networks in which massive amount 
of nodes and uncertainties are presented.

AIS Algorithms

AIS researchers believe that AIS are intended to 
perform similar functions to the natural immune, 
such as defence and maintenance of the host, in a 
computational context. Unlike genetic algorithms, 
there is no one archetypal AIS, instead there are 
four major AIS paradigms, including the Negative 
Selection Algorithm (NSA) (Hofmeyr &Forrest, 
1999), the Clonal Selection Algorithm (CSA) (de 
Castro &Von Zuben, 2000), the algorithms based 
on idiotypic networks models (Hart & Timmis, 
2008), and the Dendritic Cell Algorithm (DCA) 
(Greensmith, 2007). These algorithms map the 
defence function of the immune system, in which 

certain immune entities and their functions or 
behaviour are included. Commonly seen immune 
entities are antigens which are protein particles 
recognised by the immune system, immune cells 
that perform certain immune functions individu-
ally or collaboratively, and antibodies that are 
detectors capable of recognising and binding 
to antigens. These algorithms generally involve 
generating effective detectors that can recognise 
the invading intruders and induce reactions against 
potential threats.

The NSA are inspired by the behaviour of a 
population of immune cells, named “T-cells”, 
which belong to the adaptive immune system. In 
order to become functional, natural T-cells undergo 
“negative selection” for maturation in the thymus. 
First of all, the immune system generates a popula-
tion of naive T cells with random specificity. Any 
naive T-cells that are reactive to self components 
are then removed from the population during this 
process. Remaining T-cells should only react to 
non-self substances, which according self/non-self 
theory (Coico et al., 2003), are threats to the host. 
From an algorithmic point view, the NSA has the 
following steps:

1.  The system initialises certain amount of 
random detectors, named “naive detectors”;

2.  The system generates a self set from the 
training data that only contains normal data 
instances;

3.  The naive detectors are compared with the 
self set, to produce a population of detectors 
that only react to intruders, termed “mature 
detectors”;

4.  The data instances in the testing data are 
compared with each mature detector, and 
if any detector reacts to the incoming data 
instance, an alarm is triggered.

Comparisons in training and testing (detection) 
are accomplished by certain matching function, 
to assess the affinity of two compared candidates, 
where an activation threshold is applied.
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The CSA are based on Burnett’s theory of 
clonal selection and immune memory (Coico 
et al., 2003). This includes several adaptive and 
learning processes. It involves another population 
of immune cells, named “B-cells”, which pro-
duce antibodies capable of detecting diverse and 
numerous patterns of invading threats. Immune 
memory is composed of “memory cells” that are 
able to remember the previously seen threats. The 
procedures of the CSA are as follows:

1.  The system initialises certain amount of 
random solutions to a given problem;

2.  These solutions are then being exposed to 
training;

3.  In each generation, the best solutions are 
selected based on a affinity measure, to 
reproduce with multiple clones;

4.  Current solutions then undergo a mutation 
process with high frequency, which is pro-
portional to the affinity measure;

5.  Optimal solutions are selected in the current 
population, to form memory cells;

6.  The steps above keep repeating until a ter-
mination point is reached.

In brief, the system also uses pattern recogni-
tion mechanism for information processing, to 
make decisions of selecting the optimal solutions. 
The probability of a solution being replaced is 
proportional to its goodness. The better a solution 
is, the more clones are reproduced. As a result, 
majority of the population are optimal solutions.

Idiotypic network based algorithms are derived 
from the immune network theory proposed by 
Jerne (Jerne, 1974). It suggests that the immune 
system can be seen as a network in which im-
mune entities interact with each other even when 
antigens are absent. The interactions can be ini-
tialised not only between antigens and antibodies, 
but also between antibodies and antibodies. This 
induces either stimulating or suppressive immune 
responses. They result a series of immunological 
behaviours, including tolerance and memory emer-

gence. There are three major factors that affect the 
stimulation level of B-cells (Timmis et al., 2008), 
which are the contribution of the antigen binding, 
the contribution of neighbouring B-cells, and the 
suppression of neighbouring B-cells. As the stimu-
lation level of a B-cells increases, the amount of 
clones it produces increases accordingly. At the 
population level, this results a diverse set of B-
cells. In addition, three mutation mechanisms are 
introduced, including crossover, inverse and point 
mutation. In principle, the idiotypic network based 
algorithms are similar to the CSA, apart from the 
interactions between solutions in the repertoire, 
which may result a higher convergence rate.

APPLICATIONS OF AIS TO 
INTRUSION DETECTION

Since AIS are designed though mimicking cer-
tain properties of the natural immune system, 
especially the detection mechanism for intrud-
ers, obvious applications of AIS can be intrusion 
detection problems (Kim et al., 2007). However, 
not all AIS paradigms are applicable, majority of 
the applications involve the NSA, the idiotypic 
network based algorithms and the DCA. In this 
section, a number of noticeable applications are 
described.

The NSA-Based Approaches

Initial development of an NSA based intrusion 
detection system was by Hofmeyr et al. (1999). 
The system aimed to solve problems that involve 
detecting malicious connections between one com-
puter in the Local Area Network (LAN) and one 
external computer. Connections are represented 
as 49-bit binary strings that include the source IP, 
destination IP, source port, destination port and 
service type etc. Detection is performed through 
string matching between connection string s and 
detector string d, using r-contiguous bits rule (if 
s and d have the same symbols in at least r con-
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tiguous bits positions). The value r is a threshold 
that determines the specificity of a detector. The 
system has a training phase where negative selec-
tion mechanism is used. Later on, a real-valued 
NSA was proposed by González & Dasgupta 
(2003), in which data representation is changed 
from binary strings to real-valued numbers. The 
use of such data representation was intended to 
speed up detector generation process.

As pointed out in (Stibor et al., 2005), the NSA 
(no matter binary string version or real-valued 
version) have numerous problems: firstly they 
cannot avoid the curse of dimensionality, and 
not applicable to data with high dimensionality; 
secondly, the detector generation can result holes 
within the shape-space, so it is difficult to cover 
just non-self, and it either generates the population 
of detectors covering both non-self and unseen 
self (over-fit) or only covering partial non-self 
(under-fit); thirdly, the NSA still take extensive 
time period to generate the adequately complete 
set of detectors. Therefore, negative selection is 
insufficient and not suitable for anomaly detection.

The Idiotypic Network Approach

Ostaszewski et al (2008) proposed an adaptive 
and dynamic intrusion detection system based 
on idiotypic network. This system was designed 
mainly for the detection of a special type of at-
tacks, namely “denial of service” (DOS). The 
DAPRA 1999 dataset (MIT Lincoln Lab, 1998) 
was used to test the system. As the aim was to 
provide comprehensive information of network 
behaviour, rather than raise alarms whenever inap-
propriate activities are identified, the evaluation of 
system performance also considered the amount 
of information generated during usual events.

The proposed system provides a means of 
gathering information about incoming, or pro-
ceeding attack from the very beginning, to take 
efficient countermeasures against threats. Ac-
cording to the experiments, monitoring activities 
of the idiotypic network helped to identify DOS 

attacks in the tested data, and different kinds of 
attacks showed their own particular impacts on 
the system. In addition, extra information can be 
extracted from the idiotypic network to facilitate 
the identification of anomalies.

The Danger Theory Approach

The DCA was developed to overcome the problems 
shown with the NSA. It was initially proposed and 
developed by Greensmith et al. (2005) where it was 
applied to a basic and standard machine learning 
dataset, the UCI Wisconsin Breast Cancer dataset 
(UCI). For this simple dataset, a classification ac-
curacy of 99% was produced. The DCA was then 
applied to the ping scan detection (Greensmith et 
al., 2006) in computer security. The results showed 
that the algorithm could achieve 100% classifi-
cation accuracy when appropriate thresholds are 
used. The DCA was later on applied to SYN scan 
detection (Greensmith & Aickelin, 2007) where 
the collected dataset consists of over five million 
data instances. The detection scenario was that the 
SYN scan was launched from a victim machine, 
where the DCA is used to monitor the behaviours 
of the victim. This scenario represents a scan 
performed by an insider, who can be a legitimate 
user of the system doing unauthorised activities. 
The algorithm produced high true positive rate 
and low false positive rate, and each experiment 
could be finished within acceptable time despite 
the large quantity of data it needs to process.

The DCA was also applied to Botnet detection 
(Al-Hammadi et al., 2008). Botnets are decen-
tralised and distributed networks of subverted 
machines, controlled by a central commander, 
namely “botmaster”. A single bot is a malicious 
piece of program that can transfer victim machines 
into zombie machines once installed. This work 
demonstrated the application of the DCA to the 
detection of a single bot, to assess its performance 
on this novel problem area. The results indicated 
that the DCA was able to distinguish the bot from 
the normal processes on a host machine. The 
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DCA was then applied to a benchmark intrusion 
detection dataset (Gu et al., 2008), KDD Cup 1999 
(Hettich & Bay, 1999). KDD 99 has been widely 
used and understood, and it is one of the only 
few labelled datasets that are publicly available 
in the field of intrusion detection. A preliminary 
comparison is performed, among the DCA, the 
real-valued NSA with constant detectors and the 
C4.5 decision tree algorithm. The results show that 
the DCA produces reasonably good performance 
compared to others.

The applications of the DCA indicate the 
strengths of the algorithm as follows: firstly, the 
DCA does not require a training phase and the 
knowledge of normality and anomaly is acquired 
through basic statistical analysis, so the applica-
tions may be less time consuming than other su-
pervised learning algorithms; secondly, the DCA 
performs linear calculations for its computation, 
making the system low weight and ideally for 
intrusion detection tasks. Both strengths make the 
DCA a suitable candidate for intrusion detection 
tasks, which mainly require high detection speed.

In summary, the DCA has shown reasonable 
detection accuracy in the past applications, and it 
has the advantage of not having a training phase 
shortening the application process and low weight 
in computation improving detection speed. As 
a result, if one needs a system such that a high 
requirement of detection speed is more crucial, 
the DCA can be a suitable solution.

THE DENDRITIC CELL ALGORITHM

The DCA is a population-based algorithm, de-
signed for tackling anomaly-based detection 
tasks. It is inspired by functions of natural DCs 
of the innate immune system, which form part of 
the body’s first line of defence against invaders. 
DCs have the ability to combine a multitude of 
molecular information and to interpret this in-
formation for the T-cells of the adaptive immune 
system, to induce appropriate immune responses 

towards perceived threats. Therefore, DCs can be 
seen as detectors for different policing sites of the 
body as well as mediators for inducing a variety 
of immune responses.

Algorithm Overview

Signal and antigen are two types of molecular 
information processed by natural DCs. Signals 
are collected by DCs from their local environ-
ment and consist of indicators of the health of 
the monitored tissue. DCs exist in one of three 
states of maturation to throughout their lifespans. 
In the initial immature state, DCs are exposed to 
a combination of signals. Based on the concentra-
tion of various signals, DCs can differentiate into 
either a “fully mature” form to activate the adap-
tive immune system, or a “semi-mature” form to 
suppress it. During their immature phase DCs also 
collect debris in the tissue which are subsequently 
combined with the environmental signals. Some 
of the “suspicious” debris collected are termed 
antigens, and they are proteins originating from 
potential invading entities. DCs combine the 
“suspect” antigens with evidence in the form of 
processed signals to correctly instruct the adaptive 
immune system to respond, or become tolerant 
to the antigens in question. For more information 
regarding the underlying biological mechanisms, 
please refer to (Greensmith, 2007 and Lutz and 
Schuler, 2002).

The DCA incorporates the functionality of 
DCs including data fusion, state differentiation 
and information temporal correlation. For the 
remainder of the chapter the term “DC” will refer 
to the artificial agent based cell, not the natural 
DCs. For the DCs in the DCA, as per the natural 
system, there are two types of input data, signal 
and antigen. Signals are represented as vectors of 
real-valued numbers, which are measures of the 
monitored system’s status within certain time peri-
ods. We term this information as “system context” 
data. Antigens are categorical values that can be 
various states of a problem domain or the entities 
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of interest associated with a monitored system. In 
real world applications, antigens represent what 
to be classified within a problem domain. For 
example, they can be process IDs in computer 
security problems (Al-Hammadi et al., 2008, 
Greensmith and Aickelin, 2007), a small range 
of positions and orientations of robots (Oates et 
al., 2007), the proximity sensors of online robotic 
systems (mokhtar2009), or the time stamps of 
records collected in biometric datasets (Gu et al., 
2009). Signals represent system context of a host 
or a measure of network traffic (Al-Hammadi et 
al., 2008, Greensmith and Aickelin, 2007), mea-
surements derived from various sensors in robotic 
systems (Oates et al., 2007, Mokhtar et al., 2009), 
or the biometric data captured from a monitored 
automobile driver (Gu et al., 2009). Signals are 
normally pre-categorised as “PAMP”, “Danger” 
or “Safe” in the DCA. The semantics of these 
signal categories is listed as follows.

• PAMP: a measure that increases in value 
as the observation of anomalous behav-
iour. It is a confident indicator of anomaly, 
which usually presented as signatures of 
the events that can definitely cause damage 
to the system.

• Danger: a measure indicates a potential ab-
normality. The value increases as the con-
fidence of the monitored system being in 
abnormal status increases accordingly.

• Safe: a measure that increases value in 
conjunction with observed normal behav-
iour. This is a confident indicator of nor-
mal, predictable or steady-state system 
behaviour.

Increases in the safe signal value suppress the 
effects of the PAMP and danger signals within 
the algorithm, as per what is observed in the 
natural system. This immunological property has 
been incorporated within the DCA in the form of 
predefined weights for each signal category, for 
the transformation from input signals to output 

signals. The output signals are used to evaluate 
the status of the monitored system, to determine 
the presence of anomalies or misbehaviours.

A relationship of cause-and-effect is believed 
to exist between signals and antigens, where 
signals are the explicit effects that potentially 
result from the implicit cause of antigens. This 
is achieved if the input data is correctly mapped 
to the underlying problem domain. The goal of 
the DCA is to incorporate such a relationship 
to identify antigens that are responsible for the 
anomalies reflected by signals. Therefore, the 
algorithm operates in two steps, firstly it identifies 
whether anomalies occurred in the past based on 
the input data; secondly it correlates the identified 
anomalies with the potential causes, generating 
an anomaly scene per suspect.

This is achieved by deploying a population 
of artificial cells, DC objects, which operate in 
parallel as detectors. Diversity is generated within 
the DC population through the application of 
lifespans, which limit the amount of information 
an individual DC object can process. Different 
DCs are given different limits for their lifespan, 
which creates a variable time window effect, with 
different DC objects processing the signal and 
antigen data sources during different time periods 
across the analysed time series (Oates et al., 2008). 
It is postulated that the combination of signal/
antigen temporal correlation and diversity of the 
DC population are responsible for the detection 
capability of the DCA.

Development Pathway

In this section a brief history is given of the 
development of the DCA and the numerous ver-
sions that have appeared over the past few years. 
An overview of this process is given in Figure 1.

Following the development of the initial ab-
stract model the applicability of the DCA was 
first demonstrated in a prototype system (pDCA) 
(Greensmith, 2007). Here the pDCA was applied 
to a binary classification problem which demon-
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strated this population based algorithm was ca-
pable of performing two-class discrimination on 
an ordered dataset, using a timestamp as antigen 
and a combination of features forming three sig-
nal categories.

After the encouraging results achieved, the 
pDCA was further developed into a larger system, 
combined with the immune-inspired agent based 
framework libtissue. This version (ltDCA) was 
stochastic in nature and contained numerous some-
what unpredictable elements including random 
sampling of incoming antigen, signal decay and 
randomly assigned migration thresholds. While 
ltDCA yielded positive results in a number of 
applications, it contained too many arbitrary and 
random components, rendering detailed study of 
its behaviour as an algorithm almost infeasible. 
Initially the ltDCA was applied to problems in 
computer and network security including port 
scan detection and sensor network security.

In parallel to the development of ltDCA, this 
algorithm steadily increased in popularity espe-
cially within the AIS community, being applied 

to a range of problems. This includes its use as a 
robotic classifier for physical security. To adapt 
the ltDCA for purpose, to obtain a reasonable 
mapping of signal and antigen data, a number 
of modifications were made, including the seg-
mentation of the output information to provide 
localisation information for a detected anomaly 
and the integration of a re-implemented ltDCA 
with a Brookes style ‘subsumption architecture’. 
This experiment in effect validated the use of the 
DCA as an anomaly detection technique and trans-
formed its analysis stage into an online process.

Despite its successful application in a num-
ber of problem domains, several issues arose in 
particular with understanding the nature of the 
“signal and antigen” model of input, and how 
to interface the categories with given input data. 
Definitions for the data streams, initially heavily 
reliant on biological metaphors, were never suf-
ficiently clear and the stochastic nature of ltDCA 
exacerbated this problem. Theoretical analysis 
implied that the ltDCA was simply an ensemble 
linear classifier, which contradicted some of the 

Figure 1. Development pathway of the DCA
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claims made previously about the manner by 
which the ltDCA functions.

In response to this, a large amount of random-
ness was removed from the algorithm and a simpli-
fied version developed, named the deterministic 
DCA (dDCA). This DCA variant is predictable 
in its use; one can follow a single antigen ele-
ment throughout the system, and given a priori 
knowledge of the signals used and the antigen’s 
relative position to all other antigen it is possible 
to predict its classification. It is shown that the 
dDCA does not have impaired performance in 
comparison to ltDCA, and it is possible to calculate 
crucial algorithmic information such as its real-
time capability and run-time complexity values.

Still, the dDCA does not avoid the problems 
that accompany its interface to underlying data-
sets, nor does it solve the problem of having a 
non-adaptive analysis module. We propose that 
ultimately it is necessary to develop an integrated 
DCA (iDCA) which can automatically extract and 
select relevant components of underlying data 
and can adapt to appropriately produce anomaly 
discrimination in real time and adapt to changes 
in the underlying dataset. The difference in the 
dDCA in comparison to a hypothetical iDCA 
are numerous, therefore we propose to initially 
develop an intermediate version extended from 
the dDCA, termed xDCA which is described and 
used in this paper.

IMPROVEMENTS TO THE 
ORIGINAL DCA

Recently a series of improvements to the original 
DCA have been made, to respond to some of the 
criticisms. Firstly, a formal definition of the DCA 
is given to avoid the potential ambiguities of the 
algorithm. Secondly, an online analysis component 
based segmentation approaches is introduced to 
enable periodic and continuous analysis. Thirdly, 

automated data pre-processing methods based on 
dimensionality reduction and statistical inference 
techniques for automated signal selection and 
categorisation.

Formalisation of the Algorithm

One criticism of the DCA is the lack of a formal 
definition, which results in ambiguity for under-
standing the algorithm and thus leads to incor-
rect applications and implementations. A formal 
definition of the DCA should be provided for 
clearly presenting the algorithm. In this section, 
we define data structures of the DCA and formalise 
the algorithm. We concentrate on specifying the 
entire DC population using quantitative measures 
at the functional level, and basic set theory and 
computational functions such as addition, multi-
plication and recursion are used for clarity.

Data Structures

Define Signal ⊆ R3 and Antigen⊆ N to be the two 
types of input data. Within a time period (Time 
⊆ R), the input data can be defined as S: Time 
→Signal ∪ Antigen, and S(t) is an instance of 
input data where t ∈Time. Elements of Signal 
are corresponding to three signal categories of the 
DCA as mentioned, which are represented as three-
dimensional (3D) vectors and usually normalised 
into a predefined nonnegative range. Elements of 
Antigen are categorical values, represented as 
natural numbers where ordering is ignored.

Define the weight matrix of signal transfor-
mation as W, a matrix with two rows and three 
columns, where wij∈R. The weight matrix is used 
to transform three categories of input signal to two 
categories output signals. It is usually predefined 
by users, and kept constant during runtime. The 
entries are based on empirical results from the 
underlying immunology.
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We use the notation List(A) for a list of type 
A. Let Population be a set of DC objects and 
N=Population be the population size, a DC object 
consists of:

• a unique index i ∈ {1,2,...N};
• a lifespan I: Population →R;
• an initial value of its signal profile K: 

Population →R, which is equal to zero;
• a list List(Antigen) for storing its antigen 

profile.

The signal profile is a measure of processed 
signal instances, whereas the antigen profile is a 
measure of sampled antigen instances. Each DC 
object is able to update its internal data structures 
by calling relevant operations.

The output of each DC is stored in a list of 
N×R. We use lst(j) to denote the jth element of 
lst, and π1 and π2 for projection functions to get 
the first and second dimension of a 2-D vector 
respectively.

Procedural Operations

To access the data structures of the DCA, a series of 
procedural operations are called. These procedural 
operations describe behaviours of the algorithm 
at the functional level. They are the most funda-
mental elements of the algorithm, each of which 
is executed in one step. The aim of formalising 
these operations is to present them as simple and 
clear as possible without losing details.

Let Append (x,X) be a generic function of 
appending an element x (2-D vector) to a list X 
(a list of 2-D vectors). The type of x determines 
the type of X, they can be N×R or R×R. It is dif-
ferent from “unite” of sets, as duplicates are not 
eliminated. The function operates by appending 
the new element to the current list, so it is executed 
in one step.

At the beginning (t = 0), the algorithm initialises 
all DC objects in Population by assigning the 
initial values of I(i) and K(i), namely “DC initiali-
sation”. The value of I(i) depends on the density 
function used to generate the initial lifespan of 
each DC object. Both uniform distribution and 
Gaussian distribution can be applied.

Definition 1 (signal transformation). The signal 
transformation function is defined as

O: Time →R×R.

O t
S t W S t

( )
( ) , ( ) ;

,
=

• ∈





T

otherwise,

Signal
Null

 

where •  is a multiplication operator for two 
matrixes. This operation is executed whenever 
S(t) ∈ Signal holds, and it performs a multiplica-
tion between a 3-D vector and a transposed 2×3 
matrix to produce another 2-D vector, which 
consists of two output signals, namely “CSM” 
and “K”. In the case that S(t) ∈ Antigen holds, 
the function returns Null.

Definition 2 (lifespan update). The lifespan 
update function is defined as

F:Time × Population→R.

F t i
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When t = 0, the initial value of F is I(i) which is 
the initial lifespan of a DC object. It is repeatedly 
subtracted by CSM signal until the termination 
condition, F (t-1, i)≤0, is reached, and then it is 
reset to its initial value I(i).

Definition 3 (signal profile update). The signal 
profile update function is defines as
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G:Time × Population→R.

G t i

K i t
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When t = 0, the value of G is K(i) = 0 which 
is the initial signal profile of a DC object. It is 
repeated added by k signal the termination con-
dition is reached, and the it is reset to its initial 
value K(i) = 0.

Definition 4 (antigen profile update). The 
antigen profile update function is defined as

H:Time × Population→List(Antigen).

H t i
Append S t H t i S t

( , )
( ( ), ( , )), ( ) ;

=
− ∈ 1 Antigen

Null, otherwise.




 

Initially H is empty, and when a new antigen 
instance arrives, it is sampled by a DC object and 
stored into its list until the termination condition 
is reached. The index of the DC object selected is 
defined as i ≡ θ (modN), where θ is the number 
of antigen instances up to time t. This is termed 
the “sequential sampling” rule.

Definition 5 (output record). Let R(t,i) = {(r,a)|r 
= G(t,i) ⋀ a∈ H(t, i)} be the output of a DC ob-
ject, and the output record function is defined as

(F(t,i) ≤ 0) ⋀(t>0)⇒Append(R(t,i)<lst).

Where r is the signal profile and a is the anti-
gen profile recorded by a DC object. This func-
tion is responsible for appending the output of a 
DC object (a 2-D vector) into the output list lst 
when the termination condition is reached. The 
processed information in lst is used to produce 
the final detection results in the analysis phase.

Definition 6 (antigen counter). The antigen 
counter function for each antigen type

𝛼𝜖Antigenis defined as C: N× N→{0,1}.

C j
lst j

( , )
, ( ( )) ;
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α

π α
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=
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Definition 7 (signal profile abstraction). The 
signal profile abstraction function is defined as

R: N× N→ R.

R j
lst j lst j

( , )
( ( )), ( ( )) ;

,
α

π π α
=

=




2 1

0 otherwise.
 

Function C counts the number of instances 
of antigen type 𝛼, and function R calculates the 
sum of all k values associated with antigen type 
𝛼. These two operations are performed for every 
single antigen type, and involve scanning lst in 
its entirety.

Definition 8 (anomaly metric calculation). 
The anomaly metric calculation function of K(𝛼) 
is defined as.

β α γ α

α
γ
β

= ∧ =

⇒ =

=

−

=

−

∑ ∑C j R j
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n
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n
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( )

0

1

0
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As 𝛼 is a known antigen type, we have β≥1. 
A threshold can be applied for further classifica-
tion. The value of the threshold depends on the 
underlying characteristics of the dataset used. If 
K(𝛼) is greater than the predefined threshold, it is 
classified as anomalous, other normal.

The procedural operations of the DCA are 
formally defined in previous section, so by 
combining them with for or while loops and if 
statements the algorithm can be presented as the 
following Pseudocode.
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Online Analysis Component

An online analysis component is essential for 
developing an effective intrusion detection sys-
tem using the DCA. Such a component performs 
periodic analysis of the processed information 
presented by DCs, to continuously identify in-
trusions during detection. An effective and fully 
functioning intrusion detection system should be 
able to identify the intrusions as quickly as pos-
sible, as accurately as possible, and hence detec-
tion speed and detection accuracy are two major 
indicators of performance. By detection speed here 
we meant the time an intrusion detection system 
takes to identify intrusions or anomalies during 
detection. Most techniques can produce reasonable 
detection accuracy, if sufficient time is given. But 
in most case detection speed is more significant 
for assessing the performance of an intrusion de-
tection system. If the system fails to identify the 
intrusions in time, no further responses against the 
intrusions can be made. This leads to the eventual 
success of attacks, which is a fatal failure of an 
intrusion detection system. In other words, if the 
intrusions are identified too late, even with 100% 
detection accuracy, it all becomes meaningless in 
terms of system defence. As a result, we propose 
integrating online analysis with the DCA, to 
improve detection speed without compromising 
detection accuracy.

If online analysis is to be performed during 
detection, one issue needs resolved, namely, 
when to perform analysis. This could be solved 
by introducing segmentation to the DCA. It is 
different from the moving time windows method 
described in (Gu et al., 2008), which is used in 
the pre-processing stage to smooth noisy input 
signals, as segmentation is performed in the post-
processing stage for the purpose of periodic and 
continuous analysis. As the processed information 
is presented by matured DCs over time, a sequence 
of processed information is being generated dur-
ing detection. Segmentation involves partitioning 
this sequence into relative smaller segments, in 
terms of the number of data items or time. All 
the generated segments have the same size, and 
the analysis is performed within each individual 
segment. Therefore, in each segment, one set of 
detection result (K(𝛼) per antigen type) is gener-
ated, in which intrusions appeared within the 
duration of this segment can be identified.

First of all, segmentation can produce multiple 
sets of results, rather than one set of results pro-
duced by non-segmentation system. This enables 
the system to perform analysis online not offline, 
as all segments are processed during detection. 
In addition, segmentation distributes the analysis 
process into multiple steps, instead of performing 
at once. This can reduce the computation power 
and time required for the analysis process, so 
segmentation can effectively enhance detection 
speed. Moreover, as the processed information 
is presented by matured DCs at different time 
points over the duration, analysing the sequence 
of processed information at once ignores the 
temporal difference of each piece of processed 
information. As a result, the same antigen type 
that causes malicious activities at one point but 
does nothing at another point may be classified 
as normal rather than an intrusion. This can be 
avoided by applying segmentation, as it features 
periodic analysis that can cope with the inherited 
time differences. Therefore, the system can ef-
fectively discriminate malicious activities from 
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normal ones, and hence the detection accuracy 
can also be improved.

The most important and in fact the only factor 
of segmentation is the segment size. It determines 
how soon the intrusions can be identified. The 
smaller the segment size, the sooner the intrusions 
can be identified, and vice versa. Moreover, the 
segment size may also influence the sensitivity of 
the final results. If the segment size is too large, 
the results can lose the sensitivity and thus the 
system loses the ability to identify true positives. 
However, if the segment size is too small, the 
results may be too sensitive, and the system can 
generate false positives.

In (Gu et al., 2009), the authors have shown 
that applying segmentation to the DCA makes 
significant differences to the results. In some cases, 
the system with segmentation may even produce 
better performance in terms of detection accuracy. 
In addition, segmentation enables the system 
to perform periodic analysis on the processed 
information presented by the DCs. As a result it 
can effectively improve detection speed without 
compromising detection accuracy. Therefore, seg-
mentation is applicable to the DCA. Even though 
segmentation is not immune inspired, it can still 
make contribution to the field of AIS, as it can 
improve the system performance of the DCA. As a 
result, more effective intrusion detection systems 
can be developed, by integrating segmentation 
with the DCA. This method is also applicable to 
other second generation AIS algorithms.

Automated Data Pre-processing

The DCA encounters issues that accompany its 
interface to underlying datasets, as well as have 
a non-adaptive analysis module. Formal defini-
tion and theoretical analysis have shown that the 
algorithm itself is rather simple, and segmenta-
tion enables the DCA to efficiently and effec-
tively process large datasets in terms of data size. 
However, data size is not the only concern when 
handling complex datasets, high dimensionality 

is often a bigger problem. Complexity occurs at 
the data pre-processing stage of the DCA when 
dimensionality reduction is required. Previously, 
the data pre-processing of the DCA is performed 
manually based on users’ expert knowledge of a 
given problem domain, which is time consuming 
and sometime difficult to achieve. As a result, it 
is necessary to automate the data pre-processing 
stage, which extracts and selects relevant features, 
and adapts the algorithm to characteristics of the 
underlying data.

Originally the DCA does not rely on train-
ing data to define which of the input signals are 
potentially “dangerous”. But expert knowledge 
of the problem domain is required to generate 
proper input data to the DCA during manual data 
pre-processing. It involves two steps, namely 
“antigen representation” and “signal selection and 
categorisation” for generating two types of input 
to the DCA. Since antigen representation involves 
identifying the objects to classify as normal or 
anomalous in the problem, it is usually easy to 
accomplish and thus does not require automation. 
The rest of this section is focused on the automation 
of signal selection and categorisation in the DCA.

Signal selection and categorisation involve 
firstly selecting or extracting the most interesting 
features from the original feature set of a given 
dataset, and then categorising these features into 
one of three signal categories of the DCA. Manual 
methods are problematic, as whenever the problem 
is changed, the whole process needs to be redone. 
Even for the same dataset, if cross-validation is 
used, the process needs to be performed for every 
single subset generated. In addition, it is not always 
possible to acquire adequate expert knowledge for 
a dataset to effectively perform signal selection and 
categorisation for the DCA. In order to automate 
signal selection and categorisation, techniques of 
dimensionality reduction and statistical inference 
are used, and an unsupervised “training phase” 
is introduced to obtain the underlying knowledge 
regarding normality and anomaly of a problem.
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Let X = I{x1,x2,...,xm} the original feature set 
of a problem. Dimensionality reduction involves 
generating a new feature space Y={y1,y2,...,yd} 
(d<m), which is supposed to be representative of 
the problem with minimum redundancy. Feature 
selection involves selecting a best subset of input 
features. Feature extraction creates new features 
based on transformations or combinations of the 
original features. The choice between feature 
selection and extraction depends on the problem 
domain and classifier. The possible techniques 
are listed as follows.

• Correlation Coefficient (with class labels) 
- feature selection

• Information Gain (with class labels) - fea-
ture selection

• Principal Component Analysis (PCA, 
without class labels) - feature extraction

Preliminary work has been carried out in Gu 
et al. (2009), in which the authors showed that it 
was possible to integrate PCA with the DCA for 
the purpose of automated data pre-processing. The 
PCA facilitated the reduction of data dimension 
of the raw data, to select proper features as the 
candidates of the input of the DCA. It was also 
used for the ranking of attributes based on the vari-
ability, which is mapped to the ranking of signal 
categories of the DCA for signal categorisation. 
In this way, the data pre-processing of the DCA 
is performed by simply using PCA and basic 
Min-Max normalisation, without the requirement 
of any expert knowledge of the problem domain. 
The results suggested that the integrated system 
of PCA and the DCA was successful in terms of 
anomaly detection, as the system can produce 
relatively high true positive rates and low false 
positive rates. As a result, the application of PCA 
to the DCA makes it possible to automatically 
categorise input data into user-defined signal 
categories, while still generating useful and ac-
curate classification results.

More recently, automated data pre-processing 
methods based on feature selection/extraction and 
statistical inference techniques are developed. The 
idea is to use dimensionality reduction techniques 
to select the most interesting features from the 
original feature set as the candidates of input 
signals to the DCA, then perform greed search to 
find the best combination of these candidates cor-
responding to the signals categories where mean 
square errors (MSE) (Garthwaite et al., 2006) is 
employed as a performance measure. The new 
system is tested by a number of datasets, as well 
as compared with other existing machine learn-
ing techniques. The testing datasets include: the 
UCI Wisconsin Breast Cancer dataset (Blake et 
al., 1998) consists of 700 data instances and each 
data item has 10 features; the KDD 99 dataset 
derived from the DAPRA 98 Lincoln Lab data set 
for applying data mining techniques to the area of 
intrusion detection, it consists of about 5 million 
data instances, each of which has 42 features. 
Two versions of the KDD 99 dataset are used: a 
10% subset whose data items are randomly and 
proportionally selected from the whole dataset; 
and the whole dataset. As these two datasets are 
much more complicated, 10-fold cross validation is 
performed to generate 10 subsets. For the purpose 
of baseline comparison, other existing techniques, 
including K-Nearest-Neighbour (KNN), deci-
sion trees, and Support Vector Machine (SVM) 
algorithms are used.

Table 1 shows the true positive rate and false 
positive rate of all methods applied to the breast 
cancer dataset. As expected, manual method 
produces high true positive rate and low false 
positive rate; PCA based method produces bet-
ter result since its true positive rate is higher and 
false positive rate is zero; information gain based 
method has significantly lower true positive rate 
but comparable false positive rate; correlation 
based method has comparable true positive rate 
but significantly higher false positive rate.

As shown in Figure 2 and Figure 3, the man-
ual method and other existing techniques produce 
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good performance in terms of both true positive 
rate and false positive rate. Whereas, automated 
methods produce the results that vary from one 
subset to another. The PCA based method pro-
duces high true positive rate and low false positive 
rate for most subsets, except one where the true 
positive rate is significantly lower. The informa-
tion gain based method produces true positive 
rates within a relatively large range but still all 
above the boundary of random classifier (50%), 

and it keeps the false positive rates at a low level. 
The correlation based method produces high true 
positive rates across, but simultaneously high 
false positive rates across all the subsets. The 
results show that it is possible to automate the 
data pre-processing of the DCA to produce useful. 
However, as this is work in progress, more inves-
tigation should be performed.

CONCLUSION AND FUTURE 
DIRECTIONS

In this book chapter, we reviewed some of the 
most popular AIS algorithms for intrusion detec-
tion problems, as well as demonstrating that the 
DCA is a suitable solution due to its unsupervised 
learning paradigm and low weight in computa-
tion. In order to present the DCA as simply and 
clearly as possible without losing detail, we used 

Table 1. Results of all methods on the breast 
cancer dataset 

True Positive 
Rate

False Positive 
Rate

Manual 0.963 0.033

PCA 0.985 0.000

Information Gain 0.789 0.008

Correlation 0.930 0.213

Figure 2. Boxplot of true positive rates of all methods for KDD 10% dataset
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set theory and basic functions to formalise the 
algorithm. In addition, we demonstrated recent 
work for introducing an online analysis component 
to the DCA through segmentation, and the results 
indicate that the approach is promising especially 
for intrusion detection problems. Finally, ongo-
ing work of automated data pre-processing of 
the DCA was described. With the automated data 
pre-processing, applications of the DCA are not 
dependent on the expert knowledge of the problem, 
and they become much less time consuming since 
manual procedures are replaced.

Much of the work regarding the further devel-
opment of the DCA is still ‘work in progress’. For 
example, only static segment sizes applied and 
tested for the online analysis component of the 
DCA, more adaptive mechanisms where segment 
size varies according the situations encountered 
during detection should be investigated. Addition-
ally, only preliminary work has been performed 
for the automated data pre-processing of the DCA, 

more techniques of feature selection and feature 
extraction and more appropriate mechanisms for 
signal categorisation should be evaluated.
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Chapter  6

INTRODUCTION AND RESEARCH 
BACKGROUND

Transmission Control Protocol (TCP) (Stevens, 
1994) is the de facto standard transport layer 
protocol of the current Internet first designed in 
the 1970s: the first Request for Comments (RFC) 
on TCP was released in 1981 (Postel). TCP has 
also been frequently modified and enhanced to 

accommodate the development of the Internet 
(Jacobsen et al, 1992; Allman et al, 2001; Blanton 
et al, 2003).

TCP has various functions to realize reliable 
and efficient data transmission on the network. 
The congestion control mechanism (Stevens, 
1994) is one of the most important. Its main 
purpose is to avoid and resolve network conges-
tion and to distribute network bandwidth fairly 
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among competing connections. To do that, TCP 
employs a window-based congestion control 
mechanism that adjusts data transmission speed 
by changing congestion window size. A conges-
tion window indicates the maximum amount of 
data that can be sent out on a connection without 
being acknowledged.

TCP Reno is the most popular version of TCP 
in current operating systems. Its window size 
control algorithm allows a TCP sender to continue 
to additively increase its congestion window size 
until it detects a packet loss (or losses), decreas-
ing it multiplicatively when a packet loss occurs. 
This is called an Additive Increase Multiplicative 
Decrease (AIMD) policy. In (Chiu & Jain, 1989), 
the authors argue that an AIMD policy is suitable 
for efficient and fair bandwidth usage in a distrib-
uted environment, if congestion indication signals 
are simultaneously distributed to all connections.

With increases in the heterogeneity and the 
complexity of the Internet, many problems have 
emerged in TCP Reno’s congestion control 
mechanism (Shenker et al, 1990; Hoe, 1996; Guo 
& Matta, 2001; Fu et al, 2003; Floyd, 2003 for 
example). The primary reasons for these problems 
are that the congestion signals are only indicated 
by packet loss and that TCP Reno uses fixed 
AIMD parameter values to increase and decrease 
window size, whereas the window size should be 
changed according to the network environment. 
For example, it is well-known problem that the 
throughput of TCP connections decreases when 
it traverses wireless links, since TCP cannot dis-
tinguish congestionoriented packet loss caused 
by network congestion, and wireless-oriented 
packet loss caused by link loss and/or handoff. 
Another problem is the low throughput of TCP 
connections in large bandwidth and long delay 
networks. In (Floyd, 2003), the authors argued 
that a TCP Reno connection cannot fully utilize 
the link bandwidth of such networks, since the 
increasing parameter, which is one packet per 
a Round Trip Time (RTT), is too small and the 
decreasing parameter, which halves the window 

size when a packet loss occurs, is too large for 
networks with a large bandwidth-delay product. 
Although many solutions have been proposed for 
their problems (Floyd, 2003; Kelly, 2003; Jin et 
al, 2004), most of them inherit the fundamental 
congestion control mechanism of TCP Reno: the 
AIMD mechanism triggered by the detection 
of packet losses in the network. The congestion 
control mechanism improves the throughput by 
adjusting the increasing and decreasing parameters 
statically and/or dynamically. However, most pre-
vious studies have focused on changing the AIMD 
parameters to accommodate particular network 
environments. Since these methods employ ad 
hoc modifications for a certain network situation, 
their performance when applied to other network 
environments is unclear.

Because window size indicates the maximum 
amount of packets that TCP can transmit for one 
Round Trip Time (RTT), an adequate window 
size for a TCP connection is equal to the product 
of the available bandwidth and the round-trip 
propagation delay between the sender and receiver 
hosts. TCP Reno measures the RTTs of the net-
work path between sender and receiver hosts by 
checking the departure times of the data packets 
and the arrival times of the corresponding ACK 
packets. However,

TCP Reno does not have an effective mecha-
nism to recognize the available bandwidth. This is 
an explanation of the fundamental problem: TCP 
Reno cannot adjust window size to an adequate 
value under various network environments. In a 
sense, traditional TCP Reno can be considered to be 
a tool that measures available bandwidth because 
of its ability to adjust the congestion window size 
to achieve a transmission rate appropriate to the 
available bandwidth. However, it is ineffective 
because it only increases the window size until 
packet loss occurs. In other words, TCP Reno 
induces packet loss in order to obtain information 
about the available bandwidth (-delay product) 
of the network. That is, even when the conges-
tion control mechanism of TCP works perfectly, 
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the TCP sender experiences packet losses in the 
network at some intervals. Since all modified 
versions of TCP using AIMD policy contain this 
essential problem, they cannot avoid periodic 
packet losses.

There are some TCP variants, including TCP 
Vegas (Brakmo et al, 1994) and FAST TCP (Jin 
et al, 2004), that utilize the RTT values for the 
congestion indication, based on the fact that, 
the RTTs for a TCP connection usually increase 
before packet losses occur when the network is 
congested. However, such RTT-based approaches 
cannot be applied to high-speed networks due to 
an inherent problem, i.e., changes in RTT values 
of the end-to-end network path becomes invisible 
as the network bandwidth becomes large. We be-
lieve, therefore, that if a TCP sender recognizes 
the bandwidth information of the network path 
quickly and adequately, we can create a better 
mechanism for congestion control in TCP.

Although numerous measurement tools that 
measure the physical and available bandwidths 
of network paths have been proposed in the lit-
erature (Melander et al, 2000; Jain & Dovrolis, 
2002; Ribeiro et al, 2003; Carter & Crovella, 
1996; Dovrolis et al, 2001; Jacobsen, 1997; King 
et al, 2005; Bhandarkar et al, 2005), we cannot 
directly employ these existing methods in TCP 
mechanisms, primarily because these methods 
utilize a lot of test probe packets. Moreover, these 
methods also require too much time to obtain one 
measurement result. Accordingly, we have pro-
posed a method called Inline measurement TCP 
(ImTCP) that avoids these problems in (Cao et 
al, 2004; Cao et al, 2005). It does not inject extra 
traffic into the network, and instead it estimates the 
physical/available bandwidths of the network path 
from data/ACK packets transmitted by an active 
TCP connection in an inline fashion. Furthermore, 
since the ImTCP sender obtains bandwidth infor-
mation every 1–4 RTTs, it can follow the traffic 
fluctuation of the underlying IP network well. 
We believe that, by directly measuring band-
width information, the congestion control in TCP 

becomes truly scalable to the bandwidth delay 
product of the network. AIMD- and MIMD-based 
mechanisms such as HighSpeed TCP (HSTCP) 
(Floyd, 2003) and Scalable TCP (STCP) (Kelly, 
2003) are more scalable than TCP Reno, but they 
have serious problems in parameter tuning. Since 
no knowledge of the bandwidth information is 
obtained, the control parameters are configured 
based on implicit/explicit assumptions of the 
network environment. For example, in (Floyd, 
2003), the recommended control parameters are 
to fill the network link with 10 Gbps bandwidth, 
100 msec RTT, and a packet loss rate of 10-7. One 
of the advantages of the proposed mechanism is 
that it is not necessary to configure the control 
parameters according to the network environment. 
In addition, because ImTCP is implemented at 
the bottom of the TCP layer, this measurement 
mechanism can be included in various types of 
TCP congestion control mechanisms.

In this chapter, we propose a new congestion 
control mechanism of TCP that utilizes the in-
formation of physical and available bandwidths 
obtained from an inline measurement technique. 
The proposed mechanism does not use ad hoc 
algorithms such as TCP Vegas and instead employs 
algorithms that have a mathematical background, 
which enable us to mathematically discuss and 
guarantee their behavior even though posing a sim-
plification of the target system. More importantly, 
it becomes possible to give a reasonable explana-
tion to our control parameter selections within 
TCP, instead of conducting intensive computer 
simulations and/or choosing parameters in an ad 
hoc fashion. We designed a window size control 
algorithm for the purpose of quickly adjusting 
the window size to an adequate value based on 
bandwidth information in order to fairly distribute 
bandwidth among competing connections.

For this, we borrowed algorithms from the 
logistic growth model and the Lotka-Volterra 
competition model (Murray, 2002), both of which 
are used in biophysics to describe changes in the 
population of species. The biophysics models 
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were chosen based on their essential nature of 
stability and robustness, which is achieved even 
when they behave independently in an autonomous 
and distributed fashion. This is the case for the 
congestion control of TCP: each TCP connec-
tion behaves independently, but still we want 
to maximize the bandwidth utilization and the 
throughput of the connection. When applying the 
logistic growth and Lotka-Volterra competition 
models to the congestion control algorithm of our 
TCP, the population of a species can be viewed 
as the window size of a TCP connection, the 
carrying capacity of the environment as physical 
bandwidth, and interspecific competition among 
species as bandwidth sharing among competing 
TCP connections. Analytic investigation of the 
proposed algorithm can be performed based on 
previously reported discussions and results re-
garding various characteristics in biophysics of 
the mathematical models, including scalability, 
convergence, fairness and stability. Endowing TCP 
with these characteristics is the primary objective 
of the present study. In addition, we also present 
simulation results in order to evaluate the pro-
posed mechanism and show that, compared with 
traditional TCP Reno and other TCP variants, the 
proposed mechanism utilizes network bandwidth 
effectively, quickly, and fairly.

The reminder of this chapter is organized as 
follows. In the next section, we introduce the 
mathematical models used in biophysics and the 
design of the proposed TCP congestion control 
mechanism. In the third section, we analyze 
and discuss the characteristics of the proposed 
mechanism. In the fourth section, we present its 
effectiveness and performance through various 
simulation experiments. The fifth section discusses 
areas for future study. In the final section, we 
present our conclusions of this chapter.

TCP SYMBIOSIS: BIO-
INSPIRED CONGESTION 
CONTROL MECHANISM

In this paper, we intend to build a robust self-
adaptive congestion control mechanism for TCP. 
In this sense, the proposed method is quite dif-
ferent from existing approaches. The concept of 
the window updating algorithm of the proposed 
method is borrowed from a biological system, 
which is often pointed out to be robust (Montresor 
et al, 2003), because in many biological systems, 
the actions of the entity (e.g., living organism) 
are not determined based on the results of direct 
interactions among entities, but rather on infor-
mation obtained through the environment, which 
is a fundamental necessary condition for the 
system to be robust. The concept is often called 
“stigmergy” in the literature (see, e.g., (Bonabeau 
et al, 1999)). With respect to the current case, the 
window increase/decrease strategy is determined 
based on the physical and available bandwidth, 
rather than on the packet loss or RTTs, which are 
direct consequences of the activities of the TCP 
connections.

Of course the up-to-date and reliable avail-
able bandwidth is necessary in order to realize 
such a mechanism for TCP congestion control. 
Fortunately, the inline measurement method of 
TCP (ImTCP (Cao et al, 2004; Cao et al, 2005)) 
can quickly obtain such information within 
several RTTs. Then the resultant control method 
has good scalability with respect to both RTT 
and capacity, which has not been achieved in the 
previous proposals. This is the main motivation 
for developing a new TCP congestion control 
method. In this section, we briefly introduce the 
mathematical models borrowed from biophysics 
and present the proposed mechanism.
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Brief Introduction to the 
Lotka-Volterra Model

Logistic Model

The logistic equation is a formula that represents 
the evolution of the population of a single species 
over time. Generally, the per capita birth rate of 
a species increases as the population of the spe-
cies becomes larger. However, since there are 
various restrictions on living environments, the 
environment has a carrying capacity, which is 
usually determined by the available sustaining 
resources. The logistic equation describes such 
changes in the population of a species as follows 
(Murray, 2002):

d
dt
N

N
K
N= −









ε 1  (1)

where t is time, N is the population of the species, 
K is the carrying capacity of the environment, and 
ε is the intrinsic growth rate of the species (0 < ε).

Lotka-Volterra Competition Model

The Lotka-Volterra competition model is a well 
known model for examining the population growth 
of two or more species that are engaged in inter-
specific competition. In the model, Equation (1) is 
modified to include the effects of both interspecific 
competition and intraspecific competition. The 
basic two-species Lotka-Volterra competition 
model with both species N1 and N2 having logistic 
growth in the absence of the other is comprised of 
the following equations (Murray, 2002):
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where Ni, Ki, and εi are the population of the species, 
the carrying capacity of the environment, and the 
intrinsic growth rate of the species i, respectively. 
In addition, yij is the ratio of the competition coef-
ficient of species i with respect of species j.

In this model, the population of species 1 and 
2 does not always converge to a value larger than 
0, and in some cases one species becomes extinct, 
depending on the values of y12 and y21. Commonly, 
when the following conditions are satisfied, two 
species can survive in the environment (Murray, 
2002):
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Assuming that the two species have the 
same characteristics, they have the same values: 
K=K1=K2,ε=ε1=ε2, and y=y12=y21. Then, Equations 
(2) and (3) can be written as follows:

d
dt
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1 2
11= −

+









ε
γ

 (5)

d
dt
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21= −
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In addition, Equation (4) can be written as y < 
1. Figure 1 shows the population changes in the 
two species using Equations(5) and (6), where 
K=100, y = 1.95 and ε = 0.90, and species 2 joins 
the environment 10 seconds after species 1. From 
thefigure, we can observe from this figure that the 
population of the two species converges quickly 
to the same value.

We can easily extend Equations (5) and (6) for 
n species as follows:

d
dt
N

N N

K
Ni

i jj i j

n

i= −
+











= ≠∑
ε

γ
1 1,  (7)
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Figure 2 shows the population changes among 
the ten species when using Equation (7), where 
K=100, y = 1.95 and ε = 0.90, where new species 
join the environment one after another. We can 
observe that ten species converge in the same 
manner as two species, as shown in Figure 1. 
Note that survival and convergence conditions 
are identical, i.e., y < 1. Even when two or more 
species exist, each independently utilizes Equation 
(7) to obtain Ni, and the population of the species 
can converge to the value equally shared among 
competing species. We consider that the changing 
population trends of species depicted in Figures 
1 and 2 are ideal for controlling the transmission 
speed of TCP. That is, by using Equation (7) for 
the congestion control algorithm of TCP, rapid 
and stable link utilization can be realized, whereas 
each TCP connection can behave independently as 
an autonomous distributed system. However, this 
model cannot be directly applied to the congestion 
control algorithm of TCP because the model must 
obtain Nj. This is discussed in the next subsection.

Application to Window Size Control 
Algorithm

To convert Equation (7) to a window increase/
decrease algorithm, we consider Ni as the trans-

mission rate of TCP sender i and K as the physical 
bandwidth of the bottleneck link. Furthermore, 
when applying Equation (7) to the congestion 
control algorithm for connection i, it is necessary 
for connection i to know the data transmission 
rates of all other connections that share the same 
bottleneck link. This assumption is quite unrealis-
tic with respect to the current Internet. Therefore, 
we use the sum of the data transmission rates of 
all of the other connections using the physical and 
available bandwidths as follows:

N K Aj i
j i j

n

= −
= ≠
∑
1,

 

where Ai is the available bandwidth for connec-
tions i. Thus, Equation (7) becomes:

d
dt
N

N K A

K
Ni

i i
i= −

+ −







ε

γ
1

( )
 (8)

Here we assume that all connections share the 
same bottleneck link K in the equation. Note that 
when each TCP connection has a different physi-
cal bandwidth, the proposed mechanism share the 
bottleneck link bandwidth in a reasonable manner, 
which we will discuss in Subsection IV-E.

Figure 1. Changes in population of two species with the Lotka-Volterra competition model
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The proposed mechanism requires modifica-
tions only with respect to sender-side TCP, and 
no change in receiver-side TCP is required. A 
TCP sender controls its data transmission rate 
by changing its window size. To retain the es-
sential characteristics of TCP and decrease the 
implementation overhead, we employ window-
based congestion control in the proposed TCP by 
converting Equation (8) to obtain an increasing 
algorithm of window size in TCP. The window 
size of connection i, wi, is calculated from Ni, the 
transmission rate, using the following equation:

wi=Ni𝜏i

where 𝜏i is the minimum value of the RTTs of 
connection i, which is assumed to equal the 
propagation delay without a queuing delay in 
the intermediate routers between sender and re-
ceiver hosts. Next, Equation (8) can be rewritten 
as follows:

d
dt
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Finally, we integrate Equation (9) as follows:
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(10)

In Equation (10), when we set the initial value 
of the window size (wi(0)) and the current time 
to 0 (t= 0), we can directly obtain window size 
wi(t) for any time t. We use the above equation 
for the control algorithm of the window size of 
TCP connections.

Equation (10) contains the ex calculation. 
Generally, exponentiation cannot be operated in 
the system kernel because of the lack of a library 
and the processing overhead. Therefore, for func-
tion ex, we give the Taylor polynomial of degree 
4 around x = a as follows,

e e
k
x ax a

k

k≈ −
=
∑ 1

0

4

!
( )  

where a is the integer part of x (e.g., a = 0 
when0≤x<1). By preparing ea on a memory table 
for a limited range of a, we can calculate ex with 
minimal processing overhead. In determining the 

Figure 2. Changes in population of 10 species with the Lotka-Volterra competition model
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maximum value of a in the proposed mechanism, 
we consider the following equation:

x t
A

K
ti= − −




















≤ε γ ε1 1  

That is, when we assume that the maximum 
RTT of TCP connection is 10 [sec], we can de-
termine the maximum value of a to 10ε  .

Equation (10) requires measurement of the 
physical and available bandwidths of a network 
path. Therefore, we utilize the inline network 
measurement technique in ImTCP (Cao et al, 
2004; Cao et al, 2005). In (Cao et al, 2004; Cao 
et al, 2005), the authors proposed ImTCP, which 
is an inline network measurement technique for 
the physical and available bandwidths of network 
paths between TCP sender and receiver hosts. 
ImTCP can continuously measure bandwidth by 
using data and ACK packets of a TCP connection 
under data transmission. That is, the TCP sender 
transmits data packets at intervals determined by 
an inline measurement algorithm and checks the 
arrival interval times of the corresponding ACK 
packets to estimate bandwidth. Since ImTCP 
performs the measurement without transmitting 
additional probe packets over the network, the ef-
fect on other network traffic is negligible. ImTCP 
can also quickly update the latest changes in band-
widths by frequently performing measurements 
(one result per 1–4 RTTs) as long as TCP transmits 
data packets. The authors have also proposed an 
implementation design of ImTCP, in which the 
measurement program is located at the bottom 
of the TCP layer. The proposed implementation 
design maintains the transmission/arrival intervals 
of TCP data/ACK packets by introducing a FIFO 
buffer between the TCP and IP layers. Note that 
the measurement algorithm has limited effect on 
TCP’s congestion control algorithm (Cao et al, 
2004), meaning that the measurement algorithm 
can be applied to any TCP variant including our 
method proposed in this paper.

Note that the inline network measurement 
algorithm can estimate both of the physical and 
available bandwidths based on the assumption that 
the narrowest link on the physical bandwidth of 
the end-to-end network path becomes the tightest 
link on the available bandwidth. According to 
the algorithm in (Cao et al, 2005), when such an 
assumption is not satisfied, that is, when the nar-
rowest link and the tightest link are different in the 
path, the physical bandwidth cannot be measured 
exactly, whereas the available bandwidth can be 
obtained successfully. However, in that case, since 
the physical bandwidth is likely to be underes-
timated, this measurement error does not cause 
a serious problem for the proposed congestion 
control mechanism, because underestimation of 
the physical bandwidth does not result in injecting 
too many packets into the network.

The proposed congestion control algorithm 
is based on traditional TCP Reno, and we use 
the same algorithm as TCP Reno for the window 
updating algorithm until measurement results are 
obtained through inline network measurements. 
That is, the slow start phase is used as other 
TCP congestion control methods. There are two 
reasons for preserving slow start: if two or more 
TCP connections were to open large windows at 
the same time, many packets would be lost, and 
so probes on the path are still necessary. A more 
pragmatic reason is that at connection start-up, 
no information on bandwidth is available, and a 
measurement method in ImTCP contains some 
errors for statistical reasons (Cao et al, 2004). 
Therefore, the slow start phase is utilized during 
several RTTs for accurate estimation of the band-
width information. As well, in cases of packet loss, 
the window size is decreased in a manner identical 
to that of TCP Reno in both cases of timeout and 
fast retransmit (Stevens, 1994). When bandwidth 
information is obtained, the congestion control 
algorithm adjusts its window size using Equation 
(10). That is, when the j-th ACK packet is received 
at the TCP sender, we use Equation (10) to obtain 
the new value of the congestion window size of 
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the TCP connection by the following calculation: 
set wi(0) to the current window size and t to the 
time duration from the arrival time of the (j – 1) 
-th ACK packet to that of the j-th ACK packet.

TCP SYMBIOSIS: BIO-
INSPIRED CONGESTION 
CONTROL MECHANISM

In this section, we analyze various characteristics 
of the proposed mechanism, such as scalability, 
convergence, parameter setting issues and fairness 
against TCP Reno. This analysis illustrates that 
the proposed mechanism essentially solves the 
problems inherent in TCP Reno.

Convergence Time and Scalability

Assuming physical bandwidth K and available 
bandwidth A are constant, the window size 
converges to a certain value in the proposed 
mechanism. The converged window size, which 
is denoted as w*, can be obtained by setting dw/
dt=0 in Equation (9):

w*={(1-y)K+yA}𝜏 (11)

where 𝜏 is the round-trip propagation delay the 
TCP connection. In what follows, we consider 
the time which is required to increase the window 
size from w0 to ρw* (0 < ρ < 1, w0 < ρw*). In the 
proposed mechanism, using Equation (10), the 
time T becomes as follows:
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(12)

because 0≤A≤K is satisfied. Note that ε and y are 
fixed parameters of the proposed mechanism. The 
issue of setting these parameters will be discussed 
in the next subsection. This equation indicates 
that time T of the proposed mechanism increases 
logarithmically with respect to link bandwidth (K) 
and propagation delay (𝜏).

In the case of TCP Reno, we can easily calculate 
Treno, the time necessary to increase window size 
from w0 to w*, as follows:

T w w K A wreno = − = −( ) +{ } −





∗( )0 01 τ γ γ τ τ  
(13)

where τ  is the average value of the RTTs of the 
TCP connection. Here, we ignore the effect of the 
delayed ACK option (Stevens, 1994) and focus 
only on the congestion avoidance phase of TCP 
Reno. In the case of HSTCP, which is essentially 
based on the AIMD policy as in the case of TCP 
Reno, Thstep is given by:

T
w w

a

K A w

ahstcp ≥
−

=
−( ) +{ } −∗

0 01

max max

 τ
γ γ τ

τ  

(14)

where amax is a parameter of HSTCP that indicates 
the maximum window size increase during one 
RTT (equivalent to a(W) in (Floyd, 2003)). Equa-
tions (13) and (14) indicate that the time required 
to increase the window size is proportional to 
physical bandwidth K and propagation delay 𝜏. 
This illustrates that the time required to fully utilize 
the bandwidth-delay product of the network path 
is proportional to the bandwidth-delay product. 
HSTCP was designed as a new congestion control 
mechanism to resolve problems inherent in TCP 
Reno for high-speed and long delay networks. 
However, since the window size control algorithm 
of HSTCP is essentially based on the AIMD policy, 
this algorithm suffers from poor scalability to the 
bandwidth-delay product.

STCP has a window size control algorithm 
based on Multiplicative Increase Multiplicative 
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Decrease (MIMD) policy and describes logarith-
mic increases in time with respect to increases 
in link bandwidth (Kelly, 2003). We calculate its 
convergence time Tstep as follows:

T
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w
w a

K A

wstcp =
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γ γ τ
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where a is an STCP parameter that indicates the 
increase in window size when receiving one ACK 
packet. In (Kelly, 2003), a= 0.01 [packet] is the de-
fault value. This equation indicates that STCP has 
good scalability to network bandwidth: however, 
STCP has poor scalability to propagation delay.

FAST TCP has the same equilibrium properties 
as TCP Vegas, and the window size is updated at 
intervals based on the RTT (Jin et al, 2004). This 
means that FAST TCP does not have good scal-
ability to the propagation delay of the end-to-end 
network path, as will be shown in Section IV.

Parameter Settings

The congestion control algorithm of the proposed 
mechanism has two parameters, y and ε. In this 
subsection, we discuss the effect of these param-
eters and present some guidelines for configuring 
y and ε.

1) y Setting: The parameter y indicates the 
degree of the influence of the other competing 
connections that share the same bottleneck link. To 
converge window size to a positive value despite 
the physical bandwidth Ki of each connection, it 
is necessary to satisfy the condition 0 < y < 1. 
Furthermore, based on Equations (11) and (12), 
we need to consider the trade-off between con-
vergence speed and the final number of packets 
accumulated within the buffer at the bottleneck 
link. That is, although smaller y leads to faster 
convergence speed, it increases the queue size 
of the bottleneck router buffer when the window 
size is converged. Using Equation (11) we can 

easily obtain the sum of the window size of n TCP 
connections as follows:

w
n
n

Ki
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n

=
∑ =

+ −1 1 1( )γ
τ  (16)

where we assume that the physical bandwidth K 
and the delay τ of each connection are identical. 
From Equation (16) queue size Q at the bottleneck 
link is given by:
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− −
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1 1

1 1
γ
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τ  (17)

This equation shows that iQ increases as n 
becomes larger. However, as n goes to infinity, 
we can obtain the following equation:

lim
n
Q K

→∞
=
−1 γ
γ

τ  (18)

That is, there exists an upper bound of the 
queue size with respect to an increase in the num-
ber of concurrent TCP connections. Therefore, 
if the bottleneck link has a large enough buffer, 
the proposed mechanism will induce no packet 
losses regardless of the number of TCP connec-
tions. TCP Reno, HSTCP, and STCP, on the other 
hand, increase their window size until they fully 
utilize the buffer at the bottleneck link, and as a 
result, they cannot avoid periodic packet losses.

FAST TCP, which is based on TCP Vegas, has 
characteristics similar to those of the proposed 
mechanism, meaning that FAST TCP can avoid 
the periodic packet losses. We can estimate the 
total window size of n FAST TCP connections that 
share the bottleneck link as follows. Just before 
a FAST TCP connection converges its window 
size, the window size is updated according to the 
following equation (Jin et al, 2004):
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w p w p wi i i← − + +
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where α is a constant that is used in determining 
the increment degree of the window size and p 
(0 < p <1) is a smoothing coefficient parameter. 
From Equation (19), we obtain the following 
equation for converged window size:

wi = −
ατ
τ τ




 (20)

Since wi for each connection is independently 
calculated, the sum of the converged window size 
of n TCP connections is then calculated as follows:

w ni
i

n

=
∑ =

−1

ατ
τ τ




 (21)

We observe from Equation (21) that the sum 
of the window size is proportional to the number 
of TCP connections. So, in order to avoid packet 
losses, it is necessary to prepare a bottleneck link 
buffer based on the number of connections. We 
therefore conclude that FAST TCP cannot provide 
scalability to the number of concurrent TCP con-
nections in the network.

2) ε Setting: ε determines convergence speed, 
as shown in Equation (9). Generally, when we 
convert Equation (1) into a discrete equation, the 
population of the species does not converge with 
ε> 2 (Murray, 2002). In contrast, the window size 
updating algorithm proposed in Subsection II-B 
converts Equation (10) into a discrete equation 
in such a way that it does not cause oscillation. 
Therefore, in the proposed algorithm, there is no 
limitation on ε, which means that as ε becomes 
larger, the window size converges faster. How-
ever, an excessively large value of ε causes the 
TCP sender to transmit numerous packets in 
bursty fashion, which may reduce the network 
performance.

3) Delayed Feedback: There is another issue 
to be considered when setting ε. In the logistic 
growth model (Equation (1)), on which the pro-
posed mechanism is based, the per capita birth rate 
is determined according to the current population 
of the species. In the proposed mechanism, on the 
other hand, the degree to which the window size 
is increased is determined using the bandwidth 
information obtained by ImTCP’s inline mea-
surement. Since the measurement algorithm in 
ImTCP utilizes the arrival time of ACK packets 
corresponding to the data packets transmitted 
by the sender host, the obtained measurement 
results experience some delay. Here, we consider 
the logistic growth model with delayed feedback 
described in the following equation:

d
dt
N t

N t

K
N td( )

( )
( )= −

−







ε

τ
1  (22)

where τd is the delay of the feedback information. 
When the population of the species changes with 
Equation (22), the population does not converge to 
a certain value even in a continuous-time model, if 
the following condition is satisfied (Murray, 2002):

τ
π
εd > 2

 

That is, in Equation (22), it is necessary to sat-
isfy ε ≤π/2 τd to converge the population. A similar 
limitation of ε exists in the proposed mechanism. 
This means that with a delay of the bandwidth 
information, changing the window size too drasti-
cally causes oscillation of the window size.

Due to the nature of ImTCP’s bandwidth 
measurement algorithm, the delay in the proposed 
mechanism corresponds to the time required for the 
data (ACK) packets to traverse from the bottleneck 
link to the sender hosts. Since ImTCP needs up 
to 4 RTTs to measure the bandwidth information, 
the delay is approximately 2 RTTs since ImTCP 
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estimates the average values of the physical and 
available bandwidth for the 4 RTTs. That is, the 
length of the delay depends on the RTT value of 
a TCP connection. In other words, by setting ε 
according to the RTT for each TCP connection, 
the proposed mechanism can avoid window size 
oscillation. However, using different values of ε 
results in different convergence speeds as shown 
in Equation (9), and short-term unfairness among 
connections with different RTTs might occur. 
Therefore, we suggest that the fixed value for ε 
is used, which is around 2.0 under the rough as-
sumption that the maximum RTT value of a TCP 
connection is about 500 msec.

Competition with TCP Reno

In this subsection, we investigate the fairness 
property of the proposed mechanism with respect 
to competing TCP Reno connections. For this 
purpose, we compare the throughput of two TCP 
connections which TCP Reno and the proposed 
mechanism share a bottleneck link, by analyzing 
changes in congestion window sizes. Figure 3 
depicts the network model for analysis, where 
K is the physical bandwidth, τ is the minimum 
round-trip propagation delay, not including the 

queuing delay, and B is the size of the output buffer 
adopting a TailDrop scheme, of the bottleneck link.

As explained above, the proposed mechanism 
converges its window size to a certain value 
whereas TCP Reno continues to increase its win-
dow size until a packet loss occurs. Hence, even 
when both TCP connections compete at the bottle-
neck link bandwidth, periodic packet loss occurs 
at the buffer. We, therefore, assume that both TCP 
connections experience packet loss when the buf-
fer becomes fully utilized. Therefore, the window 
size of the two TCP connections changes cycli-
cally, triggered by packet loss. Figure 4 describes 
such changes in the window size. Here, we define 
one cycle as the period between two packet 
losses and denote the length of the cycle as T. We 
assume that the received socket buffer of each 
TCP connection is large enough not to limit the 
congestion window size evolution.

The proposed mechanism obtains the physical 
and available bandwidths by inline network mea-
surement. In this analysis, we assume that the 
sender of the proposed mechanism can obtain 
precise physical bandwidth information. On the 
other hand, when several TCP and/or ImTCP 
connections share the bottleneck link bandwidth, 
the ImTCP sender cannot obtain the available 

Figure 3. Model used for fairness analysis
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bandwidth as expected, and so the obtained value 
becomes approximately equal to the available 
bandwidth for all TCP connections sharing the 
bottleneck link (Cao et al, 2004). This occurs 
because a TCP connection tends to transmit bursty 
data packets (Blanton, 2002), and then packets 
from each TCP connection traverse the bottleneck 
link in a back-to-back fashion. Therefore, in this 
analysis, we assume that the measured available 
bandwidth A is equivalent to physical bandwidth 
K. Note that by this assumption we estimate that 
the available bandwidth for the proposed mecha-
nism is at maximum, meaning that the analysis 
gives the upper bound throughput of the proposed 
mechanism.

From Figure 4, by using ρ (0 < ρ < 1), the win-
dow size of the proposed mechanism just before 
packet loss occurs is represented as ρK𝜏. Since 
the sum of the window size of both connections is 
K𝜏+B when the buffer becomes full, the window 
size of TCP Reno connection at that time can be 
described as (1–ρ)K𝜏+B. Then, the window size 
of the proposed mechanism immediately after 
packet loss occurs becomes decreased to ρK𝜏 /2, 
and that of TCP Reno becomes ((1–ρ)K𝜏+B)/2. 

Since TCP Reno increases its window size by one 
packet every RTT, T, which is the duration time 
of one cycle, can be calculated as follows:

T
K B

=
− +( )1

2
ρ τ

τ  (23)

where τ  is the average value of the RTTs of the 
TCP connection. the window size of the proposed 
mechanism can be obtained from Equation (10) 
by substituting K for A as follows:
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From Equations (12) and (24), we can cal-
culate T, which is equal to the time required for 
the window size to increase from ρK𝜏 /2 to ρK𝜏, 
as follows:
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Figure 4. Changes in the window sizes of TCP Reno and the proposed mechanism
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From Equations (23) and (25), we obtain the 
following equation:
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Note that the ratio of the throughput of the 
TCP Reno connection to that of the proposed 
mechanism is equal to the ratio of areas enclosed 
by the the x axis and each line, indicating changes 
in the window size, as depicted in Figure 4. The 
area for TCP Reno, Sreno, is given by:

S K Breno = −( ) +{ }3
4

1
2

ρ τ τ  

On the other hand, the area for the proposed 
mechanism, denoted as Sproposed, is calculated as 
follows:
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Finally, the average ratio of the throughput 
of TCP Reno to that of the proposal mechanism 
is given by:
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Note that ρ is given by solving Equation (26).
From Equations (26) and (27), we can under-

stand the relationship between the variables (ε, K 
and B) and the ratio of throughput λ. Next, we 
show some numerical examples of the throughput 
ratio. Here we ignore the queuing delay and as-
sume τ τ= . Figure 5 shows changes in the 
throughput ratio with respect to ε, where we set 
K = 10 [Mbps] and τ = 50 [msec]. The five lines 

represent the results when the buffer size B is 1/4, 
1/2, 1, 2, and 4 times the bandwidth-delay prod-
uct (BDP) of the bottleneck link, respectively. In 
Figure 6, we show the results when we set τ = 50 
[msec] and B to 41 [packets] (equals to BDP when 
K = 10 [Mbps]), where the five lines describe the 
results when K = 10, 50, 100, 500, and 1000 
[Mbps]. These results show that ε, which realizes 
fairness between TCP Reno and the proposed 
mechanism, drastically changes when we modify 
K and/or B. Furthermore, in some situations, es-
pecially when the buffer size is large compared 
with the bandwidth-delay product, fairness cannot 
be realized by configuring ε. One reason is that 
the proposed mechanism converges its window 
size to Kτ, whereas TCP Reno continues increas-
ing its window size until the buffer has been 
fully used. The primary reason of this unfairness 
is the characteristics of ImTCP (Cao et al, 2004; 
Cao et al, 2005) which we deployed in the proposed 
mechanism for bandwidth measurement: ImTCP 
estimates an available bandwidth of the end-to-
end network path, not a fair share of the bottleneck 
link bandwidth. In other words, if there exists an 
inline measurement algorithm which can estimate 
a fair bandwidth share of the network, we can 
employ it to our proposed congestion control 
mechanism.

From another point of view, the congestion 
control algorithm of the proposed mechanism is 
essentially more conservative than TCP Reno. In 
contrast, TCP Reno has an aggressive window 
size control algorithm. Therefore, the unfairness 
between the proposed mechanism and TCP Reno 
cannot be avoided when they co-exist in the net-
work. A similar discussion can also be found in 
the literature regarding TCP Vegas (Hasegawa et 
al, 2000; Hasegawa et al, 1999), and we believe 
this is the primary reason that TCP Vegas was not 
successfully deployed in the Internet. In the case 
of TCP Reno and its variants using AIMD/MIMD 
policies, the window size just after packet loss 
occurs depends on the bottleneck link buffer size. 
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That is, the throughput of these connections is 
improved as the buffer size increases. However, 
as buffer size becomes larger, the packets within 
the buffer also become larger, which means that 
the queuing delay is also increased.

Furthermore, due to the difference between 
the evolution of memory technology and link 
bandwidth technology, we are unable to prepare 
enough buffer for TCP connections to retain the 
utilization of high-speed network links in the near 
future (Appenzeller et al, 2004). That is, AIMD/
MIMD-based congestion control mechanisms will 
fail to provide sufficient performance for transport 
layer protocols in the future Internet, and more 
bandwidth-aware mechanisms will be needed in 
such situations. We believe that the mechanism 
proposed herein is the most feasible solution. 
FAST TCP, originating from TCP Vegas, is also a 
possible answer since it has a more conservative 
congestion control mechanism than TCP Reno. 
However, as described in Subsection III-A, FAST 

TCP cannot provide good scalability to the number 
of connections sharing the bottleneck link.

SIMULATION RESULTS

In this section, we present simulation results by 
which to evaluate the performance of the conges-
tion control mechanism proposed in Section II.

Simulation Settings

We use ns-2 (The Vint Project, n.d.) for the 
simulation experiments. Traditional TCP Reno, 
HighSpeed TCP (HSTCP), Scalable TCP (STCP), 
and FAST TCP are chosen for performance 
comparison. We set 𝜀 = 1.95 and y = 0.9 for the 
proposed mechanism according to the discus-
sion in Subsections II-A and III-B. Note that we 
have confirmed that changes in these parameters 
have a limited effect on the performance of the 
proposed mechanism, especially on the transient 

Figure 5. Ratio of throughput for various buffer sizes
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behavior, and that the characteristics of the pro-
posed mechanism shown below do not change. 
The parameters in HSTCP and STCP are set to 
the value described in (Floyd, 2003) and (Kelly, 
2003), respectively, and SACK option (Mathis, 
1996) is enabled for both protocols. FAST TCP 
has the parameter α, which should be changed 
according to the link bandwidth. According to the 
guidelines in (Jin et al, 2003) we set α = 10, 20, 
50, 100, 200, 500, and 1000 for link bandwidths 
K = 10, 20, 50, 100, 200, 500, and 1000 [Mbps], 
respectively.

The network model used in the simulation is 
depicted in Figure 7. The model consists of sender/
receiver hosts, two routers, and links between 
the hosts and routers. Ntcp TCP connections are 
established between TCP sender i and TCP re-
ceiver i. To create background traffic, we injected 
UDP packets at a rate of rudp into the network, 
where the packet size distribution follows the 
traffic observation results in the Internet (Agilent 
Technologies, 2004). That is, NtcpTCP connections 

and an UDP flow share a bottleneck link between 
the two routers. The bandwidth of the bottleneck 
link is denoted as BW, and the propagation delay 
is τ. The bandwidth and the propagation delay of 
the access link for TCP sender i are bwi and τi, 
respectively. We deployed the TailDrop scheme 
at the router buffer, and the buffer size is set to 
be equivalent to the bandwidth-delay product 
between sender and receiver hosts.

Basic Behavior

First, we confirm the fundamental behavior of the 
proposed mechanism with one TCP connection. 
Figure 8 shows the changes in window size of 
TCP Reno, HSTCP, STCP, FAST TCP, and the 
proposed mechanism, where we set Ntcp = 1, BW 
= 100 [Mbps], τ = 25 [msec], bw1 = 200 [Mbps], 
and τi = 5 [msec]. In this case, we do not inject 
UDP traffic into the network. The result shows 
that TCP Reno, HSTCP, and STCP connections 
experience periodic packet loss due to buffer 

Figure 6. Ratio of throughput for various physical bandwidths
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overflow, because these connections continue 
increasing the window size until packet loss oc-
curs. On the other hand, since the window sizes of 
FAST TCP and the proposed mechanism converge 
quickly to an ideal value, no packet loss occurs. 
The speed of window size increase is much higher 
for FAST TCP and the proposed mechanism than 
for HSTCP and STCP, meaning that FAST TCP 
and the proposed mechanism can more effectively 
utilize the link bandwidth. Furthermore, Figure 
9 describes the results for the case in which BW 
= 1 [Gbps] and bw1 = 2 [Gbps]. Based on these 
results, we observe that TCP Reno and HSTCP 
increase their window size slowly. However, the 
speed of the window size increase of the other 
mechanisms remains fast regardless of the link 
bandwidth. Note also that HSTCP and STCP, 
which rapidly increase their window size, cause 
more packet losses than TCP Reno. In the case 
of Figure 8, the SACK mechanism works well, 
and the sender host avoids timeouts. However, as 
shown in Figure 9, many retransmission timeouts 
occur because the SACK mechanism cannot re-

cover all of the lost packets as the link capacity 
becomes large.

Scalability to Network Bandwidth 
and Delay

We next investigate the scalability to the link 
bandwidth of the proposed mechanism by check-
ing the convergence time, defined as the time 
required for the TCP connection to utilize 99% of 
the link bandwidth. We set Ntcp = 1, τ1 = 5 [msec], 
τ = 25 [msec], and τu = 5 [msec]. Figure 10 shows 
changes in the convergence time when we change 
BW from 10 [Mbps] to 1 [Gbps], where rudp is set 
to (0.2 BW) [Mbps] and bw1 is set to be equal to 
BW. In the figure, the average values and the 95% 
confidence intervals for 10 simulation experiments 
are shown. From this figure, we can see that the 
TCP Reno connection requires a great deal of time 
to fully utilize the link bandwidth since the increas-
ing speed of the window size is fixed at a small 
value, regardless of the link bandwidth. HSTCP 
dramatically reduces the convergence time, but 

Figure 7. Network topology in simulation experiments
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the larger the link bandwidth becomes, the greater 
the convergence time that is required in order to 
fill the bottleneck link bandwidth. This means 
that HSTCP is fundamentally unable to resolve 
the scalability problem of TCP Reno. In the case 
of STCP and FAST TCP, the convergence time 
remains constant regardless of the link bandwidth, 
which is also confirmed in (Kelly, 2003) and (Jin 
et al, 2004). The proposed mechanism retains an 
approximately constant convergence time regard-

less of the link bandwidth, which shows good 
scalability to network bandwidth.

We also note that the convergence time of the 
proposed mechanism is a slightly worse than that 
of FAST TCP, especially in Figure 10. This is 
because of the choice of the control parameters 
in both mechanisms. In other words, with a dif-
ferent set of the control parameters for FAST TCP 
and the proposed mechanism, the opposite results 
may be obtained. In addition, since the congestion 

Figure 8. Changes in window size (BW=100 [Mbps])

Figure 9. Change in window size (BW=1 [Gbps])
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control mechanism of FAST TCP is based on that 
of TCP Vegas, it is considered that FAST TCP has 
the same difficluty in parameter setting as TCP 
Vegas described in [36]. Anyway, the most im-
portant characteristics observed in Figures 10 and 
11 is scalability to the bandwidth-delay product 
of the network, which means that the convergence 
time changes as the bandwidth and/or delay be-
come large.

Moreover, we investigate the scalability to the 
propagation delay of the proposed mechanism. 
We set Ntcp = 1, BW = 100 [Mbps], bw1 = 200 
[Mbps], τ1 = 5 [msec], and rudp = 20 [Mbps]. Fig-
ure 11 shows the changes in the convergence time 
when we change τ from 10 [msec] to 500 [msec]. 
This figure shows that the TCP Reno connection 
requires quite a long time to fully utilize the link 
bandwidth because it only increases its window 
size by one packet per RTT. The convergence time 
of HSTCP and FAST TCP is less than that of TCP 
Reno. However, the greater the increase in 
propagation delay, the larger the convergence time 
becomes. STCP has good scalability to link band-
width as described in Figure 10, but the conver-
gence time increases when the delay becomes 
larger because HSTCP, STCP, and FAST TCP 

increase their window size when receiving ACK 
packets, which depends on RTT. The proposed 
mechanism maintains the best scalability to the 
network delay, because, as shown in Subsection 
III-A, the convergence time increases logarithmi-
cally with increases in the delay or bandwidth.

Adaptability and Fairness

We also investigate the adaptability and fairness 
of the proposed mechanism by checking the effect 
of changes in the number of TCP connections. 
We set Ntcp = 5, BW = 100 [Mbps], τ = 25 [msec], 
bwi = 100 [Mbps] (1≤i≤5), and τ i = 5 [msec]. We 
do not inject UDP traffic into the network. TCP 
connections 1–5 join the network at 0, 100, 300, 
500, and 700 [sec] and stop sending data packets 
at 900, 950, 1000, 1050, and 1100 [sec], respec-
tively. Figure 12 shows changes in window size 
for the five TCP connections with respect to the 
time for TCP Reno, HSTCP, STCP, FAST TCP, 
and the proposed mechanism.

Figures 12(a) and 12(b) show that TCP Reno 
and HSTCP control their window size with the 
AIMD policy and realize fairness among connec-
tions by inducing periodic packet losses. From 

Figure 10. Convergence time with respect to bottleneck link bandwidths
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Figure 12(c), we can see that STCP cannot realize 
fairness among connections because its window 
size control algorithm is based on the MIMD 
policy. In Figure 12(d), we can see that the nature 
of FAST TCP is as follows. Since FAST TCP 
utilizes queuing delay as a congestion signal, it 
can adjust its window size without inducing any 
packet loss when a new TCP connection joins the 
network. However, FAST TCP cannot achieve 
fairness among existing connections and a new 
connection. Although FAST TCP needs RTT in-
formation to control the window size, the new 
connection cannot successfully measure the 
minimum RTT due to the queuing delay caused 
by the existing connection. When a connection 
stops a transmission and exits from the network, 
the remaining connections enjoy equal throughput 
because the buffer becomes temporarily empty, 
and the existing connections can measure the 
precise values for minimum RTT. On the other 
hand, Figure 12(e) shows that the proposed 
mechanism converges the window sizes very 
quickly, so that no packet loss occurs when a new 
connection joins the network. Furthermore, when 
the TCP connection leaves the network, the pro-
posed mechanism connections quickly fill the 

unused bandwidth. Borrowing the terminology 
of biophysics, we say that TCP connections are 
competitive, but still symbiotic even against the 
environmental changes.

Adaptability to changes in the available 
bandwidth is also an important characteristic 
of the transport layer protocol. To confirm that 
performance of the proposed mechanism, we set 
Ntcp = 1, BW = 100 [Mbps], τ = 25 [msec], bw1 
= 100 [Mbps], τ1 = 5 [msec], and change rudp so 
that the available bandwidth of the bottleneck 
link is 80 [Mbps] at 0–50 [sec], 65 [Mbps] at 
50–100 [sec], 50 [Mbps] at 100–150 [sec], and 
80 [Mbps] at 150–200 [sec]. Figures 13 and 14 
present the changes in the throughput of a TCP 
connection and the queue size of the bottleneck 
link buffer for TCP Reno, HSTCP, STCP, and the 
proposed mechanism. The results obviously show 
the effectiveness of the proposed mechanism, 
which gives good adaptability to the changes in 
the available bandwidth. Furthermore, no packet 
loss occurs even when the available bandwidth 
suddenly decreases. On the other hand, TCP 
Reno connections experience packet losses dur-
ing simulation time, and link utilization is much 
lower than 100%. Although HSTCP and STCP can 

Figure 11. Convergence time with respect to bottleneck link delays
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Figure 12. Effect of changes in number of connections
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retain their link utilization because of a sufficient 
buffer, they have largely fluctuating RTTs caused 
by queuing delays. FAST TCP and the proposed 
mechanism experience no packet loss and retain 
their link utilization with small RTTs, but the 
proposed mechanism has a smaller queue size 
than FAST TCP. This is one of the advantages of 
the proposed mechanism, which uses an inline 
measurement technique, which means that the 
proposed mechanism is quite robust against en-
vironmental changes of the network.

Effect of Heterogeneity in Physical 
Bandwidth

In the above subsections we demonstrated the 
effectiveness of the proposed mechanism with 
respect to various aspects. However, in a sense, 
these results are expected as a result of the 
newly developed congestion control mechanism 
based on the bandwidth measurement technique. 
A more striking feature of the proposed mechanism 
is detailed in the following results. Here, we in-

Figure 13. Adaptability to change in available bandwidth (throughput)

Figure 14. Adaptability to change in available bandwidth (queue size)
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vestigate the effects of the heterogeneity of access 
networks such as the differences in access link 
bandwidth. We set Ntcp = 2, τ = 40 [msec], bw1 = 
10 [Mbps], bw2 = 20 [Mbps], τ1 = τ2 = 5 [msec], 
and we change BW from 5 [Mbps] to 30 [Mbps]. 
UDP traffic is not injected into the network. Fig-
ure 15 shows the changes in the throughput of the 
two TCP connections in TCP Reno and the pro-
posed mechanism with respect to BW. The figure 
shows that TCP Reno shares the bottleneck link 
bandwidth fairly, regardless of the value of BW. 
On the other hand, the proposed mechanism shows 
an interesting characteristic. When BW < bw1, the 
two TCP connections share bottleneck link band-
width fairly. However, when bw1<BW< bw2, the 
bottleneck link bandwidth is distributed propor-
tionally to the ratio of bw1 and bw2. This prop-
erty can be explained using the equation of the 
proposed mechanism. Using Equation (8), the 
converged transmission rate for connection i, 
denoted by N̂i , which has a different physical 
link bandwidth (Ki), can be calculated as follows:

N̂
K

K
BWi

i

ii

n
=

=∑ 1

 (28)

This equality is satisfied when y < 1. This 
equation means that the bottleneck link bandwidth 

is shared proportionally to the physical bandwidth 
of each TCP connection. Since the physical band-
width of the network path is defined as the band-
width of the tightest link between TCP hosts (a 
sender and a receiver), the simulation results 
shown in Figure 15 agree with Equation (28). We 
argue that this characteristic is ideal for an Inter-
net congestion control strategy. Throughout the 
history of the Internet, the ratio of the bandwidth 
of access networks to backbone networks has 
been changing over time (Crowcroft et al, 2003). 
Compared with access networks, the resources of 
backbone networks are sometimes scarce and 
sometimes plentiful. We believe that when back-
bone resources are few, they should be shared 
fairly between users, regardless of their access 
link bandwidth. On the other hand, when backbone 
resources are sufficient, they should be shared 
according to the access link bandwidth. The 
characteristics of the proposed mechanism, shown 
in Figure 15 and Equation (28), realize such a 
resource sharing strategy.

FUTURE RESEARCH DIRECTIONS

For future work, we should confirm additional 
characteristics of the proposed mechanism, which 
include fairness among connections with differ-

Figure 15. Effect of different access link bandwidths
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ent RTTs and the effect of measurement errors 
on the physical and available bandwidths. The 
implementation experiments are also needed 
for confirming the applicability of the proposed 
mechanism to actual network situations.

We also plan to enhance the congestion control 
mechanism to to deal with the environmental 
changes, by adding the noise term to Lotka-Volt-
erra competition model equation and adaptively 
setting control parameters. The environmental 
changes include the error and fluctuations on the 
measurement results of physical capacity and 
available bandwidth of the network path, and 
changes in the number of competing connections at 
the bottleneck. One possible solution is to control 
the degree of dependence on measured values of 
congestion indicators. The basic idea for this is 
to determine how the reliability of the conges-
tion indicators changes based on the accuracy of 
measurement. Based on these observations, we 
plan to introduce the dynamic parameter setting 
mechanism to control the sensitivity of protocol 
behavior based on the variance of the measurement 
results of the congestion indicators. Another we 
also consider adding self-induced oscillations to 
the data transmission rate to absorb the negative 
effects of the environmental changes. In general, it 
is difficult to quickly recognize the sudden changes 
in the network environment, because the delay in 
the network measurement cannot be avoided. To 
avoid this problem, we plan to propose to add some 
randomness in determining the increase/decrease 
slope of the data transmission rate.

CONCLUSION

In this chapter, we proposed a new congestion 
control mechanism of TCP based on inline net-
work measurement. The proposed mechanism 
obtains information of the physical and available 
bandwidths from inline network measurement 

via ImTCP. Using bandwidth information, the 
proposed mechanism adjusts its window size 
with an algorithm based on mathematical models 
borrowed from biophysics. Consequently, the 
proposed mechanism can converge its window 
size to an ideal value and avoid the periodic packet 
loss experienced by TCP Reno.

Through mathematical analysis, we confirmed 
that the proposed mechanism has good scalability 
to not only link bandwidth but also propagation 
delay between the sender and receiver hosts. Other 
transport layer protocols such as TCP Reno, High-
Speed TCP, Scalable TCP, and FAST TCP cannot 
provide such scalability. Furthermore, based on the 
mathematical analysis results regarding competi-
tion between TCP Reno and the proposed mecha-
nism, although the realization of fairness between 
them was observed to be difficult, we believed 
that the proposed mechanism is the only solution 
for transport layer protocols for future high-speed 
networks. Furthermore, through extensive simula-
tions, we confirmed that the proposed mechanism 
exhibits analytically determined characteristics. 
Therefore, the proposed mechanism is effective 
regardless of network bandwidth or delay and can 
solve the many of the problems associated with 
TCP Reno and its variants.
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ARE INSECT-MADE NET-LIKE 
STRUCTURES OPTIMAL?

The nests of social insects are among the most 
impressive objects built by animals, and this for 
several reasons. First, they can be extremely big: 
up to several magnitude orders bigger than insects 
themselves. Second, they usually present a coher-
ent and harmonious global organization even at 
the larger scale. Third, they are not produced by 
extremely intelligent animals, but by tiny insects 
with somewhat noisy, seemingly unpredictable 
behaviour. These properties make insect nests 
particularly interesting in a perspective of bio-
inspiration.

If these structures optimize some functionality, 
then we can imagine mimicking insect behaviour 
to build efficient artificial systems that accomplish 
similar functionalities.

How do the insects come to build such com-
plex structures?

The question allows for two different inter-
pretations: the first focuses on the evolutionary 
history of insects while the second focuses on the 
building mechanisms:

1.  By what evolutionary processes social in-
sects have acquired the capability of building 
complex structures?

2.  What building mechanisms and actions at 
the individual level lead to the formation of 
the global structure?

Let us illustrate the two interpretations with an 
example dealing with nest building, if not directly 
with network like structures. In an emblematic 
chapter of “The Origin of Species” Charles Darwin 
(1859, chapter 6) thinks about honeybee combs 
and states that:

He must be a dull man who can examine the ex-
quisite structure of a comb, so beautifully adapted 
to its end, without enthusiastic admiration. 

We hear from mathematicians that bees have prac-
tically solved a recondite problem, and have made 
their cells of the proper shape to hold the greatest 
possible amount of honey, with the least possible 
consumption of precious wax in their construction. 
(...) it seems at first quite inconceivable how they 
can make al l the necessary angles and planes, 
or even perceive when they are correctly made. 

Darwin’s explanation is in terms of natural 
selection: in the same chapter he argues that “cells 
constructed like those of the bee or the wasp gain 
in strength, and save much in labour and space”. 
It is natural that the instincts of bees must have 
undergone “numerous, successive, slight modifi-
cations” that led to the construction of more and 
more efficient structures (Darwin, 1859).

An alternative discussion of the very same 
phenomenon, but this time focusing on building 
mechanisms is found in D’Arcy Thompson’s “On 
Growth and Form” (Thompson, 1992):

the direct effort of the wasp or bee may be sup-
posed to be limited (...) to the making of little 
hemispherical cups, as thin as the nature of the 
material permits, and packing these little round 
cups as close as possible together. It is then 
conceivable, and indeed probable, that the sym-
metrical tensions of the semi-fluid films should 
suffice (however retarded by viscosity) to bring 
the whole system into equilibrium, that is to say 
into the configuration which the comb actually 
assumes.

For Darwin, bees make combs with minimal 
surface-volume ratio because this configuration 
confers the maximum selective advantage; for 
D’Arcy Thompson, the minimal surfaces appear 
because this is the configuration naturally assumed 
by semi-fluid films, be they soap-bubbles, cells 
of a segmenting egg or honey combs.

In principle there is no contradiction between 
the two explanations: bees could benefit from hav-
ing cells with minimum surface to volume ratio 
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and also get this ratio minimized almost for free 
because this is the minimal energetic configura-
tion. However, these examples illustrate well how 
difficult is assessing the optimality of insect built 
structures: when we address the question about 
evolutionary processes, the surface-volume ratio 
of honey combs is the objective of optimization, 
but when we focus on the building process the 
same minimal surface-volume ratio can be an 
epiphenomenon of the building mechanism, with 
no adaptive value. (Incidentally, let us mention 
that Thompson’s explanation is not unique in its 
kind and a similar “mechanical” explanation had 
been put forward almost two centuries earlier by 
Buffon (1753). For Buffon the motor of surface 
minimization is not the tension of the wax, but the 
pressure exerted by the body of bees inside the 
cells. A more recent paper supports the mechanism 
proposed by D’Arcy Thompson for honeybee 
combs (Pirk et al., 2004). However, let us say 
that even if the origin of the hexagonal cells is in 
physical forces and not in the behaviour of bees, 
this does not rule out the possibly important role 
of natural selection. For instance, was could have 
been selected as a building material because its 
melting point and viscous properties easily pro-
duce the hexagonal pattern).

An additional point that comes out from 
these examples is that words such as “optimal” 
and “efficient” do not have the same meaning in 
biology and in computer science. In biology, the 
concept of optimality is intrinsically related to the 
concept of biological fitness (roughly, the ability 
of an individual to propagate its genes). In other 
words, it is not sufficient that a biological object 
maximizes or minimizes a particular function, but 
the function optimized must also confer a selec-
tive advantage to the individuals. For Darwin it is 
not sufficient that bees build cells with minimal 
surfaces, it is important that they save “labour” 
and “costly wax”: surface minimization must al-
low them to save energy that can be reinvested 
in producing and nourishing a larger offspring.

In practice, the only means to assess the 
biological efficiency of insect nests would be to 
measure the reproductive success of the colonies 
inhabiting them and relate it to measures of nest 
size, shape and organization, which clearly is 
extremely difficult. Indeed, most studies of bio-
logical optimality do not aim at finding optimality 
in a biological system, but take the assumption 
that the system is “optimal” as a starting point to 
address questions about the constraints and the 
objectives that have shaped its actual properties 
(Parker & Smith, 1990).

In the rest of this paper we will not use words 
such as “efficient” and “optimal” in their biologi-
cal meaning, but in the sense they usually assume 
in mathematics and computer science, that is, to 
indicate how close the solution found by insects is 
to the optimization of a particular function, without 
necessarily implying a selective advantage in the 
biological sense.

In this case, some net-like structures built by 
insects were shown to optimize different func-
tionalities. In particular, the foraging systems of 
ants (Acosta et al, 1993; Solé et al., 2000; Buhl 
et al. 2009) and termites (Lee et al., 2007) tend 
to maximize food intake for a given total length 
of the transportation network (galleries and 
trails) required to collect it. Ant galleries also 
form efficient transportation networks in terms 
of distances between destinations and robustness 
(Buhl et al., 2004a).

In this paper, we focus on the analysis of the 
gallery system in termite nests. For some species, 
this complex system forms a 3D network which 
can be described by a graph G=(V,E): the vertices 
V represent the chambers and the edges E represent 
the connections between the chambers (fig. 1).

We have recently shown that the topological 
structure of the connections in specimens of the 
genus Cubitermes is particularly adapted to fulfil 
specific functions such as communication effi-
ciency and ease of defence (Perna et al., 2008; 
Perna et al., 2008a)
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Here, we first complete some results on the 
communication efficiency: we show that this 
latter is far better than the one reached in random 
networks of similar sizes and that this property 
may be partly explained by the presence of very 
particular 3D sub-graphs (like “ramps”). The 
second part of the paper addresses the question of 
the building mechanisms of such complex struc-
tures: how do the insects control and regulate the 
growth of a structure that is so much bigger than 
their perception range? In other words, how can 
global optimization result from local growth rules? 
We here distinguish two families of processes: 
(i) local rules which involve the arrangement of 
very simple motifs, but result in globally efficient 
structures, and (ii) local estimation of global 
properties which allows the agents to regulate 
their own behaviour. We show how these two 
processes can be involved in the formation of the 
gallery networks in the termite nests.

Optimization of Global Properties

In order to get quantitative measures of global nest 
properties, we need a convenient representation 
for the complex forms of insect nests and trails. 
Such a representation should describe both the 
small scale (the one more likely accessible to the 
perception and action range of insects) and the 
large scale (the whole structure with the properties 
it optimizes). This requirement is necessary if we 
want to explore the relationship between the two 
scales of representation. For the analysis of termite 
nests, graphs are particularly well suited. Gener-
ally speaking, they are characterized by several 
measures of the local organization (vertex degree, 
vertex properties, assortativity or disassortativity 
between vertices, clustering coefficient etc.), as 
well as the intermediate (frequency of specific 
motifs, presence of cycles) and the large scale 
properties (diameter, average path length, distri-

Figure 1. A. A Cubitermes nest. The nest is ∼ 30 cm high and has the typical mushroom shaped appear-
ance. B. Virtual cast of the same nest. C. Virtual nest cut to show the internal chambers and galleries. 
Chambers are mapped to network vertices, galleries to edges. D. Detail of the nest, in a similar repre-
sentation as in B, but here the structure has been thinned to render the paths of interconnections visible. 
One such path is marked by red dots. E. Graph representation of the same nest. Vertex colours reflect 
the layer where they are in the nest.
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bution of betweenness and closeness centrality 
etc.; Boccaletti et al., 2006), as seen in Figure 1.

The termite nests analyzed in this paper have 
been built by African termites of the genus Cubi-
termes. The nests were imaged with computer to-
mography and the internal transportation network 
was extracted with image analysis techniques. In 
this network, a vertex vi in V represents a physical 
chamber and an edge eij = {vi, vj } in E depicts 
a physical gallery between chambers vi and vj.

The efficiency to navigate the network from 
vertex to vertex is well quantified by its “global 
topological efficiency”(Latora & Marchiori, 
2001), which for a network with N vertices is 
given by the following equation:

L
N N d v vi jv vi j
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− ∀
∑1

1
1
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where d(vi, vj) corresponds to the shortest topo-
logical path between the vertices vi and vj.

This quantity is bounded in the interval [0, 1] 
and is higher for networks where most pairs of 
vertices are connected with short paths.

Figure 2 reports the average efficiency for 
five termite nests (black star), compared with 
the distributions of efficiency for null network 
models with the same number of vertices, the 
same number of edges, but connections have 
been randomly rewired. The rewiring preserves 
the spatial organization of the network, that is, 
only vertices that are adjacent in space can be 
physically connected by an edge.

Red box plots: distribution of the efficiency 
of 10000 rewired networks with the same number 
of vertices, the same number of edges and respect-
ing the same spatial constraints (only vertices 
adjacent in space can be connected). The bound-
aries of the box correspond to the 25th and 75th 
percentile; the whiskers to the 5th and 95th per-
centile.

In spite of differences from one nest to the other 
(in part due to their different sizes), the networks 
made by termites are always more efficient than 

Figure 2. Black stars: average topological efficiency of five nests of Cubitermes (in the abscissa).
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random networks with similar connectivity rules. 
The higher efficiency of real networks can be ex-
plained in part by the presence of long “ramps”, 
or series of connected chambers on the vertical 
axis, granting fast communication from bottom 
to top of the nest. One of these ramps is visible 
in Figure 1-D, where the chambers and galleries 
of Figure 1-B have been flattened to improve 
visibility.

Efficient Local Growth Rules

From the point of view of individual insect be-
havior, some basic mechanisms were already 
highlighted in the end of the 50’s by the French 
biologist P. P. Grassé, who introduced the concept 
of stigmergy (Grassé, 1959). Grassé showed that 
the coordination and regulation of the building 
activity is controlled by the growing nest struc-
ture: the local configuration of the environment 
and work in progress triggers particular building 
behaviors in the insects. The insects change their 
own environment as a result of their actions, and 
the new configuration of the environment serves as 
stimulus that triggers the actions of other insects. 
This very general mechanism explains how large 
numbers of insects can coordinate their respective 
activities (Bonabeau et al., 1999). However, this 
does not explain the link between perception and 
action of individual insects at a very small scale 
and harmonious growth of structures three orders 
of magnitude bigger.

Two broad classes of mechanisms are pos-
sible: (i) insects rely on purely local information 
and local rules of behavior, but these rules have 
been improved and refined by means of natural 
selection in such a way that they lead naturally 
to the appearance of efficient large-scale struc-
tures. The other possibility is that (ii) insects 
make accurate inferences about global structural 
properties and tune their behavior accordingly. 
We show in the following how an evaluation of 
large scale properties is not incompatible with a 
small perceptual range.

Local Arrangement of Simple Motifs

For layered structures similar to the Cubitermes 
nests, we can imagine simple stigmergic rules rely-
ing on local information only, and yet producing 
efficient large-scale networks.

A simple algorithm based on local decision 
only could be the following. Let us first consider 
a chain of a fixed number of vertices positioned 
on a horizontal straight line (layer 1). Randomly 
select one vertex x1 on the chain. Add a new 
vertex x2 on the layer 2 above x1 and connect it 
to x1. On the layer 2, build a chain from x2 by 
successively adding on the right (resp. on the left) 
new adjacent vertices above those of the previ-
ous layer. Stop the chain when there is no vertex 
below in the previous layer. Repeat the process p 
times. The resulting graph is a ladder-like tree with 
a vertical ramp x1, x2, ..., xp (Figure 3-A). This 
mechanism is only local: at each step the new con-
nections -both vertical and horizontal- are added 
above the existing ones in a spatial neighborhood. 
There is no estimation of the global organization 
of the structure. However, the resulting tree is 
more efficient than a random spanning tree of the 
same size. For illustration, let us consider a tree 
built with this rule composed of 13 layers and 
8 vertices per layer. Its topological efficiency is 
0.16. By comparison, random spanning trees of 
an equivalent 2D square lattice with 8 columns 
and 13 rows have efficiency values around 0.121 
with standard error 0.001.

While this example is probably too simplistic 
to explain the formation of the complex networks 
observed in Cubitermes termite nests, there is 
some evidence that transportation efficiency can 
be obtained from similar local mechanisms. Val-
verde and collaborators (2009) created random 
lattice networks that matched the distribution of 
motifs of real Cubitermes galleries. Motifs are a 
local network parameter, describing the set of 
interconnections between small groups of 3, 4 or 
5 vertices (Figure 3-B). Here, the only match for 
global properties was a limit on the total number 
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of vertices and on the dimensions of the whole 
lattice. Yet, the networks produced with this 
technique matched very well the transportation 
efficiency of real nests (Figure 3-C). While this 
was not the main purpose of their study, such 
results indicate that it is possible to obtain networks 
with similar global properties only by mixing 
small-scale features (the motifs) in the correct 
proportions, a technique that -at least in principle- 
would also be accessible to termites.

Local Estimation of Global Properties

Purely local mechanisms can possibly explain the 
formation of efficient large-scale structures. Yet, 
they might not allow adjusting the organization of 
a structure in response to environmental changes 

or singular unpredictable events. The growth of a 
colony itself requires that the nest is continuously 
adapted to fulfill new needs and constraints (see 
also Deneubourg et al., 1986).

For these reasons, it seems reasonable that 
optimization of the structures is better achieved 
if insects have a way to evaluate the efficiency of 
the current solution and of improving on it based 
on information about some global parameters of 
the existing structure.

Assessing the organization and functionality 
of a large structure typically requires comput-
ing measures of distance, of size, of number of 
elements, both for the whole structure and for 
its parts. Clearly, insects cannot overcome the 
limitations imposed by their perceptual range: 
they cannot directly estimate the volume of the 

Figure 3. A. A simple tree network obtained with no evaluation of global performance. A single vertical 
ramp connects all the layers (L1, L2, ..., L13). B. Possible subgraphs of four vertices for undirected 
graphs. C Global topological efficiency of real Cubitermes networks (dark blue) and of random spatial 
networks matching the frequencies of four-subgraphs found in the real graphs (yellow). In spite of the 
fact that the matching involves subgraphs of only four vertices, the model provides a very good ap-
proximation to the global efficiency of Cubitermes, at least for nests M12, M18 and M19. (Redrawn 
from Valverde et al., 2009)
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nest, the number of individuals in the colony, the 
length of the path between remote destinations, 
at least not when these numbers are much bigger 
than their own perceptual range and cognitive 
capacities. However, the ratios between any two 
such quantities can always be estimated on a local 
basis and may also provide cues to relevant global 
properties. For instance, the density of individuals 
inside the nest carries information about both the 
total number of individuals and the nest size; the 
traffic on a foraging trail carries information about 
both the number of individuals foraging on that 
trail and the distance of the food source1. There 
is large evidence that similar cues are used by 
insect colonies. The frequency of intersections of 
marked paths inside a cavity carries information 
about the size of the cavity and the total length of 
marked paths. Observations have proved that this 
measure is used by ants, at least in the simplest 
case, where one single ant explores a potential 
nest site. In this case, the total length of marked 
paths can be controlled by the ant, and the fre-
quency of intersections gives an accurate estimate 
of total nest size (Mallon & Franks, 2000). Ants 
of the species Leptothorax albipennis appear to 
regulate nest size through density, as they are 
able to maintain a constant ratio such that each 
adult worker has about 5mm2 of floor area in the 
nest (Franks et al., 1992). Messor sanctus ants 
in laboratory conditions dig complex networks 
of galleries whose size is proportional to the 
number of individuals in the colony, suggesting 
that a similar mechanism is in place also for this 
species (Buhl et al., 2004). Similarly, Argentine 
ants Linepithema humile can find the shortest path 
from the nest to a source of food, measuring only 
the local concentration of pheromones or other 
chemicals laid by nest mates (Goss et al., 1989; 
Deneubourg et al., 1990). Pheromone concen-
tration depends on the ratio between number of 
insects on a trail and on the length of the trail, but 
since the numbers of insects choosing each trail 
are more or less equivalent in the beginning, all 

the information carried by pheromones is about 
path length.

Can similar mechanism underlie the optimiza-
tion of transportation efficiency in larger networks 
such as those made by Cubitermes termites?

One mechanism of network optimization based 
on local estimation of global properties is illus-
trated on a lattice model in Figure 4. Here, the 
global parameter to optimize is still network ef-
ficiency, and the local quantity estimated is traf-
fic at individual edges. In terms of graphs, the 
amount of traffic on a vertex or edge is expressed 
by the betweenness centrality of the vertex or the 
edge. The betweenness centrality (BC) of the 
element ν ∈G , either a vertex or an edge, is 
defined as follows:

BC
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where cij (ν) is the number of shortest paths from 
vertex vi to vertex vj passing through element ν 
and c(vi, vj) is the total number of shortest paths 
from vi to vj (Anthonisse, 1971).

In the example of Figure 4, starting from a 
complete lattice, all the edges are marked with 
their value of betweenness centrality and the edge 
with lowest betweenness2 is removed from the 
network (unless its removal leads to disconnect 
the network). If the process is iterated until the 
network becomes a tree, the final network has an 
efficiency of 0.152 (and almost no variability if 
the to-be-removed edge is always picked among 
those with lowest absolute betweenness), only 
slightly lower than for the purely local growth 
mechanism tested in the previous section.

This mechanism leads to the appearance of 
many straight series of connections, that may be 
reminiscent of the vertical ramps found in the real 
Cubitermes nests.

Could a similar mechanism determine the 
optimization of termite networks? There is some 
evidence that young Cubitermes nests have more 
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densely connected networks (i.e. networks with 
higher average vertex degree). This indicates that 
some edges are removed from the network over 
time. In a previous work (Perna, 2008) we used 
the low-betweenness removal algorithm to model 
Cubitermes networks. For each nest we considered 
the “maximal embedded graph” (MEG), the graph 
that we would obtain if all adjacent chambers were 
connected by a corridor. Starting from this nest we 
iterated the betweenness computation and edge 
removal procedure till we got a network with the 
same number of edges as the real termite networks 
(henceforth a “maximum centrality spanner”).

This mechanism leads to networks much 
more efficient than the real ones (Perna et al., 
2008). To make an example, Figure 5 represents 
a Cubitermes network (in B) alongside with two 
comparison models: a random spanner of the MEG 
(in A) and a maximum centrality spanner (in C). 
The maximum centrality spanner has a diameter 
(as well as other distance measures) much shorter 
than the other networks. It seems plausible that an 
implementation of the same algorithm including 
more noisy edge removal, different initial condi-
tions and possibly additional constraints on the 

number of paths that can transit through a single 
node could lead to the creation of networks more 
similar to the real termite networks. However, in 
the present paper we are interested in the general 
mechanisms of optimization used by social insects 
and a detailed understanding of the exact factors 
shaping the form and connectivity of Cubitermes 
nests has little relevance for our present discussion.

We want instead to draw attention to the fact 
that this class of mechanisms, involving an 
evaluation of the global properties of a structure, 
or a network, is only possible if there already is 
a “global” structure. The structure for which 
global parameters are evaluated must be an already 
active and functional one. For this reason we 
argue that this mechanism of optimization is more 
likely to work through pruning or reshaping of 
an existing structure, than concurrently with its 
primary formation.

CONCLUSION

We have discussed two main classes of mecha-
nisms that underlie optimization in social insect 

Figure 4. Network optimization based on local estimation of global properties. At each step the algorithm 
computes the betweenness centrality of edges and progressively removes from the network the edges with 
low betweenness, unless their removal triggers disconnections. Betweenness centrality can be estimated 
at local positions (see text), but it provides indirect information about global network parameters such 
as network size and path length.
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networks: purely local mechanisms, where pre-
determined rules of behavior lead to the arrange-
ment of simple motifs in an efficient way, and 
mechanisms involving a distributed estimation 
of the global form and function of the structure.

Predetermined local rules of behavior can be 
thought of as genetically determined behavioral 
modules that have been optimized throughout evo-
lution. The family of networks that can be grown 
through this class of mechanisms is completely 
specified by the local rules and their probabilistic 
range of application. This implies that there is no 
fine-tuning of parameters during the growth of the 
individual network or structure and in response 
to the current performance.

Even if the network gets close to optimal per-
formance at some stage of its growth, this does 
not affect its subsequent evolution (e.g. trapping 
the system into a local optimum) for the simple 
reason that the global performance is not evalu-
ated by this class of mechanisms.

However, purely local mechanisms do not 
allow for a dynamic optimization or fine tuning 
of the properties of a structure to fulfill unpre-
dicted requirements, because the family of pos-

sible results and their frequency of appearance 
is predetermined. On the contrary, mechanisms 
involving an estimation of global properties allow 
the structure to adapt to new conditions but can 
only work on already functional structures and 
are more likely to be important at later stages of 
network formation.

When the size of a structure is much bigger 
than the size of insects, insects cannot directly 
estimate the global properties of their network. We 
have discussed how some of these properties can 
be inferred from local properties that correspond 
to the ratios between two global properties.

Another mechanism that is likely to provide 
social insects with cues about the shape and size 
of a structure much bigger than themselves is the 
exploitation of naturally occurring environmental 
gradients. Temperature, humidity, irradiation and 
other physical and chemical quantities are not 
uniform throughout the environment, but may 
form spatio-temporal gradients at different scales. 
The moisture of soil increases with depth, wind 
speed increases with height above ground, thermal 
fluctuations decrease when moving deep under-
ground. It seems plausible that these gradients act 

Figure 5. B. Flattened representation of a Cubitermes network (M11). A. Random network complying 
with the same spatial constraints as B (that is, only physically adjacent nodes can be connected), but 
with randomized connections. C. “Maximum betweenness” network obtained by iteratively removing 
low-betweenness edges (see the main text for a more accurate description). The node and edge colour-
ing marks the network diameter in each of the three figures. The diameter contains 44 nodes in A, 23 
in B and 17 in C.
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as cues, e.g. to indicate to the insects the depth of 
a tunnel, or the height of a nest.

Gradients of temperature and humidity were 
shown to drive digging activity in ants (Thomé, 
1972; Hangartner, 1969), and air currents change 
the properties of macroscopic spatial structures 
realized by ants (Jost et al., 2007) e.g. triggering 
their building behavior (their probability to drop 
new pellets) (Bollazzi, 2007).

We can speculate that the gradient of humidity, 
coming from the soil and moistening the nest walls 
could provide Cubitermes termites with informa-
tion about the current height of their nest. This 
would explain the fact that, in a small sample of 
nests, the nests originating from Savannah regions 
(with higher insulation and desiccation rates) are 
on average shorter than nests originating from 
shaded forest regions. However, the data currently 
available are not sufficient to resolve this issue.

This paper is mostly about biology: we try to 
understand the mechanisms of network optimi-
zation in real insect societies. We hope that our 
work will be a source of inspiration to computer 
scientists willing to explore similar mechanisms 
beyond the biologically plausible.

Often, the models made by biologists do not 
have to go back “into the jungle”, they need not 
be functional copies of the biological system. 
On the contrary, bio-inspired systems are usually 
required to have full functionality. For this reason, 
we look at bio-inspired systems also as the real 
“ultimate test” of biological hypotheses.
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ENDNOTES

1  There is an interesting analogy with the 
thermodynamical notion of extensive and 
intensive properties. Extensive properties of 
a system are physical quantities whose value 
is proportional to the size of the system or 
the amount of material contained in it: the 
volume, the mass, the number of molecules. 
Their value cannot be obtained sampling the 
system at a particular position. By contrast, 
intensive properties are scale invariant: they 
do not depend on the size of the system. 
These are the pressure, the density etc. The 
ratio between two extensive quantities is 
an intensive quantity that can always be 
estimated on a local basis.

2  Removing the edge with lowest betweenness 
is a simplification not completely correct in 
the context of “local mechanisms”. A purely 
local mechanism could be “remove the edge 
with lowest betweenness among those in 
the neighbourhood of a randomly chosen 
vertex”.
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INTRODUCTION

A common challenge in wireless sensor networks is 
the limited energy resource of field nodes. Existing 
techniques on increasing network lifetime aim at 
efficient processor design and network protocol 
level solutions, none of which can help replenish 
the drained battery of a field sensor node. Many 

deployment scenarios in hazardous and inacces-
sible terrains demand that once the sensor nodes 
are deployed they cannot be physically accessed 
for replacing the drained batteries. Also, since 
the field nodes could be hundreds of thousands 
in number in many cases, once deployed, it is 
not feasible to physically access all of them for 
recharging. This restriction puts a huge cost 

Swades De
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Network Energy Driven 
Wireless Sensor Networks

ABSTRACT

Scarcity of energy in tiny battery-powered wireless sensor nodes have led to a tremendous amount of 
research thrust at all protocol levels in wireless networks. Despite efficient design of the underlying 
communication protocols, limited battery energy primarily restricts the usage of nodes and hence the 
lifetime of the network. As a result, although there has been a lot of promise of pervasive networking 
via sensors, limited energy of the nodes has been a major bottleneck to deployment feasibility and cost 
of such a network. With this view, alongside many innovative network communication protocol research 
to increase nodal as well as network lifetime, there have been significant ongoing efforts on how to 
impart energy to the depleted batteries on-line. In this chapter, we propose to apply the lessons learnt 
from our surrounding nature and practices of the living world to realize network energy operated field 
sensors. We show that, although the regular communicating nodes may not benefit from network energy 
harvesting, by modifying the carrier sensing principle in a hierarchical network setting, the low power 
consuming field nodes can extend their lifetimes, or even the scavenged RF energy can be sufficient for 
the uninterrupted processing and transmission activities of the field nodes.
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of network operation and waste of technology 
resources, as new nodes need to be redeployed 
to replace the existing nodes that have drained 
batteries but are otherwise functionally capable. 
Even if the energy drained nodes can be collected 
and recharged, off-line recharging solution adds 
disruption to the network operation. Certainly, a 
disruption-free network operation, which requires 
online recharging of the sensor nodes, would add 
a significant value to the physical world network-
ing via field sensors.

One technology that serves the purpose of 
disruption-free operation is energy harvesting 
-- a process by which energy is derived from an 
external ambient source. The available online 
recharging solutions in the research literature 
propose to use natural energy resources, such 
as solar (Raghunathan, et al., 2005), vibration 
(Meninger, et al., 2001; Roundy, et al., 2004), 
wind (Weimer, et al., 2006), thermal gradient and 
strain (Starner, 1996; Shenck and Paradiso, 2001; 
Gonzalez, et al., 2002), etc., as well as a combina-
tion of them (Kansal, et al., 2007), (Paradiso and 
Starner, 2005; the references therein), which are 
available subject to the specific deployment sce-
narios. The possibility of charging wireless node 
batteries from ambient (other than in-network) 
radio frequency (RF) energy sources is also be-
ing investigated via suitable broadband rectenna 
designs, e.g., (Hagerty, et al., 2004). Since the 
non-network ambient RF signal can be of any 
polarization and frequency, the rectenna design 
has to be adaptive and uniquely designed for 
wireless recharging only.

Wireless energy transfer from dedicated RF 
sources is being studied (Paing, et al., 2007) and 
commercialized (Powercast Corp., 2010; Wild-
Charge Technology, 2010; E-coupled technology, 
2010). Wild charge technology is based on MIT’s 
wireless electricity technology. E-coupled tech-
nology provides wireless energy transfer using 
electromagnetic induction. The RF technique is 
also being investigated for solar energy transfer 
from space to the earth at a mega scale (MIT 

Space Solar Power Workshop, 2007). While RF 
energy transfer technique at a low power domain 
has been demonstrated to be feasible, in general 
energy transfer by RF waves involves significant 
waste of energy due to power law decay of RF 
signal power with distance. Also, in a remote area 
deployment setting such an approach to power a 
large number of spatially dispersed nodes may 
prove inefficient.

As an alternative and possibly a more generic 
and cost-effective solution, we propose to harvest 
the available network RF energy in a field deploy-
ment scenario for powering the field sensors. This 
approach does not require any special antenna 
design, as the RF energy is available in the same 
frequency band and with same polarization as the 
desired information signal. To this end, we use 
our observations from the surrounding nature and 
propose to put in effect the learning from practices 
of the living world.

Motivation: Learning from Nature

The network RF energy harvesting concept is 
an attempt to build a communication system 
that mimics thermo-regulation in animals and 
plants. Animals other than humans regulate and 
maintain their own body temperature with certain 
behavioral traits and physiological adjustments. 
Below, through examples from the living world, 
the different concepts in a network energy driven 
sensor network are presented.

• Desert lizards bask in the sun and absorb 
solar heat. They may also absorb heat by 
conduction from heated rocks that have 
stored radiant solar energy. An energy 
scavenging communication network ab-
sorbs ambient RF (or solar, or any other 
form of ambient energy). This RF energy 
absorbed could have been transmitted 
from a super node (analogous to the sun), 
or from any other node (analogous to re-
flected heat from rocks.)
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• Animals living in extreme cold environ-
ments, such as the emperor penguin, main-
tain their body temperature by preventing 
heat loss. Their fur is extremely dense to 
increase the amount of insulation. Emperor 
penguins also engage in kleptothermy, in 
which they share or even steal each others 
body warmth (Jacquet, 2005). An in-net-
work energy scavenging sensor network 
can be viewed analogous to a community 
of emperor penguins. At an individual lev-
el, the nodes are efficient, with minimized 
leakage and other losses. At a network lev-
el, the RF energy is a shared resource that 
can be used, and re-absorbed and re-used.

• Sharing of energy among emperor pen-
guins allow them to tolerate extreme cold 
temperatures of Antarctica (annual average 
temperature of –50 oC). During extreme 
snowstorms and blizzards, the emperor 
penguins huddle together and form a cir-
cle. All the penguins within the circle share 
each others body heat. Heat radiated by 
one penguin is absorbed by another. Only 
penguins on the circumference of the ring 
radiate some of their heat out of the circle. 
The concept is explained in Figure 1.

• To cope with limited food resources and 
extreme low temperatures, certain animals 
and plants hibernate. Certain mammals are 
known to hibernate in underground bur-
rows and remain in stasis for long periods. 
Deciduous plants shed all leaves in autumn 
and stop all activities, awaiting spring 
(Attenborough, 1995). In an energy scav-
enging sensor network, in the absence of 
energy resources, a scavenging node may 
go into power down (sleep) mode. In the 
sleep mode, all communication activity is 
terminated and the sensor node survives, 
collecting energy from the ambient envi-
ronment. Once sufficient resources are 
available, the sensor node wakes up and 
restarts communication activity.

In essence, the field sensor network can learn 
significantly from the natural science to adapt 
its activity with the available resources in the 
surrounding. While more advances in nodal 
architecture would be required to achieve such 
close-to-nature solutions, in this chapter we pro-
pose a first step solution to use the convention-
ally discarded energy that is otherwise available 
within the system.

Figure 1. Analogy between a community of emperor penguins and an energy scavenging sensor network
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Network Architecture and 
Access Framework

An on-line recharging process would be truly 
effective when the energy gain from recharging 
is at least equal to the loss due to nodal activities 
and leakage during the sleep mode. Below, we 
address two major aspects which will have impact 
on the meaningful network RF energy harvesting 
process. These are nodal activity pattern, and 
network architecture.

Nodal Architecture and Activity Pattern

First, each node is assumed equipped with a 
rectifying circuit associated with the antenna and 
rechargeable energy storage unit.

In conventional CSMA (carrier-sense multiple 
access), when a neighboring transmission is 
detected (i.e., the carrier is sensed busy), to save 
energy, a node would go to sleep mode during a 
pre-decided backoff duration. Or, if the commu-
nication activity of the nodes are sporadic, a node 
remains in sleep mode unless it has something 
to communicate. In contrast to the traditional 
approaches, in the network energy scavenging 
principle, whenever a node is not communicat-
ing, it should attempt to collect energy from the 
ongoing neighboring transmissions by directing 
the received signal power to the rectification and 
recharging unit.

Since communication related activities con-
sume the most energy, to have energy gain from 
network energy harvesting a node should com-
municate as sporadically as possible and has to 
have very little or negligible leakage current (when 
its processing circuits are off).

A schematic activity pattern of an ambient 
RF energy fed sensor node is shown in Figure 2, 
where it is depicted that a sensor node may decide 
to communicate aperiodically, only when it has 
sufficient energy reserve to do so. More about 
nodal communication patterns is explained in the 
following subsection.

Network Architecture

Shortcoming of single-tier architecture: One 
question that appears from Figure 2 is, on one 
hand higher nodal transmission activities mean 
availability of more in-network RF energy for 
harvesting, but at the cost of more energy con-
sumption of the communicating nodes. On the 
other hand, lesser communication activities (i.e., 
longer sleep duty cycle) mean more energy saving 
of the communicating nodes, but at the cost of 
lesser available RF energy for harvesting. Thus, 
in a network with a single-tier architecture, these 
two conditions are contradictory to each other, 
because if all nodes run with a common principle, 
say all tend to sleep as long as possible, then the 
network RF energy will also diminish, thereby 
reducing the chance of sufficiently recharging the 
nodes during their sleep periods. Similarly, if the 
nodes’ sleep duty cycle is reduced, the energy loss 
in the communication cycles cannot be made up 
by recharging during the shortened sleep cycles. 
In fact, with an identical set of nodes the only 
stable condition for achieving perpetual battery 
life time would be perpetual CPU power down of 
all nodes (assuming zero leakage during the power 
down state). Thus, a network consisting of only 
homogeneous nodes cannot sustain solely from 
network energy harvesting.

The tiered network architecture: For a sensor 
node to preserve its energy a longer sleep dura-
tion is desirable, and to replenish its lost energy 
sufficient ambient RF energy would be required. 
To fulfil the two conditions simultaneously, the 
network has to have a hierarchical (tiered) network 
architecture. In a two-tier architecture, the more 
energy constrained field nodes with rudimentary 
communication functionality are placed in tier-1 
(lower tier), and relatively powerful communi-
cation nodes are placed in tier-2 (higher tier). A 
schematic representation of two-tier network is 
depicted in Figure 3, where the small dots repre-
sent the tier-1 nodes and the big dots represent the 
tier-2 nodes. Clearly, a tier-1 node’s transmission 



149

Network Energy Driven Wireless Sensor Networks

range and sensing coverage has to be about half 
a tier-2 node’s communication range.

The tier-1 field nodes have sensing and very 
basic communication functionality, namely, the 
ability to only transmit its data, and are star con-
nected with the router nodes. A field node remains 
sporadically active and wirelessly transmits 
(without expecting an acknowledgment) its sensed 
data to a router to which it is attached, and during 
its processor inactivity period it is expected to 
replenish its battery from the network RF energy 
that is available due to the tier-2 nodes’ commu-
nication activities. No channel access coordination 
is done in field nodes’ data transmission. The 
activity of the field nodes being very infrequent 
and aperiodic, data loss probability due to this 
uncoordinated communication is expected to be 
at an acceptable minimum level. While the data 
loss issue is of interest from network throughput 
perspective, recharging capability of the field 
nodes as a function of tier-2 nodes’ communica-
tion activity is of critical importance with respect 
to energy availability at the field nodes for their 
sustained activity.

A tier-2 router node has full-fledged commu-
nication capabilities and it can communicate with 

any one of the nearby tier-2 nodes to transfer the 
collected data toward a sink. They form a multihop 
ad hoc network among themselves in accumulating 
and forwarding data and contending for channel 
access. The energy consumption of the tier-2 
nodes will be much higher. In this discussion we 
will assume that they have uninterrupted power 
supply. In practice uninterrupted tier-2 network 
operation can be achieved by either introducing 
nodal mobility (replacing the energy depleted 
nodes and reconfiguring the network connectivity) 
or having some kind of recharge capability from 
other natural energy sources, such as photovoltaic 
energy. However, our motivation of having a 
tiered network architecture is to replenish the lost 
energy of lower tier nodes by network RF energy 
generated from regular communication activities 
of higher tier nodes, and achieving operation of 
lower tier nodes without the constraint of battery 
lifetime by judicious choice of activity duty cycle 
as a function of network RF energy.

Note that, even in a two-tier architecture a 
stable condition for perpetual battery life of field 
nodes exists where the nodes in both tiers are in 
power down state. This is a non-working stable 
solution, however the network can move into or 

Figure 2. An illustration of a field node’s activity behavior as a function of amount of harvested RF energy
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come out of this state as desired, with the help of 
intelligent tier-2 nodes. In a working stable state 
of the network, a field node can adjust its duty 
cycle by the amount of network energy it receives. 
The tier-2 nodes in turn, can control the activity 
cycle of tier-1 nodes by adjusting their own com-
munication states (dummy or valid). In a truly 
battery-less operation of field nodes, when the 
network wakes up, a field node will first charge 
itself from the network RF energy, which can be 
possibly generated by dummy communications 
among tier-2 nodes. Likewise, when desired, the 
tier-2 nodes can turn off their own activities to 
shut down the network.

The proposed solution of network energy 
driven field sensors is obviously suited for low rate 
remote telemetry applications, such as structural 
health monitoring, field crop growth monitoring 
etc. For faster and real-time applications, however, 
perpetually network operated solutions may not 
be feasible – particularly with the current state of 

the technology. More will be discussed in Section 
5, when we present the case for nodal activity 
patterns as a function of network energy resource.

It may also be noted that, the router (tier-2) 
nodes still need to power/recharge themselves 
from external energy sources. Thus, while the 
network energy harvesting attempts to utilize the 
otherwise-unwanted (and unused) network RF 
energy to recharge the field (tier-1) nodes, this 
process reduces only to some extent the need for 
additional energy sources. Nevertheless, since the 
field nodes are generally much larger in number 
compared to the router nodes, the network energy 
harvesting by the field nodes could significantly 
reduce the cost of network operation. Addition-
ally, reduction of the scale of external powering 
requirements implies that conventional charging 
techniques of the router nodes, such as, using non-
network unconventional energy sources, mobility 
based solutions, etc. can be feasibly employed.

Figure 3. A two-tier architecture of sensing and wireless ad hoc communication network
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Available RF Power at a Field Node

Let us have an estimate of network RF power 
available for harvesting at a field node. In a two-
tier architecture, each field (tier-1) sensor (also 
called scavenging node) has at least one router 
(tier-2) node in its one-hop communication range, 
to which it can be associated with for sending its 
sensed data. Due to power law decay of signal 
power with distance, the available power at a 
field node from a d distance away transmitter is:

P d
kP

dr
t( ) = γ ,  

where Pt is the power of the transmitted signal, γ 
is the path loss exponent, and k is a constant which 
is a function of transmitter and receiver antenna 
gains, transmitter antenna system losses, and the 
operating frequency.

If there are n such transmitting router nodes 
from where a field node can harvest energy, the 
total available power is the sum of the individual 
RF signal powers at the field node. The number 
n can be determined from the knowledge of dis-
tance of the nearest transmitter to the field node 
and the field node’s energy reception sensitivity. 
Also, the total available power at a field node 
can be calculated if its distances from all simul-
taneously transmitting neighboring routers are 
known. However, the distance of neighboring 
transmitters is a random number that depends 
on the nodal deployment and activity patterns, 
and is also governed by the CSMA/CA access 
mechanism. Therefore, although finding the total 
power available from all nearby transmitters is an 
interesting aspect of investigation, its quantifica-
tion is quite involved. Instead, here we give an 
intuitive understanding on the order of available 
power which is sufficient to establish the proof 
of concept of network energy harvesting.

As depicted in Figure 3, it is most likely that at 
any time only one transmitting node has the least 
distance to a field node. Therefore, the power avail-
able at a field node due to the nearest transmitter 
will be the highest, and its energy contribution will 
likely suppress all other contributions. The nearer 
the closest transmitter, the further away will be 
the other neighboring transmitters within the field 
node’s energy sensitivity range, and hence the 
weaker will be the contribution of other transmit-
ters’ power. On the other hand, if the distance from 
nearest transmitter is large, say, when it is located 
at the periphery of the field node’s communication 
range, the contribution of other transmitters will 
not significantly increase the available power, as 
the highest contribution itself is low. For example, 
if the highest contribution is –60 dBm, the next 
highest contribution can make the total available 
power only up to –57 dBm. Backed with the above 
observation, the approximate available power at 
a field node can be estimated as the power due to 
the nearest node only.

For γ = 2.5 and with isotropic antennas, the 
available RF power versus distance from a trans-
mitter is shown in Figure 4 where, for simplicity, 
the time dependent signal energy fluctuation due 
to channel uncertainty is discounted. Clearly, for a 
given leakage power and rectification efficiency, 
there is a maximum distance from where the field 
node can harvest RF energy. Beyond this distance 
the gain from energy harvesting shadowed by the 
leakage losses of the node. With the same param-
eter setting, the effect of increased transmission 
activity of a tier-2 node on the available power at a 
fixed distance away field node is shown in Figure 
5. Although there is an increase in available power 
with tier-2 nodes’ transmission activity, which is 
intuitive, the gain does not change sharply with 
transmission probability. Below, we will evaluate 
how the available power at a field node is trans-
lated to its sustainable communication activity.
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Network RF Energy Harvesting 
Versus Field Nodes’ Activity Pattern

Energy Requirement of Tier-1 Nodes

Currently available off-the-shelf RFICs have 
high leakage and active mode consumptions. For 
example, the leakage current of CC1100 RFIC 
(Texas Instrument, 2009) is nearly 1 µA, active 
mode current consumption is about 30 mA, and 
the lowest operating voltage is 1.8 V. In contrast, 
specialized sensor nodes with just basic commu-
nication capabilities (so called ‘reduced function 
devices’) are expected to consume much less 
communication-related energy, and for network 
RF energy harvesting to be viable, the leakage 
consumption should be minimized. To this effect, 
a recent miniature processor design for sensor 
network applications (Seok, et al., 2008) has CPU 
leakage power consumption in the sleep mode 
only about 30 pW and energy consumption per 

activity cycle only 2.8 pJ. In another development, 
the system-on-chip in (Wong, et al., 2008) for low 
power transceiver operation runs at about 1 V 
and consumes a little above 2 mA current during 
transmit and receive modes.

Let us consider a scenario where the tier-1 
(scavenger) nodes are equipped with ultra-low 
power transceivers (Wong, et al., 2008). To save 
energy, the communication circuit of such a node 
is programmed to operate only in ‘transmit’ mode 
to send (broadcast) its sensed data to a clusterhead 
(a tier-2 node) once in a while, without being 
able to care for its (un)successful delivery. The 
transceiver operates at a normal voltage Von = 1.2 
V and utilizes an internal current of Ion = 2.635 
mA for a transmission power output of –7 dBm. 
Thus, for a transmission of duration Ton sec, the 
energy consumed by a tier-1 node would be: Eon 
= VonIonTon = 3.162Ton mJ. During rest of the time 
Tsleep sec, while the node harvests energy, the nodal 
processor remains in deep sleep mode, which 

Figure 4. Available power at a field node versus its distance from a tier-2 transmitter. Transmission 
probability of a tier-2 node is 0.3. Operating frequency and transmit power are taken as 915 MHz and 
5 dBm, respectively.
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could consume as low as Pleak = 30 pW (Seok, et 
al., 2008). The corresponding energy consumption 
would be: Eleak = Pleak Tsleep pJ.

Condition of Gain from Network 
RF Energy Harvesting

If Pa is the available power at a field node and η 
is the rectification efficiency, the harvested power 
is Pscav = ηPa. Network energy harvesting gain at 
a tier-1 node will be positive when the tolerable 
leakage power is: Pleak < Pscav. Additionally, the 
condition for network energy powered perpetual 
operation of sensor nodes is:

T
E

P Psleep
on

scav leak

=
−

.  

To take a look into the effect of Pleak and η 
on the achievable transmission duty cycle of 
network energy operated tier-1 nodes, we as-
sume data frames are of length 40 Bytes, and the 

transmission rate is 250 kbps. It can be easily 
computed that, if the sleep state consumption of 
a field node is more than a few nanowatts (as in 
CC1100), even at a 10% rectification efficiency 
the field node operation cannot be sustained solely 
by network RF energy. On the other hand, with 
about 30% transmission activity at tier-2 nodes 
and a 30 pW leakage power at a tier-1 node, pos-
sible transmission duty cycle of tier-1 field nodes 
is shown in Figure 6. It shows that, at a lower 
rectification efficiency, an acceptable distance 
of network energy operated field nodes around a 
tier-2 node reduces sharply. For example, at 1% 
rectification efficiency, a 3 meter away field node 
can operate by only network energy at a transmit 
duty cycle of about less than once-a-day. At η = 
10%, the transmit duty cycle of a 3 meter away 
node is however increased to once in every 97 
min. Overall it appears that, with the available 
new ultra-low power processor and transceiver 
technologies, leakage consumption is not the main 
bottleneck; rather rectification efficiency sets the 
operational limit.

Figure 5. Available power at a field (scavenger) node versus transmission probability of a tier-2 node. 
Transmitter-to-scavenger distance is 4 m.
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Suggested Modification of Transmitter/
Transceiver RF Module

To enable a node for network energy harvesting, a 
scavenger node should be equipped with conven-
tional signal transmission-reception capabilities as 
well as the RF energy rectifying circuit, and the 
node should have a control of switching between 
the two functionalities at right instants.

As discussed in Section III, the field nodes 
are equipped with only basic communication 
functionalities, wherein a node is just capable 
of transmitting its sensed data once in a while. 
To add network energy harvesting capability, 
the suggested modification in a rudimentary 
communication capable node is shown in Figure 
7, where an additional circulator is installed to 
switch between transmitting the sensed data and 
receiving the network RF energy for recharging 
its energy storage unit. The switch connecting the 
energy unit and the transmitter module is triggered 
on just when it has sufficient energy to drive the 
transmitter module.

Although the tier-1 (scavenger) nodes in our 
discussion are considered having basic transmis-
sion capability only, they can in principle be 
transceivers as well. In case of a scavenging 
transceiver, the suggested modification of the RF 
module to accommodate network energy scaveng-
ing is shown in Figure 8, wherein a controller 
(gate) controls the communication and recharging 
functionalities. For example, the node could be 
placed in receive mode only when it has sufficient 
energy to drive the processing circuits and there 
is a need (command) for receiving a specific data.

CONCLUSION

In summary, in this chapter we studied the pos-
sibility of recharging field sensor nodes using 
otherwise unwanted radio frequency (RF) waves in 
a wireless ad hoc sensor network. The advantage 
of this solution is that, the scavenger nodes do not 
have to rely upon any extraneous energy sources 
(such as solar, vibration, ambient RF from other 

Figure 6. Sustainable transmission duty cycle versus transmitter-to-scavenger distance at various rec-
tification efficiency. A tier-2 node’s transmission probability is 0.3, and the leakage power of a tier-1 
node is 30 pW.
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Figure 7. (a) Conventional transmitter; (b) modified transmitter for recharging from network energy.

Figure 8. (a) Conventional transceiver; (b) modified transceiver for recharging from network energy.
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networks, etc.), as proposed in prior art, the avail-
ability of which are rather application scenario 
specific. A feasible online charging solution from 
network RF energy would reduce the network 
maintenance cost significantly, thereby reducing 
the main bottleneck to pervasive physical world 
networking.

In this discourse, we have taken an intuitive 
approach to quantify the available energy and to 
justify how to make use of it to extend the nodal 
lifetime and possibly have purely network-energy 
operated field sensors. Certainly more detailed 
analysis and experimentations are required to 
quantify and validate the truly available energy. 
Besides investigations via stochastic analysis, 
an interesting direction would be to actually 
deploy a set of ultra-low power rudimentary 
communication capable nodes in presence of 
regular router nodes, say wireless LAN access 
points, and measure the usefulness of the avail-
able energy in running rudimentary sensing and 
transmission applications. Our intuitive analysis 
has outlined the network and device conditions 
to ensure rudimentary communication activities 
of field nodes, where we have extrapolated the 
rectifier circuit’s operation capabilities. To be 
able to run more practicable applications using 
network-energy operated nodes, further advance-
ment on rectification efficiency along with the 
smarter antenna designs will play major roles.
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ABSTRACT

Next generation communication networks are moving towards autonomous wireless infrastructures, as 
for example, Wireless Sensor Networks (WSNs) that are capable of working unattended under dynami-
cally changing conditions. Over the last few years, WSNs are being developed towards a large number 
of multimedia streaming applications, e.g., video surveillance, traffic control systems, health monitoring, 
and industrial process control. However, WSNs face important limitations in terms of energy, memory 
and computational power. The uncontrolled use of limited resources in conjunction with the unpredict-
able nature of WSNs in terms of traffic load injection, wireless link capacity fluctuations and topology 
modifications (e.g. due to node failures) may lead to congestion. Congestion can cause deterioration 
of the offered quality of service (QoS). This study proposes a bio-inspired congestion control approach 
for WSNs streaming applications that necessitate controlled performance with graceful degradation. 
The proposed approach prevents congestion by regulating the rate of each traffic flow based on the 
Lotka-Volterra competition model. Performance evaluations reveal that the proposed approach achieves 
adaptability to changing traffic loads, scalability and fairness among flows, while providing graceful 
performance degradation as the offered load increases.
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INTRODUCTION

Rapid technological advances and innovations in 
the area of autonomous systems push the vision 
of Ambient Intelligence from concept to reality. 
Networks of autonomous wireless sensor devices 
offer exciting new possibilities for achieving 
sensory omnipresence: small, (often) inexpensive, 
untethered sensor devices can observe and mea-
sure various environmental parameters, thereby 
allowing real-time and fine-grained monitoring of 
physical spaces around us. Wireless Sensor Net-
works (Akyildiz, 2002), can be used as platforms 
for health monitoring, battlefield surveillance, 
environmental observation, industrial control etc.

Despite the utmost importance of performance 
control, this issue has not been given enough 
attention from the research community. One of 
the main reasons is that research on WSNs has 
been heavily influenced by military applications 
in which dense, large-scale networks of sensors 
are expected to be deployed in a random manner, 
primarily with a view to tracking objects. However, 
most of the aforementioned critical applications 
necessitate small-scale networks with planned 
deployment of sensors close to selected locations/
objects of interest in order to achieve controlled 

performance. The proposed approach is designed 
on the basis of providing performance control for 
critical applications in small-scale WSNs.

Typically, WSNs consist of small, cooperative 
devices (nodes) which may be constrained by 
computation capability, memory space, commu-
nication bandwidth and energy supply. However, 
with the rapid development of low-cost hardware 
CMOS cameras and microphones, autonomous 
sensor devices are becoming capable of ubiqui-
tously retrieving multimedia content such as video 
and audio streams from the environment. This new 
and emerging type of sensor network, the so-called 
Wireless Multimedia Sensor Network (WMSN), 
has drawn the immediate attention of the research 
community (Akyildiz, 2007). As shown in Figure 
1, a number of nodes that at a particular moment 
sense an event (grey-shaded nodes), can send 
streaming data through the network, in a multi-hop 
manner, to a dedicated sink node. Alternatively, 
some nodes may be constantly sending streaming 
data to the sink. The unpredictable nature of traf-
fic load injected into the network as well as the 
uncontrolled use of the scarce network resources 
(buffer size, wireless channel capacity) are able to 
provoke congestion. Thus, there is an increased 
need to design novel congestion control strategies 

Figure 1. A WSN for wildlife monitoring
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possessing self-* properties like self-adaptability, 
self-organization as well as scalability, and fair-
ness, which are vital to the mission of dependable 
multimedia WSNs.

The focal point of this study is to propose a 
scalable and self-adaptive bio-inspired congestion 
control mechanism targeting streaming applica-
tions in WSNs for delivering enhanced application 
fidelity at the sink (in terms of packet delivery 
ratio and delay) under varying network conditions. 
More specifically, the main objective is to provide 
efficient and smooth rate allocation and control 
while maintaining fairness and friendliness with 
interfering flows. Biological processes which are 
embedded in decentralized, self-organizing and 
adapting environments, provide a desirable basis 
for computing environments that need to exhibit 
such properties.

Simple mathematical biology models (Brauer, 
2000) which aim at modeling biological processes 
using analytical techniques and tools are often 
used to study non-linear systems. Population 
dynamics has traditionally been the dominant 
branch of mathematical biology which studies how 
species populations change in time and space and 
the processes causing these changes. Information 
about population dynamics is important for policy 
making and planning and in our case is used for 
designing a congestion control policy. This study 
focuses on the Lotka-Volterra (LV) competition 
model, and proposes a decentralized approach that 
regulates the rate of every flow in order to prevent, 
or at least gracefully minimize congestion. The 
LV-based congestion control (LVCC) mechanism 
targets small-scale dependable multimedia WSNs 
(Akyildiz, 2007) and especially for applications 
that require continuous stream of data. The LV 
competition model was also applied in modify-
ing the congestion control mechanism of TCP 
(Hasegawa, 2006). However, the novelty of our 
approach lies in the fact that the LV model is ap-
plied to WSNs in a hop-by-hop manner.

Based on analytical evaluations performed in 
Antoniou (2007), the LVCC model guarantees 

that the equilibrium point of the system ensures 
coexistence of all flows, with stability and fairness 
among active flows under certain conditions. In 
this paper, the validity of the analytical results is 
further investigated by simulating complex sce-
narios that cannot be formally tested. Performance 
evaluation results showed that the LVCC approach 
can provide adaptation to dynamic network condi-
tions as well as scalability, fairness and graceful 
performance degradation among traffic flows 
when multiple active nodes are involved.

The remainder of this paper is organized as 
follows. Section 2 deals with the problem of 
congestion in WSNs, discusses conventional 
congestion control techniques for WSNs, and 
introduces the Lotka-Volterra (LV) competition 
model. Section 3 presents the analogy between 
WSNs and ecosystems in nature. Section 4 pro-
poses the LV-based Congestion Control (LVCC) 
mechanism. Section 5 evaluates the performance 
of our mechanism in terms of stability, scalability 
and fairness. Section 6 presents future research 
directions, while Section 7 draws the conclusion.

BACKGROUND

Congestion in WSNs

Congestion occurs when the traffic load injected 
into the network exceeds available capacity at 
any point of the network. In wireless networks, 
packet losses can be attributed to either buffer 
overflows, or collisions in the wireless medium 
when more than one nodes are trying to access 
the channel simultaneously. The problem of buf-
fer overflows is considered to be more critical in 
WSNs due to buffer size limitations. In addition, 
the existence of a proper medium access control 
(MAC) protocol, e.g. based on CSMA (Carrier 
Sense Multiple Access) or TDMA (Time Divi-
sion Multiple Access), is expected to minimize 
(CSMA) or resolve (TDMA) the wireless medium 
contention.
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Buffer overflows at a sensor node are caused 
when the incoming traffic load exceeds the outgo-
ing traffic load. In this case, accumulated packets 
overwhelm buffer capacity. Even at low traffic 
rates, buffer overflows can be experienced at some 
point of the network (usually close to the sink) due 
to the converging (many-to-one) nature of packets 
from multiple sending nodes to a single sink node. 
At the same time, wireless channel contention 
may cause packet loss. As contention becomes 
more intensive, the waiting time for obtaining 
the channel for transmission also increases. As a 
node waits for the channel, additional traffic may 
arrive filling up its buffer and further increasing 
packet delays. The discussion above indicates that 
congestion may cause multiple packet losses, low 
link utilization (throughput reduction), increase 
of queueing delays, leading to the deterioration 
of the offered quality of service (QoS). Increas-
ingly, congestion in WSNs is responsible for 
energy waste, decrease of network lifetime and 
even for the decomposition of network topology 
in multiple components.

In traditional Internet wired networks, conges-
tion control is usually applied in an end-to-end 
manner, i.e. only the source-destination pair is 
involved. However, end-to-end congestion control 
approaches will not be effective in the error-prone 
wireless multihop networks because the end-to-
end nature may result in reduced responsiveness 
causing increased latency and high error rates, 
especially during long periods of congestion. In 
addition, the end-to-end model is not very ef-
fective for WSNs, where delivery of data to the 
sink, without retransmission of any lost packets, 
is the normal objective. Due to their severely con-
strained nature, WSNs necessitate autonomous, 
decentralized, fast time scale congestion control 
strategies which promise immediate, effective and 
efficient relief from congestion. Decentralized 
approaches are expected to adopt a hop-by-hop 
model where all nodes along a network path can 
be involved in the procedure. Each node should 
make decisions based only on local information 

(e.g. buffer load, channel load) since none of 
them has complete information about the system 
state. This is a desirable feature as it minimizes 
the exchange of messages, hence improves both 
energy and congestion.

Conventional Techniques for 
Congestion Control in WSNs

Early studies in the area of sensor networks had 
mainly focused on more fundamental networking 
problems, e.g. medium access control (MAC), 
topology, routing, and energy efficiency, and had 
largely ignored network performance assurances. 
Lately, with the emergence of mission-critical 
applications (e.g., health monitoring), there has 
been increased interest in performance control 
mechanisms, so as to avoid congestion caused 
by the uncontrolled use of the scarce network 
resources.

Various congestion control approaches can be 
found in WSNs literature based on traffic manipu-
lation (e.g. rate adaptation to network changes 
CODA (Wan, 2003), Fusion (Hull, 2004), IFRC 
(Rangwala, 2006), ARC (Woo, 2001), multi-path 
routing BGR (Popa, 2006), CAR (Kumar, 2006), 
TADR (He, 2008)), topology control (e.g. clus-
tering formation (Karenos, 2006)), and network 
resource management (e.g. power control, mul-
tiple radio interfaces Siphon (Wan, 2005)). Rate 
control approaches are considered to be the most 
appropriate when dealing with streaming appli-
cations. Rate control is a common technique for 
alleviating congestion by throttling the injection 
of traffic in the network.

Some of the rate-based CC schemes CODA 
(Wan, 2003), IFRC (Rangwala, 2006), ARC (Woo, 
2001) and BGR (Popa, 2006) are based on tradi-
tional methodologies and protocols known from 
the Internet, for example, the Additive Increase 
Multiplicative Decrease (AIMD) rate control 
mechanism. AIMD uses packet loss as indication 
of congestion, i.e. increases rate until packet loss 
and then decreases rate in a multiplicative way. 
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However, this model is not very effective in WSNs 
because it provokes a saw-tooth rate behavior 
which may violate the QoS requirements (e.g. 
fidelity of a stream). Also the increase of rate 
until packet loss seems to be inefficient since it 
may drive a network into congestion, causing high 
queueing delays. In addition, AIMD-like mecha-
nisms take a long time for data rates to converge 
in low-rate wireless links, which would cause 
significant variation in streaming media quality. 
The proposed mechanism was found to outperform 
AIMD (see Section 5), providing smooth rate al-
location and control while maintaining friendliness 
among competing flows.

The Lotka-Volterra Competition 
Model of Mathematical Biology

Non linear systems are often studied in terms of 
simple mathematical biology models (Brauer, 
2000) which aim at modeling natural and bio-
logical processes using analytical techniques. 
Population dynamics has traditionally been the 
dominant branch of mathematical biology which 
studies how populations of species change in time 
and space as well as the processes that cause these 
changes. Information about population dynamics 
is of fundamental importance for policy making 
and planning as, for example in designing a con-
gestion avoidance policy.

Population dynamics can be modeled with a 
simple balance equation that describes how the 
overall population size of a species changes from 
time to time as a result of species interaction with 
resources, competitors, mutualists and natural 
enemies. In particular, mathematical models of 
competition, mutualism and predator-prey which 
are among the most studied problems in population 
dynamics for multiple species can be expressed 
as a set of parameterized difference or differential 
equations, or dynamical systems. These mathe-
matical models can be divided into two categories, 
namely, deterministic and stochastic population 
models. Deterministic population models play a 

dominant role in the global behavior investigation 
of large-scale problems in population dynamics, 
since they allow much more rigorous and detailed 
investigation of the model potential compared 
with stochastic population models.

Deterministic models specify a unique dy 
namic path of the system called trajectory deter-
mined by initial conditions.

The proposed approach is based on a deter-
ministic competition model which involves inter-
actions among species that are able to coexist, 
in which the fitness of one species is influenced 
by the presence of other species that compete 
for at least one limiting resource. Competition 
among members of the same species is known 
as intra-specific competition, while competition 
between individuals of different species is known 
as inter-specific competition. An in depth investi-
gation and modeling of competitive interactions 
between organisms provides an initial basis for 
predicting outcomes since they may influence 
species evolution, the structuring of communities 
(i.e. which species coexist, which die out), and 
the distributions of species.

One of the most studied mathematical models 
of population biology, the Lotka Volterra (LV) 
competition model (Lotka, 1925), (Volterra, 1931), 
exhibits this behavior. The generalized form of an 
n-species LV system is expressed by a system of 
ordinary differential equations:
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for I = 1,…,n, where xi(t) is the population size of 
species i at time t, ri is the intrinsic growth rate of 
species i in the absence of all other species, 𝛽i and 
αij are the intra-specific and the inter-specific com-
petition coefficients respectively. Also K i is the 
carrying capacity of species i i.e., the maximum 
number of individuals that can be sustained by the 



163

Congestion Control in Wireless Sensor Networks Based on the Lotka Volterra Competition Model

biotope in the absence of all other species compet-
ing for the same resource. If only one resource 
exists and all species (having the same carrying 
capacity K) compete for it, then K can be seen 
as the resource’s capacity. Next we will build on 
this model to develop our approach.

Previous work on congestion control involving 
mathematical models of population biology was 
proposed for the Internet on the basis of either im-
proving the current TCP CC mechanism (Analoui, 
2006) or providing a new way of combating con-
gestion (Hasegawa, 2006). The study of Analoui 
(2006) couples the interaction of Internet entities 
that involved in CC mechanisms (routers, hosts) 
with the predator-prey interaction. This model 
exhibits fairness and acceptable throughput but 
slow adaptation to traffic demand. Recent work 
by Hasegawa (2006) focuses on a new TCP CC 
mechanism based on the LV competition model 
which is applied to the congestion window up-
dating mechanism of TCP. According to the 
authors, remarkable results in terms of stability, 
convergence speed, fairness and scalability are 
exhibited. However, these approaches are based 
on the end-to-end model of the Internet, which is 
completely different from the hop-by-hop nature 
of WSNs. The novelty of our approach lies in the 
fact that the LV model is applied to WSNs in a 
hop-by-hop manner.

WIRELESS SENSOR NETWORKS: 
AN ECOSYSTEM VIEW

A WSN is considered to be analogous to an 
ecosystem. An ecosystem comprises of multiple 
species that live together and interact with each 
other as well as the non-living parts of their sur-
roundings (i.e. resources) to meet their needs for 
survival and coexist. Similarly, a wireless sensor 
network involves a number of cooperative nodes. 
Each node has a buffer in order to store packets 
and is able to initiate a traffic flow. Traffic flows 
can be seen as species that compete with each other 

for available network resources while traversing 
a set of intermediate nodes forming a multi-hop 
path leading to the sink. The number of bytes per 
traffic flow corresponds to the population size of 
each traffic flow. In analogy with ecosystems, the 
goal is expected to be the coexistence of flows. In 
the rest of the paper, the terms flows and species 
are used interchangeably.

To investigate the decentralized and autonomic 
nature of the proposed approach, a network is 
divided into smaller neighborhoods called sub-
ecosystems. Each sub-ecosystem involves all 
nodes that send traffic to a particular one-hop-away 
node (parent node). The traffic flows initiated by 
each node play the role of competing species and 
the buffer (queue) capacity of the parent node 
can be seen as the limiting resource within the 
sub-ecosystem.

Within a virtual ecosystem, participant nodes 
may perform different roles. In particular, each 
node is able to either initiate a traffic flow i.e. is a 
source node (SN), or serve as a relay node (RN) to 
forward packets of multiple flows passing through 
it, or perform both roles being a source-relay 
node (SRN). Source nodes are mostly located 
at the edges of a network (e.g. leaf nodes) while 
relay nodes are internal nodes (e.g. backbone 
nodes). The proposed approach provides hop-
by-hop rate adaptation by regulating the traffic 
flow rate at each node. Each node is in charge of 
self-regulating and self-adapting the rate of its 
traffic flow i.e., the rate at which it generates or 
forwards packets. The traffic flows compete for 
available buffer capacity at their one-hop-away 
receiving node involved in the path leading to 
the sink. As shown in Figure 2, the traffic flow 5 
(initiated by SRN) is composed of traffic flows 
1-4. Each sending node is expected to regulate 
its traffic flow rate in a way that limiting buffer 
capacities at all receiving nodes along the network 
path towards the sink are able to accommodate all 
received packets. The sending rate evolution of 
each flow will be driven by variations in buffer 
occupancies of relay nodes along the network 
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path towards the sink. Due to the decentralized 
nature of the proposed approach, thus satisfying 
the need for low communication overhead, each 
node will regulate its traffic flow rate using local 
information (i.e. from one-hop away neighbors). 
As mentioned before, the number of bytes sent by a 
node within a given period refers to the population 
size of its flow. From an ecosystem perspective, 
the population size of each traffic flow (i.e. of 
each species) is affected by interactions among 
competing flows (species) as well as the available 
resources (buffers) capacities.

The LV-based Congestion Control 
(LVCC) Approach

This section distinguishes the roles of the differ-
ent entities (SN, RN, and SRN) involved in the 
congestion avoidance mechanism along the path 
towards a sink.

Source Node (SN)

As shown in Figure 3, pure source nodes (SNs) 
are end-entities which are attached to the rest of 
the network through a downstream node e.g., a 

relay node (RN), or a source-relay node (SRN) 
located closer to the sink.

Each SN is expected to initiate a traffic flow 
when triggered by a specific event. The transmis-
sion rate evolution of each flow is calculated by 
Equation 2 (the solution of Equation 1) that gives 
the number of bytes sent xi by flow i. In order to 
be able to solve Equation 1 for a single node i, it 
is necessary to be aware of the aggregated number 
of bytes sent from all other nodes x jj j i

n

= ≠∑ 1,
 

which compete for the same resource. This quan-
tity is denoted by Ci. In decentralized architectures, 
the underlying assumption of Ci -awareness is 
quite unrealistic. However, each SN can indi-
rectly obtain this information through a small 
periodic backpressure signal sent from its down-
stream SRN/RN (parent node) containing the 
total number of bytes sent from all parent’s chil-
dren, denoted by BS. Each node can evaluate its 
neighbors’ contribution Ci by subtracting its own 
contribution xi from the total contribution BS as 
expressed by: C x BS xi j ij j i

n
= = −

= ≠∑ 1,
. 

Thus, Equation 1 becomes:

Figure 2. Traffic flows competition in WSNs
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Equation 2 is integrated to obtain the calculated 
transmission rate of each SN, xi, given by:
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A recent study by Antoniou (2007) focused 
on a network (ecosystem) of flows (species) 
competing for a resource, where the populations 
of flows (number of bytes sent) are regulated by 
Equation 3. It was found that such a network has 
a global non-negative and asymptotically stable 
equilibrium point when inter-specific competition 
is weaker than intra-specific competition i.e.,𝛽 > 
𝛼 and 𝛼, 𝛽 > 0. Under this condition, the series of 
values generated by each SN converges to a global 
and asymptotically stable coexistence solution 
given by Equation 4. For a detailed proof of this 
concept refer to \cite{Antoniou}.
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α β1
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Furthermore, in order to avoid buffer over-
flows, it needs to be ensured that when a system 
of n active nodes converges to the coexistence 
solution, each node i will be able to send less 
than or equal to K/n bytes. This is satisfied by 
Equation 4 when 𝛼[n – 1] + 𝛽 >n or 𝛽-𝛼 >n[1- 𝛼 
]. If we set 𝛼 >1 and require 𝛽 > 𝛼 (as imposed 
by the equilibrium stability condition), then the 
aforementioned inequality is always satisfied. 
Therefore, to ensure both convergence and no 
buffer overflows the following two conditions 
must be satisfied:

β > >a a, .1  (5)

The calculated transmission rate of each node, 
xi(t), is initiated by xi(0) and converges to the 
stable coexistence solution, xi* within time Tconv. 
The convergence time, Tconv, can be evaluated by 
setting xi(Tconv) = xi* (on the basis of Equation 
3) and is found to be proportional to parameter 𝛼 
and inversely proportional to parameters r. This 
observation practically means that fast conver-
gence can be achieved using small values of 𝛼 or 

Figure 3. Source nodes competing for a limiting resource at their downstream node
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large values of r, but further discussion is given 
in performance evaluations.

Each SN adjusts its transmission rate on the 
basis of Equation 3. This adjustment is carried out 
iteratively on a discrete-time basis, projecting the 
transmission rate from time t to some future time 
t+T (i.e. over a time period T). For example, at the 
beginning of the k+1-th time period, t = (k+1)T, 
Equation 3 is used to obtain the new transmission 
rate by the following calculation: set (a) xi(0) to the 
previous calculated transmission rate xi(kT), (b) 
t to the time duration T between the two succes-
sive transmission rate evaluations and (c) Ci to 
Ci (kT) i.e. aggregate number of bytes sent from 
all competing nodes within the previous period. 
Therefore, Equation 3 can be expressed in an 
iterative form as follows:

x k T
w kT x kT

x kT w kT x kT e
i

i

i i
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K
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Equation 6 generates a series of values which 
correspond to number of bytes sent every period T.

Relay Node (RN)

Pure relay nodes (RNs) are entities which do not 
generate any packets, but forward packets belong-

ing to several flows traversing themselves which 
compete for their resources.

The main function of a RN is to combine (or 
multiplex) all incoming flows into a superflow 
and relay it to the dedicated downstream node 
(SRN or RN) as shown in Figure 4. However, the 
superflow competes with other flows destined to 
the same downstream node (e.g., the flow originat-
ing from SN in Figure 4). Hence, each RN is in 
charge of acting on behalf of all active upstream 
nodes whose flows are passing through it when 
evaluating the transmission rate of the superflow. 
As shown in Figure 4, each one of the four flows 
of the superflow as well as the flow originating 
from SN should be allocated equal share of the 
downstream node’s limiting resource. Each RN 
allocates resources for its active upstream nodes 
based on a slightly modified expression of Equa-
tion 6 as follows:

x k T
w kT H kT

H kT w kT x kT e
RN

i

w kT r
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−
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where H(kT) = xRN(kT)/m, w(kT) = K-𝛼 C*RN(kT), 
and m is the total number of active upstream nodes 
which belong to the tree having RN as root. The 
number of bytes sent from a superflow within a 
period kT, xRN(kT)/, should be equal to the ag-

Figure 4. Relay node creates a superflow which competes for downstream node’s buffer
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gregated number of bytes sent from m RN’s up-
stream source nodes which compete for RN’s 
buffer. Each RN can calculate the number of its 
active upstream nodes, m, by examining the source 
id field of each packet traversing itself. C*RN(kT) 
reflects the total number of bytes sent (BS) to the 
downstream node ((S)RN in Figure 4) from all 
its competing children nodes, subtracting the 
contribution of a single flow belonging to the 
superflow. C*RN(kT) can be expressed as:

C kT BS
x kT

mRN
RN* .( ) = −
( )

 (8)

If the calculated transmission rate of a super-
flow is less than the aggregated transmission rate 
of all incoming flows consisting the superflow, a 
number of packets is expected to be accumulated 
in buffer x. Thus, the available buffer capacity at 
buffer x will be progressively decreased causing 
upstream nodes to decrease their calculated send-
ing rates. In this way, congestion phenomena can 
be prevented.

Source-Relay Node (SRN)

A source-relay node (SRN) acts as both source 
and relay node, having both functions concurrently 
operated as described above.

PERFORMANCE EVALUATION

This section evaluates the performance of the 
LVCC model and discusses the effectiveness of 
the model in preventing congestion by mimicking 
the species competition in nature. More specifi-
cally, control system type simulations (through 
Matlab) and realistic network simulations (using 
NS2 network simulator) were conducted to show 
the basic features of the proposed bio-inspired 
mechanism such as self-adaptiveness, scalability 
and fairness. In addition, evaluation studies inves-

tigate how parameters affect the performance of 
our mechanism in terms of stability and conver-
gence and provide effective parameter setting on 
the basis of congestion-oriented metrics.

Analytical Results: The Basis

Based on analytical results about α and β, the 
calculated rates of all flows converge to a global 
and asymptotically stable solution when β >α, 
and α >1 for avoiding buffer overflows. There 
is no upper limitation on β but as it becomes 
larger, the steady state traffic rate (Equation 4) 
decreases. In this case, each active node will be 
limited to transmit data at a lower rate leading to 
lower quality of the received streams at the sink. 
As far as r is concerned, the system of Equation 
1 has a stable equilibrium point for any value of r 
> 0 (Antoniou, 2007), (Takeuchi, 1980). An upper 
bound for r is not analytically known, thus will be 
experimentally explored. The mathematical analy-
sis of our model gives a general understanding 
of the system’s behavior on the basis of stability 
as function of the parameters α and β. However, 
the complexity of WSNs necessitates simulation 
evaluation using plausible scenarios that cannot 
be formally tested. The analytical study serves as 
the basis for the simulations.

Simulation Studies: The Step Further

In order to supplement the analytical results, some 
simulation experiments were conducted both in 
Matlab (theoretical model analysis scenarios) and 
in NS2 (realistic network scenarios). We consid-
ered a wireless sensor network consisting of 25 
wireless nodes which are deployed in a cluster-
based topology (Figure 5). The proposed LVCC 
approach can be efficiently and effectively used on 
top of routing or MAC protocols that create small 
depth (< 4) cluster/treebased logical topologies 
over any physical topology. However, a detailed 
study of such protocols is beyond the scope of the 
current paper. In this study, a dedicated routing 



168

Congestion Control in Wireless Sensor Networks Based on the Lotka Volterra Competition Model

protocol that creates the underlined topology was 
assumed. We used this type of topology so as to 
better understand and evaluate the behavior of 
our LV-based mechanism. The grey-shaded area 
represents a collision domain. For example, the 
nodes of cluster 1 (nodes 5, 6, 7, 8, and 9) will 
perceive each other’s transmissions.

Theoretical Model Analysis Using 
Control System Type Simulations

The validity of analytical results in complex sce-
narios that could not be formally tested was further 
investigated in Matlab. It was assumed that nodes 
5, 6, 10, 14, 16 and 20 were activated at 1T, 50T, 
150T, 300T, 450T, 600T and 900T respectively. 
Node 14 was deactivated at 750T. Each node 
buffer size was set to K=35KB.

Realistic Network Simulations

In addition, the proposed mechanism was evalu-
ated in a realistic static and failure-free network 
environment, using a series of representative net-
work operation scenarios under NS2 networking 
simulator. The two-ray ground radio propagation 
model was used in all experiments. The buffer 

capacity of each node was set to 35KB. The time 
period T between successive evaluations of the 
calculated rate of each SN, as well as the time 
between backpressure control packets was set to 
1 sec. The selection of 1 second is guided by the 
desire to maintain responsiveness to changes in 
the network state and to avoid overwhelming the 
network with control packets. The CSMA-based 
IEEE 802.11 MAC protocol with 1 Mbps trans-
mission rate and an exponential backoff policy 
was assumed. Table 1 summarizes all scenarios 
evaluated in NS2. In each scenario, the different 
sets of nodes were activated.

Based on the LV competition model, each node 
is able to calculate its transmission rate i.e., the 
number of bytes it can send per time unit. In re-
alistic scenarios, we assumed that each node will 
transmit in one of 5 different levels namely, 1, 2, 
4, 6, and 8 Kbytes per T=1 second, starting from 
1 Kbytes/T (i.e. 8 Kbps). Each node can increase 
its flow (or stream) rate to an upper level rate 
when the calculated transmission rate (obtained 
by Equation 6) exceeds the specific upper level 
rate. Similarly, there should be a transition from 
the current level rate to a lower level rate when 
the calculated transmission rate falls below the 
current level rate but is above the lower level rate.

Figure 5. Evaluation cluster-based topology of 25 nodes (all links are wireless)
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Performance Measures

Two common performance measures for conges-
tion control approaches were taken into account: 
the packet delivery ratio (PDR) and the end-to-end 
delay (EED). Packet delivery ratio is defined as 
the ratio of the total number of packets received by 
the sink to the total number of packets transmitted 
by source nodes. End to end delay is defined as 

the time taken for a packet to be transferred from 
a source node to the sink.

Verification of Stability and 
Convergence Time Through 
Control System Type Simulations

Matlab is a technical computing software that 
can be used for control system type simulations. 
In these simulations, realistic network conditions 
such as queueing delays and wireless channel 
collisions were not considered.

Initially, α and r were set equal to 1 while 
the value of β varied. Figures 6-8 illustrate the 
results obtained using Matlab. Figure 6 depicts the 
calculated number of bytes that can be sent per T 
from each active node when β = 2. Bear in mind 
that low α and β values result in high calculated 
transmission rates at equilibrium, x*, evaluated 
by Equation 4. As can be observed, the system 

Table 1. Description of scenarios in NS2 

Scenario No. of 
active 
nodes

Active nodes

1 3 5, 6, 10

2 5 5, 6, 10, 13, 14

3 7 5, 6, 10, 12, 13, 14, 21

4 10 5, 6, 10, 11, 12, 13, 14, 18, 21, 24

Figure 6. Calculated transmission rate (bytes sent per sec.) when α =1, β = 2, r =1
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was able to re-converge to a new stable point 
after a change in network state (node activation). 
However, some fluctuations in calculated send-
ing rates exhibited by flows initiated from nodes 
10, 16 and 20. This behavior is attributed to the 
fact that the buffers of nodes involved in the path 
between active nodes were highly loaded (since 
traffic flow rates were allowed to converge at high 
equilibrium values). Thus, with the activation of a 
new node, the increase of traffic injected into the 
network could not be smoothly accommodated 
by network’s resources. Also, some fluctuations 
occurred when the flow of node 14 was deacti-
vated. However, buffer overflows never occurred 
since the buffer overflow avoidance condition 
was satisfied. On the other hand, high traffic load 
injection into the network may lead to wireless 
channel capacity saturation, a phenomenon that 
was apparent in realistic network simulations.

When β increased to 4 (Figure 7) all flows 
became almost well-behaved while some very 
small fluctuations occurred after changes in the 

number of active nodes. Recall that the increase 
of β resulted in convergence of calculated rates 
at smaller equilibrium values x*. As a result, the 
buffers within the network were not highly 
loaded. Hence, the increase of the traffic injected 
into the network was conveniently accommo-
dated by network resources, while smooth con-
verging behavior of the calculated transmission 
rates was preserved. Even though there is no 
analytical upper bound for β value, as β increas-
es, the incoming traffic load can be conveniently 
accommodated but the quality of the received 
data at the sink may be reduced. It can be argued 
that the best setting for parameter β would be the 
lowest value that ensures stability and high cal-
culated transmission rates at equilibrium (and 
thus, high quality), without causing wireless chan-
nel capacity saturation. The upper bound for β is 
further explored in realistic network scenarios.

The role of parameter α is discussed on the 
basis of Figure 8. In this scenario, parameters α 
and β were set to 3 and 4 respectively. Based on 

Figure 7. Calculated transmission rate (bytes sent per sec.) when α =1, β = 4, r =1.
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both buffer overflow avoidance and stability 
conditions, parameter α is lower bounded by 1 
and upper bounded by β respectively (1 < α < β). 
As can be seen, instability oscillations were ob-
served at source nodes (Figure 8(b)) because the 
system was close to the stability limits. In addi-
tion, parameter α was found to be proportional to 
convergence time. Thus, fast convergence to the 
stable solution requires α to be close to 1 rather 
close to β (i.e. far from stability limits). This 
analytical finding is supported by Figure 8 which 
illustrates the slow response of the system towards 
convergence when α was close β. On the other 
hand, low α values result in high calculated trans-
mission rates at equilibrium that may not be ac-
commodated by the underlying wireless medium. 
This issue (that cannot be efficiently simulated in 
matlab) as well as the influence of α on system 
performance were further investigated in realistic 
network scenarios.

In all the previous scenarios, the parameter r 
was set to 1. Further matlab simulation studies 

were carried out in order to study the influence of 
r on stability. Recall that r was analytically found 
to be inversely proportional to convergence time, 
i.e. how fast or slow the system converges to the 
stable solution. Simulation results showed the 
value of r cannot grow unboundedly in order to 
achieve fast convergence. The value of r was tested 
across quite a large number of combinations of α 
and 𝛽 values. Results showed that the calculated 
flow transmission rates were able to converge for 
every combination of α and 𝛽 when r ≤ 2.

Parameter Setting Based on NS2-
based Realistic Network Scenarios

In this section, the impact of parameters α, β and 
r on a realistic network environment was investi-
gated. A number of scenarios (shown in Table 1) 
were considered. The values of each parameter 
were chosen to be 4≤ β ≤ 7, 1≤ α ≤ 4 (in order 
to satisfy the conditions of stability and buffer 

Figure 8. Calculated transmission rate (bytes sent per sec.) when α =3, 𝛽=4, r=1
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overflow avoidance), and 0.5 ≤ r ≤ 2. Initially, 
parameter r was set to 1.

Figure 9 illustrates the impact of α and β on 
packet delivery ratio (PDR) for the first scenario 
of operation involving 3 active nodes. It can be 
observed that the mean PDR for all active nodes 
was close to 1 (i.e. the sink received almost all 
packets sent from all active nodes) for the major-
ity of β and α values. More specifically, for high 
values of β as for example 6≤ β ≤7, high PDR 
was achieved for almost all values of α. Similarly, 
high PDR (close to 1) was achieved for lower β 
values 5≤ β ≤ 6 when 2 ≤ α ≤4, and for 4≤ β ≤5 
when 2 ≤ α ≤3. Realistic network simulation re-
sults validated control system type simulations. In 
particular, the decrease in PDR perceived for low 
values of α was mainly attributed to the increase 

in calculated transmission rates at equilibrium. 
Thus, the increase of traffic load injection into 
the network provoked wireless channel conten-
tion leading to packet loss. In addition, a sharp 
decrease in PDR was observed when the stability 
condition was threatened, as for example for 3.5 
≤ α ≤ 4 and β = 4.

Figure 10 shows the calculated transmission 
rates for the 3 active nodes for 3 combinations of 
parameter values. Table 2 refers to the validation 
of stability and buffer overflow avoidance condi-
tions for scenarios of Figure 10.

As can be seen in Table 2, when α =1 and β 
=0.8, neither stability nor buffer overflow avoid-
ance conditions were satisfied. The violation of 
the first condition led to cycle instability in cal-
culated transmission rates as shown in Figure 

Table 2. Validation of stability and buffer overflow avoidance conditions for scenarios of Figure 10

α β β > α α [n-1] + β ≥ n x* (Kbytes/sec) when all active

1.0 0.8 X 2.8≥3 X –

0.25 0.5 ✓ 1>3 X 35

3.0 5.0 ✓ 11>3 ✓ 3.18

Figure 9. Packet Delivery Ratio for the first scenario of Table 1 involving 3 nodes (r=1)
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10(a). In addition, due to the violation of the 
second condition, the summation of calculated 
transmission rates of all active nodes was greater 
than the buffer capacity of each node (35 Kbytes), 
thus leading to buffer overflows.

As illustrated in Figure 10 (b), when α =0.25 
and β =0.5, the stability condition was satisfied 
whereas the buffer overflow avoidance condition 
was violated. Figure 10 (b) shows the calculated 
transmission rates after convergence, x*, for 
each active node. As can be seen, the calculated 
transmission rate of each node is higher than or 
equal to 35 Kbytes/sec. However, nodes were not 
transmitting at such high rates but at the highest 
predefined transmission rate of 8 Kbytes/sec 
throughout the scenario duration. Even though 
the buffer capacities within the network could 

accommodate the generated traffic load, collisions 
at the wireless channel led to packet loss. As a 
result, the stream throughput for each active node 
measured at the sink was fluctuating as shown in 
Figure 11(a).

On the other hand, as shown in Figure 10 (c), 
when β =5 and α =3 none of the conditions were 
violated, while the calculated transmission rates 
were kept at lower values. Thus, each node was 
transmitting at the highest allowed predetermined 
transmission rate (see Figure 11 (b)) without 
causing packet loss.

It is worth pointing out that due to the low traf-
fic load injected into the network in the presence 
of 3 active nodes, the mean end-to-end (EED) 
delay was kept below 4μsec.

Figure 10. Calculated transmission rates for 3 active nodes scenario
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Figure 12 presents the PDR for the 4th scenario 
involving 10 active nodes. The highest PDR for 
10 active nodes (≈0.9) was obtained for 6≤ β ≤ 7, 
and 1.8 ≤ α ≤2.1. Figure 13 depicts the influence 
of parameters β and α on EED when 10 active 
nodes were involved. Low delay values (≈10 μsec) 
were achieved when α was set between 1.8 and 
2.1, while β was ranging between 6 and 7.

Analytical evaluations suggested that high 
values of r can contribute to fast convergence to 
the stable equilibrium solution. However, theo-
retical model analysis of complex scenarios in 
Matlab showed that network stability was achieved 
for r≤2. Increasingly, realistic network experi-
ments in NS2 showed that for r<1 (r=1 in Figure 
14),the calculated transmission rates of active 

nodes were not able to converge. On the other 
hand, convergence of calculated transmission 
rates was achieved for r=1. Extensive simulation 
results showed that the value of r must be kept 
less than or equal to 2 in order to preserve system 
stability for all combinations of α and β values, 
regardless of the number of active nodes.

Table 3 presents the combinations of α and β 
values that achieved the highest mean PDR for 
different number of active nodes. The parameter 
r was set to 1 in order to preserve smooth flow 
rate regulation. The last column of Table 3 shows 
results obtained using 2 Mbps transmission rate 
at the MAC layer. It is worth pointing out that the 
results presented in this table consider only the 
scenarios where both the stability condition and 

Figure 11. Stream throughput for 3 active nodes scenario measured at the sink
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the buffer overflow avoidance condition were 
satisfied.

Table 3 shows that in all scenarios, α values 
were significantly lower than β values. The values 
of α, that achieved the highest mean PDR in each 
scenario, ranged from 1.6 to 2.1, while the values 

of β ranged from 3.3 to 7.0. Results verified that 
as the number of active nodes scaled up, stable 
response of traffic flows and high mean PDR were 
achieved with the increase of both parameters 
(i.e. with the decrease of traffic flow transmission 
rates).

Figure 12. Packet Delivery Ratio for the fourth scenario of Table 1 involving 10 active nodes (r=1)

Figure 13. End-to-End Delay for the fourth scenario of Table 1 involving 10 active nodes (r=1)
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In addition, the mean PDR decreased slightly 
with the increase in the number of active nodes. The 
decrease of PDR was attributed to the inadequacy 
of network resources (e.g. wireless channel capac-
ity) to accommodate the traffic load injected from 
a large number of active nodes. When the MAC 
transmission rate increased to 2 Mbps, higher 
PDR values were observed (last column of Table 
3) as a result of the enhanced channel capacity.

It is beyond any doubt that the values of pa-
rameters α, β and r should be chosen to ensure 
stability of traffic lows as well as buffer overflow 
avoidance. The parameter r can be set equal to 1 
in order to preserve convergence to equilibria as 
well as smooth flow rate regulation. Based on the 
evaluation results, the values of parameters α and 
β depend on the number of active nodes within 
the network. Therefore, both parameters should 

Figure 14. Calculated transmission rates for 5 active nodes scenario when r=0.5 and r=1

Table 3. Performance evaluations for realistic network conditions using NS2 

α β No. of active nodes Mean Packet Delivery Ratio

1 Mbps 2 Mbps

1.6 3.3 3 0.981 0.999

1.6 4.3 5 0.993 0.999

1.9 6.5 7 0.961 0.986

2.1 7.0 10 0.892 0.951
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be adapted by each sending node according to the 
number of active nodes as follows:
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The sink node is aware of the total number of 
active nodes within the network. The sink node 
can piggyback this number on control packets that 
are periodically broadcasted within the network. 
Each node can further spread this information out 
over the network by means of control packets.

Scalability and Fairness

Taking into consideration all the results presented 
thus far, the system proved to be adaptable against 
changing traffic load and achieved scalability by 
sharing buffer capacity of nodes to their active 
upstream nodes. For example in Figure 7, in the 
presence of one sender (node 5) the stable equi-
librium point of the system given by Equation 4 
was 8750 bytes/T (clusterhead node 1 transmitted 
at the same rate). When node 6 became active, 
each sender obtained 7000 bytes/T, while the 
downstream node 1 (clusterhead) was able to 
accommodate both senders by increasing its rate 
using Equation 7 When the number of senders 
scaled up, all senders could be supported by the 
system by diminishing the sending rate per node, 
thus offering graceful degradation. Fairness was 
also achieved having the available buffer capacity 
of each node equally shared among all activated 
flows.

Comparative Evaluations

The proposed LVCC approach was compared with 
the traditional AIMD rate adaptation mechanism 
which is currently involved in recent conges-

tion control protocols for WSNs (Wan, 2003), 
(Rangwala, 2006), (Woo, 2001) and (Popa, 2006). 
The values of α, β and r were set to 2.4, 7 and 1 
respectively, while scenarios 1 and 3 were consid-
ered, involving 3 and 5 active nodes respectively.

As shown in Figure 15(a) and (b), the proposed 
LVCC approach achieved smooth throughput for 
each active node while maintaining friendliness 
among competing flows. This controlled behavior 
is attributed to the powerful LV-based calculated 
transmission rate evaluation which effectively 
and efficiently perceives the available network 
bandwidth, and fairly shares it among active nodes.

On the other hand, as can be seen in Figure 
15(c) and (d), the AIMD approach displayed a 
saw-tooth behavior which represents the probe 
for available bandwidth. The oscillations shown 
in Figure 15(c) and (d) were attributed to multi-
plicative rate decrease after packet loss events. 
Therefore, the AIMD rate control policy seems 
to be ineffective in wireless environments due to 
the frequent occurrence of packet loss events. In 
addition, AIMD seems inefficient for streaming 
applications since the saw-tooth rate behavior 
may violate the QoS requirements of a stream and 
can lead to significant variation in streaming 
media quality. Furthermore, the end-to-end nature 
of the AIMD mechanism makes it incapable of 
operating in error-prone wireless multihop net-
works and results in reduced responsiveness, 
increased latency and high error rates, especially 
during long periods of congestion. Contrarily, the 
LVCC approach operates in a hop-by-hop manner 
providing fast responsiveness to changing network 
conditions.

FUTURE RESEARCH DIRECTIONS

Recent technological advancements in low-cost 
small-scale imaging sensors, CMOS cameras 
and microphones have fuelled the emergence of 
novel multimedia applications over WSNs. The 
so-called Wireless Multimedia Sensor Networks 
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(WMSNs) have drawn the immediate attention 
of the research community (Akyildiz, 2007) and 
are expected to boost the capabilities of current 
wireless sensor networks. WMSNs applications 
e.g. multimedia surveillance networks, target 
tracking, environmental monitoring, and traffic 
management systems, require efficient gathering 
and transmission of multimedia data in the form 
of multimedia such as audio, image, and video. 
Under these circumstances, WMSNs introduce 
several research challenges for energy-efficient 

multimedia processing and communication, pri-
marily related to the delivery of high quality of 
service (QoS).

In the near future, we can expect to see vari-
ous applications based on multimedia wireless 
networks, where many types of sensors such as 
cameras, audio sensors, vibration sensors, and 
light sensors will be integrated in the same sensor 
node. In addition, it is expected that the number 
of such highly capable sensor nodes in multime-
dia applications will scale to tenths, hundreds or 

Figure 15. Throughput comparative evaluations between LVCC and AIMD for 3 and 5 active nodes
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even thousands (Soro, 2009). Therefore, future 
protocols designed for WMSNs should be di-
rected toward finding ways to preserve desirable 
characteristics such as network self-adaptation, 
scalability and fairness among competing traffic 
flows, while at the same time coping with the 
resource-constrained nature of the underlying 
network as well as the time and bandwidth re-
quirements posed by applications.

This chapter proposes a novel bio-inspired 
congestion control approach (LVCC) targeting 
streaming applications in wireless sensor net-
works. The proposed approach was designed 
to exhibit the aforementioned characteristics. 
However, due to the application-dependent nature 
of WSNs, wireless sensor networks deployed 
for different applications may require different 
congestion control approaches. In addition to 
the challenges for reliable data transport in WSN 
(e.g. packet loss, delay), there exist additional 
challenges due to the unique requirements of the 
multimedia traffic, such as bounded delay and 
delay variation as well as minimum bandwidth 
demand. Therefore, a possible area of future work 
is to assign different priority classes to different 
kind of flows or different applications, which can 
be treated in a differentiated way by the conges-
tion control algorithm.

CONCLUSION

This study investigates how a certain biologi-
cally inspired model can be employed to prevent 
congestion in small-scale multimedia WSNs. 
Inspiration from biological processes was drawn 
where global properties e.g., self-adaptation, 
stability, scalability and fairness are achieved 
collectively without explicitly programming them 
into individual nodes, using simple computations 
at the node level.

Motivated by the famous LV competition 
model, a rate-based, hop-by-hop CC mechanism 
(LVCC) was proposed, which aims at controlling 

the traffic flow rate at each sending node. Analyti-
cal evaluations and simulations were performed to 
understand how the variations of the model’s pa-
rameters influence stability, sensitivity to param-
eters, scalability and fairness. Control system type 
simulations in Matlab validated the correctness of 
analytical results of Antoniou (2007) for plausible 
scenarios that could not be formally tested and 
showed that the proposed model achieves stability 
and smooth network operation under the analyti-
cally proposed conditions. Realistic scenarios of 
network operation and conditions were also taken 
into consideration for effective parameter setting. 
Realistic scenarios evaluation suggested certain 
values for parameters α,β and r that are able to 
achieve high packet delivery ratio, low end-to-end 
delay, scalability and fairness among competing 
flows. Furthermore, the proposed approach was 
found to outperform AIMD-like rate-based con-
gestion control approaches for WSNs in terms 
of stability and flow rate smoothness. For future 
work, it is planned to investigate if and under what 
conditions parameter values can be analytically 
optimized using conventional or nature-inspired 
optimization techniques. In addition, the LVCC 
approach can be modified to cope with a set of 
different priority classes (e.g. by means of unequal 
traffic rates) corresponding to different kind of 
traffic flows.
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INTRODUCTION

Communication protocols are always of high con-
cern in telecommunication networks, especially 
in ad hoc networks. While too chatty protocols 
waste resources such as bandwidth and processing 

power, unnecessarily tight-lipped communication 
strategies hinder the flow of information and as 
a consequence, impede the effective operation 
of the system. Recent studies indicate that while 
there is no clear answer for the protocol selec-
tion riddle in general, it makes sense to evaluate 
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Autonomously Evolving 
Communication Protocols
The Case of Multi-Hop Broadcast

ABSTRACT

While traditional telecommunication still relies on rigid, highly regulated, and highly controlled com-
munication protocols, with the emergence of new forms of networks (mobile ad hoc and delay-tolerant 
networks, lacking central infrastructure and strict regulations) bio-inspired communication protocols 
have also found their way to success. In this chapter we introduce a nontraditional way of creating and 
shaping communication protocols, through an autonomous machine intelligence model, built upon on-line 
evolutionary methods such as natural selection and genetic programming. Creating a genetic program-
ming language and a selection mechanism for multi-hop broadcast protocols in ad hoc networks, we 
show that this kind of approach can outperform traditional ones under given circumstances, offering a 
powerful alternative in the future.
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the goodness of communication protocols for a 
certain problem case (Williams and Camp 2002; 
Dai and Wu 2004; Cheng, Huang, Li, Wu, and 
Du 2003; Al Hanbali, Ibrahim, Simon, Varga, 
and Carreras 2009).

The idea of protocol selection or protocol 
switching has been present for many years in other 
areas (e.g. cryptography). Our proposal follows 
this line, but goes one step further: we do not only 
select but create and shape the protocols.

Imagine a system where communication pro-
tocols are not rigid, pre-deployed parts, instead, 
the protocol logic itself emerges dynamically 
and improves flexibly according to the current 
needs of the communicating parties. What could 
this idea of evolving protocols mean? As a main 
advantage, the evolution mechanism removes the 
burden of designing communication protocols 
manually. The application of machine intelligence 
for this task not only reduces costs, but with a 
suitable model, also guarantees the emergence 
of successful protocols in the end.

Evolutionary programming comes naturally 
as an implementation tool for the protocol evolu-
tion. However, finding the right representation is 
non-trivial; it is not just operational parameters 
what we want to optimize, we aim at optimizing 
the protocol logic itself.

The objective of the chapter is to elaborate 
on the idea of autonomously evolving protocols 
through a concrete example showing how such a 
model could work. The demonstrative example, 
the challenge of multi-hop broadcast in ad-hoc 
networks, is a real problem today. We created a 
concrete evolutionary model with a pilot imple-
mentation for this problem case, and excessive 
simulation was used, alongside with data mining 
on the results, in order to explore various aspects.

In our previous work (Simon, Bérces, Varga 
and Bacsárdi. 2009) we used natural selection to 
achieve self-adaptation of multi-hop broadcast 
protocols in ad hoc networks, through automati-
cally selecting the optimal one from a predefined 
set of protocols. Now we introduce an on-line 

Genetic Programming framework that extends our 
previous ideas: protocol candidates are generated 
via evolution.

The structure of the chapter is the following. 
First, we give a short summary on the background 
of broadcasting in mobile ad-hoc networks – our 
guinea pig – and the applied toolset such as ma-
chine learning, genetic programming and natural 
selection algorithms. Then, in the main trust of 
chapters, we discuss the questions and solutions 
of the evolutionary approach for the multi-hop-
broadcast problem. We describe the details of the 
model, the abstractions, and the genetic program-
ming language itself. Then, various aspects of 
the model are examined via simulation; a large 
amount of collected simulation data was analyzed 
using data mining techniques. Finally, we discuss 
interesting future directions.

BACKGROUND

It is a common task in ad hoc networks to distribute 
messages globally to all, or almost all, participants 
of the network. This is basically an extension of 
local broadcast, usually referred to as multi-hop 
broadcast. By nature, this kind of service consumes 
a significant amount of resources (channel usage, 
collisions), therefore it is an important objective to 
optimize the protocol used for multi-hop broadcast.

Various literature sources investigate the pos-
sible protocols and their performance characteris-
tics (Williams and Camp 2002; Dai and Wu 2004; 
Cheng, Huang, Li, Wu, and Du 2003; Al Hanbali, 
Ibrahim, Simon, Varga, and Carreras 2009), but 
measurements show that there is no definite win-
ner – the behavior of protocols depend heavily 
on the parameters of the environment. These 
parameters include mobility patterns, node speed, 
node density, transmission technology and traffic 
models. Selecting the suitable protocol, therefore, 
requires deep and exact knowledge about the 
actual environment – which is generally hard to 
acquire, given the complex factors involved, such 
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as human mobility patterns. Worse, the environ-
ment will change over time, by appearing of new 
nodes, changing technology, or changes in usage 
practice, therefore any static off-line design re-
sults in a compromise. The issues above raise the 
question whether an automated, on-line, adaptive 
approach could solve the matter of obtaining the 
best protocols for a given situation.

The application of machine learning for proto-
col optimization – fine tuning of parameters – is a 
known practice, however, the use of machine cre-
ated models for the protocol logic is less common. 
Even if they are applied, it usually happens during 
the manual design phase, not as part of the opera-
tion of the actual system. In (Colagrosso 2007) 
the authors used machine learning algorithms to 
approximate the behavior of sophisticated broad-
cast algorithms and found that simple heuristics 
were able to reproduce their decisions with 87% 
accuracy. This result indicates that in practice 
small, but powerful heuristics could provide good 
approximations instead of sophisticated calcula-
tions. Such heuristics are usually hard to find by 
design, but a genetic programming based system 
could find them by evolution.

Genetic algorithms are biologically inspired 
random search algorithms directed towards a 
global optimum, based on generations of solu-
tion candidates (individuals). In each round, the 
algorithm evaluates individuals with a fitness 
function; then, the next generation gets produced 
by applying genetic operators (crossover and 
mutation) on the selected individuals of the cur-
rent generation. Genetic programming (GP) is a 
form of genetic algorithm, where individuals are 
programs composed of instructions in a particular 
programming language. When using GP we gener-
ally distinguish on-line and off-line approaches. 
‘Off-line’ means that solutions are generated 
during a design phase, and the result is then used 
unmodified in the operational phase of the system; 
while in the ‘on-line’ case the evolution itself is 
part of the system and new solution instances 
are generated continuously, during the system’s 

normal operation. According to our knowledge, 
on-line genetic programming has not been applied 
in the area of multi-hop broadcast communication 
protocols before.

The variety of challenges present in multi-hop 
broadcast protocols in mobile ad hoc networks 
– such as the unpredictability of the position or 
speed of the mobile node, changing topology and 
the diversity of devices – makes it an ideal target 
for genetic programming. Protocols need to cope 
with numerous and more or less distinct aspects; 
hence, these aspects can be freely blended by the 
genetic algorithm so that the blend is still likely to 
make sense. Human-designed protocols typically 
have distinct ”sweet spots”: working best under 
different conditions. By increasing the diversity 
of the protocols and enabling them to adapt freely 
to the current environmental conditions through 
evolution, it is possible to always maintain a pro-
tocol or a family of protocols that works well in 
the current environment. This approach can also be 
considered as an automated protocol design tool.

While it provides many benefits, the choice of 
using GP also has certain design consequences. 
Fine-tuning the system becomes problematic, as 
evolution tends to produce individuals that circum-
vent human imposed rules and design patterns. 
GP also generates a large amount of individuals, 
meaning that obtaining insight becomes harder 
(it is impossible to inspect all the generated indi-
viduals manually). However by using data mining 
techniques, getting an insight into the mapping 
relations becomes easier, as demonstrated later 
in this chapter.

The success of any genetic algorithm relies 
on a carefully designed fitness function. In ad 
hoc systems the unavailability of global, system-
wide data demands a careful approach to fitness 
calculation, collecting any kind of performance 
metric may easily result in a prohibitive amount 
of channel usage.

Our past work revolves around the idea of on-
line protocol adaption to get humans out of the 
loop and avoid costly system maintenance. We 
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concentrated on a self-tuning system that is able to 
identify the best protocols based on the observed 
real-life performance indicators. An advantage of 
this system was that we could sidestep the need 
for protocol updates, which is a real issue in ad 
hoc networks considering the potentially large 
number of participants in such a system. In (Simon, 
Bérces, Varga, Bacsárdi. 2009) we investigated 
the use of on-line natural selection among a set 
of predefined, manually designed protocols to 
achieve the desired adaptivity. Designing such 
a system poses several challenges, for example 
heterogeneous protocols must be able to work with 
each other in the same network, and the collection 
of performance indicators for fitness evaluation 
can become problematic, too.

Our key contribution was the design of a meta-
protocol, shared by all protocol instances, and a 
feed-forward selection mechanism called Inverted 
Selection that avoids the need for global measure-
ments. Parts of these mechanisms are also used 
within the genetic programming model; details 
are described in the section Natural Selection 
with Inverted Decision.

Using the above principles we attained a scal-
able and adaptive distributed system with a pre-
injected set of algorithms that compete for being 
selected. However, we also discovered an inherent 
limitation of this approach: while the need for 
manually picking one algorithm for the system was 
sidestepped, the problem of manually selecting the 
set of possible algorithms still remained. A more 
severe issue was that the diversity was limited by 
the size of the initial protocol set; therefore the 
dynamics of natural selection had only a limited 
effect. To work effectively, much higher diversity 
would be needed for the natural selection. With 
such a low diversity, a simple natural selection 
scheme could also result in a phenomenon known 
from Evolutionary Game Theory, namely, that the 
orbit of the system in the state space of protocol 
mixtures has no fix point but a limit cycle instead. 
This situation arises from the fact that many pro-
tocols have a “rock-paper-scissors” relation to 

each other, periodically overturning each other 
in the network.

The idea described in this chapter is a natural 
continuation of the self-tuning natural selection 
system: now we introduce genetic operators – 
crossover and mutation – over the initial set of 
protocols to achieve higher diversity among them, 
and to enable the emergence of inherently novel 
protocol instances in each new round. This way, 
we shift from pure natural selection to a broader 
concept, evolution, that is, survival of the fittest 
while constantly introducing diversity.

ON-LINE EVOLUTION TO OPTIMIZE 
MULTI-HOP BROADCAST

The Multi-hop Broadcast Problem

Designing a functional multi-hop broadcast pro-
tocol is not a trivial task. Apart from the issue of 
minimizing channel usage several other problems 
arise that do not exist in ordinary ad hoc routing 
protocols. One such phenomenon is the so called 
Broadcast Storm (Ni, Tseng, Chen, and Sheu 
1999) that happens when multiple nodes start 
forwarding a message simultaneously after they 
received it from a common previous node. This 
effect originates from the fact that exponential 
backoff algorithms were designed for systems 
where the traffic patterns of neighboring nodes 
are uncorrelated with each other. In the case of 
broadcast, several nodes may decide to transmit 
at the same time, and collide even after several 
backoff events. To avoid this, all of the broadcast 
protocols have means to de-correlate traffic of 
neighbors – usually waiting for a random time 
before forwarding the message.

Multi-hop broadcast algorithms exploit the 
local broadcast channel to reduce channel us-
age and collisions in the system. This way, as 
one transmission may be overheard by multiple 
devices, it is possible to drastically reduce the 
amount of transmissions. The essence of this 
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optimization is the approximation of a Minimal 
Connected Dominating Set (MCDS) (Guha and 
Khuller 1996; Dai and Wu 2004). A set M ⊂ V for 
a graph G(V,E) is a Connected Dominating Set if:

• M is a connected subgraph of G(V,E)
• For every vertex v ∈ V either v ∈ M or 

there exists an edge e ={v,w}∈ E so that 
w ∈ M.

A Connected Dominating Set M is an MCDS if 
|M| is minimal. An additional constraint in multi-
hop broadcast is that if B is the set of vertices 
containing the nodes that initially possess the 
payload to be broadcasted, then B ∩ M = 0 must 
hold. If the vertices V of the graph G(V,E) stand 
for nodes in the network and an edge e={v,w} 
represents that v and w are in radio range, then an 
MCDS gives the smallest set of nodes needed to 
accomplish a successful global broadcast. Figure 1 
illustrates the significance of the MCDS concept.

In practice, deciding if a set of vertices is an 
MCDS is likely to be NP complete, but even if it 

was not, detecting MCDSs were not of much help 
in practice, as the network topology changes 
faster than we can discover the changes. Instead 
of dealing with real MCDSs, broadcast protocols 
typically use some kind of approximations based 
on simple heuristics and local knowledge. These 
heuristics range in sophistication from simple 
counter based solutions to probabilistic methods 
and complex graph theoretic approximations (Wu 
and Li 1999, Cheng, Huang, Li, Wu, and Du 2003). 
These heuristics need to be dependent on the 
environment; therefore it makes sense to use an 
abstraction of the local simulation within the 
heuristics. The implementation of our choice of 
heuristics is introduced in the following section.

Natural Selection with 
Inverted Decision

When an autonomous system is equipped with 
several protocol candidates, in order to select 
the most suitable protocol, we need to measure 
the performance of each candidate and push the 

Figure 1. An example network with one of the MCDS {c, e, d}. Other possible MCDS are {b, d, e}, {c, 
e, f}, etc). If the originating node is not in any of the MCDS it is still possible reach all nodes with only 
one additional transmission, as every node is at most one hop from any MCDS. In this example at most 
4 transmissions are needed to reach all 7 nodes.
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system towards the use of the most efficient one. 
Designing a performance evaluation criterion 
in a multi-hop broadcast based ad hoc network 
is challenging: we need to address conflicting 
requirements (maximal coverage vs. minimal du-
plication) as well as the problem of measurability.

The factors we considered here are the fol-
lowing

• Only the sender node is able to reliably 
measure the real cost of a successful mes-
sage transmission. Lost messages (by defi-
nition) could not be seen by other nodes.

• Only the receiver nodes are able to reli-
ably measure the number of duplicated 
messages.

• Each receiver node can measure the num-
ber of local duplications (i.e. the duplica-
tions they personally receive), but they can 
not measure the number of total duplica-
tions in the system.

• In order to collect the measurement results, 
message forwarding is needed over the 
same channel the broadcast payloads use.

• Measurement messages may get lost, as 
well as the acknowledgments for the mea-
surements messages.

Acknowledgement messages use the same 
channel as broadcast payloads.

The above factors imply (Simon, Bérces, Varga, 
Bacsárdi. 2009) that implementing a centralized 
(even locally centralized) protocol selector crite-
rion is impractical, because the reliable collection 
of performance data is both technically challenging 
and wasteful in terms of channel usage. Instead, 
we proposed a feed-forward selection method 
using stigmergy and natural selection. The idea 
of natural selection in ad hoc network protocol 
selection is not new, in (Alouf, Carreras, Miorandi 
and Neglia 2007) authors applied a form of natural 
selection for parameter optimization, using explicit 
feedback from neighboring nodes. In their system, 

the local collection of performance indicators was 
suitable because the protocol was of a specialized 
class. Our approach is different; it does not require 
feedback mechanisms and works with arbitrary 
broadcast protocols.

The solution is based on the idea of decision 
inversion. The naive way of natural selection could 
be that a sender collects its performance metrics 
from the surrounding receivers and chooses its 
next protocol according to this measurement. As 
we explained earlier, this can not be efficiently 
implemented in general. Instead of trying to select 
locally at the sender, we planted the ability of deci-
sion making into the receivers, because they are in 
an optimal position to observe the performance of 
a protocol. To make this possible, receivers must 
know the protocol that generated a given payload 
message. This is achieved by senders attaching a 
protocol code to every payload. Such compound 
packets act as a virtual seeds where the nutritional 
part of the seed is the payload and the genetic 
material is the code of the sender protocol.

Nodes (as receivers) collect seeds from sur-
rounding nodes and assign scores to the protocol 
instances they carry. Every payload that is useful 
to the receiver node means a score for the sender 
protocol. Every unnecessary message (duplicate) 
means a negative score to the sender protocol. 
This algorithm is summarized in Figure 2.

The main advantage of the inverted selection 
is that performance results don’t need to get back 
to the sender: instead, the receiver will utilize 
them during the creation of its own next protocol 
generation (so, in the next round, the sender may 
meet the offsprings of its own good protocol). 
This way, the measurement overhead is minimal 
– result container messages are not needed–, and, 
we don’t need to keep the operation of the nodes 
in synchron, either.

In order to keep the number of messages sent 
out by a protocol under control, we assigned a 
cost to each transmission. As the selection of new 
algorithms happens at the receiver it is impossible 
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to implement explicit cost calculation without 
expensive control overhead. To avoid this, we 
adopted a stigmergic solution: by assigning a lim-
ited transmission budget to each protocol instance, 
protocols are forced to make good use of channel 
resources. Any lost or duplicate message is a lost 
opportunity for reproduction, therefore transmis-
sion has an implicit cost function, even if it is not 
expressed directly. Similarly, we added a timer, 
that upon firing, removes the current protocol, and 
replaces it with a new generation forcing protocols 
to use the available time efficiently.

A GENETIC PROGRAMMING 
LANGUAGE FOR MULTI-HOP 
BROADCAST PROTOCOLS

In the previous section we introduced the idea of 
Inverted Selection that implements a feed-forward, 
natural selection based approach to the problem 
of distributed protocol evaluation and selection. 
While this method shows how protocols are 
selected, it does not answer the question which 

protocols are to be selected from. This leads us 
to the second half of the puzzle: introducing new 
protocols, and thus diversity to the network. Our 
answer is to use Genetic Programming on exist-
ing protocol instances to achieve new, and over 
time, better performing algorithms. In order to 
make Genetic Programming and evolution pos-
sible, the representation of protocols needs careful 
consideration. As the protocols in the system are 
no longer engineered by humans, a lightweight, 
flexible and robust formal description is needed 
which suits genetic operators.

Using a general purpose programming 
language as protocol representation would be 
problematic because applying genetic operators 
could result in frequent syntactic errors and un-
interpretable code. To avoid these issues several 
GP specific languages were designed.. A promis-
ing family of GP languages is based on artificial 
chemistries (Dittrich, Ziegler and Banzhaf 2001), 
as they provide great resilience against harmful 
random modifications. A good example of such 
a language is Fraglets (Tschudin 2003), which 
was used to conduct experiments in protocol 

Figure 2. Inverted Selection based protocol selection to implement Natural Selection. Algorithm B is 
running on the current node while a message from a node running algorithm A arrives.
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evolution in (Yamamoto, Schreckling and Meyer 
2007). While these languages may have great 
possibilities, in our approach we followed a more 
conservative – but not less promising – approach, 
and selected the well-known Push3 language 
(Spector and Robinson 2002) as a starting point for 
the design of our own language, called GPDISS. 
The rationale is that evolved protocols are already 
notoriously difficult to analyze for humans and 
artificial chemistries tend to produce even more 
complicated programs.

By design, the focus of our language is to 
describe multi-hop broadcast protocols, and to en-
able the efficient use of genetic operators through 
a flexible, mutation friendly syntax. Most of these 
features are inherited from the parent language 
Push3 but several new aspects were introduced 
that are specific to our problem domain. GP-
DISS extends the original PUSH language with 
a custom instruction set. The data structures and 
the instruction set consist of primitive building 
blocks inspired by the common ideas in several 
well-known multi hop broadcast protocols. The 
abstraction level of the instruction set was chosen 
carefully to find a balance between granularity and 
expressiveness. Table 1 shows some of the instruc-
tions in the language (like in Push3, instructions 
are associated with typed stacks).

An interesting example of the custom instruc-
tions and types is the introduction of relation types. 
We created relation types and the accompanying 
instructions to enable the efficient calculations 
on graph structures, tabular data, or trees, as they 
are common in broadcast protocols. On the rela-
tion stack ordered, typed pairs of objects could 
be stored. Relations can be imagined as two col-
umn tables, the first column being the key, and 
the second column being the value. The key and 
the value columns are typed, which means they 
receive their elements from the appropriate typed 
stack. Relations give a new dimension to stored 
data by describing relationships between the 
objects on the stacks. Relations are immutable: 
every operation creates a new instance on the 
relation stack. With the help of the operations 
defined on relations we can do sophisticated data 
manipulations, such as filtering by key or value, 
intersecting, joining, subtracting or creating the 
union of two relations. The code snippet below 
(Figure 3) creates a new relation containing our 
2-hop neighbors. Suppose we have a neighbor 
map on top of our relation stack. A neighbor map 
is a node-node relation.

Instead of using monolithic programs, our 
language defines several hooks – event handlers 
– that protocols can use to implement different 
behavioral directions. Therefore, the code of a 

Table 1. Most important instructions in GPDISS 

Stack Instruction Description

* dup, drop, swap, rotate, hold, release, ... Common instructions available on all stacks. They are ideal for common 
stack handling tasks.

number add, div, mult, random, ... Simple floating point arithmetic and random number generation

bool and, or, not, ... Boolean logic for control flow.

list additem, nth, remove_first, delete_dupli-
cates, ...

Typed list handling. Common operations are available.

relation addpair, union, join, remove_first, invert, 
intersect, ...

Typed relations are like two column tables. They can be filtered, joined, 
intersected, etc.

messages* send, sender, ... Common instructions for handling all types of messages.

timer id, start_timer, ... Timers can be used to schedule different tasks at different points in time.

- if, else, endif, do, while, return, ... Control flow constructs.
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protocol is a list of assembly-like instructions 
grouped into event handlers. Each message type 
has its own event handler which gets activated 
when a message of that type arrives.

Below the layer of event handlers there is a 
shared meta-protocol: a behavioral segment, uni-
formly present in all possible protocol instances, 
that is performed before the event reaches the 
handler. Please note that the handlers themselves 
are not bound to use the effect of a meta-protocol, 
e.g. they can freely ignore any of the received 
messages. The possible most basic meta-protocol 
simply defines the structure of a payload packet 
and the actions that must be taken when such a 
packet arrives (take the message from the chan-
nel). In a very simple system, the payloads may 
simply be received by the Virtual Machine (VM) 
itself, and passed to the upper layer. In our GPDISS 
language we extended the previous meta-protocol 
with the format of several control messages that 
are processed by the VM before being passed to 
the protocol instance. Again, this reflects our con-
servative approach to GP, restricting the protocols 
to use primitives we already know and consider to 
be useful. It is currently impossible for protocols to 
“grow” their own control messages. It is important 
to note, however, that the meta-protocols do not 
restrict the order of messages nor do they enforce 
messages to get processed, therefore, there is still 
a large degree of freedom for protocols to explore.

Event handlers are also the basic units of 
genetic operators: the crossover operator mixes 
the instructions of two event handlers, while the 
mutation operator modifies the instructions of a 
single handler. Implementing a protocol via event 
handlers is a natural choice because it enables 
the genetic operators to modify certain parts of 
a protocol’s behavior by mixing code snippets 
of similar task or extending protocols by adding 
new event handlers (or removing ones). This is a 
somewhat conservative design, as it narrows the 
search space of genetic programming, but these 
restrictions may be lifted in the future.

The available event handlers are summarized 
in Table 2.

Although syntax is maintained, the semantic 
correctness of a program can not be guaranteed 
after the application of genetic operators. If an 
instruction is impossible to execute (such as pop 
on an empty stack), it defaults to a no-op instruc-
tion – which does nothing – and the execution of 
the code continues undisturbed. This results in a 
quasi-linear (Brameier and Banzhaf 2007) ge-
netic programming language.

To demonstrate our language we show the 
implementation of a basic flood algorithm, the 
Adaptive Periodic Flood (APF). APF is a con-
trolled flooding protocol, which achieves better 
performance than blind flood without the use of 
control messages. An APF node periodically trans-
mits all the messages it possesses to all neighbors 

Figure 3. Code snippet: Looking up our two-hop neighbors from the known neighbor relations
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it encounters. However, when it detects that there 
is another node sending similar messages, it in-
creases the period of broadcasting, to reduce the 
total channel usage. In our example (see Figure 
4), the event handler uses two lists storing data 
messages. The list on the top of the global stack 
is called “to_send” and contains the messages we 
are about to send when the timer we started earlier 
fires. The next list is the “seen” list and contains 
the data messages we have seen so far. This list is 
used to detect duplicate incoming messages and 
reduce the rate of periodic transmissions.

EVALUATION

We used simulation to shed light to various interest-
ing aspects of the model. This subsection describes 
the examinations and the most important results.

Test Setting

We used our custom discrete-event simulator, writ-
ten in the Scala programming language (Cremet 
2006), to collect data about the behavior of pro-
tocols over time. We modeled the behavior of 100 
nodes in a 50m x 50m area using the Random 
Direction Mobility Model to generate the move-
ment pattern of nodes. During 7000s of simulated 
time new payload messages were injected in 
every 20 seconds with the average length of 250 
bytes. These messages were then broadcasted by 
one of the initial protocols, Blind Flood, APF or 

MMSBA (Hanbali, Ibrahim, Simon, Varga and 
Carreras 2009), or one of their offsprings, obtained 
by Genetic Programming. Table 3 sums up the 
parameters used for the simulation.

Execution

Each VM (node) executes its own, independent 
protocol evolution; as each has its own generation 
of protocols. Individuals of the current generation 
are scheduled using the round robin algorithm, 
so, each protocol instance is given a transfer and 
runtime quota. If the transfer quota is exhausted, 
the protocol can no longer send messages but re-
mains an executed one. If the remaining runtime 
quota of a protocol is zero, the virtual machine 
switches to the next protocol from the current 
generation. If there is no more protocol left in the 
current generation, a new generation gets created.

Selection

For the new generation, we use the previous local 
generation and those non-local protocols that sent 
a message to us in the last round. (Man, Tang, 
Kwong 1996) We use SUS (Stochastic Universal 
Sampling) to obtain a new generation of proto-
col candidates after the death of all protocols, 
with a score function that gives priority to better 
performing individuals. This selection algorithm 
provides zero bias and minimum spread, which 
means that the actual and expected probabilities 
of selecting an individual are equal and the range 

Table 2. Event handlers in GPDISS 

Message type Event handler description

data The common wrapper for all data messages in the system. Data messages are useful messages originating from a 
node with the goal of reaching all nodes in the system.

neighbor Neighbor messages contain other nodes’ neighbor maps. We can use it to further increase the precision of our pre-
dictions in other event handlers.

timer Internal event handler. A protocol receives a timer event when one of its timers finished. One can use it to implement 
features such as Random Assessment Delay (a transmission delay used in broadcast protocols)

init Internal event handler. Protocols receive this event once upon initialization, before the first message arrives to them.
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in the possible number of trials that an individual 
can achieve is minimal.

SUS is a variant of the roulette wheel selection. 
The steps are as follows.

1.  Order the individuals by their fitness values 
in non-increasing order

2.  Allocate slices on the wheel proportional to 
the fitness of the individuals

3.  Choose a starting point on the wheel: for 
example if we want to select n elements we 
choose a random point between 0 and (sum 
of fitness values)/n and we have chosen our 
first individual

4.  The rest of the new generation can be se-
lected by stepping around the wheel by (sum 

of fitness values/n) steps and choosing the 
individual assigned to the slice we are in.

Selecting an individual means making a copy of 
it and adding that copy to the new generation. The 
new generation is then shuffled and for each pair 
the crossover and mutation operators are applied.

Genetic Operators

On every pair of protocols A and B we used a 
modified one-point crossover:

1.  Choose an event handler from A randomly
2.  If the chosen handler is present in B then

Figure 4. Code snippet: AFP, first in pseudo code then as a GPDISS event handler
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a.  A crossover point is selected for each 
handler (A and B)

b.  Event handlers are cut along the cross-
over points giving two fragments --- a 
head and tail for each handler

c.  With 1/2 probability we exchange the 
order of the head and tail that we are 
about to attach.

d.  Handler fragments are glued together 
such that the event handler’s tail chosen 
from A is attached to the event handlers 
head chosen from B.

e.  The same procedure is applied to the 
tail from B and the head from A

For safety reasons we had to limit the size of 
the event handlers to protect the event handlers 
from growing indefinitely.

Measurements

During the simulation we collected various metrics 
about the protocol instances that appeared in the 

system. Table 4 summarizes our metrics which 
can be categorized as:

• Static protocol code metrics (INST, 
HANDLER, DTAHAND, HLOHAND, 
INIHAND, TMRHAND, TPGHAND)

• Dynamic code and behavioral metrics col-
lected during the execution of the protocol 
(USDHAND, NOP, QUOTA)

• Global quality metrics for the protocol 
(GBLUFL, GBLDUP, GBLSCR)

• Averages and other aggregates of local 
quality metrics (AVGUFL, GBLUFL, 
AVGSCR, MINSCR, MAXSCR, 
SCRDEV)

• Metrics about the environment of the ex-
ecuting node (NEIGH, EPOCH)

• Evolutionary success metrics of the proto-
col (WINS, WINRATE)

Dependence of Local and 
the Global Scores

In the first round of analysis the correlation of 
global and local parameters was examined with 
the goal to find out more about the relationship of 
locally available and globally aggregated values.

We used three correlation metrics to get a 
detailed picture about the level and nature of 
dependence (Kendall and Stuart 1973, Rodgers 
and Nicewander 1988):

• Pearson’s product-momentum correlation 
coefficient indicates the level of linear de-
pendence between two series.

• Kendall’s correlation coefficient describes 
the level of association between them 
based on the order of ranked pairs.

• Spearman’s correlation coefficient is a 
measure of statistical dependence.

In all three cases ‘+1’ means perfect correla-
tion, ‘0’ means no correlation, and ‘-1’ indicates 
perfect inverse relationship.

Table 3. Main parameters of the test setting 

Parameter Value

Node count 100

Simulated area 50m x 50m

Simulated time 7000 s

Mobility model Random Direction

Movement speed 1m/s

Transmission Range 5m

Interference Range 7m

Transmission bandwidth 1Mb/s

Injected traffic New message in every 20 s

Avg. payload 250 byte

Avg. length of instructions 4 byte

Starting set of protocols Blind Flood, APF, MMSBA

Maximum lifetime of 
protocol instances

7s

Maximum message quota 
of protocol instances

5000 byte
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Result 1.1. In the analysis of GBLSCR and 
AVGSCR all three coefficients indicate very high 
level of correlation which means that global and 
local scores are linearly dependent and strongly 
associated throughout the experiment. (Table 5)

Result 1.2. In the analysis of GBLSCR and 
AVGSCR per epoch all three coefficients indicate 
very high level of correlation meaning that 
global and local scores are linearly dependent 
and strongly associated in each epoch locally. 
(Table 6)

The conclusion of Result 1.1 and 1.2 is that 
the dependence between local and global scores 
is not only high but also deep and stable. The 

relationship is clearly present on both examined 
levels (per epoch and globally), and the values 
measured on different levels do not vary signifi-
cantly. Such a strong relationship indicates that 
global and local scores are interchangeable, so it 
is a reasonable alternative to use local scores 
instead of global ones within the evolutionary 
selection phase. In other words, the use of local 
scores will not cause notable loss of information 
or significant disturbance of other nature.

Result 1.3. Global and local UFL and DEP 
values show very high correlation, meaning that 
global/local useful messages and global/local 
duplication levels are both linearly dependent and 

Table 4. Measured metrics in the test setting 

Metric Description

INST Number of instructions in the protocol instance

HANDLER Number of handlers that are present in the protocol instance

USDHAND Number of actually executed handlers during the life of the protocol instance

DTAHAND Length of the DATA handler, 0 if not used

HLOHAND Length of the HELLO handler, 0 if not used

INIHAND Length of the INIT handler, 0 if not used

TMRHAND Length of the TIMER handler, 0 if not used

TPGHAND Length of the TOPOLOGY CHANGE handler, 0 if not used

NOP Number of instructions executed as NOP during the life of the protocol instance

QUOTA Remaining message quota at the death of the protocol instance

GBLDUP Total number of duplicate messages generated by the protocol instance

GBLUFL Total number of useful (non-duplicate) messages generated by the protocol instance

GBLSCR Total score for the protocol instance using global metrics. This metric is used as reference, as the global value is not 
practically computable in a real environment.

AVGDUP Average number of received duplicate messages among the neighbor nodes

AVGUFL Average number of received useful messages among the neighbor nodes

AVGSCR Average score given to the protocol instance by its neighbors

MINSCR Minimum score given to the protocol instance by its neighbors

MAXSCR Maximum score given to the protocol instance by its neighbors

SCRDEV The difference between MAXSCR and MINSCR

NEIGH Number of neighbors of the protocol instance during its lifetime

WINS Number of neighbors selecting the protocol instance for the new generation

WINRATE The ratio between WINS and NEIGH (WINS/NEIGH). This metric could be larger than one, as a selected protocol 
may be used to generate several offsprings.

EPOCH Epoch ID. The simulation time was divided into three equally long epochs designated by 1, 2 and 3.
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strongly associated. (Table 7) This relationship is 
also present on the epoch level.

Result 1.3 extends the previous findings with 
a new aspect: the dependence between local and 
global measures is not limited to the score values 
but is also true for the other two other measured 
variables, the useful messages and duplicates.

Information Content of Data Sets

In the second experiment the information content 
of various data sets were examined. The goal of 
the analysis was to determine the level of infor-
mation – directly or indirectly – present in these 
metrics, as well as the descriptive power of these 
sets. For example, what is the information content 
of locally available raw metrics compared to the 
global score, or how much do those metrics help 
that are not strictly available locally but may be 
acquired from the neighborhood (e.g. winning 
rate).

Model

The information content was modeled in form 
of regressive potential: if a set of variables can 

reliably predict a target value than its information 
content is considered the same. In means of tools, 
we used machine learning models, Support Vector 
Machines (Drucker, Burges, Kaufman, Smola, 
and Vapnik 1997) and Generalized Linear Models 
(McCullagh and Nelder 1989) to predict the target 
value from the data set, then examined the good-
ness and confidence of the model and the nature 
of errors. 60% of the data was used for training 
and the remaining 40% for evaluation. Practically, 
SVMs slightly but consequently outperformed 
GLMs so we are using the results gathered from 
the SVMs here. Learning and evaluation were 
performed in Oracle data Miner (Tamayo, Berger, 
Campos, Yarmus, Milenova, Mozes, Taft, Hornick, 
Krishnan, Thomas, Kelly, Mukhin, Haberstroh, 
Stephens and Myczkowski 2005).

The goodness of the model was evaluated 
along the following lines:

• Mean actual value and Mean predicted 
value: the difference between these values 
indicates how near the mass center of the 
predicted and the actual target series fall to 
each other.

• Mean absolute error and Root mean square 
error describe the size of the prediction 
error.

• The Predictive confidence of a learning 
model measures how good the model is 
compared to naïve regression. (A naïve 
model always returns the average of the 
train data as prediction.) For example, 
15% predictive confidence means that the 
model is 15% better than the naïve model. 

Table 5. Correlation of global and local score 
throughout the experiment 

Type corr(GBLSCR, 
 AVGSCR)

Pearson 0.97

Kendall 0.91

Spearman 0.95

Table 6. Correlation of global and local scores 
per epoch 

Epoch1 Epoch2 Epoch3

Pearson 0.97 0.97 0.96

Kendall 0.91 0.92 0.91

Spearman 0.94 0.96 0.96

Table 7. Correlation of global and local useful 
messages, duplicates 

corr(GBLUFL, 
 AVGUFL)

corr(GBLDUP, 
 AVGDUP)

Pearson. 0.930 0.987

Kendall 0.964 0.996

Spearman 0.991 1.000
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We used Oracle’s intuitive categorization: 
60% or higher predictive confidence means 
a reliable model.

• Residual plots were created to visualize the 
difference between the actual and the pre-
dicted data. These graphs show the actual 
value (X axis) and the prediction error (Y 
axis) as an XY scatter chart.

Please note that our analysis method gives 
lower estimation for the information content: we 
show that there exists a predictive model with the 
given reliability but we do not state that it is the 
best possible one.

Examined Sets

The information content of four different measure 
sets was examined, probed against the global score.

• Set 1. Local Scores (AVGSCR, MINSCR, 
MAXSCR, SRCDEV). Although we al-
ready know that local and global scores 
are highly connected, it is interesting to 
analyze their relationship from the point of 
view of information content. The proper-
ties of this model also serve as a reference.

• Set 2. Raw local measures (AVGDUP, 
AVGUFL, DTAHAND, HANDLER, 
HLOHAND, INIHAND, INST, NOP, 
QUOTA, TMRHAND, TPGHAND, 
USDHAND). These measures represent 
the most basic set of raw information avail-

able locally. The riddle is: do they contain 
as much information as the scores (Set 1.)?

• Set 3. Local scores + Local raw mea-
sures (AVGSCR, MINSCR, MAXSCR, 
SRCDEV, AVGDUP, AVGUFL, 
DTAHAND, HANDLER, HLOHAND, 
INIHAND, INST, NOP, QUOTA, 
TMRHAND, TPGHAND, USDHAND). 
The goal with this measure set was to find 
out if raw measures can increase the qual-
ity of the model, thus, contribute with ad-
ditional or clearer information.

• Set 4. Local scores + Local raw mea-
sures + Quasi-local measures (AVGSCR, 
MINSCR, MAXSCR, SRCDEV, 
AVGDUP, AVGUFL, DTAHAND, 
HANDLER, HLOHAND, INIHAND, 
INST, NOP, QUOTA, TMRHAND, 
TPGHAND, USDHAND, NEIGH, WIN, 
WINRATE). This set contains all locally 
or quasi-locally available items of infor-
mation. Again, the question is if the infor-
mation content of this set exceeds that of 
the local scores.

Results

Table 8 summarizes the prediction metrics of each 
data set, while Figure 5, Figure 6, Figure 7, and 
Figure 8 visualize the residual plot, respectively.

Result 2.1. (Set 1) The information content of 
local scores is clearly very similar to the global 
ones content. The prediction error is tiny and the 

Table 8. Main descriptors of the best predictive models for each measure set 

Local scores Raw local
Local scores 
+Raw local

Local scores  
+Raw local 

+Quasi-local

Mean actual value -6.68 -6.68 -6.68 -6.68

Mean predicted value -6.69 -6.23 -7.24 -7

Mean absolute error 1.63 5.62 3.98 1.21

Root mean square error 4.67 8.41 2.51 1.78

Predictive confidence Naïve+85.49% Naïve+73.89% Naïve+87.6% Naïve+94.44%
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mass centers of the predicted and actual series 
nearly overlap. The residual plot shows that large 
errors are very rare, and the performance is 
highly homogeneous, except for the [0;20] X 
range where the mass center of the error is 
slightly above zero, indicating that the predictor 
tends to underestimate the global score in this 
range.

Result 2.2. (Set 2) In case of raw local measures, 
the most important result is that their informa-
tion content approaches the level of the previous 
model (Set 1). The difference in the error size and 
distribution is clear, but as a magnitude, the dif-
ference is not so significant. Clearly, this model 
is worse in means of some details than Set 1 (e.g. 
larger errors are more common, as shown in the 
residual plot), but, in means of other aspects, it 

Figure 6. Raw local variables

Figure 5. Local scores
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is maybe more stable (e.g. the mass center of the 
error is more around zero in the 0-20 range, too).

Result 2.3. (Set 3) In case of Set 3 (local 
scores + raw), the advantages of the two previous 
models seem to get combined. Even though the 
slightly worse error size, the predictive confidence 
improved, and the error is more balanced in the 
critical [0-20] region. The consequence is that the 
information content of the score values may be 

improved when considering other local variables 
in addition.

Result 2.4. (Set 4) In case of all available 
measures, including quasi-local ones (Set 4), the 
performance of the model becomes significantly 
better. The improvement is visible not only in the 
confidence level (94%, so plus 9% which very 
high at this goodness) but also in the size of er-
rors (1.21 and 1.78). The residual plot confirms 

Figure 7. Local scores+Raw local

Figure 8. Local scores+Raw local+Quasi-local



200

Autonomously Evolving Communication Protocols

that the error is balanced, larger errors are rare, 
and the maximal error size is remarkably smaller 
than in case of Set 1 (15 instead of 73).

The results indicate that locally and quasi-
locally available measures provide the same 
information content and quality as the global 
score. While the local score itself is a very good 
approximator already, the consideration of raw 
local measures and of quasi-local measures may 
even increase the information content. The com-
bination of all locally and quasi locally available 
measures has such a high predictive quality that 
its information content practically coincides with 
the global score.

Relationship Between Measures

The last round of analysis focused on unveiling in-
teresting relationships and trends within measures. 
We set up and analyzed correlation matrices per 
epoch and globally, identified extreme elements, 
trends and notable differences. This subsection 
summarizes the most expressive findings.

Duplicates and Local Overestimations

The nature and effect of duplicates is well char-
acterizes by the following observations.

• Result 3.1. SCRDEV shows very high cor-
relation with duplicates (global 0.95, local 
0.97), i.e. higher score deviations co-occur 
with high duplications levels.

• Result 3.2. MINSCR shows very high cor-
relation with the scores (local 0.98, global 
0.97), while MAXSCR does not tend to 
have this relationship so clearly (0.41). 
In other words, the minimum score tends 
to move together with the average, while 
the maximum score tends to result outliers 
from time to time.

• Result 3.3. AVGSCR shows high negative 
correlation with the score deviation (-0.88), 
i.e. higher scores have smaller deviations.

The above observations can be explained by 
the situation where most neighbors of the sender 
already possess a certain message, while a small 
minority does not. In this case, when the sender 
broadcasts the information, most neighbors will 
consider it as duplicate and decrease the score; 
while the few interested nodes will appreciate the 
message and will assign high values to the sender 
(local overvaluation). This clearly explains that 
high duplication levels co-occur with high score 
differences; and, that maximal scores may step 
away from the collective opinion upwards. Result 
3.3. is a consequence: since it is unlikely to have 
too many duplicates when the score is high (the 
correlation of scores and duplicates is -0.98 lo-
cally and -0.99 globally), there is not much chance 
to fall in the trap of local over-valuation, hence, 
individual scores will not deviate much.

NOPs and the Evolution

Result 3.4. The only significant trend in the cor-
relation matrix over epochs occurred in relation 
with of NOPs. NOP’s correlation with the unused 
quota decreases significantly over epochs: the 
original weak linear dependence (0.24) turns first 
into linear independence (0.07), then into a weak 
negative dependence (-0.24). Hence, while in the 
beginning the presence of NOPs was contrapro-
ductive (remaining quota), in the end NOPs seem 
to occur more frequently in successful protocol 
instances (instances with less unused quota).

Before examining the phenomenon, the nature 
and significance of NOPs must be understood. 
NOPs are not real operators, they are a failover 
mechanism for invalid operations. We must note 
that the presence of NOPs is an unnecessary but 
sufficient indicator for evolutionary protocols: 
manually designed protocols will not produce 
NOPs, so a protocol with a NOP is guaranteed 
to originate from evolution. Another important 
property of NOPs is that they do not harm other 
parts of the protocol, so the presence of a NOP 
is not fatal when the protocol is good otherwise.
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The phenomenon in the first epoch indicates 
that NOPs tend to be a bad sign: a protocol with 
NOPs is likely to perform poorly, which is not 
surprising in case of random combinations and 
mutations. While the majority of these NOP-
containing protocols is ineffective, there are a 
few exceptions where the combination/mutation 
is beneficial otherwise. As the evolution proceeds, 
weak instances become extinct, and NOPs tend to 
be present in successful, useful protocols (obvi-
ously, NOPs do not help but do not make harm 
either). The final correlation value clearly means 
that some evolutionary protocols – the presence 
of NOPS indicates that they have evolved – per-
form very well. In other words, the correlation 
trend of NOPs is evidence that the evolutionary 
mechanisms work; with time, evolved protocols 
are clearly present among the surviving and suc-
cessful instances.

FUTURE RESEARCH DIRECTIONS

Albeit most of the details were described through 
the example of the multi-hop broadcast problem, 
the idea behind is quite general, and can be utilized 
for some other telecommunication problems too 
(for instance broadcast in sensor networks). When 
used on a different problem case, the points that 
need to be fine-tuned are the fitness metrics and 
the genetic language itself, alongside with the 
initial protocol instances. In general, the fitness 
function should depict the requirements of the 
actual problem case. Domain-specific measures 
should be applied. Although GPDISS was intended 
to be general enough, it may make sense to extend 
the language with further elements to match the 
requirements of the specific problem case more 
smoothly. In general, adding new operations or 
even a new stack type is in conformance with the 
basic idea of the language.

The initial protocol instances have a strong 
influence on the short-term performance of the 
system (evolution guarantees the long-term con-

vergence, but a good starting point is of great 
help on the short term). It is advised to start the 
evolution from protocol instances that make sense 
for the specific problem, and, besides that, show 
high enough diversity. Diversity is a key factor 
in the effectiveness of the evolution, and without 
initial diversity, mutation is the only tool that 
brings in this factor (which is enough if we can 
afford waiting).

The cardinal element of protocol evolution is 
the selection mechanism that drives the adapta-
tion of protocols and pushes evolution in the right 
direction. Currently our understanding about 
selecting an appropriate score function is limited. 
For example, in our present work, we used a linear 
score function, however, we do not know yet, what 
are the limitations of such a form. Even if linear 
functions turn out to be appropriate, finding the 
best parameters for a given global performance 
score is important. An important future question 
is how different scoring functions influence the 
quality of the service provided by the evolved 
protocols, especially the duplicate/useful ratio.

In our current work we did not examine the 
code of the resulted protocol instances directly. 
Analysis of the resulting protocols presents a dif-
ficult problem as the number of different programs 
produced by evolution could be huge. Even the 
manual analysis of one program is pretty hard; 
therefore efficient data mining techniques are 
required to cope with the large amount of available 
data. Insight into common code patterns could 
help us to improve our selection mechanisms, 
crossover strategies and the GPDISS language 
itself. Efficient evolved protocols could also give 
interesting ideas for non-adaptive systems as 
well. In this study, our idea of Inverted Selection 
was used for the particular problem of multi hop 
broadcast. In the future we want to extend this 
framework and apply it for other, similar systems. 
In the future we will investigate the various math-
ematical methods that will allow faithful modeling 
of Inverted Selection and its consequences
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CONCLUSION

This chapter revealed that – after decades of rigid 
and overregulated telecommunication protocols – 
the demands of the rapidly appearing new forms 
of networking infrastructure (like opportunistic 
networking) can be addressed by bio-inspired 
solutions. The focus was on presenting an evo-
lutionary mechanism for the family of multi-hop 
broadcast protocols in ad hoc networks, where 
recent studies have shown that there is no absolute 
candidate for the most suitable message forward-
ing protocol, as the winner always depends on the 
actual environment and application conditions.

We have introduced a novel way of thinking 
in this field: instead of predefined protocols, 
autonomous evolutionary methods are applied 
to achieve the dynamic emergence of protocols, 
according to the current needs of the communi-
cating nodes. For this purpose we have presented 
mechanisms like natural selection together with 
a novel genetic programming language, the GP-
DISS, by shifting from pure natural selection to 
a broader concept, evolution, that is, survival of 
the fittest while constantly introducing diversity. 
The GPDISS language introduces novel concepts: 
relations and event handlers, and with the help of 
these concepts we showed with simulation that 
the evolution of protocols is feasible.

Results suggest that the proposed model of 
evolving protocols is applicable to the multi-hop 
broadcast problem in ad-hoc networks, as with 
time, evolution results in better performance than 
the initial – manually engineered – protocols. 
The fitness function can be defined using local 
(or quasi-local) input sources only, so the model 
is feasible for fully distributed cases such as ad-
hoc sensor networks. With purely local fitness 
functions, the evolutional selection phase does 
not require the existence of any central entity. 
The process is carried out in an online manner, 

meaning, that the evolution of protocols hap-
pens during the normal operation of the system, 
i.e. the evolution does not impede the system’s 
normal goals.

The limitation of the model is that – as being 
based on random search – it cannot provide guar-
antees of any kind on the short term; for example, 
it cannot claim that the next protocol will not 
be worse than the current one. However, if the 
guarantee is not intended on any specific mes-
sage or protocol instance but on the performance 
of the system as a whole (especially for a longer 
time windows) then probabilistic guarantees are 
possible.

According to our knowledge, there have not 
been similar initiatives – researching the automatic 
creation of protocol logics in an online manner, 
using nature-inspired autonomic techniques. The 
idea may be of interest to others for theoretic and 
practical reasons. Practically, as the approach 
works, it may help solving other similar prob-
lems, especially in the area of ad-hoc, sensor and 
peer-to-peer networks. Theoretically, the idea is 
a promising subject for further research, and we 
hope that numerous interesting aspects and deri-
vations will be unveiled.
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INTRODUCTION

It has been awhile since the Internet has become 
very popular due to its flexibility, capacity, and 
robustness offered by the success of protocols 
used, such as TCP/IP. However, as the Internet is 

used more and more for communication, new chal-
lenges and working groups interested in proposing 
solutions arise. In this sense, there is a growing 
effort to allow communications in networks 
whose scenarios involve frequent disruption and/
or long and uncertain delays, thus requiring new 
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Application of Genetic 
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Anycast Routing in Delay and 
Disruption Tolerant Networks

ABSTRACT

Delay and disruption tolerant networks (DTNs) have the capacity of providing data communication to 
remote and rural areas where current networking technology does not work well. In such challenging 
areas characterized by long duration partition, routing is a common problem. Anycast routing can be 
used for many applications in DTNs, and it is useful when nodes wish to send messages to at least one, 
and preferably only one, of the members in an anycast destination group. In this chapter, an anycast 
routing algorithm for DTNs based on genetic algorithms (GAs) is presented and analyzed. The GA is 
applied to find the appropriate combination of each path to comply with the delivery needs of the group 
of anycast sessions simultaneously. The routing algorithm based on GAs under consideration uses the 
concept of subpopulation to produce the next generation of the population, a limited number of solutions 
to be evaluated, and yields minimum delay in achieving a specified rate of delivery. Simulation results 
show that the studied GA-based anycast routing algorithm can produce good results.
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techniques and protocols. This general networking 
problem can be called delay and disruption toler-
ant networking (DTN) (Farrell & Cahill, 2006).

It turns out that there are many applications 
that can make use of DTNs. The DTNs have the 
potential to interconnect devices and areas of the 
world that are underserved by traditional networks. 
The development of these networks can lead to 
the revolution of technology information for the 
population in developing countries that lack infra-
structure, especially in remote and rural regions. 
DTNs have been investigated by the DTN research 
group (DTNRG), which is currently the main open 
venue for work on the DTN architecture (Cerf et 
al., 2007) and protocols. Many of the principles 
of DTN architecture are reviewed by Fall and 
Farrell (2008). More information about DTN 
can be found in a book on this subject (Farrell & 
Cahill, 2006).

One of the main challenges that arises in the 
design of DTNs that handle long/variable delays 
and frequent disconnections is routing. Zhang 
(2006) reviewed some of the routing protocols and 
categorized them as deterministic and stochastic, 
depending on the information available about the 
network. Deterministic protocols use information 
that nodes obtain about connectivity and network 
conditions to make efficient forwarding decisions. 
On the other hand, stochastic protocols address 
ways in which several copies of the messages 
can be disseminated among several carriers. The 
DTN architecture (Cerf et al., 2007) specified by 
the DTNRG offers a framework where a variety 
of routing protocols can be used, but it does not 
define any particular routing protocol. This way, 
routing is an open issue in DTNs and new propos-
als can contribute to the effective implementation 
of DTNs.

In order to operate efficiently in the vast diver-
sity of environments in which the node may find 
itself, a number of routing algorithms that explore 
particular features are seen. In this chapter, the 
network is modeled for the problem of providing 
data communication to remote and rural areas. 

These regions, possibly disconnected, can use a 
car, bus, motorbike, and/or truck, equipped with 
a storage device, to act as a carrier (mobile nodes 
that exploit device mobility are used to enable the 
communication) to deliver messages. Based on 
this network model, a routing algorithm for DTNs 
in scenarios where the network topology may be 
known ahead of time is presented.

The routing for anycast delivery is a useful 
service in DTNs and it has not been very well 
explored yet. Anycast routing is aimed at networks 
where some client nodes require a route to any 
member from a certain group of service nodes. 
Anycast can be used for many applications in 
DTNs such as disaster rescue field (people may 
want to find a doctor or fireman without know-
ing their location and specific IDs), long distance 
education (students may want to get an article from 
any one of the libraries), battle fields (a command 
center may want to deliver a particular message 
to any soldier in a group) etc. Therefore, efficient 
anycast services are necessary for supporting these 
applications.

A critical issue in DTN routing is to find the 
appropriate combination of routes taking into ac-
count the node storage constraint and the network 
traffic dynamics (this problem is NP-complete). 
Thus, an anycast routing algorithm for DTNs mak-
ing use of genetic algorithms (GAs) is analyzed, 
because GAs have the ability to solve complex 
optimization problems. Moreover, the DTNs can 
tolerate longer delays than the elaboration time 
required for GAs to converge toward the optimal 
solution. Hence, DTNs can be a good application 
field for GAs. To improve the performance of 
the GA-based algorithms, strategies, such as the 
concept of subpopulation (the next generation 
population is produced using four subpopulations) 
and a reduction of the number of solutions to be 
evaluated, are used.

The anycast routing algorithm based on GAs 
is studied and compared with other strategies. 
Through the results based on modeling and simu-
lation, it can be determined if each approach used 
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in the algorithm is efficient and effective. Clearly, 
the routing algorithm is designed to optimize the 
network performance metrics, i.e. it distributes the 
message traffic properly in the network, providing 
a high rate of delivery and limited delay.

PRELIMINARIES

Routing in DTNs

Routing is an active area of research and devel-
opment in DTNs. Zhang (2006) reviewed some 
routing algorithms for DTNs and most works 
address the unicast delivery. However, in this 
case, the destination is fixed and is determined 
when the message is generated. On the other 
hand, the anycast service is appropriate to take 
the opportunity to send messages to only one 
destination, possibly the one that provides the best 
communication opportunities among the nodes 
in a destination group, allowing communication 
in scenarios where the unicast service would be 
impracticable.

Multicasting is analyzed in DTNs (Abdulla 
& Simon, 2006; Zhao, Ammar, & Zegura, 2005) 
using several multicast routing schemes. It is 
important to note that when the multicast service 
is used, mobile nodes responsible for assisting in 
the delivery of messages (bundles), store the mes-
sages until there is confirmation that all members 
of the destination group have already received 
the messages. In the anycast case, mobile nodes 
responsible for bringing the messages to a member 
of the anycast group need to store them until they 
are delivered to only one member of the anycast 
group, which leads to a substantial saving in stor-
age of mobile devices that relay the messages to 
a destination group.

Gong et al. (2006) analyzed the anycast se-
mantic for DTNs and presented a metric named 
expected multi-destination delay for anycast 
(EMDDA). The authors assumed that nodes in the 
network are stationary. The connectivity among 

the nodes is established by the mobile devices that 
act as carriers to deliver messages to the nodes. 
Also the moving patterns of these mobile devices 
can be obtained. In this chapter, this same DTN 
model (Gong et al., 2006) is used, but the routing 
performed by Gong et al. (2006) is categorized 
as stochastic and the routing under consideration 
is deterministic.

Though Gong et al. (2006) presented three 
types of anycast semantics that allow the source 
to explicitly specify the destination of a message, 
the network traffic during the selection of rout-
ing and the storage constraint of mobile devices 
are not considered. The anycast routing scheme 
under study is designed to incorporate both node 
storage constraint and network traffic dynamics.

Genetic Algorithms in Routing

GA-based approaches have been used to address 
the problem of shortest path (SP) routing. Different 
chromosome representations can be employed for 
encoding the problem, e.g. Inagaki, Haseyama, 
and Kitajima (1999) proposed an algorithm that 
employs fixed length chromosomes while Ahn 
and Ramakrishna (2002) employed variable length 
chromosomes. The length of the chromosome used 
by the studied anycast routing algorithm based 
on GAs is fixed.

There are several GAs that address the problem 
of multicast (Leung, Li, & Xu, 1998; Randaccio 
& Atzori, 2007). However, those approaches are 
beyond the scope of this chapter.

The main differences in these previous works 
are in the different chromosome representations, 
routing objectives, problems based on constraints, 
characteristics of the networks and methods 
to improve the algorithm convergence. In this 
chapter, GAs are applied to optimize anycast 
routing in DTNs. To do this, some of the concepts 
addressed in the previous works are used (each 
strategy used is described along with the routing 
algorithm based on GAs) to find the appropriate 
combination of routes of each anycast session 
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with optimized rate of delivery and delay. The 
use of GAs in DTNs was introduced in (Silva & 
Guardieiro, 2008) and it was shown that GAs can 
optimize the delivery probability (DP) and delay 
D when compared to SP algorithm based on hop 
count. Moreover, it was shown that when the 
number of sessions and the traffic increases a lot, 
the performance of the proposed GA is reduced. 
In order to make the proposal more attractive in 
terms of time required to converge, the concept of 
subpopulation and a limited number of potential 
solutions in isolation are used. The combination 
of both ideas is proposed by Silva and Guardieiro 
(2010). A more detailed analysis of this GA-based 
solution and each strategy used are described in 
this chapter.

SYSTEM MODEL

Anycast Semantics

If messages can be sent to only one node, the 
delivery semantic is unicast and therefore the 
destination group contains one node. When refer-
ring to a group size greater than one, the delivery 
semantics may be of either the anycast (messages 
are sent to any one of a group of nodes) or multi-
cast (messages are sent to all in a group of nodes).

As stated earlier, DTNs are characterized by 
long delivery delay. In this situation, the group 
membership may change during a message trans-
fer, introducing ambiguity in anycast semantics. 
Consequently, new anycast semantic models 
should be developed. To do this, the intended 
receivers should be clearly defined for a message 
as group membership changes when nodes join 
and leave the group. Gong et al. (2006) presented 
three anycast semantic models that allow the 
message sender to explicitly specify the intended 
receivers of a message:

• Current membership model (CM): the re-
ceiver of the message should be a member 
of the destination group at the time of mes-
sage delivery;

• Temporal interval membership model 
(TIM): a message includes a temporal 
interval that specifies the period during 
which the intended receiver must be a 
member of the destination group;

• Temporal point membership model (TPM): 
the intended receiver should be at least a 
member of the destination group at some 
time during the membership interval.

These models can be used according to the 
needs of the application (other models are possible 
and further experience with DTN applications will 
help clarify which semantics are most useful). The 
algorithm developed in this chapter can be easily 
applied to these three models. In the following 
sections, the intended receivers are defined when 
the message is generated. This is, in particular, 
the case of the TIM model, where the temporal 
interval is the instant of the message generation. 
After that, the anycast routing algorithm chooses 
the route, and consequently the message can be 
delivered to one of the intended receivers.

Network Model

As the network is modeled for the problem of 
providing data communication to remote and 
rural areas using a car, bus, motorbike, and/or 
truck, equipped with a storage device to act as 
carriers to deliver messages, the network model 
used by Gong et al. (2006) is more suitable than 
that used by Jain, Patra, and Fall (2004). The 
DTN is represented by an evolving graph and the 
link capacities are time-dependent. A notion of 
evolving graphs is introduced by Ferreira (2004).

According to the model used, the DTN graph 
is a directed graph G = (V, E), where V represents 
the nodes and E is the set of edges. An edge be-



209

Application of Genetic Algorithms for Optimization of Anycast Routing

tween node 1 and 2 (Figure 1) means that some 
mobile device moving from the initial node 1 to 
the terminal node 2 exists. Every mobile device 
has a moving delay md(1,2) denoting the time 
spent by the mobile device from the node 1 to the 
node 2, and a leaving time w(1,2) representing 
the time in which a mobile device leaves from 
node 1 to node 2. b(1) and b(2) represents the 
storage capacity (buffer size) of node 1 and node 
2, respectively. c(1,2) is the storage capacity of 
the mobile device.

Moreover, the nodes in the network (remote 
and rural areas) are stationary and generate mes-
sages. On the other hand, mobile devices (a car, 
bus, motorbike, and/or truck) move from one node 
to another and do not generate messages by them-
selves. The routing algorithm determines each 
mobile device in the network through which the 
message should be forwarded in order to reach 
its destination. As the network model used consid-
ers that information about the network topology 
is known in advance, proactive fragmentation is 
used in the source, i.e. only the source can frag-
ment the message. In order to support DTN 
fragmentation, the ability to reassemble fragments 
at the destination is required.

PROPOSED GA-BASED ANYCAST 
ROUTING ALGORITHM

GAs provide robust and efficient search in complex 
spaces based on the mechanics of natural selec-
tion and natural genetics (Goldberg, 1989). To 
exploit all the advantages of GAs, there are some 
components that need to be carefully addressed: 
genetic representation, i.e. encoding potential 

solutions into chromosomes; the generation of 
an initial population; an evaluation function that 
can evaluate the fitness of the chromosome; the 
genetic operators; and setting the control param-
eters. Figure 2 shows a flowchart of the proposed 
GA-based routing algorithm and each step is 
detailed in the following sections.

The GAs are applied to find out an appropriate 
(sub-optimal) combination of anycast paths to 
route the messages generated by every anycast 
source. The proposed GA-based anycast routing 
algorithm uses two main steps: a) finding a set of 
possible solutions for each session in isolation; 
b) evaluating the combinations of these sets. These 
two steps can also be seen in (Randaccio & At-
zori, 2007). However, the proposed GA uses a 
different and optimized way to compute potential 
solutions in isolation.

Potential Solutions in Isolation

For each anycast session z, a source node Sz can 
send messages to destination group Kz,l, where l 
is the number of possible intended receivers for 
each anycast session.

The set of potential solutions for the anycast 
routing is found by combining unicast paths 
connecting every source-destination couple in a 
session using the graph that represents the DTN. 
These potential solutions are found by applying 
Dijkstra’s algorithm to compute the paths with 
the least number of hops between each source-
destination couple in an isolated way. Each route 
is computed using the matrix hij, which has value 
one if the nodes ni and nj are connected. Otherwise 
it has value zero. Next, the Dijkstra’s algorithm 
is applied again, and additional paths (adding to 

Figure 1. Edge in a DTN graph
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the solutions already computed) for the source-
destination couple are obtained. For each anycast 
session a set of potential solutions in isolation 
can be obtained.

The potential solutions in isolation are clari-
fied by the simple example in Figure 3. Consider 
the source node n1 wants to send messages to the 
intended receivers n5, n8, and n9, i.e. only one 
anycast session. Using the matrix hij, and applying 
Dijkstra’s algorithm, F having the set of potential 
solutions in isolation is obtained. The zeros ap-
pear to maintain the same length of rows in F. In 
the next section, it is shown that this feature is 
useful for encoding the potential solutions into 
chromosomes.

Since the set of potential solutions in isolation 
is used as input to the routing algorithm, and for 
each anycast session z an array Fz is created, the 

combination of all paths represents the search 
space. To understand the dimension of the search 
space, assuming a network with 20 anycast ses-
sions, and each of these with in average 10 po-
tential solutions in isolation, the total number of 
combinations is 1020. As a result, the complexity 
of finding the solution with the optimal combina-
tion of routes grows with the number of sessions 
and potential solutions in isolation, requiring a 
search and optimization algorithm for solving this 
complex problem. Since GAs are suitable for 
finding solutions in complex spaces, the anycast 
routing algorithm under study makes use of GAs.

A large number of potential solutions can be 
obtained depending on the number of nodes, ses-
sions, edge density, and intended receivers. The 
number of potential solutions to be computed 
can be limited using two approaches: limiting 

Figure 2. Flowchart of the proposed GA-based anycast routing algorithm
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the number of columns (i.e. the number of hops) 
or limiting the number of rows (i.e. the number 
of potential solutions in isolation). The question, 
if limiting the number of potential solutions to 
be considered by the GA-based algorithms is a 
good approach or not, is analyzed in this chapter.

Genetic Representation and 
Population Initialization

At first, it is assumed that a certain set of possible 
routes for each couple source-destination (poten-
tial solutions in isolation) is available. The adopted 
representation scheme is based on associating 
each gene to each node forming the route between 
source-destination. The chromosome is essentially 
a list of nodes along the path for all sessions. The 

length of the chromosome is then proportional to 
the number of anycast sessions (z). Figure 4 shows 
an individual representation, where sz (with z = 
1, 2, …, z) are the source nodes, the nx (with x = 
i, j, …, o) are the intermediate nodes and the kz,l 
(with z = 1, 2, …, z and l = number of intended 
receivers) represent the destinations chosen. The 
zeros (0) appear to maintain the constant length 
of the chromosome. This explains the placement 
of zeros in F (potential solutions in isolation). 
Each anycast session has its source node position 
represented by sp (constant for all individuals). 
The length of the path for each anycast session is 
based on the number of columns (defined by the 
last potential solution computed) of the array F.

GAs work from a rich database of solutions 
simultaneously (population) reducing the prob-
ability of finding a false peak. To generate the 
initial population, a route for each couple source-
destination is randomly chosen using the set of 
potential solutions in isolation, i.e. a random 
initialization is adopted.

Fitness Function

It is necessary to define an evaluation function that 
can evaluate the fitness of the chromosome: the 
performance metrics DP (1) and delay D (5) are 
considered, as shown in the following equations:

DP m a m a fk s
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z

= ( ) ( )
=
∑ / ,

1
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N f

( ) = ( )
=
∑ ,

1
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x m z f c i jij s
i j Fz
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Figure 3. Example of network topology used to 
compute potential solutions in isolation
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x md i j w i j tij toal
i j Fz

, ,
,

( )+ ( )



 <

( )⊂
∑  (4)

Where:

mk(z): estimated anycast messages received by an 
anycast group member from each anycast 
session z;

ms(z,f): fragmented messages transmitted by each 
source node.

F: indicates the fragments (in our approach only 
the source can fragment messages);

Nf: total number of fragments;
Fz:array containing potential solutions in isolation;
c(i,j): storage capacity of mobile devices;
md(i,j): moving delay of mobile devices;
w(i,j): leaving time of mobile devices;
ttotal: total simulation time;
xij: 1 if edge (i,j) is selected, otherwise 0.

The DP (1) is proportional to the estimated 
number of unique anycast messages received 
by an anycast group member mk(z) (2) divided 
by the number of messages transmitted by each 
anycast source ms(z,f). Equation (3) guarantees 
that the number of messages relayed does not 
exceed the storage capacity of mobile devices, and 
(4) guarantees that the time of message delivery 
does not exceed the total simulation time (acting 
as a lifetime).

To represent the delay for all traffic (time spent 
by messages in traveling between their source and 
destination nodes), the weighted mean delay or 
delay D (5) is defined, where f is the number of 
fragments and wi is the weight of each fragment 

proportional to the number of messages in the 
current fragment.

D w D f wi z
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= =
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The delay for each fragment Dz(f) (6) is the 
sum of the average delay d(i,j) from each hop 
forming the route source-destination. d(i,j) (7) 
will consist of two components, the waiting time 
w(i,j) and the moving delay md(i,j).

D f d i jz s i k s kz z z z
( ) = ( )

≤ ≤ − + ≤∑ ,
,1 1

 (6)

d i j w i j md i j, , ,( ) = ( )+ ( )  (7)

The fitness of chromosomes is sorted using the 
following strategy (the proposed GA-based algo-
rithm searches routes with DP above a threshold, 
i.e. above a minimum delivery probability DPmin, 
and with the least delay):

for every individual in the popula-
tion at current generation do
     sort the individuals in descend-

ing order of delivery probability 

     if the current individuals have 
delivery probability above DP

min

          for the individuals with 
delivery probability above DP

min
do

               sort the individuals 

in ascending order of delay D

          end 

     end 

end

Figure 4. Genotype coding
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A large number of different DTN applica-
tions can be found. As the values of DPmin can 
be adjusted according to application needs, it is 
clear that different values can be used for DPmin. 
In this chapter, the intention is to show that the 
proposed algorithm is able to meet a minimum 
delivery probability. Some studies guaranteeing 
a minimum data delivery probability are found 
in the literature. A large number of these works 
(Sudhaakar et al., 2009; Wang & Wu, 2007) have 
been published with DPmin between 0.9 and 0.95.

Next Generation Population

After sorting the individuals according to their 
fitness, the termination conditions are checked. 
The number of generations is used as terminate 
condition. If this condition is satisfied, the GA is 
finished. Otherwise, the next generation popula-
tion (new population) must be formed. The concept 
of subpopulation is used, i.e. the next generation 
population is the mixing of four subpopulations 
(this method is efficient and effective (Lo & 
Chang, 2000)):

1.  Elitism reservation strategy: the chromo-
somes with the best fitness survive and are 
carried into the next generation;

2.  Change of one element of the chromosomes: 
replaces one route in the chromosomes with 
best fitness to form a new individual;

3.  The stochastic universal sampling: the spin 
of a roulette wheel. This subpopulation uses 
the offspring resulting from crossover and 
mutation;

4.  Complete random method: population is 
generated randomly using the potential 
solutions in isolation.

There are two competing factors in the selec-
tion procedure: selection pressure and population 
diversity. Ahn and Ramakrishna (2002) define 
selection pressure “as the ratio of the probability 
of selection of the best chromosome in the popula-

tion to that of an average chromosome” (p. 569). 
An increase of selection pressure decreases the 
diversity of the population, and vice versa. When 
these four subpopulations are used, different se-
lection pressures are seen. On the one hand, the 
stochastic universal sampling method increases 
selection pressure. On the other hand, the complete 
random method decreases selection pressure.

The new population is constituted by the 
four subpopulations as shown in Table 1. These 
values are used to increase the diversity in the 
new population (e.g. complete random method 
representing 60%).

Reproduction

The selection operator employed for reproduc-
tion is the pairwise tournament selection without 
replacement, i.e. two chromosomes are picked 
and the one with higher fitness values is selected 
for reproduction.

The genetic operators used are: one point 
crossover and mutation. To produce only regular 
individuals, the genetic operators use the source 
node positions represented by sp1-z (constant for 
all individuals) as a cross point. Figure 5 shows 
an example of one point crossover and mutation. 
Suppose two individuals X1 and X2 (clearly let-
ters are used as a generic representation, since 
the chromosomes are represented by the nodes in 
the network and, when necessary, they are filled 
with zeros). For one point crossover, one source 
node position sp1-z is chosen randomly, e.g. the 
individuals Y1 and Y2 are generated by the cross-
over between X1 and X2 at point sp3. Mutation 
is performed by replacement of one route (this 
route is obtained using the potential solutions in 
isolation). The individual X’ is generated by the 
mutation of the second route of the individual X1. 
Therefore, it is not necessary to repair or impose 
a penalty to deal with infeasible chromosomes.
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Genetic Algorithm Based 
Approaches

Finally, the control parameters are set up, e.g., 
population size (50 individuals) and the probability 
of applying the genetic operators (crossover prob-
ability Pc: 0.8 and mutation probability Pm: 0.03). 
The influence of Pc and Pm on the total population 
is reduced because they are only applied in the third 
subpopulation. The proposed GA is controlled by 
the number of generations (terminate condition).

The performance of five routing approaches is 
compared. First, the SP algorithm that computes 
the path with the least number of hops between 
the source and the destination is considered. 
Second, the earliest delivery (ED) algorithm that 
computes the path in which each edge has a cost 
proportional to delay (md(i,j) and w(i,j)) is studied. 
Next, a GA-based approach (GA1) that considers 
only the elitism reservation strategy is analyzed. 
Then a GA-based approach (GA2) that uses the 
elitism reservation strategy and a limited number 
of potential solutions in isolation (limited to 15% 
of the number of nodes in the network) is studied. 
Finally, a GA-based approach (GA3) that uses the 
concept of subpopulation and a limited number 
of potential solutions in isolation is proposed. 
GA-based approaches are summarized in Table 2.

MODELING AND SIMULATION

In this section, a computational study is carried 
out to compare the algorithms. In the simulation, 

it is employed the Waxman Network Topology 
Generator (Waxman, 1988) to generate a random 
graph over a square coordinate grid. The prob-
ability of having an edge between nodes i and j 
is given by function P(i,j) = α.exp(-dist(i,j) / β.L), 
where dist(i,j) is the Cartesian distance from i to 
j, L is the maximum distance between any two 
nodes, and the parameters α and β are real num-
bers in the range (0,1]. These parameters can be 
adjusted to obtain the desired characteristics in the 
resulting graph. In our simulation, α is set to 0.4 
(an intermediate density of short edges relative 
to longer ones), and β to 0.25 (graphs with lower 
edge densities) for 40 nodes.

To simulate the behaviors of DTNs, a mo-
bile device replaces each edge generated by the 
Waxman generator, as a carrier. The leaving 
times w(i,j) of mobile devices on each edge are 
random numbers from the Poisson distribution 
with mean interval time selected randomly from 
600 to 6000 seconds. The moving delay md(i,j) 
is a number selected randomly between 60 and 
600 seconds, which is multiplied by the distance 
dist(i,j) between the nodes. The storage capacity 
c(i,j) of each mobile device may vary from 500 to 
800 messages. For the nodes, the capacity b(node) 
may vary between 600 and 1000 messages.

Each anycast session (only anycast traffic is 
considered in our simulation) can have between 
2 and 5 possible destinations (2≤l≤5). A node is 
randomly picked as the anycast source, and each 
source node can send between 300 and 500 mes-
sages. A message is split only at source and dif-
ferent fragments are routed along the same paths.

Table 1. New population distribution 

Subpopulation Size of each subpopulation

1 Elitism reservation strategy 10%

2 Changing one element of the chromosomes 10%

3 The stochastic universal sampling 20%

4 Complete random method 60%
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It is important to analyze the computational 
time. The SP and ED algorithms answer comes 
almost immediately. On the other hand, for the 
GA-based routing algorithms the mean simulation 
time (tsimtime) that they take until good routes are 
found is computed:

t
t g

gsimtime
total toconverge

total

=
⋅

 (8)

where ttotal is the total time taken by the algorithm 
until it achieves the termination condition of the 
GA, i.e. the total number of generations (gtotal). 
gtoconverge is the total number of generations spent 

until the algorithm finds good or sub-optimal 
routes.

PERFORMANCE EVALUATION

Test Analysis

To compare the algorithms, statistics about DP, 
delay D, and average number of hops and genera-
tions were collected. The results are the average 
over 10 runs with different random seeds and 
network topologies. For DP (Figure 6), the 95% 
confidence interval (plotted using a scale of 1:2) 

Figure 5. Example of the genetic operators used

Table 2. GA-based approaches 

Algorithm Limited number of potential solutions Elitism reservation strategy Concept of subpopulation

GA1 No Yes No

GA2 Yes Yes No

GA3 Yes Yes Yes
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on the mean is computed based on the sample 
mean and sample standard deviation. GA-based 
algorithms use a DPmin = 94% (this can be adjusted 
according to application needs). The DP for all 
algorithms decreases when the number of sessions 
increases. This is because with more traffic, nodes 
will need to wait more time for an opportunity 
to transmit. SP and ED algorithms present the 
worst results. Moreover, the difference between 
the performance of GA-based algorithms and SP/
ED algorithms tends to increase when the number 
of sessions is high, i.e. when the routing is more 
challenging. This is because the SP and ED al-

gorithms do not consider the combination of the 
traffic to decide the route. GA2 is the GA-based 
algorithm that presents the worst results for DP. 
GA1 and GA3 achieve similar results and they are 
more robust than the other approaches (smaller 
confidence interval).

Table 3 presents the delay D for the routing 
algorithms. It is important to note that the results 
presented in Table 3 are for the DP obtained in 
Figure 6. The performance of the algorithms is 
influenced by the number of sessions. However, 
its influence is higher for DP than for delay D, 
especially for SP and ED algorithms.

Figure 6. Delivery probability for different numbers of sessions

Table 3. Delay D (seconds) for different numbers of sessions 

Algorithm 4 sessions 10 sessions 16 sessions 20 sessions

SP 16111 s 20834 s 19119 s 19848 s

ED 15991 s 20120 s 19087 s 19180 s

GA1 16846 s 19779 s 19841 s 21386 s

GA2 17199 s 20458 s 20540 s 20891 s

GA3 16847 s 19871 s 20515 s 20798 s
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Figure 7 depicts the average number of hops 
used by each routing algorithm. SP algorithm uses 
the least number of hops because it computes 
paths with the least number of hops. ED algorithm 
finds routes with a number of hops slightly 
larger than SP. GA-based routing algorithms use 
more hops than the SP and ED algorithms, con-
sequently distributing the traffic in the network 
better. Moreover, the difference between the 
number of hops used by the GA-based algorithms 
and the SP/ED algorithms tends to increase when 
the traffic is high. This is because, when the time 
waiting for an opportunity to transmit is high, i.e. 
the number of sessions increases, the GA-based 
algorithms need to avoid a large number of mes-
sages passing through the same edge, i.e. they 
search alternative routes to distribute the traffic 
in the network better.

Figure 8 shows the average number of gen-
erations that the GA-based routing algorithms 
require to converge. The number of generations 
for every GA-based algorithm increases when the 
number of sessions is high. This is because with 

more sessions, the chromosome length is higher 
and there is a large number of combinations to be 
evaluated by the GA-based algorithms. GA2 and 
GA3 use almost the same number of generations. 
On the other hand, the number of generations that 
GA1 takes to converge increases meaningly.

Figure 9 shows the mean simulation time 
(tsimtime) that the GA-based algorithms take to 
converge and this (tsimtime) follows the behavior of 
the average number of generations. As a result, 
GA1 takes large amounts of computational time 
to converge. For the most challenging simulated 
scenario (20 anycast sessions), GA3 spent on 
average 786.3 seconds, against 2063.0 seconds 
for GA1 to converge. If this is compared with the 
leaving time w(i,j), this time shows that GA3 is 
a better solution.

The results show that GA1 and GA3 present 
the best performance for message delivery. Be-
sides, GA3 gets these results using a smaller 
number of generations than GA1. This way, when 
the number of potential solutions in isolation is 
limited, the GA-based algorithms converge 

Figure 7. Average number of hops used by each routing algorithm
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Figure 9. Mean simulation time (tsimtime) for GA-based routing algorithms

Figure 8. Average number of generations for GA-based routing algorithms
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faster, and when the concept of subpopulation is 
used, the GA-based algorithms search solutions 
more efficiently.

Complexity

Beyond the mean simulation time (tsimtime) that the 
GA-based algorithms take to converge, computed 
for the anycast routing algorithms based on GAs, 
it is possible to see how the running time grows 
as the volume of data provided as input to the 
algorithms increases. For this, the big O nota-
tion that defines the running time in terms of key 
functions is used, eliminating constants and other 
functions. The resulting time complexity of the 
GA-based algorithms is expressed by:

O GA O n ger n pop z N( ) = ⋅ ⋅ ⋅( )_ _ 2  

where n_ger represents the number of genera-
tions, n_pop the size of the population and z the 
number of anycast sessions. Moreover, an array 
NxN is considered as the worst case, i.e. N potential 
solutions in isolation containing all the N nodes.

Analyzing the running time found, it is clear 
that this time is dependent on the dimensions of 
the array of potential solutions in isolation, hence 
the convergence time of GA-based algorithms is 
reduced when the number of potential solutions 
in isolation is limited. On the other hand, when 
these potential solutions are limited, some routes 
that could be part of better solutions are lost. The 
results found in the last section show that limit-
ing the number of potential solutions in isolation 
reduces the time complexity of the algorithm 
considerably (Figure 9), with results very close to 
those found when the number of potential solutions 
is unlimited. Therefore, limiting the number of 
potential solutions in isolation is a good approach 
to reduce the average running time to the routing 
algorithms based on GAs until they converge. This 
way, limiting the number of potential solutions in 

isolation is a good approach, especially in cases 
where time constraints are found.

DISCUSSION

The results in the previous sections suggest that 
when the network resources are scarce, the im-
provement obtained by GA-based algorithms is 
higher if compared with SP and ED algorithms. 
This is because the SP algorithm considers only 
the number of hops for route decision and the ED 
algorithm takes into account information about 
moving delay and leaving time. On the other hand, 
the routing algorithms based on GAs consider the 
combination of the traffic to decide the route. This 
suggests that with few resources, more complex 
routing algorithms are necessary to achieve a good 
performance, and available information can be 
used to optimize the performance. Moreover, the 
good results obtained by the GA-based algorithms 
can be explained by the main characteristic of 
the algorithm: it searches for the combination 
of routes above a DPmin and having the shortest 
delay. This DPmin can be adjusted according to 
the application needs.

It is noted that when the number of potential 
solutions in isolation is limited, the GA-based 
algorithms converge faster. This is because the 
search space of the GA-based algorithms is re-
duced and the number of generations required by 
the GA-based algorithms to converge decreases. 
This is in contrast when the number of potential 
solutions in isolation is unlimited, where solutions 
containing large quantities of hops, which most 
possibly will not be part of the optimal solution, 
are combined by the GA-based algorithms, requir-
ing a large number of generations.

Finally, it is observed that when the concept of 
subpopulation is used, the GA-based algorithms 
search for solutions more efficiently. Simulation 
results indicate that the mix method is a reasonable 
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approach and it permits the new population to be 
generated according to the four subpopulations 
using different selection pressures.

FUTURE RESEARCH DIRECTIONS

A few real-world deployments of the DTN ar-
chitecture have been tested successfully. As a 
possible future research direction, an extension 
of this research is to set up a testbed using real 
mobile devices. This way, the proposed anycast 
routing algorithm based on GAs can be tested in 
environments that are more realistic. Moreover, 
GAs allow the use of various techniques and ap-
proaches to improve their performance, as studied 
for the anycast routing algorithm based on GAs 
proposed in this chapter. Thus, new and/or differ-
ent strategies can emerge and be investigated in 
order to improve the anycast routing algorithm 
based on GAs.

CONCLUSION

DTNs have the potential of providing data com-
munication to scenarios involving frequent discon-
nection and variable delays, allowing communica-
tion in areas that are underserved by traditional 
networks. As routing is one of the main challenges 
that arises and the anycast service can be used for 
many applications in DTNs, a GA-based solution 
to the anycast routing in deterministic DTNs 
has been analyzed in this chapter. The proposed 
algorithm has the advantage of computing good 
routes above a minimum delivery probability 
and with the least delay. To do this, it searches 
for the appropriate anycast traffic combination 
in the group of anycast sessions. Simulation 
results have shown that the performance of the 
proposed GA-based anycast routing algorithm 
(GA3) is only slightly smaller than GA-based 

approach (GA1) with unlimited number of routes, 
against the significant decrease in the number 
of generations required. Moreover, it is shown 
that the concept of subpopulation improves the 
performance of the algorithm, and the proposed 
GA-based routing algorithm, using all approaches 
described, requires an acceptable time to converge 
for the simulated scenarios. Hence, DTNs can be 
a good application field for GAs and, as routing 
is an open issue in DTNs, the proposed anycast 
routing algorithm based on GAs can contribute to 
the effective implementation of the DTNs. Finally, 
future research directions were mentioned in the 
previous section in order to improve the GA-based 
solution analyzed in this chapter.
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KEY TERMS AND DEFINITIONS

Routing: A decision of paths through which 
the messages generated by the source nodes should 
be forwarded in order to reach its destinations.

Anycast: A network scheme whereby mes-
sages are sent to any one of a group of destination 
nodes.
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Delay and Disruption Tolerant Networking 
(DTN): General networking problem to allow 
communications in networks whose scenarios 
involving frequent disruption and long and/or 
variable delays.

Genetic Algorithms: A kind of evolution-
ary algorithm based on the mechanics of natural 
selection and natural genetics.

Subpopulation: Subset of a larger population 
defined by the way that each subset is formed.
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Data Highways:
An Activator–Inhibitor–Based Approach 

for Autonomic Data Dissemination 
in Ad Hoc Wireless Networks1

ABSTRACT

The design of efficient routing algorithms is an important issue in dense ad hoc wireless networks. 
Previous theoretical work has shown that benefits can be achieved through the creation of a set of data 
“highways” that carry packets across the network, from source(s) to sink(s). Current approaches to the 
design of these highways however require a–priori knowledge of the global network topology, with con-
sequent communications burden and scalability issues, particularly with regard to reconfiguration after 
node failures. In this chapter, we describe a bio–inspired approach to generating these data highways 
through a distributed reaction–diffusion model that uses localized convolution with activation–inhibition 
filters. The result is the distributed emergence of data highways that can be tuned to provide appropri-
ate highway separation and connection to data sinks. In this chapter, we present the underlying models, 
algorithms, and protocols for generating data highways in a dense wireless sensor network. The proposed 
methods are validated through extensive simulations performed using OMNeT++.
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INTRODUCTION

An activator-inhibitor model is a special case of 
a reaction-diffusion system where two chemicals 
interact in an antagonistic way, resulting in Turing 
patterns in space (Turing, 1952), such as spots 
and stripes on the skin of animals (e.g. leopard, 
zebra). Activator-inhibitor models are customarily 
used to study the process of morphogenesis. They 
offer an abstract model to explain many different 
morphogenetic phenomena, including the regular 
spacing of cactus thorns and bird feathers, shape 
regeneration after damage, the production of se-
quences of repeated elements such as insect body 
segments, the assembly of photoreceptor cells in 
insect eyes, and the positioning of leaves in grow-
ing plants (Bar-Yam, 2003 ; Koch & Meinhardt, 
1994). They have also been used as inspiration 
for algorithms to produce textures and landscapes 
in computer graphics, and for autonomous, de-
centralized, distributed coordination algorithms, 
for instance in amorphous computing (Abelson, 
2000), wireless and sensor networks (Durvy & 
Thiran, 2005), and autonomous surveillance 
systems (Yoshida, Aoki & Araki, 2005; Hyodo, 
Wakamiya & Murata, 2007).

In several works, authors proposed the use of 
bio-inspired approaches in order to face the design 
of an efficient routing protocol, which is the major 
challenge in ad hoc wireless network research. An 
ad hoc wireless network is a decentralized wire-
less network, where each node can communicate 
with every other node within communication 
range. In ad hoc wireless networks, the specific 
algorithm used for conveying traffic through the 
network from a data source to a destination can 
have a major impact on the power efficiency, 
communication latency and robustness of the 
network (Yu & Chong, 2005; Erciyes, 2007). Pre-
vious work (Franceschetti, Dousse, Tse & Thiran, 
2007) showed that the creation of a set of wireless 
“backbones” or data highways that carry packets 
across the network, from sources to sink, can pro-
vide a communication capacity in networks with 
randomly located nodes that is comparable to that 

which can be achieved in networks with arbitrarily 
placed nodes. The highways are constructed such 
that every source node is within range of at least 
one highway (implying it can access it in a single 
hop). The highways then drain packets to the sinks 
along a series of much shorter length hops, with 
correspondingly lower power requirements and 
hence a lower interference footprint. Every sink 
is at most one hop from the highway.

In previous work, approaches such as percola-
tion theory were used to identify the existence of 
highways (Franceschetti, Dousse, Tse & Thiran, 
2007). This has the disadvantage that it requires 
an a–priori analysis of the entire network structure, 
with the consequence that the approaches cannot 
readily accommodate randomly placed nodes 
unless there is a mechanism for determining and 
communicating node location— a constraint that 
adds a layer of complexity and a performance 
burden. It also typically makes the network less 
robust, as any change (such as a failure or loca-
tion change of a highway node) requires a global 
recalculation of the routing pathways.

In this chapter, we discuss a bio–inspired 
approach to addressing this problem through 
distributed construction and optimization of the 
data highways based on an activation–inhibition 
diffusion that generates optimal highway separa-
tion. We argue that this bio–inspired approach 
represents a significant contribution, insofar as 
it will improve robustness and allow localized 
self–healing of the data highways — an important 
characteristic of dense networks with randomly 
placed nodes.

The remainder of this chapter is organized 
as follows. In Section 2, we briefly describe the 
bio–inspired approach pursued to build data high-
ways in a fully distributed fashion. In Section 3, 
we describe the algorithms used to build the data 
highways and to route packets from any node to 
the closet sink. Then, Section 4 presents simula-
tion results and analysis showing the performance 
of the bio–inspired approach. Finally, we present 
our conclusions in Section 5.
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A BIO–INSPIRED APPROACH TO 
DATA HIGHWAYS FORMATION

Highway Generation

As outlined above, we wish to develop self–orga-
nizing processes that lead to the natural emergence 
of data highways in a wireless network. We assume 
that there is a set of nodes (of limited cardinality), 
which we can data sinks, that shall gather the infor-
mation generated by other nodes. These highways 
should be optimally spaced such that all nodes are 
within range of a highway (using a single hop), but 
the highways themselves utilize short–range hops 
to transport messages to any data sink. Further, 
the highways should be built only through local 
interactions among nodes. In order to explain 
clearly our bio–inspired approach, we focus our 
attention on wireless sensor networks (WSNs) 
(Akyildiz, Su, Sankarasubramaniam & Cayirci, 
2002). A WSN is a wireless network used in order 
to monitor environmental or physical conditions, 
for example temperature, humidity, luminosity, 
sound and others. WSN is composed of nodes 
and data sinks. Nodes are used to sense physical 
phenomena and are usually battery-operated. 
Data sinks are used to collect data from the nodes 
and are usually connected to a power line. From 
a communication perspective, traffic patterns in 
WSNs are of the many–to–one or many–to–some 
type, depending on the presence of one or multiple 
data sinks (Soro & Heinzelman, 2009). Data sinks 
can be either gateway nodes, through which the 
sensed information, appropriately processed, can 
be accessed by remote machines, or actuators 
(e.g., programmable logic controller PLCs), where 

control decisions are taken based on the physical 
phenomena monitored by the WSN.

In developing an approach to this problem, 
we took inspiration from mechanisms that utilize 
activation–inhibition reaction diffusion techniques 
(Bar–Yam, 2003; Durvy & Thiran, 2005; Neglia 
& Reina, 2007). These mechanisms describe how 
field strengths or substance concentrations vary in 
space and time under a pair of competing influ-
ences – a short–range positive activation region 
within which the field is strengthened, and a longer 
range negative inhibition region within which the 
field is retarded — with the resultant emergence 
of specific patterns when the effects are diffused 
through the network. The resultant models have 
been widely used to describe behaviours in bio-
logical and physical processes (see Deutsch & 
Dormann, 2005) for a discussion.

Several mathematical models have been 
developed to study the behaviour of reaction-
diffusion systems. Most of them are based on a 
system of coupled partial differential equations 
(Murray, 2003; Meinhardt, 1982). Cellular neu-
ral networks (CNNs) represent a discrete model 
for locally-coupled identical dynamical systems 
(cells). CNNs, first introduced in (Chua & Yang, 
1988) found a variety of applications in the dis-
tributed computing domain. CNNs can be used 
to engineer activation– inhibition patterns. The 
simplest formulation of this model, using a single 
field variable, can be written as shown in Box 1.

Where Ri is the region over which the inhibi-
tion function 𝜑i is applied, Ra is the region over 
which the activation function 𝜑a is applied, and 
g() is a limiting function. The activation functions 
are time–invariant, and applied uniformly across 
the sensor field. Note that this is equivalent to the 
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Box 1.
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convolution of u(t) with the sum of 𝜑i, 𝜑a and the 
self–activation value 𝜑s — which collectively form 
a convolution filter. Note also that, in general, it 
is assumed that 𝜑i takes negative values, while 
𝜑a and 𝜑s take positive values.

Recent work has adapted reaction–diffusion 
models to the design and/or configuration of wire-
less networks. As an example, Neglia and Reina 
(2007) have used activator–inhibitor diffusion 
to select active nodes within a dense WSN. The 
nodes have deeply overlapping sensing fields, and 
hence only a small number of nodes are required 
to be active in order to adequately provide full 
data on the region to be sensed.

In order to show the operation of equation 
(1) in a real scenario of WSN, Figure 1 depicts 
some results obtained varying the values of the 
coefficients 𝜑i, 𝜑a, 𝜑s and radius. A random 
dense WSN (Figure 1.a) is repeatedly convolved 
with a symmetric 2–dimensional diffusion filter 
(Figure 1.b). The resultant field strength after 20 
iterations of a filter (Figure 1.d) is then analyzed 
to determine local maxima (Figure 1.e) — which 
represent the nodes to be activated. All other nodes 
can be switched to a low–power non–sensing state. 
The filter used in this case presented a central 
self–activation strength 𝜑s = 2 a flat activation 
ring of strength 𝜑a = 1 and radius 1, and a flat 
inhibition ring of strength 𝜑i = -0.01 and radius 6. 
The result is a distributed process for identifying 
a subset of nodes to be activated, such the nodes 
are suitably distributed.

The solution is based on changing the nature 
of the diffusion filter. Previous work on wireless 
networks has used symmetric filters, leading to 
the emergence of patterns that have isolated peaks 
in the sensor activation field. Work in other areas 
(e.g. Deutsch & Dormann (2005) has shown that 
changing the nature of the diffusion filter can lead 
to changes in the patterns that emerge in the ac-
tivation field. As an example, consider the bottom 
row of Figure 1. In this case, the random dense 
WSN is repeatedly convolved with a rotationally 
asymmetric filter that has a dominant horizontal 

activation axis, whilst inhibiting along the verti-
cal axis (Figure 1.c). The resultant field strength 
pattern after 20 iterations of a filter that has this 
structure is shown in (Figure 1.f). This has devel-
oped a striped pattern of ridges and troughs, with 
the orientation controlled by the orientation of 
the activation axis in the filter and the separation 
determined by the range of the filter inhibition. 
The ridges in this pattern can then be used to 
determine local ridge maxima (Figure 1.g) — giv-
ing the potential data highways that we are seek-
ing. Nodes at ridge maxima become highway 
nodes, and all other nodes communicate with the 
highways in order to deliver data to desired sinks. 
By tuning the filter parameters appropriately, we 
can control the separation between the highways, 
and thereby ensure that all non–highway nodes 
are within a single hop of a highway.

The repeated filter convolution causes the 
emergence of the ridge peaks in the activation 
field by activating localised regions that align 
with the filter axis, whilst inhibiting the off–axis 
areas between these regions. The width of the 
filter’s inhibition zone controls the separation of 
the resultant ridge peaks. It is therefore possible 
to select filter parameters to achieve desired ridge 
separations.

Further, by appropriately adapting the direction 
of the axis throughout the network, it is possible to 
change the ridge orientation in different locations 
within the network. If this is done appropriately 
then the ridges can be controlled to converge on 
specific locations — i.e. the data sinks within the 
network. If we have multiple data sinks then the 
filter orientation, and hence the ridge orientation, 
can be derived based on a gravitational attraction 
model. In other words, the direction of the diffu-
sion filter at node ni can be given by the vector di:

d
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where S is the set of sink nodes.
Having obtained the desired ridges it is then 

possible to use the ridge peaks (i.e. nodes that are 
in a local maxima orthogonal to the filter axis) 
to select those nodes to become highway nodes. 

Because the ridges converge on the data sinks, the 
resultant highways will converge as well. An ex-
ample simulation result of this process is shown in 
Figure 2. Figure 2a shows a sample 200x200 wire-
less node grid, with three sink nodes at (25,140), 

Figure 1. Sensor activation/inhibition: (a) the sensor field; (b) symmetric filter; (c) rotationally asym-
metric filter; (d) activation field resulting from symmetric diffusion filter; (e) detected peaks in field; (f) 
activation field resulting from asymmetric diffusion filter; (g) detected ridges in field



228

Data Highways

(120,180), and (175,25). The resultant activation 
field after 20 iterations of a directional convolution 
is shown in Figure 2b. From this it is possible to 
see clearly the pattern of ridges that form, and in 
particular, the way in which the mechanism for 
calculating the directionality of the diffusion filter 
has led to ridges that converge on the data sinks. 
In numerous cases, as the ridges converge on the 
sinks, two or more ridges merge into a single 
ridge, thereby keeping the spatial separation of 
the ridges constant. From the ridge patterns, we 
are then able to extract local ridge maxima and 
then post–process these ridge maxima to ensure 
full connectivity is achieved. The result of this 
is shown in Figure 2.c. As can be seen from this 
figure, we have a connected network of localised 
highways that can carry data to one or more data 
sinks. No non–highway node is further than 5 
units from the nearest highway node, as desired.

Limitations and Extensions

The bio–inspired approach outlined in the previ-
ous section, based on the use of polarized filters, 
required certain constraints to be met in order to 
allow the convolution process described above 
to be implemented in a fully distributed fashion, 

leading to active node selection with no network–
wide oversight. The simplest of these was that each 
node needed to have knowledge of the diffusion 
filter parameters to be used. The filter used in 
the activation-inhibition diffusion can be readily 
implemented in a distributed fashion, provided 
each node has knowledge of the diffusion filter 
parameters to be used. Each node communicates 
with its neighbours their resultant activation field, 
and acts to either strengthen or weaken them. 
The nodes also can then determine through com-
parison with neighbour nodes’ current activation 
strengths, whether they are at a local maxima and 
hence should be activated. This requirement is not 
particularly problematic, as the parameters can 
either be built into the system, or provided by an 
initial system–wide broadcast.

The remaining two constraints are, however, 
much more significant and represent major limi-
tations. The first of these relates to the activation 
and inhibition process. The network used in 
the bio–inspired approach described above is a 
cartesian, four–connected, grid. This simplified 
the algorithm design in that each node knew the 
direction to its neighbours, and hence whether or 
not they were aligned with, or orthogonal to, the 
direction of the filter axis. Whilst this meant that 

Figure 2. Determination of wireless network data highways in a multiple sink environment: (a) Example 
node field (200 x 200 grid); (b) resultant activation field; (c) derived data highways from ridges in 
activation field
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the process of determining whether neighbouring 
nodes should be activated or inhibited was greatly 
simplified, a simple grid model of a network is 
not realistic in most applications.

The second significant constraint was that 
each node was required to know the distance and 
direction (i.e. the vector) to each of the sinks in 
the network. This allowed each node to perform 
the calculation given in Equation (2) and hence 
to determine the orientation of the convolution 
filter used in the diffusion process. Whilst some 
networks will contain nodes that are location 
aware (and hence able to meet this requirement) 
this is typically not the case in many applications, 
and hence an alternative approach to orient the 
diffusion filter must be found.

Neither of the above two major constraints 
are realistic in the context of most practical ad 
hoc WSNs deployments. However, we have a 
single approach to addressing both the limitations 
described above — the use of an initial beacon 
broadcast from each sink that propagates through 
the network (using the fixed minimum–power 
connections between nodes) and allows each node 
to thereby determine how many hops it is from 
each sink. As we shall outline below, this infor-
mation can then be used to generate an effective 
approximation of the diffusion process. Following 
the bio-inspired approach, we designed a set of 
algorithms in order to implement the proposed 
method. In the following section, we present the 
description of these algorithms.

ROUTING FRAMEWORK 
DESCRIPTION

This section reports the data structures and al-
gorithms needed for constructing highways and 
routing packets along them in a graph setting. 
Table 1 shows the notation used in the following 
sections in order to explain the proposed method.

Firstly, we assume the following:

• Nodes are assigned a unique identifier;
• Nodes can tune dynamically their trans-

mission power level Ptx in the range [Pmin, 
Pmax];

• The network is connected when all nodes 
use Ptx=Pmin;

• Nodes transmit at Pmin unless otherwise 
specified.

There are two important parameters involved 
in the highway construction process. The first one, 
filterRadius, denotes the maximum distance (in 
number of hops) of nodes which can influence the 
actual activation level. The second one, neigh-
bRadius, is used for activating highway nodes, 
and denotes the maximum distance (in hops) of 
nodes to which it is possible to connect directly 
(through a single –yet possibly high–power–hop). 
In general, neighbRadius ≤ filterRadius. We set 
neighbRadius=ceil[dmax/dmin] where ceil(.) repre-
sent the ceiling function. This is a conservative 
choice, in reality it might be possible to reach 
through single–hop communications at high 

Table 1. Notation used in the routing framework description 

Notation Description

Ptx Transmission power radiated by the node

Pmin Minimum transmission power

Pmax Maximum transmission power

dmax Communication range when transmitting at the minimum power level

dmin Communication range when transmitting at the maximum power level
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power nodes located further. However, as such 
parameter defines the maximal distance (in hops 
when transmitting at the minimal power) between 
any node and the highway, it ensures correctness 
of the protocol.

Data Structures

Each node maintains two databases: sinkDB and 
nodeDB.

• sinkDB: includes information about the 
data sinks in the network. Entries are of the 
type <sinkID, distance>. Where:
 ◦ sinkID is the ID of a sink node;
 ◦ distance is the distance (in hops) 

from sinkID.
• nodeDB: includes information about 

nodes in the neighborhood. The neigh-
borhood is defined in terms of number of 
hops. Nodes at a distance less than or equal 
to filterRadius hops are considered to be 
part of the neighborhood. Entries are of 
the type: <nodeID, nodeDist, state, hwSta-

tus, connStatus, nextHop, nearestSinkDist, 
sinkDB>. Where:
 ◦ nodeID is the ID of the node;
 ◦ nodeDist is the distance (in hops) 

along the shortest path;
 ◦ state is the activation level of the 

node (expressed as a double precision 
real number);

 ◦ hwStatus is a boolean field describing 
whether the node is on a highway or 
not.

 ◦ connStatus is a boolean field describ-
ing whether the node is connected 
(i.e., has a valid nextHop field value 
that leads towards a sink);

 ◦ nextHop is the ID of the next–hop 
node, if it exists, otherwise it is empty 
by default;

 ◦ nearestSinkDist is the distance (in 
hops) to the nearest sink;

 ◦ sinkDB is the data structure described 
above.

Figure 3 shows a graphical representation of 
the sinkDB and nodeDB databases. Initially each 

Figure 3. Graphical representation of the NodeDB and SinkDB database (* see Figure 4)
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node stores its own data in the nodeDB database, 
adding data from its neighborhood nodes as they 
get collected. The number of elements in the 
nodeDB database corresponds to the number of 
nodes within the neighbRadius. The number of 
elements in the sinkDB database corresponds to 
the number of sinks in the network.

Sequence of the Algorithms

In order to ensure proper construction of the 
highway ridges, the proposed method has a spe-
cific sequence of processes. In Figure 4, a work-
flow–like representation of the operations of the 
whole routing framework is reported, specifying 
the sequence and timing of the operations of the 
protocol. Our goal is to define a specific schedule 
of operations of nodes and sinks in order to build 
highway ridges.

The sink and nodes have different role in the 
system. The algorithm, for nodes and sink, works 
according to the following steps:

i.  Sink announcement: each sink broadcasts 
a beacon, called “SinkBeacon” message, 
with its ID (referred to as BROADCAST 
BEACON in Figure 4). Nodes receiving 
such a beacon update the distance field 
and re–broadcast it (referred to as SINK 
INFORMATION COLLECTION in Figure 
4). In such a way, each node will eventually 
have knowledge of all sinks and its distance 
from them. The sink repeats the broadcast 
beaconing algorithm each timer1 seconds. 
This iterative process allows nodes to: (i) 
update the data in case of changes in the 
network (i.e., one node runs out of power) 
and (ii) monitor the presence of the sink (i.e., 
there are two sinks in the network one of 
those has experienced a fault, the node does 
not receive the beacon anymore, therefore 
it finds a path to another sink).

ii.  Neighbourhood discovery: Firstly, in order 
to ensure correct completion of the opera-

tions, nodes must have knowledge of at least 
one sink present in the network. Secondly, 
after timer2 each node broadcasts a mes-
sage, called “NodeQuery” message, to its 
one–hop neighbours, asking for information 
about them (including activation state) and 
about nodes which are at most (R – 1) hops 
from them (referred to as BROADCAST 
NODE QUERY in Figure 4). Nodes re-
ply to the NodeQuery message with an 
“ACKNodeQuery” message, it contained 
the information asked by its neighbours (this 
process is referred to as NodeDB UPDATE 
in Figure 4). In such a way, each node may 
acquire (by means of a gossiping mecha-
nism) information on nodes that are within 
its ‘neighbourhood’ (at most R hops away).

iii.  Filter construction and activation level 
update: based on the information gath-
ered, each node constructs its local filter 
and updates its activation level. Let us now 
consider the specific algorithm for perform-
ing the activation–inhibition convolution 
within each node. Firstly, given that we are 
assuming that the nodes do not know their 
own spatial location nor that of the sinks, the 
convolution filter cannot be oriented using 
Equation (2). We can however obtain an esti-
mate of the direction to the sink from a given 
source node based on the sink hop count of 
the neighbouring nodes, and in particular 
whether or not they are on the shortest path 
to the sink. If a neighbouring node is n hops 
from the selected node (n ≤ R, where R is 
the size of the neighbourhood expressed in 
hops), and either n hops closer to, or n hops 
further away from, the sink node, then the 
neighbour will be on the shortest path to/from 
the sink – and hence can be viewed as being 
along the filter alignment axis, and should 
therefore be an activator for the selected 
node. Conversely, a node that is n hops from 
the selected node, and not n hops closer to, 
or n hops further away from sink, will not 
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be on the shortest path, and can therefore 
be considered to be orthogonal to the filter 
axis, and will therefore be an inhibitor for the 
selected node. One additional implication to 
the algorithm is that rather than determining 
the weighted direction to all sinks, given that 

each node knows the distance to all sinks, 
we apply the filter convolution separately 
for each sink, and hence determine a set 
of independent ridges for each sink (this 
process is referred to as FILTER UPDATE 
in Figure 4). The highways are then only 

Figure 4. Workflow–like representation of the operations of the whole routing framework (values for 
duration of timeouts are indicative and have been derived for the network sizes considered in this chapter)
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generated at each node using the ridge data 
for the closest sink. Steps (ii) and (iii) are 
repeated each timer3 seconds for a number 
of times, 25 in this case, in order to achieve 
a stable spatial pattern.

iv.  Ridge detection and tracing: each node, 
after timer4 seconds, runs a procedure for 
deciding whether it should act as highway 
node, by checking whether it is in range 
of an already existing highway (in which 
case it just connects to it) or whether it is 
a local peak, and should therefore activate 
(i.e., turn into a highway node). If a node 
is activated, it starts a tracing process by 
identifying which node shall represent the 
next hop on the way to the closest sink. 
Then the node sends a message, called 
“HwActive”, to that node (referred to as 
HIGHWAY CONSTRUCTION in Figure 4). 
When a node receives a HwActive message 
became activates and it repeats the steps 
(iv) in order to continue the construction of 
highway paths toward the sink (referred to 
as HIGHWAY ACTIVATE LISTENER in 
Figure 4). Highway links (i.e., a link between 
two highway nodes) are always set at mini-
mum transmission power and non–highway 
links (i.e., a link between a highway node 
and a non–highway node) are set depending 
on the distance between them.

v.  Ridge optimization and maintenance: 
Each node rebuilds its highway path each 
timer5 seconds in order to optimize the 
path toward the sink. In parallel, nodes 
repeat Steps (ii), every timer6 seconds, in 
order to inform nodes about changes in the 
neighbourhood. Finally, each node checks 
frequently its databases (each timer7, timer8 
and timer9 seconds respectively) and runs 
processes in order to maintain and guarantee 
a valid route to the sink. These processes al-
low the nodes to (i) recover highway paths 
when the link to the next–hop is broken and 
(ii) find a highway path toward a new sink 
when the previous one is broken.

In order to ensure the proper construction of 
data highways, the value of the timers should be 
fixed considering the following (i) the number of 
nodes and data sinks in the network and (ii) the 
average of data traffic across the network. These 
are critical values because in a dense WSN the 
interference between nodes and high data traffic 
could cause delays in the network and packet 
loss. Therefore, the value of the timers should be 
sufficiently large in order to ensure the diffusion 
of the broadcast beacon from sink(s) towards the 
nodes in the network and allow the exchange of 
data between nodes within the neighbourhood. At 
the same time, the value of the timers should be 
sufficiently small in order to guarantee the fault 
detection and allow the construction of data high-
ways as soon as possible. Moreover, the value of 
the timers has an impact on the overhead, caused 
by the protocol, and bootstrapping time. We will 
discuss each of these points separately in the fol-
lowing section.

SIMULATIONS AND 
NUMERICAL RESULTS

In this section, we report the outcomes of a set of 
experiments carried out using a freely available 
simulation tool, OMNeT++ (http://www.omnetpp.
org). We have implemented the architecture and 
protocols described in the previous sections, and 
run simulations in order to (i) validate the cor-
rectness of the proposed protocols (ii) evaluate 
the performance of the system in terms of time 
necessary to bootstrap the system, robustness and 
overhead related to the data highway construction 
process.

Implementation Details and 
Simulation Settings

We developed the proposed method in OMNeT++ 
using the Mobility Framework. OMNeT++ has a 
set of packages implementing standard network 
protocols, mobility models and traffic models. 
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The Mobility Framework is a network simula-
tion framework that supports wireless and mobile 
simulations within OMNeT++.

The simulations setting used are reported in 
Table 2. The first part of the table contains the 
parameters used for the simulation scenario. In 
particular, we were interested in assessing the 
ability of the proposed bio–inspired approach 
to scale to large network deployments. In order 
to do so, we ran a set of experiments varying 
the number of nodes in the network from 10 
to 1500. For scaling the system in a consistent 
way, we used a fixed node density (set to 0.1429 
nodes m2, corresponding to an average neigh-
bourhood size equal to 7 when transmitting at 
the minimum power). The larger the number of 
nodes, the larger the playground size on which 
they were placed. Nodes were placed according 
to a uniform random distribution. We used one 
single sink, located at (1,1) for all simulations. 
The maximum and minimum communication 
distance were setup considering, in the absence 
of interference, a power transmission range of 
(–25, 0) dBm, a signal attenuation threshold of 
–120 dBm and a path loss coefficient of 2. No data 
traffic was injected in the network. The scenarios 
were evaluated over 10 runs of the duration of 
3600 seconds each one. The second part of the 
table contains the parameters used to setting our 
proposed method. The maximum and minimum 
communication distances were fixed to 4 and 12 
meters respectively and the neighbourhood size 
was set to 4 hops. The value of the coefficients 
𝜑i, 𝜑a and 𝜑s were setting to use, see Section 2, a 
linear version of the filter.

Results

In order to evaluate the performance of the 
proposed method, we preliminarily focused on 
some specific graphs and metrics. From the 
simulations with OMNeT++, logs were obtained 
and successively Matlab (MATLAB is a com-
mercial numerical computing environment and 

programming language) was used to elaborate 
the logs and plot various results. The first set of 
graphs is about the stages of the highway paths 
construction. In order to provide insight into the 
patterns arising in the network as a consequence 
of the activator–inhibitor mechanism, we report 
in Figure 5 the following graphs, related to the 
case with 750 nodes:

a.  Physical location of the nodes in the 
network;

b.  Connectivity graph among nodes when trans-
mitting at minimum transmission power;

c.  Contour plot (distance in hops) of resulting 
distance from the sink when the notes are 
transmitting at minimum power;

d.  Resulting activation field after 25 iterations 
of convolution with the activation–inhibition 
filter;

e.  Data highways resulting from tracing activa-
tion field ridges to the sink;

f.  Representation of the level of transmission 
power, to each node, in the network;

As it can be seen, highways tend to arise where 
dense clusters of nodes are present; the ridge trac-
ing process ensures then the ability to reach back 
to the sink. The control of the distance among 
highways is achieved by appropriately selecting 
the neighbourhood size for the activation filter. 
Figure 6 shows the data highways resulting from 
tracing activation field ridges to the sink whilst 
varying the number of nodes in the network, from 
50 up to 1,500 nodes. In all simulation runs our 
protocol was able to build valid routes, i.e., all 
nodes had a valid nextHop field, highways were 
connected to the sink and nodes not on highways 
were within the maximum communication dis-
tance of 12 m from a highway node.

The second set of graphs is about three spe-
cific metrics. The first metric is the time needed 
by a node in the network to achieve a valid path 
to the sink node. This corresponds to the time 
needed to bootstrap a WSN. Before getting a 
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Table 2. Calibrated OMNeT++ simulation parameters 

Parameter Unit Value

Network Parameters

Duration of each run s 3,600

Number of runs – 10.0

Playground SizeX m 8.5/18.7/26.5/118.5/59/72.5/84/102.5

Playground SizeY m 8.5/18.7/26.5/118.5/59/72.5/84/102.5

Playground area m2 70/350/700/1,400/3,500/5,250/7,000/10,500

Number of Hosts N 10/50/100/200/500/750/1,000/1,500

Carrier Frequency GHz 2.4

Maximum transmission power dBm 0.0

Minimum transmission power dBm –25.0

Signal attenuation threshold dBm –120.0

Path loss coefficient ∝ – 2.0

MAC–address of the sink – 0

MAC–address of the nodes – [1..N]

Position sinkX m 1.0

Position sinkY m 1.0

Position nodeX m Uniform random distribution

Position nodeY m Uniform random distribution

Proposed method Parameters

Maximum communication dis-
tance

m 12.0

Minimum communication dis-
tance

m 4.0

Neighbourhood size hops 4.0

Self–activation coefficient φs – 2.0

Activation coefficient φa – 1.0

Inhibition coefficient φi – –0.1
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valid next–hop address, each node runs the pro-
cesses to build the highways ridges. The time 
needed by nodes to get a valid next–hop address 
is reported in Figure 7. We considered the mini-
mum, average and maximum value attained for 
any node over 10 runs with their respective con-
fidence intervals. The confidence interval is used 

to indicate the reliability of each estimate and was 
calculated with a confidence level of 95%. Both 
the minimum and average number turns out to be 
only slightly sensitive to the number of nodes in 
the system. This is because the time needed to 
construct routing paths, from any node to the sink, 
turns out to be dominated by the values of some 

Figure 5. Application of the proposed protocol to a network with 750 nodes and one data sink. The most 
important states to the highway ridges and paths construction.
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timers. These timers are part of the routing frame-
work (see Figure 4). Following the routing frame-
work, the value of the minimum time, needed by 
node to get a valid next–hop address, calculated 
in an ideal scenario is 311 seconds. The case of 
10 nodes shows significantly better performance, 
due to the simple topology achieved (in most runs 

all nodes were directly connected to the sink). 
The maximum value increased as a function of 
the number of nodes. A more detailed analysis 
revealed that this was due to problems related to 
interference, which prevented some nodes from 
correctly decoding messages destined for them, 
causing therefore a delay in the setup time.

Figure 6. Data highways resulting varying the number of nodes in the network. Each point in the graph 
represents a node while each line represents the link between two highway nodes (x and y-axes measured 
in meters).
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The second metric is related to the overhead 
induced by the protocol in terms of the number 
of messages exchanged until a valid route to sink 
is achieved and throughout the whole simulation 
run. Figure 8 depicts this metric. The proposed 
method involved four different types of control 
messages in order to build and maintain the high-
way paths to the sink. These messages are: Sink-
Beacon, NodeQuery, ACKNodeQuery and HwAc-
tive. Each type of message plays a different role: 

SinkBeacon messages are used to generate the 
sinkDB database; NodeQuery and ACKNodeQue-
ry messages are used to generate the nodeDB 
database and HwActive is used to generate the 
highway paths. The number of such messages 
scales (slightly) superlinearly with the number of 
nodes. A more detailed analysis, based on the 
different types of messages involved in the rout-
ing protocol, revealed that all messages except 
sink beacons grow linearly with the number of 

Figure 7. Bootstrapping time (s) as a function of the network size

Figure 8. Number of control messages (exchanged throughout the whole simulation and until a valid 
route to sink is achieved) as a function of the network size
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nodes. The number of sink beacon messages tends 
on the other hand to grow in a superlinear fashion 
(actually exponentially), which explains the be-
havior observed in our experiments.

Finally, the last metric is about the statistical 
distribution of highway and non–highway nodes. 
Table 3 reports the fraction of highway and non–
highway nodes. Both percentages turned out to 
be rather insensitive to the total of nodes in the 
network. The percentages of highway nodes are 
less than 30% while non–highway nodes are big-
ger than 70% in all scenarios. Hence, the proposed 
method behaves invariable to change of the num-
ber of nodes in the network. We explained previ-
ously that: (i) the power consumption of each link 
depend of the distance (in hops) to highway nodes, 
(ii) the highway link is always set at minimum 
power and (iii) the node computes next hop des-
tination choosing the nearest highway node, so 1 
hop distance. Hence, the proposed method is al-
ways looking to create 1–hop links thus minimize 
the maximum transmission power assigned to 
each node reducing the interference levels for 
other links and saving battery life.

CONCLUSION

The design of efficient routing algorithms is a key 
issue in ad hoc wireless networks. In this chapter, 
we have described a bio–inspired approach to the 

distributed design of data highways for use in 
routing data within dense WSNs. The algorithms 
developed allow these data highways to emerge 
naturally from localized processing in the network, 
without requiring network–wide knowledge or 
oversight, while still ensuring that design criteria 
are met. In particular, the highways will converge 
to the data sinks and ensure a maximum highway 
separation that allows all non–highway nodes to 
be within a desired maximum distance of a data 
highway.

We expect this bio–inspired approach to lead 
naturally to self–healing of the network – in terms 
of regeneration of the highways in the event of a 
sink failure, localized recalculation of highway 
routes in the event of the failure of a highway 
node, and reconnection of source nodes to the 
highways when necessary. Ongoing work will 
explore these self–healing characteristics.

Other questions that remain open, and rep-
resent ongoing research, relate to refining the 
mechanisms for performing the local diffusion 
(alleviating the signaling burden related to the 
knowledge necessary to build activation filters) 
and on considering the impacts of the sink loca-
tions on the structure of the data highways. In 
particular, it may be possible to selectively posi-
tion the sinks in order to allow the highways to 
be tuned, and the data loads across the highways 
to be optimally balanced.

Table 3. Percentage of node with highway and non–highway role in the network 

Number of
nodes

Area
(m2)

Fraction of Highway nodes
(%)

Fraction of
Non–highway nodes

(%)

10 70 20 80

50 350 18 82

100 700 23 77

200 1400 26 74

500 3500 25.4 74.6

750 5250 22.5 77.5

1500 10500 24.4 75.6
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KEY TERMS AND DEFINITIONS

Activation–Inhibition: Activation is the act 
or process of rendering active and inhibition is 
the arrest or restraint of a process.

Ad hoc Wireless Network: A decentralized 
wireless network. A wireless ad-hoc network is a 
computer network in which the communication 
links are wireless. The network is ad hoc because 
each node is willing to forward data for other 
nodes, and so the determination of which nodes 
forward data is made dynamically based on the 
network connectivity.

Convolution: A mathematical operation way 
of combining two signals, f and g, to form a third 
signal.

Data Highway: A path of devices used for 
the transfer of digitized information through a 
network.

Reaction–Diffusion Systems: Mathematical 
models, which explain how the concentration 
of one or more substances distributed in space 
changes under the influence of two processes: 
local chemical reactions in which the substances 
are transformed into each other, and diffusion, 
which causes the substances to spread out over a 
surface in space. In a figurative sense, the reac-
tion–diffusion systems can be applied on artificial 
system in order to model a specific behavior of 
the system.

Routing: The process of selecting paths in a 
network along which to send network traffic from 
source to destination.

Self–Healing: A phrase applied to the process 
of recovery (generally from psychological distur-
bances, trauma, etc.), motivated by and directed 
by the patient, guided often only by instinct. In 
a figurative sense, self-healing properties can 
be ascribed to systems or processes, which by 
nature or design tend to correct any disturbances 
brought into them.

Wireless Sensor Networks: A wireless 
network consisting of spatially distributed au-
tonomous devices using sensors to cooperatively 
monitor physical or environmental conditions, 
such as temperature, sound, vibration, pressure, 
motion or pollutants, at different locations. A 
sensor network normally constitutes a wireless 
ad-hoc network, meaning that each sensor sup-
ports a multi-hop routing algorithm.

ENDNOTES

1  Part of this work appeared in the Proceedings 
of S-Cube 2009 (Lowe & Miorandi, 2009) 
and BIONETICS 2009 (Lowe, Miorandi & 
Gomez, 2009).
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Scented Node Protocol 
for MANET Routing

ABSTRACT

Ant Colony Optimization (ACO) for biologically inspired networking introduces performance gains 
over classical routing solutions for Mobile Ad Hoc Networks (MANETs). However, the current ACO 
protocols involve significant amount of overhead and do not fully reflect the wireless interference effects 
in routing decisions. In ant routing, sources send out ant-based control packets for route discovery and 
path maintenance. Destinations can assist ant packets by disseminating scent messages to provide bet-
ter guidance for route discovery and thus effectively reduce the protocol overhead. For that purpose, 
Scented Node Protocol (SNP) is introduced for interference-aware routing with novel scent diffusion and 
reinforcement mechanisms. The wireless link rates are measured by identifying the node pairs that are 
the most impacted by wireless interference, and network flows are routed to avoid severe interference 
effects among concurrent wireless transmissions. The throughput and overhead performance of SNP 
is evaluated through extensive realistic simulations for dynamic MANET environment. The resulting 
amount of overhead for scent and ant packets is also evaluated through the asymptotic analysis of scaling 
laws, as the network size grows, and through the dynamic analysis of the finite overhead constraint, by 
discussing the possible effects of local network coding on scent dissemination between neighbor nodes. 
Our results verify the throughput and overhead gains of biologically inspired SNP in wireless networks 
over the existing ACO and MANET routing protocols.
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INTRODUCTION

Swarm Intelligence (SI) is based on the notion that 
“swarms” or large collections of simple interacting 
entities acting in some cooperative fashion can 
solve complex problems. A popular example is 
the large ant colonies, which can, with apparently 
low level of intelligence, limited functionality 
and information processing capability or minimal 
information exchange, perform collective tasks, 
efficiently allocate resources or flexibly implement 
division of labor among workers in the colony.

As an adaptive, decentralized, and robust 
system, an ant colony solves the shortest path 
problem to find sources of food through the use 
of chemical substances known as pheromones, 
which have a scent that decays over time through 
the process of evaporation (Bonabeau, Dorigo, & 
Thraulaz, 1999). Ants first set out in search of a 
food source by (apparently randomly) choosing 
several different paths. Along the way they leave 
traces of pheromone. Once ants find a food source, 
they retrace their path back to their colony (and 
in so doing inform other ants in the colony) by 
following their scent back to their point of origin. 
Since many ants go out from their colony in search 
of food, the ants that return first are presumably 
those that have found the food source closest to 
the colony or at least have found a source that is 
in some way more accessible. In this way, an ant 
colony can identify the shortest or “best” path to 
the most desirable food source.

Ants simply follow the path that has the stron-
gest pheromone traces, again the one associated 
with the shortest path. This leads more ants to 
go along this path that further strengthens the 
pheromone trail and thereby reinforces the short-
est path to the food source – hence is a form of 
reinforcement learning (Kaelbling, Littman, & 
Moore, 1996). If, for instance, a shortest path is 
somehow obstructed, then the second best short-
est path will, at some later point in time, attain 
the strongest pheromone, hence will induce ants 
to traverse it and thereby will strengthen it. The 

decay in the pheromone level allows for redun-
dancy and robustness of the emergent solution as 
well as dynamic adaptation.

Such reinforcement learning methods are 
known in the SI literature as ant colony optimiza-
tion (ACO) (Dorigo & Stutzle, 2004), or simply, 
ant algorithms and have been used to provide 
heuristics for a number of difficult combinato-
rial optimization problems such as the Traveling 
Salesman Problem (Dorigo & Stutzle, 2004), 
Job-shop Scheduling Problem (Colorni, Dorigo, 
Maniezzo, & Trubian, 1994), Graph Coloring 
Problem (Cost & Hertz, 1997), Vehicle Routing 
Problem (Bullnheimer, Hartl, & Strauss, 1999), 
and Quadratic Assignment Problem (Maniezzo, 
1999). In many cases, ACO algorithms are com-
petitive with, if not superior to, well-established 
heuristics.

In the search of food sources, ants and many 
other insects are not just guided by pheromones, 
but also attracted by the scent emanated by the 
food sources (Edmund, Mark, & Ryohei, 1993), 
as illustrated in Figure 1. The food scent increases 
relatively, as insects approach the food source, 
and it exhibits a decreasing gradient as they move 
farther away from it. In particular, insects wander 
until they pick up the slightest hint of this scent, 
and then very quickly follow the scent gradient 
toward the source. This scent-based mechanism 
is intended to interact with and enhance any of 
the ACO algorithms, which typically use only 
pheromones.

The use of pheromones along with food scent 
forms the basis of what amounts to a clever in-
formation storage and retrieval system. The fact 
that pheromone and food scent strengths or in-
tensities decay over time suggest that they are 
very simple information processing mechanisms 
that can also implement a form of positive and 
negative feedback. This “processing” capability 
is illustrated in the simplicity of how ants utilize 
and respond to pheromones and food scent.

In this book chapter, the Scented Node Pro-
tocol (SNP) is introduced to enhance ant routing 
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for Mobile Ad Hoc Networks (MANETs). SNP 
is inspired by the odor localization and tracking 
in insect colonies. A wide variety of insects use 
plumes of pheromone (odor) to locate prey, mates 
and other sources of interest (Edmund, Mark, & 
Ryohei, 1993). Insects themselves follow a route 
to regions of higher pheromone concentration by 
means of olfactory sensing, since this represents a 
higher order of relevance in finding the designated 
odor source.

SNP is specifically designed for mobile wire-
less networks. The key innovation is to introduce 
scent-based guidance for ant packets to efficiently 
discover and maintain routes. Different biologi-
cally inspired routing algorithms, e.g. AntHocNet 
(Di Caro, Ducatelle, & Gambardella, 2005), 
have been proposed to improve the performance 
and robustness of the classical MANET routing 
protocols such as Ad hoc On-Demand Distance 
Vector (AODV) routing protocol (Perkins & 
Royer, 1999).

However, there are two key issues that have 
not been solved yet for ACO routing algorithms: 
(i) The protocol overhead requirement is very 
large, (ii) the crucial “wireless” network proper-
ties, such as the interference effects, are not taken 
into account in the routing protocol design.

The traditional wireless ACO algorithms are 
hybrid protocols in the sense that they incorporate 
both a reactive route setup and a proactive route 
improvement or maintenance. Such design incurs 
significantly more control overhead (namely, 
the number of control packets) than traditional 
MANET protocols. In addition, ACO algorithms 
usually do not consider the destructive wireless 
interference effects when routing packets from 
sources to destinations. These two drawbacks 
make ACO routing protocols (e.g., AntHocNet) 
less applicable to heavy-loaded wireless network-
ing environments, although experimental results 
showed that they generally achieve higher through-
put and shorter packet delay when compared 
against traditional MANET routing protocols.

Figure 1. Food (destination) scent attracts ants (ant packets)
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The key contributions of SNP are (i) to improve 
the throughput performance under realistic wire-
less network assumptions, in particular mobility 
and wireless interference effects, (ii) to maintain 
low level of overhead. In that sense, SNP can assist 
the current ACO and other traditional MANET 
algorithms to improve the robustness against 
wireless interference and reduce the overhead 
thereby improving the end-to-end throughput 
performance. The building blocks of SNP are il-
lustrated in Figure 2. SNP uses interference-aware 
routing metric assisted by scent messages in form 
of location updates and boosts reliable network 
information to limit the number of necessary 
control packets for network inference.

BACKGROUND

The most relevant ACO algorithm for MANET 
routing is AntHocNet (Di Caro, Ducatelle, & 
Gambardella, 2005), where ants, i.e. control 
packets, lay and reinforce pheromones to be used 
for route discovery and maintenance. Nodes relate 
each route with a pheromone value in terms of 
the accumulative cost to the destination. Then, the 

probability of forwarding packets over a route is 
proportional to the route’s pheromone value. Two 
kinds of ants are used in AntHocNet, reactive ants 
for route establishment and proactive ants for path 
maintenance. Compared with MANET routing 
protocols like AODV, AntHocNet shows signifi-
cant performance improvement in terms of packet 
delivery ratio and end-to-end latency. However, 
the overhead requirement of AntHocNet limits its 
practical use compared with AODV. Experimental 
results in (Ducatelle, Di Caro, & Gambardella, 
2006) indicate the importance of reflecting the 
wireless interference effects into the link cost 
when tuning AntHocNet for MANET environ-
ment. The interference metric of this experiment 
is based on the achievable signal-to-noise-ratios, 
which vary with the user traffic and may cause 
route fluctuations. Therefore, there is a need for 
a more reliable, accurate, and stable metric to 
reflect the wireless interference effects.

Swarm Intelligent Odor Based Routing 
(SWOB) is proposed in (Ghataoura, Yang, Ma-
tich, & Galileo, 2009), where a virtual Gaussian 
odor plume technique is used to describe the 
odor dispersion effects found in nature, allowing 
information agents in a distributed manner to be 

Figure 2. Overview of scented node protocol (SNP)
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guided towards the region of interest effectively. 
This work mimics the natural pheromone/odor 
plume driven by wind and the odor concentration 
at any given point is determined by a Gaussian 
function. The routing decisions are guided by 
the odor concentration within the plume and thus 
can avoid simple flooding. However, SWOB 
relies on GPS devices on each node to provide 
geographic coordinates to calculate the plume 
and the locations of the source and also the sink 
of a data session must be known a priori. These 
two properties limit the practical use of SWOB 
in dynamic MANET environment.

Similar to AntHocNet, Ant-Colony-Based 
Routing Algorithm (ARA) (Gunes, Sorges, & 
Bouazizi, 2002) uses forward and backward ants 
to discover paths and lay pheromone traces. In 
addition, data packets can also lay pheromone 
and thus maintain the active path. However, ant/
data packets lay fixed amount of pheromone, 
while pheromone values in AntHocNet depend 
on both the end-to-end delay and number of hops. 
In general, ARA is a simpler ACO algorithm 
than AntHocNet. However, since it does not use 
proactive approach to maintain the active path, 
its adaptation to network dynamics is limited 
compared with AntHocNet.

Probabilistic Emergent Routing Algorithm 
(PERA) (Baras & Mehta, 2003) is derived from 
AntNet (Di Caro & Dorigo, 1998), which is de-
signed for wireline networks. However, PERA 
utilizes wireless broadcast to transmit forward 
ants instead of using several unicasts in AntNet. 
To avoid stagnation problem (an optimal route 
may become non-optimal because of changes in 
traffic and network dynamics), PERA uses a new 
type ant, namely the uniform ant, to explore new 
paths to the destination. However, PERA nodes 
proactively and periodically send out forward 
ants to randomly chosen destinations regardless 
of whether a packet needs to be sent to those 
destinations. Therefore, there is still a significant 
overhead requirement for control packets.

Overview of Scented Node Protocol

In SNP, each node can be assigned as the destina-
tion of a data session. Therefore, we imagine that 
food is deposited on each node, and releases scent 
to attract ants (ant packets). When forward ants 
are sent out for a specific destination (namely, for 
the food deposited on that node), they are guided 
by the scent of the destination instead of blind 
broadcast. If the destination scent is unavailable, 
ants simply follow the pheromone (and other 
existing routing mechanisms). As in AntHocNet, 
routing decisions are based on pheromone values, 
which are updated by backward ants returning 
from destinations.

In a mobile environment, destination scent 
provides a robust mechanism to guide the existing 
route discovery algorithms. For example, when 
working together with ACO, ants can be guided by 
scents to find paths quickly and with less overhead, 
but only ants can confirm the validity and cost of 
a path to the destination. This is because the scent 
is spread through hello messages, which could 
be a long process depending on the network size 
and does not necessarily reflect the most recent 
network dynamics.

Initially, each node is assigned a default scent 
value (under the assumption that each node is 
equally interesting to users/applications). Then, 
nodes start exchanging their knowledge of scents 
of other nodes through periodical hello messages. 
To limit the overhead, there is a maximum num-
ber (N) of scents a node can forward through its 
hello message. Besides its own scent, a node can 
forward at most N-1 other strongest scents. Like 
the natural scent, node scents decay both over time 
and distance (after transmission). The spatial decay 
of the scent is proportional to the link cost. Once 
a node receives a scent from a neighbor, it checks 
the emission time of the scent which was first set 
by its originator, and sets up an expiration timer. 
If the node has not received any further update 
of the scent when the timer goes off, the scent 
expires and it is removed from the node’s memory.
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Scent Diffusion Mechanism

SNP relies on periodic information exchange to 
spread the scents of (destination) nodes. Such 
periodic information exchange is usually carried 
out by hello messages. To minimize the overhead, 
SNP can reuse the existing mechanism of hello 
messages that is a typical core part of MANET 
protocols. In each hello packet, a node broadcasts 
its current scent value to its neighbors, and the 
scent values for up to N-1 other nodes. Let Si

j  
denote the scent value of i at node j. At any time 
t, the neighbor k of node j decreases the scent 
value received from node j according to the link 
cost function cjk between nodes j and k:

S t S t ci
k

i
j

jk( ) (+ = −1 1( )  ),  (1)

where cjk < 1 . It is possible that a node receives 
the scent of a particular destination from different 
neighbors, which implies the existence of mul-
tiple paths to the destination with different costs. 
The receiving node keeps all the entries of the 
same destination in its scent table. When the node 
prepares the next hello message, it uses only the 
strongest value of each destination to declare the 
scent in its hello message.

Each time when a node emits its own scent, 
it generates a unique sequence number for this 
emission. A node can accept the scent values 
with the same sequence number from different 
neighbors, but not the scent with the same or 
lower sequence number from the same neighbor. 
When a node receives a scent update with a new 
higher sequence number, it removes all the entries 
(from different neighbors) of this scent with the 
older sequence number, and replaces them with 
the new scent values. The sequence number of 
scent values guarantees that the network will be 
updated with the most recent information and the 
old scents will be eventually removed.

SNP Example

Consider the network topology shown in Figure 
3. Node A periodically broadcasts hello packets to 
all neighbors, B, C, and D, within the transmission 
range. Nodes E and F are out of transmission range. 
In hello packets, node A sends the corresponding 
node ID and the scent value. The value of scent 
originated at node A is 10 and we denote this by 
“A = 10”. On the receiving side, nodes B, C, and 
D all learn that the scent value of node A is 10 
and they decrease this scent value in proportion 
to their link costs from node A.

After adjusting the scent of node A, each of 
nodes B, C, and D has two scents: The new scent 
of A, and its own scent. Nodes D, B, C receive 
the cost-adjusted scent of A (Aa = 7, Aa = 5, Aa 
= 3) and have their own scents D = 10, B = 10, C 
= 10, respectively. Then, each node tries to 
propagate these two scents (i.e., its own scent and 
the scent from A) by using the hello packets.

Node D then broadcasts its own hello packet 
with the two scents D = 10 and Aa = 7 to node E. 
Node E now has the cost-adjusted scent of A, sent 
by D (Ad = 3), the cost-adjusted scent of D, sent 
by D (Dd = 8), and its own scent E = 10.

Node E then broadcasts its hello packet 
H(E,A,D) with its own scent E = 10 and the new 
scents Ad = 3, and Dd = 8. These scents become 
weaker at node C and the cost-adjusted values 
are Ee = 5, Ae = 0, and De = 2. Note that node C 
already has C = 10 and Aa = 3.The scent of A sent 
directly by A (Aa = 3) is larger than the scent of 
A sent by E (Ae = 0), so node C removes scent 
Ae = 0 from the memory.

Node F receives H(C,E,D,A) from node C’s 
hello message, and now it has scents F = 10, Bb 
= 8, Ab = 0 (which was removed), Cc = 8, Ac = 
0 (to be removed), as well as Ec = 1 and Dc = 0 
(to be removed).
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Key Advantages of SNP for MANET

Scent Reinforcement Mechanism 
and Hot Spot Formation

In traditional ACO algorithms, ants follow the path 
that has the strongest pheromone associated with 
the shortest path. This leads more ants to travel 
on the same path that strengthens the pheromone 
trail and reinforces the shortest path to the food 
source. Similar to pheromone reinforcement, a 
scent reinforcement mechanism based on hot spot 
formation is introduced to guide more ants to the 
popular food sources (destinations).

In SNP, all nodes start with a common scent 
value, which ensures that each node has the same 
capability to attract ants under the symmetric net-
work model (i.e., same link costs, same congestion 
levels, etc.). When an ant from a random source 
finds a destination for the first time, the level of 
interest in that particular destination increases, 
i.e., it is likely that other sources would request 
the same destination. This scenario of multiple 
sources being interested in the same destination 
can be modeled as a hot spot effect. Figure 4 il-

lustrates the formation of a hot spot. When more 
traffic is destined to node A, it becomes a hot spot 
thereby increasing its scent value propagated over 
a larger area.

SNP takes advantage of the hot spot situations 
by allowing popular destinations to increase their 
scent values and propagating their scents to a 
broader range. On the other hand, the scent value 
gradually decreases over time when fewer ants 
use it as a destination, until it eventually de-
creases to the initial value.

Mobility Adaptation Capability

SNP is equipped with powerful mechanisms 
to handle node mobility and dynamic topology 
changes. For that purpose, nodes utilize their 
hello messages to notify their existence to their 
neighbors. Figure 5 illustrates the format of the 
hello message. Nodes put their hello intervals into 
their hello messages, so the one-hop neighbors 
learn when to expect the next hello message, and 
can use this information to set up a timer, which 
is fired off when a node is lost.

Figure 3. An example scenario for scent propagation mechanism
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Stationary nodes send out hello messages at 
the default hello intervals. However, when nodes 
are moving, they increase the frequency of hello 
messages by decreasing their hello intervals. The 
reason is that moving nodes need to update their 
location information more frequently so their 
neighbors can quickly detect the topology chang-
es.

This dynamic mechanism is useful specifi-
cally for nodes moving on the path of an active 
data session. When a node is moving out of the 

transmission range, its neighbors can quickly start 
the link failure mechanism to minimize the data 
packet loss. However, the hello interval cannot 
be decreased arbitrarily from the practical imple-
mentation point of view. SNP uses the following 
expression to control how the hello interval varies 
with the node speed:
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Figure 4. Hot spot formation during scent propagation

Figure 5. Hello message and scent entries format
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where T(s) is the hello interval of a node with 
speed s, Tdefault and Tmin are the default and minimum 
hello intervals, respectively, and b is a parameter 
to control how fast the hello interval drops with 
the moving speed. Then, T(s) decays fast and 
approaches Tmin, as speed s increases.

Path Maintenance

Wireless networks are prone to higher error rates 
compared to wired networks. Therefore, the wire-
less routing protocols need to find alternative 
paths quickly so as to minimize the packet loss 
during the link recovery phase. For example, to 
reduce the link recovery time, AntHocNet sends 
periodical proactive ants from the source to the 
destination along the path when the data session 
is active. To explore alternative routes, proactive 
ants also randomly change into broadcast mode. 
These random broadcasts increase the chance that 
the link failures can be fixed locally at the price 
of additional control overhead.

In SNP, a scent diffusion mechanism is used 
along the active path to facilitate dynamic path 
maintenance and link failure recovery. The biologi-
cal inspiration is that the food carried by worker 
ants from the destination to the source emits 
limited scent (compared with the food source) 
to other locations near the path. The proposed 
scent diffusion mechanism is similar to the one 
used for the destination scents. However, the path 
scent is diffused along the path and not centered 
on the destination. The path scent is spread only 
to nodes that are close to the active path (a few 
hops away) through hello messages. These two 
diffusion mechanisms complement each other. 
This mechanism has the advantages of (i) reduc-
ing the scent transmission cost, and (ii) using only 
local repair to find a detour near the original path, 
when a link fails.

Figure 6 demonstrates the scent diffusion along 
the path for the scenario, where nodes are deployed 
in each cell of a 10x10 grid with the destination 
located at cell (10, 10) and the source at (0, 10). 

The scent intensity is not a standard cone, but 
with higher scent values along the straight path 
from (0, 10) to (10, 10).

Link Failure Recovery

We consider two possible techniques to cope 
with link failures: Sending local repair ant and 
introducing active target. First, in the case of a 
link failure, the upstream node of the failed link 
sends out a local repair ant to find a detour. To 
guarantee that the detour is near the original path, 
we can set a limit on the maximum number of 
broadcasts that any local repair ant must have. 
Because of the path diffusion, nodes near the 
path have kept the destination’s scent, and we 
can expect that within a few hops, the local repair 
ant is able to find the scent of the destination 
and change to unicast mode, just like the normal 
route discovery operation. In addition, because 
the scent is diffused from the path, the local re-
pair ant is eventually guided back to the original 
path, reaching the destination. However, there is 
no guarantee that such a local repair mechanism 
will be always successful because the number of 
scents each hello message can carry is limited, 
or a local detour may not exist. If the local repair 
fails, a link failure notice is sent to the source node 
of the data session, where a new path discovery 
can be triggered.

Another optional technique to tackle the link 
failure caused by network dynamics is to introduce 
the concept of active target. An active target is 
a destination node having active data sessions. 
For routing, the most critical information of a 
data flow is the current location of the destina-
tion. The sooner other nodes receive the updated 
location of the destination, the more accurate the 
route would be. The idea is to propagate scents of 
active targets as soon as possible thereby reduc-
ing the session abruption to the minimum level. 
When an active target emits its own scent, it marks 
the Boolean field “Active Target” as true for its 
scent entry in the hello message. After the hello 
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message reaches a neighbor, and if this scent 
is one of the N strongest scents (after decaying 
with the link cost), the node cancels the current 
hello timer and sends out the next hello message 
immediately. Note that the protocol will generate 
more hello messages this way, and the overhead 
may increase significantly when there are many 
data sessions. The technique should be applied 
only to data sessions with high priority, such as 
the ones with high QoS requirements, or to long 
flows in a heavy-tailed traffic scenario.

Wireless Interference-Aware 
Routing Mechanism in SNP

DB Pair and Link Cost Measurement

The dominant factor in wireless network perfor-
mance is the wireless interference. Therefore, there 
is a strong need for interference-aware routing, 
which is not effectively represented inthe previ-
ous ACO algorithms. SNP is equipped with the 
interference-aware routing metrics motivated by 
the interesting phenomenon of Deaf and Bottle-
neck (DB) pair in wireless networks. The DB 
Pair concept is used to measure the link cost in 
the SNP design. “Deaf” node is the one not able 
to respond to its neighbors’ transmissions because 

of the heavy interference, and “Bottleneck” node 
is the one with the most packet drops. The deaf 
and bottleneck nodes usually occur in pairs, one 
node with the most severe wireless interference 
and its next upstream node, which is the actual 
bottleneck for the traffic flow.

Figure 7 illustrates the DB pair concept for 
nodes placed in a hexagon grid with 6 neighbors. 
Nodes that are within two hops away interfere 
with each other. The top left corner of each node 
marks the number of interfering nodes. Two traffic 
flows are generated, from node 1 to 21, and from 
node 2 to 22. For flow 1, the deaf node (with the 
highest interference) is node 5 and the bottleneck 
node (with most packet drops) is node 1, because 
its downstream neighbor, node 5, experiences 
heavy interference and cannot send timely MAC 
(Medium Access Control) acknowledgements 
for the packets received from node 1. Thus, the 
interface queue of node 1 is quickly filled up 
by packets waiting for the MAC acknowledge-
ments and this forces node 1 to drop packets in 
its queue. For flow 2, the deaf node is node 6 and 
the bottleneck is node 2. This is because node 6 
lies upstream, and its non-responsive behavior 
causes node 2 to drop packets and thus shapes the 
traffic. DB pair is unique for wireless networks 
using CSMA/CA MAC (IEEE 802.11) and has 

Figure 6. Scent diffusion along the path of an active data session
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the important implication on routing and network 
performance tuning.

Once the DB pair of a flow is identified and 
the interference degree of the deaf node is mea-
sured, the existence orthe location of the DB pair 
can be controlled by changing the path of the flow 
to reduce the flow’s overall interference and im-
prove the network performance, e.g., the end-to-
end network throughput.

Wireless Interference Metric in SNP

DB pair concept is used in workload-aware routing 
algorithm for wireless networks. To achieve the 
maximum path rate, the optimal route for a flow 
should have the minimal intra-flow and inter-flow 
wireless interference, which can be measured by 
the number of interfering neighbors of the deaf 
node. The routing algorithm needs to collect the 
interference information on multiple paths before 
it actually assigns a path to a new flow. The al-
gorithm then compares the interference degrees 
of the deaf nodes on different paths and chooses 
the path that includes the deaf node with the least 
interference degree.

When measuring the interference degree 
(number of interfering neighbors) of a deaf node, 
it is practical to use only long flows under the 
heavy-tailed traffic condition. For a single flow 
on path (x1, x2, …, xf), the path rate is given by

R x x x r x xf k f k k  ( , , ..., ) min ( , ),
{ ,..., }1 2 1 1 1=
∈ − +  (3)

where r (xk, xk+1) is the rate of link (xk, xk+1). Let 
NCS (xk) denote the number of nodes having long 
flows in the carrier sense range of xk. For a shared 
baseband channel in IEEE 802.11, the link rate 
is assumed to be

r x x
B

N xk k
CS k

 ( , )
( )

,+ = −1 1
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where B > 0 is the physical bandwidth. Hence, the 
deaf node is the first node with the largest value 
of NCS (xk) > 1. Note that the above formulation 
ignores the PHY layer diversity, packet capture 
effects, and dynamical systems properties of 
ad hoc wireless networks that can significantly 
influence the performance results in realistic 
network applications. When applied in the ACO 

Figure 7. Nodes 5 and 6 are deaf nodes and nodes 1 and 2 are bottlenecks
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algorithms, the ants should be able to collect long 
flow interference information at each node along 
the path. This requires that each node tracks the 
long messages. In addition to the scent value, each 
node also indicates whether it is running a long 
flow in its hello message, and this information is 
forwarded by its one-hop neighbors. However, 
long flow information can only reach at most two-
hop neighbors of the originating node, because 
the carrier sensing range is typically twice of the 
transmission distance.

After computing the long-flow-interference at 
each node, this information can be used in scent/
pheromone diffusion. The scent decays more 
from a node with higher interference than from a 
node with lower interference. Thus, scent-guided 
ants tend to take the path with lower interference 
towards a destination. Then, the path rate formu-
lation in Equations (3)-(4) can be used to define 
the pheromone, which directly affects how data 
packets are dispatched.

Protocol Implementation

The format of the basic data structures used by 
SNP is described as follows.

Hello Message

Hello message includes four components as il-
lustrated in Figure 5:

1.  Node ID: a string which is also the ID to 
indicate the originator of this hello message.

2.  Hello interval: a positive real number which 
indicates the time period from the current 
time to the next hello message from the same 
originator.

3.  Number of interfering nodes: a non-nega-
tive integer which indicates how many nodes 
in its capture sensing range, including itself, 
are interfering with its transmissions. SNP 
only counts nodes with active long flows.

4.  Scent entries: a list of up to N scents stored 
by the originator node.

Each scent entry has the following fields:

1.  Scent source: a string which indicates the 
source of this scent.

2.  Scent value: a non-negative real number.
3.  Sequence number: a non-negative integer 

which is unique for an emission of this source 
node.

4.  Origination time: the time when the scent 
is emitted by the originator.

5.  Active target: a Boolean variable which 
indicates whether or not the scent source is 
being used by a data session.

Scent Table

Each node keeps a scent table which contains all 
fresh scents it learns from the hello messages. The 
scent table has the following fields:

1.  Scent source/destination: a string which 
indicates the originator of the scent. For 
routing protocols, this is the routing table.

2.  Sender: a string which indicates the direct 
neighbor which forwards this scent.

3.  Scent value: a non-negative real number 
which indicates the strength of the scent.

4.  Sequence number: a non-negative integer. 
It is the same sequence number, which is 
assigned by the originator when it sends out 
this scent.

5.  Expiration time: the time when this scent 
should be outdated.

Simulation Results for 
Throughput and Overhead

In this session, we show the performance gains of 
SNP through simulations and verify the advantage 
of SNP over other ACO and MANET routing 
protocols. We choose AODV and AntHocNet 



254

Scented Node Protocol for MANET Routing

(AHN) as the reference protocols, because AODV 
is one of the most popular MANET protocols, and 
AntHocNet is a well-known bio-inspired routing 
protocol based on ACO algorithm.

We use in-house network simulator CCNS 
(Cross-layer Composable Network Simulator) 
of Intelligent Automation, Inc. for experiments. 
Simulations are configured as follows: All nodes 
are uniformly randomly placed in a 50m x 50m 
rectangular area. The transmission range of each 
node is 15m. All nodes employ 802.11 as the 
MAC protocol and use the same communication 
channel. In each simulation experiment, multiple 
data connections are generated with randomly 
selected source and destination pairs from the 
existing nodes. The data type is CBR (Constant 
Bit Rate) using UDP (User Datagram Protocol), 
the transmission rate is 10 packets/second, and 
each packet contains 1024 byte application data. 
The connections arrive according to a Poisson 
process, and its mean interarrival time equals to 
the whole simulation time divided by the total 
number of connections.

To reflect the heavy-tailed nature of packet 
traffic, 80% of connections have a short lifetime 
(2 seconds) and 20% of connections have long 
lifetime (40 seconds). To mimic the hot spot phe-
nomenon, 80% of total connections are destined 
to the same group of nodes, which account for 
20% of total nodes. Node mobility is generated 
using a waypoint model, in which a node goes to 
a randomly selected point at a fixed speed, and 
rests for a random time, and then heads to the 
next point. In our experiments, we varied values 
of four parameters: node number, connection 
number, node moving speed, and node resting 
time. Figure 8 shows the node placement of one 
sample simulation experiment.

We compare the protocol performance under 
different networking conditions, and we vary the 
values of the following simulation parameters:

• Number of Nodes: varies from 10, 15, 20, 
25, to 30, default value = 20.

• Number of Connections: varies from 10, 
25, 50, 75, to 100, default value = 50.

• Node Moving Speed: varies from 0.05, 
0.5, 1, 1.5, to 2 m/s, default value = 0.5 
m/s.

• Node Resting Time: varies from 10, 20, 
30, 40, to 50 sec, default value = 30 sec.

When we change values of one parameter, 
we set the other three parameters to their default 
values. For each parameter combination, we run 
five passes of simulation with different random 
effects of topology, mobility and traffic, and 
compute the mean throughput and overhead of 
these five passes. The throughput is measured 
as the total number of successfully delivered 
packets, and the overhead is measured as the total 
transmissions of non-data packets by all nodes in 
the simulation. For example, after a source node 
sends out a route request, this request is forwarded 
by five other nodes, and then the overhead is six 
transmissions. On the other hand, when a data 
packet travels through multiple hops and reaches 
the destination, it is considered as only one packet 
delivery when we measure the throughput. Next, 
we illustrate the simulation results (throughput 
and overhead) for different network parameters.

Figure 9 shows the throughput and overhead 
performance of the three protocols when we ran-
domly place different number of nodes into the 
network topology. Note that we set three other 
parameters to their default values such that these 
simulations run 50 data connections, all nodes are 
moving at 0.5m/s, and the node rest time is 30 sec-
onds. All three protocols achieve almost the same 
throughput when the node number is very small 
(=10). AODV has the worst throughput among the 
three protocols when the node number becomes 
larger. AHN generally has higher throughput than 
the other two protocols when the node number 
is low (<=15). But SNP has the best throughput 
performance when more nodes (>15) are placed 
in the same simulation setup. On the other hand, 
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SNP requires much less control overhead than 
AHN, but more than AODV.

Both AHN and SNP achieve higher or the same 
throughput rates than AODV because the ant and 
pheromone mechanisms enable them to have 
quicker and more accurate response to the network 
dynamics. For example, nodes in AHN or SNP 
keep multiple next-hop entries for the same des-

tination in their routing tables. When one next-hop 
becomes less reliable, the next entry will emerge 
as the best one and is used by the succeeding data 
packets. This takes place without waiting for 
extra route repair or rediscovery like AODV does. 
The three protocols achieve almost the same 
throughput performance when the number of 
nodes in the network is small. In this case, the 

Figure 8. Sample network topology for simulations

Figure 9. Throughput and overhead with different node numbers
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routes between sources and destinations become 
simple, i.e., routes either do not exist or consist 
only of a few hops. This simplicity makes all 
advanced features of AHN and SNP unnecessary. 
Therefore, all protocols result in similar through-
put performance.

Another interesting feature is that AODV and 
AHN achieve the maximum throughput perfor-
mance for 20 nodes and the throughput decrease 
when the node number continues to increase. The 
throughput of SNP does not decrease after hitting 
20 nodes, but the increase rate drops sharply. This 
result is related to the general capacity of wireless 
network, which decreases when the number of 
nodes over a finite area increases, because all nodes 
have to compete with each other for the shared 
medium. From the result shown in Figure 9, the 
network becomes saturated for AODV and AHN 
when the node number reaches 20, but SNP does 
not saturate the network until the node number 
is 25. This is because SNP incurs less overhead 
than AHN (see Figure 10) and also SNP is better 
adapted to network dynamics than AODV.

Figure 10 shows the simulation results when 
the connection number changes and other param-
eters are set to default values. For all different 
connection numbers, SNP improves the through-
put at least 20% over AHN, and AODV has the 

lowest throughput except when connection num-
ber is 10. AODV performs better than AHN when 
the connection number is 10 (smallest number in 
simulations), because AHN has the most broadcast 
among the three protocols and experiences much 
higher interference than AODV. Again, SNP 
performs the best in terms of throughput, because 
it delivers more routing information and incurs 
lower overhead. In terms of the routing overhead, 
the performance is similar to that shown in Figure 
9. All three protocols incur an increasing amount 
of overhead as more connections are injected into 
the network. For all connection numbers tested, 
AHN and AODV incur the most and least amount 
of overhead, respectively. On the other hand, SNP 
has the intermediate overhead performance, and 
incurs only about 50% overhead compared with 
AHN.

Figure 11 shows the simulation results for 
different node moving speeds. Generally, the 
throughput decreases for all protocols when nodes 
move faster, and SNP still has the best throughput 
performance in most cases. However, it is interest-
ing to note that the throughput advantage of SNP 
over AHN narrows when the moving speed is 
larger than 1.0 m/s. This suggests that SNP does 
not have a particular advantage compared to AHN 
when the node moving speed is relatively high 

Figure 10. Throughput and overhead with different connection numbers
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with respect to the chosen transmission range. 
This is because the scent dissemination in SNP 
relies on hello messages to propagate, and on the 
average it requires a time interval that is given 
by the hello period multiplied by the number of 
hops to reach a particular remote node. By the 
time when a forward ant picks up the scent at this 
remote node, it might already be stale if nodes 
are moving fast.

However, in AHN, forward ants always use 
the broadcast to flood the network to find a des-
tination. Although it causes larger overhead, it is 
the most reliable routing approach when nodes 
are moving fast. The overhead analysis shows 
that both AHN and SNP incur more overhead 
when the node moving speed increases. SNP 
requires only around 50% of overhead compared 
with AHN. Note that unlike previous experiments, 
the overhead of AODV is almost constant for 
different values of moving speed, which conforms 
to its protocol design.

Node rest time is another aspect of network 
mobility. In a waypoint mobility model, after a 
node moves to a destination point, it stops for 
the rest time, and then starts to move to the next 
destination. So, network mobility is higher while 
the rest time is shorter. From Figure 12, all three 
protocols achieve higher throughput when the 

rest time becomes longer, because the overall 
network mobility decreases, and it benefits all 
the three protocols. SNP still achieves the high-
est throughput and as expected, AODV has the 
worst throughput performance. On the other hand, 
AODV has the lowest overhead, which is almost 
independent of the node rest time, and AHN has 
the highest overhead in all cases. The overhead 
of SNP and AHN both decrease when the node 
rest time is longer, which means both protocols 
perform less route repair and rediscovery.

From the simulation results, we can conclude 
that, compared with AHN, SNP reduces the rout-
ing overhead significantly, and consequently 
achieves higher throughput in most instances of 
the simulation experiments. The throughput gain 
comes from (i) nodes have opportunities to main-
tain the scent information of potential destinations, 
especially hot spots, and this saves routing over-
head; (ii) the wireless interference factor in scent 
or pheromone’s decay expression allows SNP to 
avoid nodes with heavy interference, and thus 
mitigates the potential network congestion. There-
fore, SNP has the best performance in dense 
wireless networks, where the interference between 
nodes is severe. However, because the scent in-
formation travels with hello messages, it is 
rather slow to reach nodes far away. In a network 

Figure 11. Throughput and overhead with different node moving speeds
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where nodes move very fast, the scent information 
may quickly become stale, and this may be very 
inefficient in terms of guiding routing ants towards 
destinations. Because AHN uses flooding mech-
anism to find routes, it is more accurate for a 
network with high-speed nodes. Therefore, a more 
reliable mechanism with less overhead than flood-
ing is needed to improve the performance of SNP 
in highly mobile networks.

Overhead Analysis of SNP

Next, we analyze the overhead requirement of 
SNP. A general network is assumed with n nodes 
randomly distributed over a fixed finite area. 
Each node generates packet traffic with rate λ 
(packets per second) as the source and randomly 
addresses each packet to one of n−1 other nodes 
as the destination. Sources discover the destina-
tions of their packets by sending ant packets in 
form of location request messages. On the other 
hand, each destination holds a scent value and 
disseminates it in form of hello messages, which 
would correspond to the location update messages.

The scent value (strength) of any destination 
decays both over time and distance. A slotted time 
system is assumed, where the scent value decays 
every time slot with linear factor ctime < 1. When-

ever a location request message arrives at a des-
tination (which occurs with total rate λ), the 
popularity of the destination increases along with 
the value of scent it releases. Let ni(t) denote the 
number of the location update messages arriving 
at node i at slotted time t. In Equation (1),Si

k

denotes the scent value of destination i at node k. 
The value Si

i  that destination i holds for its own 
scent evolves over time as

S t c S t n ti
i

time i
i

i( ) ( ) ( ),+ = +1   σ  (5)

where σ is a positive constant that represents the 
linear scent increase with every incoming ant 
packet. Equation (5) models the hot spot forma-
tion for scent reinforcement and corresponds to 
a stable system for ctime < 1.

The scent value also decays over distance, 
where the decay factor is proportional to the link 
cost cjk from node j to node k. After the transmis-
sion of the scent message from node j to any 
neighbor node k at time t, the scent of destination 
i decays according to Equation (1). For the sym-
metric network model, a common link cost 
c cjk link= < 1  is assumed for any link (j,k), where 
clink  includes both spatial and temporal decay 
factors.

Figure 12. Throughput and overhead with different node rest times
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Global Asymptotic Analysis 
of SNP Overhead

First, we evaluate the scaling laws for SNP over-
head, as the number of nodes, n, grows to infinity. 
A circular model is assumed for the communication 
ranges and the scent strength disappears, when 
its ratio to the initial value drops below a finite 
threshold 0 < ε < 1. The maximum number of 
hops that the scent of any node can travel before 
it expires is defined as the scent radius kmax, and 
it is computed from Equation (1) as

       k
clink

max

log( / )
,< +

1
1

ε


 (6)

where log(.) is the natural logarithm and
   log c clink link= − −( )1 .

Before the scent expires, it can diffuse over 
the maximum area ofπ k r nmax ( )2 2 , where r(n) is 
the common communication range. Given two 
functions f(n) and g(n), we say f n O g n( ) ( ( ))= , 
if and only if sup ( ) / ( ))n f n g n ( <∞ , we say 
f n g n( ) ( ( ))= Ω , if and only if g n O f n( ) ( ( ))= , 
and we say f n g n( ) ( ( ))= Θ , if and only if 
f n O g n( ) ( ( ))= and f n g n( ) ( ( ))= Ω . Since n 
nodes are randomly distributed over a fixed area, 
the maximum number of nodes, nmax, which can 
be reached by any scent (before its strength disap-
pears), is bounded as

n O
n r n
clink

max

( )
.=











 
 

 
2

2


 (7)

For the global network connectivity such that 
no node is isolated in the network, the minimum 
transmission range (Gupta & Kumar, 2000) must 
satisfy

r n
n
n

( )
log( )

.=










Θ  (8)

The hello messages (corresponding to the 
destination scents) are flooded to nmax nodes over 
a minimum spanning tree (MST). Then, each 
hello message travels on the average the distance 
of d O nmax max= ( )  hops over the MST (Steel, 

1988). Scent messages are transmitted from each 
of n nodes at rate λ (with new ant packet arrivals). 
There are n potential destinations each generating 
hello messages with rate λ. Then, each hello mes-
sage travels the average distance of dmax hops, and 
each hello message consists of m bits. Therefore, 
the total overhead is given by n d mλ max  and it is 
computed from Equations (7) and (8) as

Nscent=











O
n n m

clink
 
λ log( )

.


 (9)

The hello message contains the ID information 
and location information of the corresponding 
destination. To identify the originator of the scent, 
log(n) bits are sufficient. If the network is di-
vided into square cells with the quantization 
level ofcr n cr n( ) ( )×  for some constant c > 0, the 
approximated node locations can be described in 
one of O(n/log(n)) cells with O(log(n)) bits (La 
& Seo, 2008). Combining the overhead terms to 
describe node IDs and node locations, m = 
O(log(n)) bits are sufficient to represent each scent 
message. Then, the total scent overhead gener-
ated for the entire network to carry is given by

Nscent=










O
n n
clink

 
λ log ( )

.
/3 2



 (10)

The total SNP overhead should also reflect the 
overhead requirement for ant routing. To deliver 
each ant packet (location request message), MST 
is constructed with the average distance ofO n( )
. This yields the total overhead O n n m  λ( )  
for the location request messages, where m is the 
bit length of an ant packet. Then, total of log(n) 
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bits are sufficient to identify the ID of each of n 
destinations, i.e., we have m = log(n). On the 
other hand, the location reply messages from any 
destination are not flooded but sent on a single 
path with the average distance of O(1). Since 
O(log(n)) bits are sufficient to inform the source 
of the location of the requested destination, the 
total overhead for ant routing (La & Seo, 2008) 
is given by

Nant = O n n3 2/ log( ) .λ( )  (11)

Both scent and ant messages are carried in 
the network concurrently. From Equations. (10) 
and (11), the scent overhead does not increase 
the order of total overhead beyond ant routing, 
if and only if

c
n
nlink =











Ω 
log( )

, ,  (12)

i.e., if the exponential link cost factor for scent 
decay over one hop is chosen at least propor-
tional to the hop distance r(n). Since
   logc clink link= − −( )1 , the linear decay factor 

must satisfyc n nlink = − −( )( )Ω 1 exp log( ) /

, which approaches c r nlink = Ω )( ( ) , as n grows 
to infinity.

As a result, it is possible to operate both scent 
and ant-based routing schemes jointly with the 
same overhead order ofO n n log( )( ) . Note that 

the maximum rate λmax that a random network can 
carry is achieved for the minimum communication 
range given by (8) (Gupta & Kumar, 2000) and 
it is computed as

λmax
log( )

.=











Θ 

1

n n
 (13)

For the worst-case overhead, each source sends 
out a new ant packet for the destination discovery 
whenever it generates a new data packet. Then, 
the maximum possible scent overhead is given by

Nscent (14)

which is the same as the overhead for ant routing 
provided that clink  is chosen according to (12).

Local Dynamic Analysis 
of SNP Overhead

Next, we evaluate the effects of finite overhead on 
scent dissemination. Hello messages of different 
destinations compete with each other in the form 
of dynamic information exchange. Then, the finite 
overhead limits the scent radius because of the 
avalanche effect of the scent dissemination. In 
SNP, each relay node keeps the strongest N scents 
of different destinations (including one for its own 
scent), and discards the other weak scents. Let d 
denote the vertex degree of each node (i.e., one-hop 
neighbors that can be reached by any broadcast 
transmission) in a symmetric network, and let λ0 
denote the rate at which ant packets reach a given 
target destination.

The hello message of any node i must include 
(a) the scent of i provided that at least one location 
request message arrives in the previous time slot, 
(b) the scents of the one-hop neighbors provided 
that they received location request messages in the 
previous time slot, (c) the scents relayed by the 
neighbors (i.e., the scents of nodes that are two or 
more hops away) in the previous time slot. Then, 
the average scent overhead N of any node satisfies

N d d N= + + −λ λ λ δ0 0 02   ( ) .  (15)

The first term λ0 in Equation (15) corresponds 
to the individual scent of the node under consid-
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eration, the second term λ0d corresponds to the 
scents of neighboring nodes, which must be kept 
in the hello messages because they have scent 
values greater than the ones already stored at the 
node, and the third term (N – 2 λ0) dδ corresponds 
to the scents that are incoming from the neighbor-
ing nodes and are relayed by the node (Each node 
forwards only δ portion of the scents relayed from 
each neighbor node). The third term excludes the 
individual scent of the node and the scents of the 
neighbors, since a node always drops its own scent 
value that is returned back by the neighbor node 
and always forwards new scents of the neighbor-
ing nodes. In general, δ is a topology-dependent 
parameter, and in particular it depends on kmax and 
d, where kmax is the maximum number of nodes a 
scent can reach and d is the node degree.

A minimum spanning tree is used to flood 
the hello messages. The parameter δ can be 
analytically computed as a function of kmax and d 
as follows. Scent messages incoming from any 
neighbor node i to node j consists of four parts: 
(a) Scents of nodes in group G1 (nodes that are 
closer in hop-distance to i than j and are kmax hops 
away from j), (b) Scents of nodes in group G2 
(nodes that are closer to j than i and are kmax − 2 
hops away from j), (c) Scent of node i, and (d) 
Scent of node j. The computation of δ excludes 
scents of node i and j. From the rest of scents 

incoming from i, node j does not forward scents 
of group G2, because j already has received these 
scents before they reach i, and does not forward 
scents from group G1 that are kmax hops away 
from j, because they expire when they arrive at j. 
Therefore, node j relays only scents from group 
G3, which contains nodes from group G1 that are 
at most kmax− 1 hops away from j and kmax − 2 hops 
away from i. Groups G1, G2, and G3 are illustrated 
in Figure 13.

We can express δ = G3 / (G1 + G2), where

G d j

j

k

1 1

1
1= −

=

−∑ ( )max  

and G G d j

j

k

2 3 1

2
1= = −

=

−∑ ( )max  

such that the parameter δ can be computed as a 
function of kmax > 2 and d:
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d k

d

d d

j

j

k

j j

j

k

j

k
=

−

− + −

=

−

=

−

=

−

∑
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2
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1
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(16)

Then, from Equations (15)-(16) the average 
scent overhead, N, can be computed as

Figure 13. Illustration of the parameter δ to quantify the effect of network topology on overhead N for 
tree networks with d = 3 and kmax = 4. In thisexample, δ = 0.3
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The overhead N increases with node degree 
d and scent radius kmax. To avoid the avalanche 
effect of scent dissemination, the scent radius kmax 
should be kept small, which can be realized by 
increasing the link cost clink. Figure 14 evaluates 
the overhead term (17) for λ0 = 0.1.

The scent range, i.e., the number of nodes any 
scent can reach (excluding the scent origin), is 
given by

n d k d d j

j

k

max max( , ) ( )
max

= −
=

−

∑ 1
0

1

 (18)

for the minimum spanning tree constructed for 
scent message dissemination.

The overhead is evaluated in Figure 15 as 
a function of scent range nmax (d, kmax), where 

kmax is fixed and d is changed from 2 to 10. The 
scent range shows polynomial increase with the 
overhead that is necessary to support the scent 
message distribution.

Benefits of Network Coding

SNP overhead increases fast with node degree d 
and scent radius kmax, and causes a bottleneck for 
the scent message exchange between neighbor-
ing nodes. We discuss next the potential use of 
network coding to improve the local exchange 
of scent messages at a single node with node 
degree d. Network coding is a novel networking 
paradigm that extends store-and-forward-based 
routing and allows intermediate nodes to code 
over the incoming packet traffic (Ahlswede, Cai, 
Li, & Yeung, 2000). Network coding provides 
significant throughput gains over routing at the 
cost of additional coding complexity and overhead, 
which would increase with the network size. Here, 
network coding is applied only locally to reduce 
the SNP overhead, i.e., network coding is applied 
for the exchange of scent messages between 
neighboring nodes rather than for delivering data 
packets (that is carried out by ant routing).

Figure 14. Overhead N as a function of scent radius kmax and node degree d
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The scent message at any node i consists of 
two parts: (a) Individual scent of node i, (b) Scent 
messages incoming from the neighboring nodes 
that need to be relayed. The content of any scent 
message is partitioned into two terms X(a) for case 
(a) and X(b) for case (b):

X X Xa b= [ , ].( ) ( )   (19)

Accordingly, we partition N in Equation (19) 
into two terms:N a( ) and  N b( ) , where

N N Na b( ) ( ), ( )= = + −λ λ λ δ0 0 02          
(20)

such thatN N d Na b= +( ) ( ) . Coding X(a) with 
any element of X(b) would not reduce the length 
of scent message, because neighbor nodes do not 
have X(a) and cannot decode unless one degree of 
freedom (one innovative packet) for X(a) is re-
ceived. Therefore, we assume that only elements 
of X(b) are network-coded (with linear coding 
matrix G) such that the total scent message trans-

mitted by any node has the common format 
given by

Y X GXa b= [ , ].( ) ( )   (21)

The goal is to find the coding matrix G with 
the minimum number of rows such that all d 
neighboring nodes can decode X from Y. We as-
sume that (in addition to its own scent) each 
neighboring node already has η scents from X 
with the most current scent values. For instance, 
this may model the case that multiple paths exist 
or nodes overhear each other’s omnidirectional 
transmissions. Then, each neighboring node needs 
at least ( ) ( )d N b− −1 η  degrees of freedom to 
decode the scent messages X.

This problem is similar to wireless broadcast 
exchange with network coding over relay nodes 
(Sagduyu, Guo, & Berry, 2008) and here we can 
refer to the same code construction scheme such 
that there exists ( ) ( ) ( )d N d Nb b− − ×1 η    matrix 
G and all neighboring nodes can decode the mes-
sages in X from Y. In general, Maximum Distance 
Separable (MDS) codes (MacWilliams & Sloane, 

Figure 15. Overhead N as a function of scent range nmax
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1977) can be used to solve this broadcast problem 
with η +1 packets of side information (one indi-
vidual scent and η scents overheard from the 
other neighbors). The result is a

( ) ( ) ( )d N d Nb b− − ×1 η    

generator matrix such that whenever ( ) ( )η + 1  N b  
columns are removed, the remaining matrix is 
full-rank, i.e., it has rank ( ) ( )d N b− −1 η  . The 
existence of [ ,( ) ]( ) ( )d N Nb b  η + 1  MDS code is 
guaranteed, if the coding field size q for network 
coding operations satisfies

q d N> + −( ( ) ).λ λ δ0 02   (22)

With network coding for local scent exchange, 
Equation (17) for the scent overhead N is changed 
to

N N d= + + − − −λ λ λ δ η0 0 02 1( ( ) ) ( ).    
(23)

Then, from Equation (23) the scent overhead 
N is computed as

N d

d d k

d d k

= + − −
+ − − −
− − −



1

1 1

1 1 1 2

1 1

,

,

( ) ( ( , ))

( ) ( , )
,max

max

η
η δ
η δ

  

 









=
=
>

    

    

    

k

k

k

max

max

max

,

,

.

1

2

2

 

(24)

Figure 16 evaluates the protocol overhead N 
as a function of node degree d with and without 
network coding for scent dissemination. Network 
coding provides significant reduction in the over-
head requirement and slows down the increase 
in N with respect to d and kmax. In particular, the 
network coding gain increases with the amount 
of side information (on scent messages) available 
at neighbor nodes.

FUTURE RESEARCH DIRECTIONS

The main focus of our approach was to improve 
the throughput and overhead properties of bio-

Figure 16. Benefits of network coding to reduce protocol overhead (shown for kmax = 3)
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logically inspired routing protocols compared to 
the state-of-the-art ACO and traditional MANET 
routing protocols. There are additional important 
performance metrics, including energy efficiency 
and packet delay, which typically involve interest-
ing tradeoffs with the throughput and overhead 
measures. Future work should evaluate these 
tradeoffs with realistic models of energy and delay 
in wireless networks. Note that energy may be 
consumed for both processing and transmission, 
whereas the total delay includes both service and 
queueing delay for stochastically varying packet 
traffic.

Our primary interest in this book chapter was 
the average network performance, where we 
simulate and analyze the performance of the av-
erage throughput and overhead. Another point of 
interest is to analyze the reactive performance of 
SNP to dynamic changes beyond mobility effects, 
which we extensively simulated for the average 
performance. Those effects include node or link 
malfunctions such as the case when nodes run out 
of battery, or we could also incorporate malicious 
user activities, when some nodes intentionally 
generate interference to the other nodes or drop 
packets from the other nodes to degrade the total 
system performance in the form of Denial of Ser-
vice (DoS) attacks. For those cases, it is crucial 
to evaluate the robustness of SNP compared to 
the other ACO and traditional MANET routing 
protocols. A suitable performance measure to as-
sess robustness is the convergence time, namely 
the duration of time from the start of any network 
malfunction or DoS attack until the network re-
covers from these particular effects and converges 
again to the next level of stationary performance.

SNP is a novel routing protocol and it is de-
signed to operate seamlessly with the other layer 
operations. In particular, one of the key features 
in SNP is taking into account the wireless inter-
ference effects for routing decisions. This aspect 
strongly depends on how the physical channel 
and MAC layers are modeled. It is crucial to 
evaluate the physical channel and MAC effects 

beyond IEEE 802.11. This may involve enhancing 
the mechanisms to measure and incorporate the 
interference effects in wireless link costs, although 
the main structure of SNP remains oblivious to 
the underlying network tasks. Similarly, conges-
tion control can be built upon SNP for end-to-end 
network resilience. The interactions of different 
Transmission Control Protocols with SNP and 
other biologically inspired routing protocols 
should be further addressed.

CONCLUSION

As a novel biologically inspired MANET rout-
ing protocol, we introduced the Scented Node 
Protocol (SNP) to enhance the reliability of ant 
routing while achieving high throughput and 
low overhead objectives. The key innovation of 
SNP is that destinations release scent messages 
to guide the route discovery and maintenance in 
ant routing instead of blind broadcast. The major 
advantages of SNP are that it takes into account 
realistic wireless network properties such as mo-
bility and wireless interference effects in routing 
decisions, and it operates with low overhead while 
maintaining high throughput rates. SNP is based 
on scent reinforcement at destinations with ant 
packet arrivals to model the hot spot formation, 
and it includes novel mechanisms for dynamic 
adaptation to mobility, path maintenance, and 
link failure recovery.

Extensive simulations for dynamic MANET 
environment show that SNP with its interference-
aware routing metric improves the average 
throughput and overhead over the existing ACO 
and traditional MANET routing algorithms, name-
ly AntHocNet and AODV, respectively. Then, 
analytical results are presented to evaluate the 
SNP overhead for scent message dissemination. 
For the model where the node density grows, SNP 
overhead does not increase the order of overhead 
for ant routing provided that the link cost is chosen 
at least proportional to the transmission range. 
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Then, the dynamic behavior of scent message 
exchange among neighboring nodes is evaluated 
to show how the finite overhead constraint limits 
the scent range. Finally, the benefits of local net-
work coding are discussed to improve the rate of 
disseminating scent messages thereby reducing 
the overall requirement of protocol overhead.
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