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Foreword

The Indian Statistical Institute (1SI) was established @thlDecember, 1931 by
Prof. Prasanta Chandra Mahalanobis, a great visionaryptagie research in the
theory and applications of statistics as a new scientificiglise in India. In 1959,
Pandit Jawaharlal Nehru, the then Prime Minister of Indieoitiuced the ISI Act
in the Parliament and designated it as an Institution of dvetii Importance be-
cause of its remarkable achievements in statistical workedisas its contribution
to economic planning for social welfare.

Today, the Indian Statistical Institute occupies a préstigposition in the aca-
demic firmament. It has been a haven for bright and talentadeamics working
in a number of disciplines. Its research faculty has don@&lptbud in the arenas
of Statistics, Mathematics, Economics, Computer Scieao®ng others. Over
the last seventy five years, it has grown into a massive batnganas epitomized
in the emblem of the institute. The Institute now serves #t@n as a unified and
monolithic organization from different places, namely katk, the Head Quar-
ters, Delhi and Bangalore, two centers, a network of six SGFUnits located at
Mumbai, Pune, Baroda, Hyderabad, Chennai and Coimbatadeg Aranch (field
station) at Giridih.

The platinum jubilee celebrations of ISI had been launchgdbnorable
Prime Minister Prof. Manmohan Singh on December 24, 2006 th@ Govt. of
India has declared 29th June as the “Statistics Day” to camonate the birthday
of Prof. Mahalanobis nationwide.

Prof. Mahalanobis was a great believer in interdiscipinmasearch, because
he thought that this will promote the development of not dilgtistics, but also
the other natural and social sciences. To promote intépdiisary research, major
strides were made in the areas of computer science, stalisfilality control,
economics, biological and social sciences, physical artt saiences.

The Institute’s motto of ‘unity in diversity’ has been theiding principle of
all its activities since its inception. It highlights theifying role of statistics in
relation to various scientific activities.



Vi Foreword

In tune with this hallowed tradition, a comprehensive acaidgprogram, in-
volving Nobel Laureates, Fellows of the Royal Society, atiteodignitaries, has
been implemented throughout the Platinum Jubilee yeahligitting the emerg-
ing areas of ongoing frontline research in its various ddierdivisions, centres,
and outlying units. It includes international and natielealel seminars, sym-
posia, conferences and workshops, as well as several bf@etiaes. As an out-
come of these events, the Institute is bringing out a sefiesmprehensive vol-
umes in different subjects under the title Statistical Bogeand Interdisciplinary
Research, published by the World Scientific Publishingg&jore.

The present volume titled “Algorithms, Architectures, dntbrmation Sys-
tems Security” is the third one in the series. It has sixtemapters, written by
eminent scientists from different parts of the world, deglvith three major top-
ics of computer science. The first part of the book deals withpgutational geo-
metric problems and related algorithms, which have sesplications in areas
like pattern recognition and computer vision, the secontigadresses the issues
of optimization in VLSI design and test architectures, andireless cellular net-
works, while the last part concerns with different problemsues and methods
of information systems security. | believe, the statekmf-4rt studies presented in
this book will be very useful to the readers.

Thanks to the contributors for their excellent researcicleg and to volume
editors Dr. B. B. Bhattacharya, Dr. S. Sur-Kolay, Dr. S. Cniaand Dr. A.
Bagchi for their sincere effort in bringing out the volumeely in time. Initial
design of the cover by Mr. Indranil Dutta is acknowledgedaiiks are also due
to World Scientific for their initiative in publishing the ses and being a part of
the Platinum Jubilee endeavor of the Institute. Since@&sfby Prof. Dilip Saha
and Dr. Barun Mukhopadhyay for editorial assistance areeaiqted.

%
LMTJ/

April 2008 Sankar K. Pal
Kolkata Series Editor and Director



Preface

It is our great pleasure to compile the Platinum Jubilee Cemporative Mono-
graph Series of the Indian Statistical Institute: VolumetiBed Algorithms,
Architectures, and Information Systems Security. Thisimtd contains mostly a
collection of invited papers from leading researcherdst ancludes the extended
versions of a few papers, which were presented at the Sectemhational Con-
ference on Information Systems Security (December 1826 and in Track |
of the International Conference on Computing: Theory anglisations (March
5-7, 2007), both held in Kolkata as part of the Platinum &gbdelebration of the
Institute (1931-2006).

There are sixteen chapters in this volume. The first five @ragChapters
1-5) address several challenging geometric problems dagdealgorithms. The
next five chapters (Chapters 6—10) focus on various optimizéssues in VLSI
design and test architectures, and in wireless cellulavarés. The last six
chapters (Chapters 11-16) comprise scholarly articlesnéorrhation Systems
Security.

Chapter 1 by Li and Klette presents two important rubbertzgdrithms for
computing Euclidean shortest paths in a simple polygon¢clwhiave major ap-
plications in 2D pattern recognition, picture analysisj anrobotics. The second
chapter by Cheng, Dey, and Levine contains the theoretiayais of a Delaunay
refinement algorithm for meshing various types of 3D domairth as polyhedra,
smooth and piecewise smooth surfaces, volumes encloséeivy ind also non-
manifold spaces. In Chapter 3, Pach and T6th charactérziamilies of convex
sets in a plane that are not representable by a point set clatie order type.
Further, they establish the size of the largest subfamjlyagentable by points and
discuss related Ramsey-type geometric problems. Thehfahdpter by Asano,
Katoh, Mehlhorn, and Tokuyama describes efficient algorgtior some gener-
alizations of least-squares method. These are useful irogippating a data set
by a polyline with one joint that minimizes the total sum otiaged vertical er-
rors. A few other related geometric optimization probleragéalso been studied.
Chapter 5 by Wei and Klette addresses the depth recoverygondbom gradient

vii
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vector fields. This has tremendous significance in 3D sunfacenstruction and
has several applications in computer vision. The authasemt three schemes:
a two-scan method, a Fourier-transform based method, aralelet-transform
based method.

In Chapter 6, Borner, Leininger, and Gossel present a resigd of a single-
output convolutional compactor for guaranteed 6-bit edegection. In Electronic
Design Automation, such detectors are of importance forpressing test and
diagnostic data of large VLSI circuits. Bhattacharya, Seiid Zhang address
the problem of low-energy pattern generation for randortirtgs/LSI chips in
Chapter 7. The method suits well in scan-based systems eaudes test appli-
cation time significantly. Chapter 8 by Taghavi and Sarmérehas a review of
existing methodologies for estimation and reduction otir@ucongestion at the
floorplanning and placement phases of VLSI design cycléov@d by a novel
contribution on a more general and accurate approach. Tita nhapter by
Sinha and Audhya deals with the channel assignment probieatiexagonal
cellular network with two-band buffering that supports timkdia services. New
lower bounds on minimum bandwidth requirement are deriveadgorithms for
channel assignment are presented. Chapter 10 by Das, bbklaauwly contains
an extensive survey on range assignment problems in vatypes of wireless
networks, and their computational geometric solutions.

Focusing on the emerging problems of privacy in the eledtr@ociety,
Ardagna, Cremonini, Damiani, De Capitani di Vimercati, &ainarati have high-
lighted in Chapter 11, the issues related to the protectipeisonal data released
in an open public network. This chapter considers the coatluin of different
security policies and their enforcement against a laid dpwwacy policy or a
possible privacy law. It also considers the protection eat@mn information in
location-based services. In Chapter 12, Chen and Atlucudis a situational role-
based access control and risk-based access control meehania networked
environment where personal data often kept with third partneed stringent
security measures to be relaxed only in case of an emergéncghapter 13,
Jajodia and Noel propose a framework for Topological Vudbdity Analysis
(TVA) of a network connecting individual components of atdimuted system. It
simulates the possible ways for incremental network patietr and builds com-
plete maps of multi-step-attacks discovering all posséitilack paths. TVA also
computes network hardening options to protect criticabueses against mini-
mal network changes. Chapter 14 by Dash, Reddy, and Pugsepts a new
malicious code detection technique using variable lemgginams based on the
concept of episodes. The authors have pointed out that pfeatire extraction
and selection technique can help in efficiently detectimgs/programs. The next



Preface ix

chapter (Chapter 15) addresses an important area of rbsedled digital image
forensics, which stems from the need for creation, altenaéind manipulation
of digital images. Sencar and Memon provide an excellentesuof the recent
developments covering image source identification, disoation of synthetic
images, and image forgery detection. The last chapter (€hd6) by Butler,
Enck, Traynor, Plasterr, and McDaniel deals with privacyserving web-based
email. In spite of the privacy policies stipulated by thevgss providers of web-
based applications, personal information of the usergctt by them may have
indefinite life and can later be used without restrictione Blathors have proposed
a method to create virtual channels over online servicesyuth which messages
and cryptographic keys are delivered for preserving pyivac

We take this opportunity to express our heartfelt gratittedell the eminent
contributors of this monograph on Algorithms, Architeesy and Information
Systems Security. We are also grateful to Prof. Sankar K. Pactor of the
Indian Statistical Institute, for his support and encoeragnt in preparing the
volume. We earnestly hope that this collection of technéctitles would be of
archival value to the peer community. Finally, the help of Mrdranil Dutta to
prepare the camera-ready version is gratefully acknoveédg

Bhargab B. Bhattacharya
Susmita Sur-Kolay
Subhas C. Nandy
Aditya Bagchi
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Chapter 1

Euclidean Shortest Paths in a Simple Polygon

Fajie Li and Reinhard Klette

Computer Science Department, The University of Auckland,
Auckland, New Zealand

Let p andq be two points in a simple polygoRl. This chapter provides two
rubberband algorithms for computing a shortest path betweand g that is
contained in1. The two algorithms use previously known results on tridaigu
or trapezoidal decompositions of simple polygons, and fegbero (n) or o(n
log n) time complexity (where the super-linear time complexiyonly due to
preprocessing, i.e. for the trapezoidal decompositiom@fsimple polygoril).

Contents
1.1 Introduction . . . . . . .. e 1
1.2 Basics of Rubberband Algorithms . . . . . . . . ... ... Lo 3
1.3 Decompositions and Approximate ESPs . . . . . . . . . .. ... 7
1.3.1 Triangulation . . . . . . . ... e e 7
1.3.2 Trapezoidal Decomposition . . . . . . . . . ... e 9
1.3.3 Two Approximate Algorithms . . . . . . . . . ... e 9
1.4 Improved and Exact Algorithms . . . . . . . . . ... ... .. e 11
1.4.1 Proofsof COMmectness . . . . . . . . o i it i e 14
1.4.2 A Proof Without Using Convex Analysis . . . . . . . .. ... ... ...... 16
1.4.3 A Shorter Proof by Using Convex Analysis . . . . ... ... ... ...... 21
1.4.4 Computational Complexity . . . . . . ... ... . . . . ... 22
1.5 Conclusions . . . . . . . e 23
References . . . . . . . 23

1.1 Introduction

Algorithms for computing Euclidean shortest paths (ESR$Nben two pointg
andgq of a simple polygoifil, where the path is restricted to be fully containeflin
have applications in two-dimensional (2D) pattern rectignj picture analysis,
robotics, and so forth. They have been intensively studiéd.
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There is ChazelleXlinear-time algorithm for triangulating a simple polygon,
or an easier to describe, bmtnlogn) algorithm for partitioning a simple polygon
into trapezoid$. The design of algorithms for calculating ESPs within a sinpl
polygon may use one of both partitioning algorithms as aqoegss. This chapter
shows how rubberband algorithfimeay be used to calculate approximate or exact
ESPs within simple polygons, using either decompositiots friangles or into
trapezoids.

For a start we prove a basic property of exact ESPs for suasrase also
Ref. 8:

Proposition 1.1 Each verteX# p, q) of the shortest path is a vertex oF.

To see this, lep = (p, p1, P2, -- -, Pk, ) be the shortest path fromto g com-
pletely contained in simple polygdh. Assume that at least opge p is nota ver-
tex of M. Also assume that eagh is notredundantwhich means thabi 1 pi pi+1
must be a triangle (i.e., three poirgis_1, p; and pj1 are not collinear), where
i=212,....kandpy =p, pxi1=0.

Case 1: Non of the two edges 1 p; andp;pi+1 is on a tangent ofl (see Fig-
ure 1.1, left); then there exists a sufficiently small neigtiood ofp;, denoted by
U (pi), such that for each poit € U(pi) N Api—1pipi+1 € M° (the topological
closure of a simple polygon), both edge®;_1p; andp; pi;1 are completely con-
tained inMM. By elementary geometry, we have tlatp;_1, p’) + de(p’, pi+1) <
de(pi—1, pi) + de(pi, pi+1), wherede denotes Euclidean distance. Therefore we
may obtain a shorter path fromto q by replacingp; by p’. This is a contraction
to the assumption that; is a vertex of the shortest paph

Case 2: Botlp;_1p; andp; pi+1 are on tangents di (see Figure 1.1, middle);
then we can also derive a contradiction. In fact,det, andp/, ; be the closest
vertices off1 such thatp_, pi andp;p{, ; are on tangents dil. Analogous to the
first case, there exists a poiptsuch that the polygonal patij_,p'p{, ; is com-
pletely contained if1* and the length ofy{_,p'p{. , is shorter tharp_, pip{_ ;.
This is a contradiction as well.

Case 3: Eithep;_1p; or pipi+1 is a tangent of1 (see Figure 1.1, right); then
we may arrive at the same result as in Case 2.

This chapter is organized as follows. At first we introduc® irubberband
algorithms. Then we recall briefly decompositions of simmi¢ygons and spec-
ify (as a preliminary result) two approximate rubberbargbathms; we provide
examples of using them. These two algorithms are finallysfiamed into two
exact rubberband algorithms; we analyze their correctaed$ime complexity.
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Pit1
Piy1
v
/
U4
V3 )

6 U7
1 U(pi
(%1

(%
Pi—1

Fig. 1.1 lllustration that each vertex of a shortest path i@rdex of 1, wherev;vovavavs... is a
polygonal part of the border of the simple polygdn Left, middle, right illustrate Cases 1, 2, 3 as
discussed in the text, respectively.

!
b1

Fig. 1.2 Two step sets with possible initializations of Afiglom 1, both fork = 3.

1.2 Basics of Rubberband Algorithms

We explain basic ideas of a rubberband algorithm by usingdhewing, very
simple 2D example. In general, rubberband algorithms arexact or approxi-
mate calculations of ESPs for 2D or 3D applicatiéns.

Let N be a plane. Assume that there &re 1 line segments; C N (for i =
1,2,...,K) suchthas Ns; =0, fori # j andi, j =1, 2,..., k; see Figure 1.2. The
following simple rubberband algorithm (see Figure 1.3)rapgpnates a shortest
path fromp to g that intersects all the given segmesgtét least once) in the given
order.
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The accuracy parameter in Step 1 can be chosen such that orepossible
numerical accuracy (on the given computer) is guarantedtk ifitial path in
Step 2 may, for example, be defined by centers of line segméresgices of
the calculated path move by local optimization, until theatéength of the path
between two iterations only differs layat most. The series of lengthalculated
for each iteration forms a decreasing Cauchy sequence lbaanded by zero,
and is thus guaranteed to converge to a minimum length. Titededined by this
convergence is calldthe limit pathof Algorithm 1. In relation to Proposition 1.1,
we have the following for Algorithm 1:

Proposition 1.2 Each vertex# p, q) of the limit path of Algorithm 1 is a vertex
of M.

Proof Letp={(p,p1,P2,---,Pk d) be the limit path fromp to q of Algorithm
1. Leti=1,2,...,orkandpy = p, pkr1 = 0. Assume that eacp; € p is not
redundant. Them; must be an endpoint of. (Otherwise,pi = pi—1pi+1NS-
This contradicts the assumption thatis not redundant.) It follows that; must
be a vertex of 1. O

1. Lete = 10719 (the chosen accuracy).
2. Compute the length; of the initial pathp = (p, p1, P2, - - -, Pk, Q)-
3. Letg; = pandi = 1.
4. Whilei < k—1 do:
4.1. Letgs = pi+1.
4.2. Compute a poirtd, € s such that

de(, 02) + de(ds, G2) = MiN{de(ds1, d) +de(ds,q) : € S }-
4.3. Updatep by replacingp; by gs.
4.4, Letqy = pandi=i+ 1.
5.1. Letgz =q.
5.2. Computeyj, € s¢ such that

de(1, 02) + de(ds, G2) = Min{de(qs, d) + de(ds,q) : € S}
5.3. Updatep by replacingpk by gq.
6. Compute the length; of the updated path = (p, p1, p2,-- -, Pk, d)-
7. Letd=L1—Lo.
8. If 6 > ¢, then letL; = L, and go to Step 3.

Otherwise, stop.

Fig. 1.3 Algorithm 1: a simple rubberband algorithm for aegiset of line segments.
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Fig. 1.4 lllustration of steps with joint endpoints.

The set{s1,s, ...,/ is astep sebf a rubberband algorithm if its union con-
tains all the vertices of the calculated path, and esds a step elemenof the
rubberband algorithm that contains at least one vertexeotétculated path, for
i=12...k

In this chapter, step sets are sets of line segments, whigthmee joint end-
points, but cannot have further points in common. Furtheemnion this chapter,
each step element contains exactly one vertex of the shpd#s For example,
if the input for Algorithm 1 is as in Figure 1.4, with

S1 =102, S = 0203, 01 = (0,0),(]2 = (2,4),(]3 = (3’ O)a p= (170)7q = (2’ O)

then we also have segments with joint endpoints. Assume la ipdializa-
tion using p1 and py, the centers of; andsp, respectively [i.e.,p1 = (1,2),
and p2 = (2.5,2)]. We obtain that the length of the initialized polylie=

(p, p1, P2,0) is equal to 5.5616 (rounded to four digits). Algorithm 1 eglc
lates an approximate shortest path (p, p, p,,q) wherep] = (0.36460.7291),

p, = (2.86360.5455) and the length of it is equal to 4.4944 (see Table 1.1, which
lists resultingds for the numbetr of iterations). That means, Algorithm 1 is also
able to deal with this input for the assumed initialization.

Table 1.1 Numbetl of iterations and resultings for the initialization illustrated by Figure 1.4 [i.e.,
with p1 = (1,2) andpz = (2.5,2) as initial points on the path].

| 3 | 1 | 3 | 1

1 —0.8900 3 —0.0019 5 —8.4435e-008 7 —3.5740e-012
2 —0.1752 4 —1.2935e-005 6 —5.4930e-010
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Table 1.2 Numbet of iterations and resultings, for the example shown in Figure 1.4, with
p1=(2—-9%,2(2—9)) andpy = (2+ 8, —4((2+ ') — 3)) as initialization points and = 2.221e-16.

| o | d | o | d

1 —5.4831e-007 7 —1.2313 13 —-7.0319e-010 19 8.8818e-016
2 —6.2779e-006 8 —2.0286 14  —4.5732e-012 20 8.8818e-016
3 —7.7817e-005 9 —0.2104 15 —-3.0198e-014 21 —8.8818e-016
4 —9.6471e-004 10 —0.0024 16 —8.8818e-016 22 8.8818e-016
5 —0.0119 11 —1.6550e-005 17 8.8818e-016 23 —8.8818e-016
6 —0.1430 12 —1.0809e-007 18 —8.8818e-016 24 0

However, if we assume a different initialization, such that p, = g; in this
case, Algorithm 1 will fail because the output of Step 4.2 igagkithm 1 will be
false: the calculated path equals= (p, pj, p5.d), Wherep; = g2 and p, = op,
and its length equals 8.1231. (Referring to Lemma%&e see thap; # po and
p2 in this example.)

We call a situation as in this initialization examplelegenerate patkvithin
an application of a rubberband algorithm, and it may occuhiwiinitialization,
or at a later iteration of the algorithm. In general, it is defi by the occurrence
of at least two identical vertices of an initial or updatedygonal path. Such a
degenerate case causes Step 4.2 in Algorithm 1 to fail.

A degenerate path can be dealt with approximately: we wilbafiow p2 = gp.
To do so, we remove sufficiently small segments from both segss; ands,.
The following shows how to handle such a degenerate casexX#onple) for the
assumed data in Figure 1.4.

We modify the initial values ok; andx,, and ofy; andy, as follows:

& = 2.221x 10716 (for a reason, see below)
X1 =2-908 and y; =2xx%

Xo = 2+98 and yp,=—4x (x—3)

p1 = (X1,y1) and pz=(Xz,y2)

Furthermore, let the accuracy be equals 1.0 x 10719, The length of the
initialized polylinep = (p, p1, p2,0) is equal to 8.1231. Algorithm 1 will ap-
proximate a shortest path = (p, pj, p5,qd), Wherep; = (0.36460.7291) and
p, = (2.86360.5455), and its length equals 4.4944 (see Table 1.2 for resulting
0s in dependency of the numbleof iterations).

Of course, if we leave the accuracy to be equats 1.0 x 1010 then the
algorithm will stop sooner, after less iterations. — Theoallhm was implemented
on a Pentium 4 PC using Matlab 7.04. If we changed the valu® iofto &' =
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2.22 x 1016 then we obtained the same wrong result as that for identwiatp
p1 = p2 = g2. Thisis because the computer was not able to recognizecaetiite
betweerx; andx; F 2.22 x 1016, However, for practical applications, the value
& = 2.221x 10718 should be small or accurate enough in general (for this or a
matching implementation environment).

With the example above we also illustrate that the approteralyorithm may
be alreadyle facto an exact algorithih € was chosen small enough (i.e., obtained
result are accurate within the given numerical limits of tised implementation
environment). But, later on, we even discuss (absolutelggealgorithms.

1.3 Decompositions and Approximate ESPs

There are (at least) two ways of decomposing a simple polyigtmtriangles or
trapezoid€. In the first case, Theorem £.3ays that it is possible to compute a
triangulation of a simple polygon in linear time (and theaalthm is “fairly com-
plicated”). In the second case, Theorefrsays that a given (“simple”) algorithm
for the decomposition into trapezoids has time complexity log n), wheren is
the number of vertices of the original simple polydan

Step sets can be defined by selecting edges of trianglespaotts of those
decompositions.

1.3.1 Triangulation

Let be a simple polygon. Léfy = {A1,As,...,Am} be such thall = U™ A
and AjNAj =0 or = gj, whereg; is an edge of both triangled; and Aj,

i #jandi,j=1,2,...,m We construct a corresponding simple gr&p¥# [V, E|
whereV = {vi,V»,...,vm} and each edgec E is defined as follows: INNA | =

ej # 0, then lete = vivj (whereg;j is an edge of both triangles; andAj); and if
AjnAj =0, thenthereis notan edge betwegandv;j,i < jandi,j=1,2,...,m.
We say thats is a (correspondinygraphwith respect to the triangulated simple
polygonll, denoted byGn.

Lemma 1.1 For each triangulated simple polygdh its corresponding graph &
is a tree.

Proof By contradiction. Suppose th&n is not a tree. Then there is a
cycle uguz---uyus in Gn.  Consequently, there are a sequence of triangles
{AL A Ay} € Tasuch thathiN A # 0, wherel # j andi, j = 1,2,...,n.

It follows that there is a polygonal curnge= wiws - - - Wy Wy C Ui”llA{. Sincell

is a simple polygonp can be contracted into a single point insidd bfNote that
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Input: the (original) tred and two pointgy, g € V(T).
Output: a unique pathfromp' toq in T.

1. LetS ={v:d(v)=1AveV(T)} \ {P,q}.

2. If S = 0, stop (the current is already a path frorp’ to ().
3. Otherwise, leY; = 0.

4. Let the unique neighbor efc S ben,.

5. For eacly € S, do the following:

5.1. Whiled(ny) = 1 do:

5.1.1. Ifv=p’ or d, then skip this while loop.

5.1.2. Otherwise, le¥; =V; U {v}.

5.1.3.v=ny

5.2. UpdateT by removingv from the set of neighbors af,.
5.3. UpdateT by removingvy fromV(T).

5.4. LetVy = 0.

6. Goto Step 1.

Fig. 1.5 Procedure 1: step set calculation for a given tréatgn.

we can findp such that there is a vertex déf}, denoted by, that is inside of the
region enclosed bp. Thereforew must be a redundant vertex. This contradicts
to the fact thatv is a vertex off1. O

LetT be atree angp# q, p, q € V(T). The following procedure will compute
a unique path fronp to q in T. Although there exists a linear algorithm for
computing the shortest path between two vertices in a pesitteger weighted
graph!! our procedure below is much simpler because here the grgjsts a
tree.

We apply Procedure 1 (see Figure 1.5) as follows: Tet Gn andp/, g be
the vertices ofl corresponding to the triangle containipgq, respectively. Let
a sequence of trianglgs\}, A, ..., Al } correspond to the vertices of the path
calculated by Procedure 1. L, e;,...,e_1} be a sequence of edges such that
& =AiNAiy, wherei=1,2,...,m -1 Let{€,€,....€, ;} beasequence of
edges such th& is obtained by removing a sufficiently small segment (Assume
that the length of the removed segmen¥i$ from both endpoints ofi, wherei =
1,2,...,m —1. Set{e},€,...,€, ,} is the approximate step set we are looking
for.
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1. Apply Chazelle’s algorithm to decompaddento triangles.

2. Construct the corresponding graph with respect to therdposed, denoted
by Gn.

3. Apply Procedure 1 to compute the unique path figrto ¢, denoted byp.

4. Letd = &. Compute the step set from, denoted byS, where removed
segments have length

5. LetS, p andq as input, apply Algorithm 1 to compute the approximate ESP
fromptoaq.

Fig. 1.6 Algorithm 2: approximate ESP after triangulation.

1.3.2 Trapezoidal Decomposition

Analogously to Section 1.3.1, lefil be a simple polygon, and lef, =
{t1,t2,...,tm} be such thafl = U™,t; andt; Ntj = 0 or ;j, whereg; is a part
(a subset) of a joint edge of trapezotgdandtj, i # j andi,j =1, 2,..., m. We
construct a corresponding simple graph- [V, E] whereV = {v1, vz, ... ,vn}, and
each edge € E is defined as follows: IfiNt; = &; # 0, then lete = viv; (where
gj is a subset of a joint edge of trapezotdandt;); and iftiNt; = 0, then there
is not an edge between andvj, i < j andi,j =1,2,...,m. We say thaG is
a (corresponding) graphwith respect to the trapezoidal decomposition of simple
polygonll, denoted byGn.

Analogously to Lemma 1.1, we also have the following

Lemma 1.2 For each trapezoidal decomposition of a simple poly@hrits cor-
responding graph @ is a tree.

Following Section 1.3.1, we apply Procedure 1 as follows:TLe G andp/,
g be the vertices of corresponding to the trapezoids containng respectively.
Let a sequence of trapezoidlg,t5, ...t/ } correspond to the vertices of the path
obtained by Procedure 1. L& = {ej,ey,...,ey_1} be a sequence of edges
such thatg =tjNt;1, wherei =1,2,...,m —1. For each € {1,2,...,m —
2}, if g Ney1 # 0, then updatey ande 1 in E’ by removing sufficiently small
segments from both sides of this intersection point. Thenupdated se’ is the
approximate step set.

1.3.3 Two Approximate Algorithms

Figures 1.6 and 1.7 show the main algorithms having decoitiposstep set
construction, and ESP approximation as their subprocedti@ Step 4, see the
description following Lemma 1.1. For Step 5 note that theragimation is not
due to Algorithm 1 but due to removing small segments of le@gt



10 F. Liand R. Klette
Modify Step 1 in Algorithm 2 as follows:

Apply a trapezoidal decomposition algoritho 1.
Fig. 1.7 Algorithm 3: approximate ESP after trapezoidalaeposition.

Table 1.3 Vertices of the simple polygon in Figure 1.8, where(59,201) andy = (707,382).

\ Vi V2 V3 Va Vs Ve V7 Vg Vg Vio Vi1 Viz Vi3 Vig

Xi 42 178 11 306 269 506 589 503 595 736 623 176 358 106
yi 230 158 304 286 411 173 173 436 320 408 100 211 19 84

We illustrate Algorithms 2 and 3 by a few examples, using thke polygon
in Figure 1.8, with coordinates of vertices provided in Eabl3.

Fig. 1.8 A possible triangulation of a simple polygon.

After illustrating triangulation and Algorithm 2, we aldtustrate decomposi-
tion into trapezoids and Algorithm 3.

Table 1.4 Verticeg; calculated by Algorithm 2 for the simple polygon in Figur8.1The length
of the path equals 1246.0330730004.

pi (%i,¥1) pi (%, Y1)

Py (177.9999999928, 157.9999999926) pg (374.5899740372, 188.1320635957)
P2 (178.000000018, 157.9999999861)  p7 (506.0000000117, 172.9999999927)
Pa (176.9605570407, 185.5452384224) pg (589.0000000034, 172.9999999927)
Pa (175.9999999835, 211.0000000093) po (589.0000000772, 173.0000001234)
Ps (176.000000013, 211.0000000075)




Euclidean Shortest Paths in a Simple Polygon 11

[/

/// (¢ .
/ q
Fig. 1.11 The step set of the triangulation shown in Figuge 1.

1.4 Improved and Exact Algorithms

We present an improved version of Algorithm 1.
For initialization, letp; be the center of; let a; andb; be the endpoints of,
li the line such thag C I, fori = 1,2,...,k. Now see Figure 1.19.
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Fig. 1.12 Top (bottom): the corresponding graph (tree) wepect to the triangulated simple poly-
gon in Figure 1.8 (Figure 1.9).

Fig. 1.14 The approximate ESP with respect to the triangdlatmple polygon of Figure 1.9.

Table 1.5 Vertices; calculated by Algorithm 2 for the simple polygon in Figur®.1The length
of the path equals 1323.510103408.

Pi

(%, i)

(%, %)

P1
P2
P3
Pa

(123.3191615501, 175.7014459270)
(178.000000018, 157.9999999861)
(176.9605570407,185.5452384224)
(175.9999999835, 211.0000000093)

(420.0869708340, 167.6376763887)
(510.0186257061, 170.4926523372)
(589.0000000034, 172.9999999927)
(609.1637118080,208.7136929370)
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Fig. 1.17 Corresponding graph with respect to the trapetaidcomposition in Figure 1.15.

Table 1.6 \Verticeg; calculated by Algorithm 3 for the simple polygon in Figurd&.. The
length of the path equals 1356.7016610946.

P (%, ¥i) pi (%,¥1)

p1 (170.9999999999, 149) Ps (504, 161)

P2 (171.0000000001, 149) Pe (584, 161)

P3 (171.9999999999, 202) p7 (669.1611374407582, 312)

P4 (172.0000000001, 202)
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Fig. 1.18 The approximate ESP with respect to the trapekzd&zomposition in Figure 1.15.

1. Compute the length; of the initial pathp = (p, p1, P2, - - -, Pk, q)-
2. Letg; = pandi = 1.
3. Whilei < k—1 do:
3.1. Letgs = pi+1.
3.2. Letd, =i N 103
3.3. Ifd, € s then letgz = g5,. Otherwise, let); € s such that

de(01,02) + de(ds, d2) = Min{de(qs,q) + de(ds,d) : g € {a,bi} NV(M)}.
3.4. Updatep by replacingp; by gs.
3.5. Letgr = piandi =i + 1.
4.1. Letgz =q.
4.2. Letq, = lkN0103.
4.3. If o, € sc then letgp = d,. Otherwise, lety, € s¢ such that

de(01,02) + de(ds, d2) = Min{de(qs,q) + de(ds,d) : g € {ax, bk} NV(M)}.
4.4. Updatep by replacingpk by qp.
5. Compute the length; of the updated path = (p, p1, p2,- - -, Pk, d)-
6. Letd=L1—Lo.
7.1f0>0, thenletL; =Ly and go to Step 3.

Otherwise, stop.

Fig. 1.19 Algorithm Z: this allows to turn Algorithms 2 and 3 into exact algorithms
We replace “Algorithm 1” by “Algorithm 1” in Step 5 of Algorithm 2 and
3. Obviously, if Algorithm T provides an exact solution for any step set, then
Algorithms 2 and 3 are provide exact ESPs.
1.4.1 Proofs of Correctness

In this subsection we present two versions of proofs to stawAlgorithm 1 is
correct for any sequence of disjointed segments. The filsi®longer but leads
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to a stronger result: we not only prove that the algorithnoigect but also show
that the ESP is unique. The second one is very short but withiamying the
unigueness of the ESP.

We start with introducing a few definitions used in those fsodSome of
them are from mathematical analysis or multivariable dakor from elementary
topology textbook.

Definition 1.1 An iteration of Algorithm 1 is a complete pass through its loop.
At the end of iteratiom > 1 we obtain thenth approximate ESPdenoted by
AESR(S), for a given sequence of segmeS8ts {s;,,...,%}-

We assume that the sequence of tifie approximate ESPs is converging to-
wards a polygonal path; let

AESRS) = lim AESR(S)

be this polygonal path.
Let pi(t,) be thei-th vertex of theAESRS), fori =1,2,...,k. Parameter
ti, € [0,1] identifies theth vertex ofAESRS) that is on the segmest Let po =

P, Pk+1 =0, and

di = de(pi—1, Pi) + de(pi, Pi+1)
fori=1,2,...,ork. Let

d(ty,to,...,t Zd,

Obviously,d(ty,to, ... ,ty) is ank-ary function on the domaif®, 1]¥.

Letp s, fori=1,2,...,k. We call thek tuple (p1, p2,. .., pk) apoint tuple
of S. We call it anAESP critical point tupleof Sif it is the set of the vertices of
the AESPof S,

Now let P =(p1, p2,--., pk) be anAESPcritical point tuple ofS. Using P
as an initial point set, defininQESRB(S), andn iterations of Algorithm 1, we
get another critical point tuple @&, sayP’ = (pi, p5, ..., py), Which defines (see
above) thenth approximate polygonal pathE SR(S), or AESR for short.

Definition 1.2 Let
od(ta,to,...,t)
ot
wherei = 1, 2,..., ork. Then we say thato,t2, . . . ,tko) iS acritical point of

d(tl,tz, oo tl)

|ti:tio =0



16 F. Liand R. Klette

Let P = (p1, p2,...,pk) be a critical point tuple ofs. Using P as an initial
point setn iterations of the Algorithm 1, we calculate arrubberband transform
of P, denoted byP —p,, Q, or P — Q for short, wher&Q is the resulting critical
point tuple ofS, andn is a positive integer.

Let P = (p1,p2,...,px) be a critical point tuple of. For sufficiently small
reale > 0, the set

{(PL P2 P X EXN—EX+E) AY E(Vi—8Yite)
AP = 06,%)
Api= (X)) ANi=12,...k}
is thee-neighborhoodf P, denoted byJe(P).
Thee-neighborhood oP is an open set in the Euclide&rdimensional topo-

logical spacgR¥, T); T is the topology, that means the family of all open sets in
RRK. We also use the following definition [see Definition 4.1 inf Re2]:

Definition 1.3 Let Y C X, where (X, T) is a topological space. L&t be the
family of sets defined as follows: A set W belongsTtoiff there is a set) € T
such that W =¥ nU. The familyT’ is calledthe relativization of T to Ydenoted
byT|y.

1.4.2 A Proof Without Using Convex Analysis
We express a point
Pi(ti) = (X + ke ti, yi + ki)
ons in general form, with; € [0,1], wherei = 1, 2,..., ork. In the following,
pi(ti) will also be denoted by for short, where =1, 2,..., ork.
The following is a multivariable version of Fermat's Thewran mathematical

analysid® (see Theorem 8.8.1). We will use it for proving Lemma 1.3 taimma
is then applied in the proofs of Lemmas 1.4 and Theorem 1.2.

Theorem 1.1 (Fermat's Theoremlet f = f(ty,to, ... ,tk) be a real-valued function
defined on an open set URK. Let C = (t10,t20, .. . ,tko) be a point of U. Suppose
that f is differentiable at C. If f has a local extremum at Gerth

of

=0

ofj
wherei=1,2,..., k.

Let pi(ti,) bei-th vertex of anAESR wherei = 1,2,... k. Then we have the
following:
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Lemma 1.3 (t10,t20,---,tko) iS @ critical point of dty,to,. .., ).
Proof d(ts,to,...,t) is differentiable at each point
(tr,t,... . t) € [0,1]
BecauseAE SR(S) is thenth polygonal path of, wheren=12,..., and
AESP= lim AESR(S)

it follows thatd(ty,, t2, ... ,t,) is @ local minimum ofd(ty,t2, ... ,tk). By Theo-
rem1.1,

od

ot
wherei =1, 2,..., k. By Definition 1.2, (t1,t20,...,tko) IS @ critical point of
d(ty,t2, ..., t). O

By Lemmas 1.2 and 1.3, we have the following:

Lemma 1.4 Any sequence S of pairwise disjoint segments has only arfunitéer
of AESP critical point tuples.

This is our first important lemma in this subsection. In th&t i this subsec-
tion, based on Lemma 1.4, we show a much stronger reStias actually only
one () AESPcritical point tuple.

Let pi = (pi,, pi,) be ons, fori=1,2,3. The proof of the following lemma
specifies an explicit expression for the relation betweearmatert and the opti-
mum pointpy.

Lemma 1.5 Optimum point p € s, defined by
de(P2, P1) + de(P2, P3) = Min{p5 : de(P3, P1) + de(P2, P3) A P2 € S2}
can be computed in (1) time.

Proof Let the two endpoints of; beay = (ap,,a2,) andby = (bo,,bo,). Let
p1 = (Py,, P1,). Pointpy can be written as

(azl + (b21 — azl)t, a, + (b22 a22) )

The formula

2
de( P2, pl)_\/_Z[(aZi_pL) + (by —ag)t]?
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can be simplified: We can rotate the coordinate system sutls;tlis parallel to
one of the two coordinate axes. It follows that only one eletoé the set

{bzi —ay - i = 1,2}

is equal to a real number # 0, and the other is equal to 0. Without loss of
generality we can assume that

de(p2, pl) =/(at+ A1)2 +B1

whereA; andB; are functions oby,, by, andpy,, fori =1, 2. — Analogously,

de(p2, p3) = ¢/ (at +A2)2 4 B2
whereA; andB; are functions oby,, by, andpz;, fori =1, 2. In order to find a
point p2 € s such that
de(P2, P1) + de(P2, P3) = Min{p5 : de(P2, P1) + de(P2, P3), P2 € o}
we can solve the equation

0(de(p2, p1) + de( P2, P3))

ot =0

The unique solution is
t=—1/ax (AiBz+A2B1)/(B2+Bi)
This proves the lemma. O
By the proof of Lemma 1.5, assuming the representation
pi = (&, + (b, —ai)ti, &, + (b, —ai,)t)
we have defined a functioh t, = f(ts,t3), for which we have the following:

Lemma 1.6 The function4 = f(ty,t3) is continuous at each tuple(tz) € [0, 1]°.

This is used to prove the following:

Lemma 1.71If P —,, Q, then for every sufficiently small real> 0, there is a
sufficiently small reab > 0 such that Pe Us(P) and P —,, Q implies Q

Ue(Q).-

Proof By Lemma 1.5 and note th&hask segments; thus we use Lemma 1.6
repeatedlk times, and this proves this lemma. O
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By Lemma 1.7, we have the following:

Lemma 1.8 1f P —,, Q, then, for every sufficiently small reat> 0, there is a
sufficiently small reale > 0 and a sufficiently large integer N such that Pe
Us.(P) and P —rb, Q implies Q@ € U¢(Q), where fiis an integer and > Ng.

This lemma is used to prove Lemma 1.12; the latter one andatfienrving
three lemmas are then finally applied to prove the secondrimplemma (i.e.,
Lemma 1.13) in this section. Lemmas 1.13 and 1.3 imply themthin theorem
(i.e., Theorem 1.2 below) of this section.

By Lemma 1.4, leQ;,Q>,...,Qn with N > 1 be the set of alAE SPcritical
point tuples ofS. Let ¢ be a sufficiently small positive real such that

Ue(Qi) NUe(Qj) =0
fori,j=1,2,...,Nandi # j. Let
Di={P:P->QAQ eU(Q)APe[0,1]%}

fori=1,2,...,N.
The statements in the following two lemmas are obvious:

Lemma 1.91fN >1thenDND;=0,fori,j=1,2,...,Nandi# j.
Lemma 1.10JN ; D; = [0, 1]

We consider the Euclidean topology on RK, and its relativizationT =
Rk|[0,l]k'

Lemma 1.11D; is an open set of T, where-i1,2,... N with N> 1.

Proof By Lemma 1.8, for eacR € Dj, there is a sufficiently small redp > 0
such that

Us, (P) € D
So we have

U Us(P) C D
PeD;

On the other hand, fd? € Us, (P), we have

Di=UPC (] Us(P)
PeD;
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Note thatJs, (P) is an open set of . Thus,

Di = | J Us(P)

PeD;

is an open set of . O

The following basic lemma is characterizing open sets iregalt (see Propo-
sition 5.1.4).

Lemma 1.12LetU C R be an arbitrary open set. Then there are countably many
pairwise disjoint open intervals{kuch that U= U U,,.

Now we are prepared to approach the second important lemthaisubsec-
tion:

Lemma 1.13S has a unique AESP critical point tuple.

Proof By contradiction. Suppose th&;,Qo,...,Qn with N > 1 are all the
AE SPcritical point tuples ofS. Then there existse {1,2,...,N} such that

Dils; € [0,1]
wheres; is a segment iy, fori, j = 1,2,...,N. Otherwise we have
Dy =Dy=---=Dn

This is a contradiction to Lemma 1.9.
Let

E= {SJ . Di|Sj - [071]}

wheres; is any segment iis. We can select a critical point tuple 8fas follows:
go through eacls € {s1,%,...,}. If e€ E, by Lemmas 1.11 and 1.12, select
the minimum left endpoint of the open intervals whose un®bjjs. Otherwise
select the midpoint o. We denote the resulting critical point tuple as

P:(pl7p27"'7pk)

By the selection oP, we know thatP is not inD;. By Lemma 1.10 there is a
j€{1,2,...,N} —{i} such that® € D;. Therefore, there is a sufficiently small
reald > 0 such thats(P) C Dj. Again by the selection d?, there is a sufficiently
small reald > 0 such that)3(P) \D;j # 0. Letd” = min{,&'}. Then we have
Uy (P) c Dj andUg'(P)ND; # 0. This implies thatD; N Dj # 0, and this is a
contradiction to Lemma 1.9. O
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Let Sbe a sequence of pairwise disjoint segments. AESR(S) be thenth
approximate polygonal path & forn=1,2,.... The subsection has shown that

AESP= rI1im AESR(S)
exists, and we can conclude the following main result of $kistion:
Theorem 1.2 The AESP of Sis the ESP of S, or, in short AESIPSP.

Proof ByLemma 1.13 and the proof of Lemma 1d3{3,to,...,t%) has a unique
local minimal value. This implies that th&E SPof Sis the ESP ofs. O

1.4.3 A Shorter Proof by Using Convex Analysis

This subsection gives a shorter proof of the correctnesdgiirRhm 1* by apply-
ing some basic results from convex analysis (but withowtiolitg the uniqueness
result for the ESP). We cite a few basic results of convexyaist® 1’

Proposition 1.3 (Ref. 15, page 27&ach line segment is a convex set.
Proposition 1.4 (Ref. 15, page 72tach norm orR" is a convex function.

Proposition 1.5 (Ref. 15, page 790\ nonnegative weighted sum of convex func-
tions is a convex function.

Theorem 1.3 (Ref. 17, Theorem 3.9)et § and $ be convex sets iR™ andR",
respectively. Then

{xy):xeSNYy€ S}

is a convex set iR™™", where m, re N.

Proposition 1.6 (Ref. 17, page 264)et f be a convex function. If x is a point
where f has a finite local minimum, then x is a point where f haglobal
minimum.

By Proposition 1.3, the interval [0, 1] is a convex set. By @iteen 1.3,[0, 1]
is a convex set. For any, g € R", de(p,q) is a norm (see, for example Ref. 18,
page 78). By Proposition 1.4 and 1&t,tp,...,t) (see Section 1.4.2) is a
convex function on0,1]. Sinced(ty,tp,...,t) is continuous or{0, 1], so its
minimum is attained. It is clear that, for any sequence ofvgae disjoint seg-
mentsS, Algorithm 1 will always produce an exact local minimum oétfunction
d(ty,t2,...,t%). By Proposition 1.6, each local minimum dfty,to, ... t) is its
global minimum. Therefore, we have proved Theorem 1.2 oge@a
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To recall, we proved that Algorithm*lis correct for the family of sequences
of pairwise disjoint segments, and that there is unique EBR fjiven sequence
of pairwise disjoint segments.

Although the proof in Subsection 1.4.2 is much more compdahan the
one in Subsection 1.4.3, we proved a stronger result tharegly, that for each
sequence of pairwise disjoint segments, Algorithmall converge to a unique
ESP.

See also Ref. 19 Lemma 1, Ref. 20 Lemma 3.3, and Ref. 21 Lemriua 1,
proofs of the uniqueness of an ESP. Our proof is actually@dsopletely suitable
for the “curve case”, wherp = q.

1.4.4 Computational Complexity

Lemma 1.14 Algorithm I* can be computed ir(g) - 0 (k) time, wherek(g) =
(L—Lo)/e, L be the true length of the ESP of S, that of an initial polygonal
path, and k is the number of segments of the set S.

Proof Let L, be the true length of the polygonal path afteiterations. We
slightly modify Algorithm I* as follows#

For each iteration, we update the vertices with odd indicssdnd then update
those with even indices later (i.e., for each iteration, wpelate the following
verticesps, ps, ps, - - -, then the following verticepy, pa, pPs; - - --

Thus,{Ln}n— IS a strict decreasing sequence with lower bound 0, digee
L can be written agak + b (i.e., it is a linear function ok), wherea, b are constants
such thata # 0. Because Algorithm*lwill not stop if L, — L1 > € (See Step
8, Algorithm Iv), it follows thatLy — L1 Will also depend ork. Again, since
Ly — Lny1 can be written ask + d, wherec andd are constants such that# 0.
Then we have that

im ak+b _a
k—o Ck+d ¢
Therefore, Algorithm 1 will stop after at mosfa/(ce)] iterations. (Note that,

if we would not modify Algorithm 1, then it stops after at most

[(Lo—L)/€]

iterations.)
Thus, by Lemma 1.5, the time complexity of the original rutidaad algorithm
equals/(Lo—L)/(e)] - o(k) =k(g)-o(k), wherek(¢) = (L—Lo) /e, L be the true

aThis is just for the purpose of time complexity analysis. Bperience, Algorithm 1 runs faster
without such a modification.
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length of the ESP d$, L that of an initial polygonal path, aridis the number of
segments of the s& O

1.5 Conclusions

This chapter provided two exact algorithms for calculati®Ps in simple poly-
gons. Depending on the used preprocessing step (triarmutapezoidal decom-
position), they are either linear time ofnlogn). But note that the trapezoidal de-
composition algorithifiis substantially simpler than the triangulation algorithm
The chapter illustrates that rubberband algorithms aréngple design, easy to
implement, and can be used to solve ESP problems not onlpsippate but also
in an exact way.
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Chapter 2

Theory of a Practical Delaunay Meshing Algorithm
for a Large Class of Domains

Siu-Wing Cheng, Tamal K. Dey and Joshua Levirfie
“Department of Computer Science and Engineering, HKUSTgHamg

TDepartment of Computer Science and Engineering, Ohio Staieersity, USA

Recently a Delaunay refinement algorithm has been propbsedan mesh do-
mains as general as piecewise smooth complexes. Thesergoimeliide poly-
hedra, smooth and piecewise smooth surfaces, volumessedchy them, and
above all non-manifold spaces. The algorithm is guaranteedpture the input
topology at the expense of four tests, some of which are ctatipnally inten-
sive and hard to implement. The goal of this paper is to ptesentheory that
justifies a refinement algorithm with a single disk test ircplaf four tests of the
previous algorithm.

The algorithm is supplied with a resolution parameter tloatiols the level
of refinement. We prove that, when the resolution is fine ehdtigis level is
reached very fast in practice), the output mesh becomes droorghic to the
input while preserving all input features. Moreover, refiess of the refinement
level, eachk-manifold element in the input complex is meshed with a tidated
k-manifold. Boundary incidences among elements maintarirthut structure.
Implementation results reported in a companion paper borede our claims.
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2.1 Introduction

Delaunay meshing of geometric domains is sought in a nunftagications in
science and engineering. Since its introduction by Chehe Delaunay refine-
ment technique has been growing in its application to megi@ometric domains.
Starting with polygonal and polyhedral complekX&@swhere quality of elements
were of prime concern, the technique has been extended ttsihomains where
topology preservation is a major iss(ré! Non-smooth curved domains, the next
in the order of difficulty, pose some fundamental obstad&3dlaunay refinement
on which research results have started to appear.

There are two main challenges faced in extending Delauriimgraent to non-
smooth domains. First, the sampling theory developed farasmsurface is
not applicable to non-smooth surfaces. Secondly, as indhdedral casé®16
small input angles possibly present at non-smooth regioss problems for the
termination of Delaunay refinement. Boissonnat and Oddsiiccessfully ex-
tended their algorithm for smooth surfaces to non-smoo#sdwut failed to admit
small input angles. Cheng, Dey, and Raffagmoved this constraint on input
angles enabling their algorithm to work on a large class ofhaios called piece-
wise smooth complex (PSC). This class includes polyhedmalains, smooth and
piecewise smooth surfaces, volumes enclosed by them, amdn®n-manifolds.
This algorithm protects non-smooth curves and verticelsénrtput complex with
balls that are turned into weighted points during refinenstaje. Staying away
from non-smooth regions, the algorithm can afford to admigtteary small input
angles. Notwithstanding its theoretical success, pralotedidity of the algorithm
remains questionable since it employs costly computationisg iterative refine-
ment. The goal of this paper is to develop the theory furtloethat a simpler
refinement strategy can be devised making it viable in practi

The refinement procedure of Cheng, Dey and Rafhperforms four tests to
guarantee topology preservation, namely (i) a Voronoi ettges not intersect the
domain more than once, (ii) normals on the curves and supaides do not vary
beyond a threshold within Voronoi cells, (iii) no Delaunajge in the restricted
triangulation (defined later) connect vertices acros®tkfiit patches, and (iv) the
restricted Delaunay triangles incident to points in a patelike a topological disk.
After collecting restricted triangles, that is, triangkhsal to the Voronoi edges
intersecting the input domain, tests (i) and (iv) are onlgnbanatorial. However,
test (i) is quite expensive and is a major obstacle in makiregalgorithm prac-
tical. Also, test (iii) requires recognizing intersectioof Voronoi facets with the
domain which is computationally harder than recognizingovimi edge-domain
intersections.
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We replace four tests with a single test that checks a topeabdisk condition
similar to (iv). As long as the restricted triangles incitieneach point do not form
a topological disk, the refinement routine samples a newtficom the domain.
We argue that this procedure terminates. We prove the follpguarantees. The
algorithm is supplied with an input resolution parameteit thetermines how re-
fined the output mesh should be. We prove that, regardlebg oéfinement level,
ak-manifold in the input is meshed with a simpliclaimanifold. Boundary inci-
dences among different manifold elements in the input cemate maintained in
the output. Furthermore, if the refinement is sufficientipgls homeomorphism
between input and output is reached. More importantly, si;ement level is
achieved very fast in practice giving us a provable prattitgorithm for Delau-
nay meshing for a vast array of domains. We report the pi@atsults in detail
in a companion pap&? (a sample is in Figure 2.1).

Fig. 2.1 Meshed PSCs, BtABALL (Smooth), RRT (Manifold PSC), and VEDGE (Non-manifold,
PSC with small angles). Top row: surface mesh, bottom rourde mesh.
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2.2 Preliminaries

2.2.1 Domain

Throughout this paper, we assume a generic intersectiopepso that ak-
manifoldo € R3, 0 < k < 3, and aj-manifoldo’ ¢ R3, 0< j < 3, intersect (if at
all) in a (k+ j — 3)-manifold if 0 ¢ 0’ andd’ ¢ a. We will use both geometric
and topological versions of closed ballsgéometricclosed ball centered at point
x € R3 with radiusr > 0, is denoted aB(x,r). We use inK and bdX to denote
the interior and boundary of a topological spaceespectively.

The domairD is a piecewise smooth complex (PSC) where each elementis a
compact subset of a smooit@?) k-manifold, 0< k < 3. Each element is closed
and hence contains its boundaries (possibly empty). Welyst denote the
subset of alk-dimensional elements, théh stratum.Dy is a set ofvertices D1
is a set of curves calletl-faces D, is a set of surface patches call2daces
D3 is a set of volumes calle@-faces For 1< k < 2, we useD¢y to denote
DoU...UDy.

The domairD satisfies the usual proper requirements for being a comfijex:
interiors of the elements are pairwise disjoint and for any D, bdo C D; (ii)
for anyo,o’ € D, eitherono’ = 0 or N o’ is a union of cells iMD. We useD|
to denote the underlying space Bf For 0< k < 3, we also uséDy| to denote
the underlying space dy.

For any poin on a 2-faces, we useng(X) to denote a unit outward normal to
the surface ob atx. For any pointx on a 1-faceg, ng(x) denotes a unit oriented
tangentto the curve af atx. (We assume a consistent orientation of the tangents.)

2.2.2 Complexes

We will be dealing with weighted points and their Delaunagt &ronoi diagram.

A weighted pointp is represented as a bal=B(p,wp). The squared weighted
distance of any pointe R from pis given by||x— p||>—w3. Under this distance
metric, one can define weighted versions of Delaunay andridamiagram. For

a weighted point sed C R?, let VorSand DelSdenote the weighted Voronoi and
Delaunay diagrams @&respectively. Each diagram is a cell complex where each
k-face is ak-polytope in VoIS and is ak-simplex in DelS. Eachk-simplexg in
DelSis dual to a(3 — k)-faceV; in Vor Sand vice versa.

Let S be a point set sampled froffd|. For any sub-collectioX C D we
define DeBx to be the Delaunay subcomplex restricteditoi.e., each simplex
¢ € DelSlx, called a restricted simplex, is the dual of a Voronoi fagevhere
Ve |x = Vg N|X]| # 0. By this definition, for any € D, DelS|; denote the Delaunay
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subcomplex restricted to and
DelSp, = | J DelSy, DelSp= () DelSp.

oeD; oeD
An i-faceo € D; should be meshed withsimplices. However, D&|; may
have lower dimensional simplices not incident to any retdi-simplex. There-
fore, we compute special sub-complexes of restricted cexesl Foo € Dj, let
Skl' S denote the following-dimensional subcomplex of D8|:

Ski' S|y = closurg(t |t € DelSs is ani-simplex}.
We extend the definition to strata:

Ski'Sp, = ] Ski'S.

oeDj

2.2.3 Refinement

Our strategy is to run Delaunay refinement with onlydisk conditiorformulated
as follows. See Figure 2.2 for more explanations.

Let p be a pointon a 2-face. Let Umby (p) and Umly(p) be the set of trian-

gles in SkP S, and Skf 9, respectively which are incident @ The following
disk condition is used for refinement. Once the restrictelhi®ay triangles are
collected, this check is only combinatorial.
Disk_Condition(p) : (i) Umbxp (p) = UgspUmbs(p), (i) for eacho € D, con-
taining p, underlying space of Umigp) is a 2-disk which has all vertices m
Pointpis in the interior of this 2-disk if and only ip € into. Also, if pis in bdo,
it is not connected to any other point @h which is not adjacent to it.

2.3 Protection

The neighborhoods of the curves and vertice®ig; are regions of potential
problems for Delaunay refinements. First, if the elemera&lant to these curves
and vertices make small angles at the points of incidenem| Belaunay refine-
ment may not terminate. Second, these curves and vertipessent ‘features’ in
the input which should be preserved in the output for manyiegions. Usual
Delaunay refinement may destroy these feattifé$. To overcome these prob-
lems Cheng et & protect elements ifD<; with balls. We will not repeat the
algorithm for computing these protecting balls here buttio@only some of the
key properties these balls satisfy.

PROTECTION PROPERTIESLet w < 0.076 be a positive constant afig, denote
the protecting ball of a poinp.
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Fig. 2.2 Disk condition: (left):poinp € o has a disk iro and another disk im# o violating condition

(i) (middle): pointp € o has a topological disk but some of its vertices (lightly sffjcbelong tar
violating condition (ii), (right): Pointp andq satisfy disk condition. Poinp, an interior point ino,

lies in the interior of its disk iro. Pointq, a boundary point, has three disks for each of the three
2-faces.

(1) Any two adjacent balls on a 1-face overlap significantithaut containing
each other’s centers.

(2) No three balls have a common intersection.

(3) Letp € o be the center of a protecting ball. Further,Bet B(p,R) be a ball
with radiusR and centep whereR < cradiugB,,) for somec < 8.

(a) Fort =0 orany 2-faceincidentta, Zn:(p),n:(z) < 2wforanyze BNT.
(b) B intersectso in a single open curve and any 2-face incidentto a
topological disk.

In practice, balls satisfying (1) and (2) can be computedyeal they are
chosen small enough (3) is satisfied as well. After computiegprotecting balls,
each of them is turned into a weighted vertex. That is, fohgaotecting ball
Bp, We obtain the weighted poitip, wp), wherew, = radiugB). For technical
reasons that will be clear later, we need to ensure that edabeds intersected
by some Voronoi edge in the Voronoi diagram %wf the current point set. The
weighted vertices ensure it for 2-faces that have bounslafi®r 2-faces with-
out boundary, initially we place three weighted pointssfging the protection
properties.
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After protection the meshing algorithm inserts points fatlier Delaunay re-
finement. These points are not weighted. Also, the refinesteptnever attempts
to insert a point in the interior of any of the protecting ballThis is because
no Voronoi point (equidistant from three or more points) Garinside any pro-
tecting ball since no three of them have a common intersectio essence, our
algorithm maintains a point s&with the following two properties : (i5 con-
tains all weighted points placed during protection phasd, @) other points in
Sare unweighted and they lie outside the protecting balls.ciesuch a point
setadmissible The following Lemma proved in Cheng et'&l.is an important
consequence of the protection properties.

Lemma 2.1 Let S be an admissible point set. Let p and g be adjacent vezight
vertices on a 1-face. Letopq denote the curve segment between p andygisv
the only Voronoi facet ivor S that intersectspq, and \hq intersectsopq exactly
once.

2.4 Algorithm

During refinement the size of the restricted triangles deitees the location of
the point to be inserted. For any triangle SkP’S|s, define sizét, o) to be the
maximum weighted distance between the verticetsarfd points invi|s. Notice

that if all vertices ot are unweighted, the maximum weighted distance is just the
maximum Euclidean distance.

When we mesh volumes, we use the standard technique ofingseitcum-
centers of tetrahedra that have radius-edge ratio (dermtgdgreater than a
threshold,pg > 1. If the insertion of the circumcenter threatens to deletg a
triangle in Sk?S|DZ, the circumcenter is not inserted. In this case we say that
the triangle isencroachedy the circumcenter. Essentially, this strategy allows
refining most of the tetrahedra except the ones near boundérg following
pseudo-code summarizes our algorithm.

DelPSC (D, A, po)

(1) PROTECTION. Protect elements i1 with weighted points. Insert three
weighted points in each element ®, that has no boundary. L&Dbe the
current admissible point set.

(2) Mesh2Complex.

(a) Let(p,0) be any tuple wherg € SkI*S,. If Disk_Condition(p) is vio-
lated, find the trianglé € Umbyp (p) that maximizes sizé, o) over allo
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containingp and inseri € |y that realizes sizé, o) into S. Go to step
2(c).

(b) If size(t,0) > \ for some tuple(t, o), wheret € SkI?S|g, insertx € |
that realizes sizg, o) into S.

(c) Update DeSand Vors.

(d) If Shas grown in the last execution of step 2, repeat step 2.

(3) Mesh3Complex. For any tuplgt,o) wheret is a tetrahedron in SkB|y

(@) If p(t) > po insert the orthocenter of the Delaunay ball (orthoball} of
into Sif it does not encroach any triangle in 385 or any ballB(p, 2r)
whereB(p,r) is a protecting ball.

(b) Update DeSand Vors.

(c) If Shas grown in the last execution of step 3, repeat step 3.

(4) ReturnJ; Skl S|p.

2.4.1 Guarantees

The analysis of the algorithm establishes two main facjghé algorithm termi-
nates, (ii) at termination the output mesh satisfies progeeftl-T3:

(T1) For eaclo € D1, Sk S|y is homeomorphic ta and two vertices are joined
by an edge in SRIS; if and only if these two vertices are adjacentan

(T2) For 0<i < 2 ando € D;, Skf Sl is ai-manifold with vertices only iro.
Further, bd SKIS|; = Sk =1 Sp46. Fori = 3, the statement is true only if the
set SKi S| is not empty at the end dflesh2Complex.

(T3) There exists & > 0 so that the output mesh 8flPSC(D,A,po) is home-
omorphic toD. Further, this homeomorphism respects stratification with
vertex restrictions, that is, forQ i < 3, Skl Sls is homeomorphic to € D;
where bd SKIS|; = SkI~1Spgs and vertices of SkB|; lie in o.

2.5 Termination

We prove that during refinemebelPSC maintains a positive distance between
each inserted point and all other existing points. Then trapgactness oD
allows the standard packing argument to claim terminatféaneed some results
from sampling theor§:'2??Let = ¢ R3 be a smoothG?-smooth) closed surface.
The local feature siz€&(x) at a pointx € X is its distance to the medial axis bf

Lemma 2.2 #1223 |ete € (0,1/3) be some constant.
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(i) Forany two points x and y il such that|x—y|| < ef (x),

(a) the angle between the surface normals at x and y is at efo$t- 3¢);
(b) the angle between xy and the surface normal at x is at leasbafe/2).

(i) Let pgr be atriangle with vertices dhand circumradius no more thaf (p).
The angle between the normal of pqgr and the surface normaistgss than
T¢.

We use Lemma 2.2 to prove the next result. This result saysifthestricted
triangles incident to a point in a 2-facehave small sized/, intersectso nicely.
Figure 2.3 explains more about its implications.

Lemma 2.3 Let pe S be a point on a 2-face. Letop be the connected compo-
nentin \j,|¢ containing p. There exists a constant- 0 so that following holds:

If some edge of Mntersectss andsizgt, o) < A for each triangle te Ski’S|s
incident to p, then

(i) there is no2-facet where pg T andt intersects a Voronoi edge opV
(i) op =VpnNBNo where B= B(p,2A) if p is unweighted and B=
B(p, 2radiugBp) + 2\) otherwise;
(i) opis a 2-disk;
(iv) any edge of Yintersectso, at most once;
(v) any facet of {f intersectso,, in an empty set or an open curve.

Proof Observe that, because of protectigrhas a positive minimum distance
to any 2-face not containing it. Therefore, any Voronoi edgevfintersectingr
violates the size condition whenis sufficiently small. This proves (i).

Considerp is unweighted. For any facét of V,, we useHr to denote the
plane ofF. Assume thah is less than 1/32 the local feature size of the surface of
o atp. LetB=B(p,2A). Itis known thatBBn o is a 2-disk.

First, we claim that for any facét of Vp, if He intersect8na, then the an-
gle between the normal to at p and the plane of is at most arcsifl/16),
that is, Zns(p),Hr < arcsir(1/16) and bothHr NBNo andF NBNo con-
tains no closed curve. The dual Delaunay eggeof F has length at most™
which is less than 1/8 the local feature size. By Lemma 2)2(dbs(p),Hr =
/2 — Zng(p), pg< arcsin(1/16). Thereis no closed curve ki NBNo because
such a closed curve would bound a 2-diskBin o, which would contain a point
x such that/ng(x),Hr = 1/2. This is a contradiction becauség(x),Hg <
ZNng(X),Ng(p) + £ng(p),Hr < 1/13+ arcsin(1/16) < /2 by Lemma 2.2(ia).
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Fig. 2.3 (left): A 2-facet wherep ¢ T intersects some edge g. This is not possible according to
Lemma 2.3(i), (middle): also not possible since there igf@@rocomponent of within BNV, other
thanayp, (right): Within B, o intersectsV,, in a topological disk. It is possible that there is a différen
component ¥) which does not intersect any Voronoi edge and hence doesambtibute any dual
restricted triangle incident tp.

SinceHr NBN o contains no closed curve, neither déesiBno. This proves
the claim.

Second, we claim that for any facetof Vp, if Hg is within a distance ok
from p, Hr NBN o is a single open curve. Consider the diskN B. Letd be
the projection ofng(p) ontoHg. LetL C He be the line through the center of
Hr N B orthogonal tod. Let x be any point itHe NBN a. The angle betweepx
and the tangent plane ptis at most arcsifl/32) by Lemma 2.2(ib). We already
proved that/ng(p),He < arcsi{1/16). So the distance betweerandL is less
than||p— x| sin(2arcsir{1/16)) < 2Asin(2arcsir{1/16)) < 0.25\. LetL* C Hf
be the strip of points at distance2BA or less fromL. Since radius oB is 2\
andHg is at mostA distance fromp, the radius ofHg N B is at leasty/3\. It
follows that the boundary dfir N B intersectd.* in two disjoint circular arcs. We
already proved that there is no closed curvélnn BN o. It can be shown that
if He N"BN o contains two open curves, one of the curves,Gayust have both
endpoints on the same arclt NBNL*. The radius oHg N B is at leasty/3\.
So some tangent 6 must make an angle at most ar¢§ir25/1/3) < 0.15 with
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d. But this implies that the angle between the surface nortrsdme point orC
andng(p) is at leastrt/2 — 0.15— Zng(p),Hs > 1/2—0.15—arcsir(1/16) > 1,
contradicting Lemma 2.2(ia). This proves the claim.

Third, we claim that for any facet of V, if F intersectBno, FNBNais
a single open curve with endpoints inbd We already proved that there is no
closed curve irf NBNao. SinceF does not have any tangential contact with
FNBnNao is a set of open curves and the endpoints of any open curkelo
thus lie in bd=. Assume to the contrary th&tN BN o contains two open curves,
say& and&’. By our assumptiontg is within a distance ok from p. We have
shown before thatle NBN o is a single open curve. Follos NBN o from & to
&’. When we leave, we must leavé= at a Voronoi edge C bdF. Afterwards,
we stay in the planélr and we must cross the support lineeoégain in order
to reach’. Therefore, some tangentkttr NBN o is parallel toe. However, the
angle between the surface normal at some poirtlem BN o andng(p) would
then be at least/2 — Zng(p),e > 11/2—7/32 by Lemma 2.2(ii). This contradicts
Lemma 2.2(ia). This proves the claim.

Each facet o¥/,, that intersect8 N o intersects it in a single open curve. Every
curve endpoint is dual to some triangle incidenptdrhus, our assumption about
sizes of restricted triangles incident poensures that every curve endpoint lies
strictly insideB. This implies that the facets ¥, intersecBN o in a set of simple
closed curves. We have analyzed this situation in Cheng®tatl showed that
exactly one face in this arrangement of closed curves ligisléV, and it is a 2-
disk. Of course, this face is,. This proves that, =VyNBNao and it is a 2-disk.
Take an edge of V,, that intersect®8 No. By Lemma 2.2(ii),Z/ns(p),e < 7/32.
Then, by Lemma 2.2(iaB N o is monotone in the direction ad. Therefore e
intersectBN a exactly once. It follows that any edge \gf intersects, at most
once. The correctness of (iii) follows from the third claim.

The above proves the lemma for the case fhat unweighted. The case of
p being weighted can be handled similarly by settBp beB(p, 2radiugBp) +
2M). O

Now, we are ready to prove the terminationflPSC.
Theorem 2.1 DelPSC terminates.

Proof Consider a verte)p on a 2-facec. Let A be a constant that satisfies
Lemma 2.3. By Lemma 2.3(i), no restricted triangle incidenp connects it to
a vertex int wherep ¢ 1. Notice that, because of protection, we can assdme
to be so small that no triangle incident poconnects two non-adjacent weighted
vertices. This satisfies parts of disk condition. The onlgdghwe need to show is
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that the restricted triangles incidentpdorm a topological disk if sizg, g) < A
for each such triangle

Observe that if no edge of the Voronoi ¢yl intersectss, there is no restricted
triangle incident tgp and hencep does not exist in SRSDZ and can be ignored.
So, assume that some edgé/pintersectss. Leto be the connected component
of Vp|o containingp. By duality the conclusions in Lemma 2.3(ii)-(v) imply that
the restricted triangles incident form a topological disk which containsin
the interior if and only ifp lies in the interior ofo. In other words, disk condition
is satisfied. Therefore, if disk condition is not satisfiedgome pointp, we can
assume there is a triangléncident top for which sizét, o) > A > 0. In that case
the new inserted point byles2Complex has a positive weighted distankdrom
all other existing points.

Consider a tetrahedranwhose orthocenter is inserted bfesh3Complex.
Sincepp > 1, closest point distance cannot decrease wheas all vertices un-
weighted. Whert has a weighted vertex, the inserted orthocenter has ay®siti
weighted distance from all other existing points. This isdese the orthocenter is
inserted only if it lies at leastrdistance away from any protecting ball of radius
r. In sum, all points are inserted with a fixed lower bound orrttiistances to
all existing points. A standard packing argument estabsiermination of the
refinement process. O

2.6 Topology Guarantees

Let M denote the output mesh BeIPSC. Property T1 follows immediately from
Lemma 2.1.

Theorem 2.2 M satisfies T1.
Theorem 2.3 M satisfies T2.

Proof

Case(i):0 € D«;. It follows trivially from property T1.

Casel(ii): 0 € D,. At the end ofMesh2Complex if SkI>S|y is not empty, the
Disk_Condition ensures that SkB/; is a simplicial complex where each ver-
tex v belongs too and has a 2-disk as its star. dfhas a non-empty boundary,
the weighted points on l@have some edge in their Voronoi cells which inter-
sectso (by Lemma 2.1). Ifo has empty boundary, the same is guaranteed by
the three weighted points which are initially placed@nin both cases SkS|,
remains non-empty. Insertions Mesh3Complex does not disturb S%deo/ for
anya’ € D3. Therefore, SRS, retains the disk property at each vertex even after
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Mesh3Complex terminates. It follows from a result in PL topology that 3Rl
is a 2-manifold wheelPSC terminates.

Now we show that the boundary of 3il; is SkISjpgs. Each vertex
v e Sk2Ss is an interior vertex if and only if it belongs to the interifro. Thus,
the only vertices which are on the boundary of the manifoklthe vertices on
bdo. These are the vertices of éﬂlbdc by T1. The edges of bd S%B{G can then
connect only vertices in SkB‘bdo. Because of disk condition, these edges can-
not connect non-adjacent vertices indbdTherefore, they connect only adjacent
vertices on b and are exactly the edges of 8,45 by T1.

Case (iii): 0 € D3. Let K = SkI*S,. First we argue that iK is not empty
then it has vertices only io. Suppose not. Then there is a tetrahedro ione
of whose vertex, sap, is inad’ € D whered’ ¢ a. The dual Voronoi vertex, say
v, of this tetrahedron is io by definition. The Voronoi cell op intersects botlo
anda’. Therefore there is a Voronoi edge of this Voronoi cell tim¢isects bd.
But then Skf S|, has a triangle with vertep € o’. This contradicts property T2.

Next we establish that SkB|pqo is a 2-manifold which will help proving is
a 3-manifold. By definition S|%|S|bdc = USkIZSIcyi where eaclwo; is a 2-face in
bdo. By property T2 any vertey € SkP>Sqs is in somed’ C bdo. If pis in
the interior ofa’, Umby,gg(p) is a 2-disk by property T2. Ip is in bdo’ we have
two cases. Ipis not a 0-face, it is incident to exactly two 2-facesand, sayo”,
in bdo. The two 2-disks Ump (p) and Umb» (p) meet along two edges to form
a 2-disk withp in its interior. If p is a O-face, this construction generalizes to all
2-faces incident tg on bdo. All 2-disks aroundp meet along common edges to
form a 2-disk withp in its interior. Therefore, all vertices in %Ibdo have a star
which is a closed 2-disk with the vertex in its interior. Itpties from PL topology
that SkP Sp4o is a closed 2-manifold.

Now we show that b = Skl Sbdo as required. LeT be the set of triangles
in K that are incident to only one tetrahedrorkinWe claim thafl = Ski? Slbdo-
The dual Voronoi edge of any trianglec T intersects bd. Otherwise, its two
endpoints lie ino whose two dual tetrahedra being incident tmntradict that is
incident only to one tetrahedron. Therefdre,Ski? S|pgq by definition. It follows
thatT C SkIZS|bd0. Being on the boundary of a union of tetrahedra, each edge of
the trianglesirT is incident to positive and even number of triangle$inf T is a
strict subset of SKIS|pqo some edge ifT will have only a single triangle incident
to it since Skf Slbdo is @ connected closed manifold. Therefores exactly equal
to SkFSIbdc. ]

To prove T3 we need a result of Edelsbrunner and Shattout the topological
ball property (TBP). For smooth surface meshing, the TByquaa key role in
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(@ (b)
Fig. 2.4 F is a Voronoi facetk = 2). In (a), F intersects a 2-facej (= 2) in a closed topological
interval (1-ball). Voronoi edgek(= 1) intersecto in a single point, a 0-ball. In (b} intersects the

1-face pf) in a single point, and for X i < 3, F Ngj are closed topological 1-ball§. intersects only
2-faces that are incident tm-.

proving topological guaranteé$. It turns out that an extended version of the TBP
(also given in Edelsbrunner and SR3Hs needed to prove topological guarantees
for PSCs. It can be shown that the following two propertieaRd P2 imply the
extended TBP8 Therefore, according to Edelsbrunner-Stfaksult, DeS|y, has
underlying space homeomorphic to tff#| if P1 and P2 hold (see Figure 2.4).

Let F be ak-face of VorSwhereSis the output vertex set.

(P1) IfF intersects an elemeate D C D, the intersection is a closgll+ j —
3)-ball.

(P2) There is a unique lowest dimensional elem@ne D so thatF intersects
or and only elements that are incidentdag.

Lemma 2.1 and Lemma 2.3 together almost provide conditioaxe&pt that
the precondition of intersecting Voronoi edges of Lemmariz8&ds to be proved
and the case of a surface patch avoiding all Voronoi edges Bigjure 2.3(right)
needs to be avoided. These two facts are proved in Lemma @ Yeamma 2.5 re-
spectively. Notice that we require stronger condition @emigle sizes for proving
these results. Both Lemma 2.4 and Lemma 2.5 require thatsdlicted triangles
have small sizes in contrast to restricted triangles inttite a particular point as
in Lemma 2.3. It is interesting to note that the terminatiommntee does not
require this stronger condition.

Lemma 2.4 There exists a constant > 0 for which following holds. If
size(t,a’) < \ for each tuple(t,o’), t € Ski?S|y, then for each point g S and
each2-faceo where pe o, an edge of Y intersects.

Proof Suppose that no edge g intersectss. Letq € o be a weighted point.
By the initialization step each 2-face has at least one swiht.p Because of
Lemma 2.1 an edge & has to interseats. Consider walking on a path mfrom
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ptoq. Letp= po,p1,.., Pk = q be sequence of vertices whose Voronoi cells are
encountered along this walk. Since no edg¥pintersectss and some edge of
Vy intersectss, there exists two consecutive vertiggsand p;1 in this sequence
so that no edge ofj, intersectss whereas some edge f,,, does interseab.

By Lemma 2.3 we can claim that,  , is a disk. A boundary cycle afp, overlaps
with the boundary oby, . ,. This is impossible as the curves on the boundary of
Op,,, intersect Voronoi edges whereas those on the boundary afo not. [

Lemma 2.5 There exists a constaht> 0 such that isizgt,0’) < A for each tuple
(t,0'), t € Sk Sy, then for each point p ang-faceo where pe o

(i) Vplois a 2-disk;

(i) any edge of Yintersects Y| at most once;
(i) any facet of | intersects ¥ in an empty set or an open curve.
(iv) Vp does notintersect any where pZ o’

Proof Recall thato, denotes the connected componenVji; containingp.
Because of Lemma 2.4 we can apply Lemma 2.3 to claim thasatisfies
properties (i)-(iii) for eacho containingp. Therefore, it suffices to prove that
Vplp = Ugsp0p to claim (i)-(iv).

Assume to the contrary th@jop C Vp|p. By Lemma 2.30, =VpNBNo
and no edge oY, intersectsD outsideB. This implies that for any connected
componenC € Vp|p \ Uop, bdC lies inside facets o¥,. Also,V, can intersect a
1-face only if it containg (by Lemma 2.1). Therefore, Iiticannot have endpoints
implying that bdC is a set of closed curves not intersecting any Voronoi edge.

Let C c @’. Voronoi cells partitiono’. A path ono’ from bdC to a sample
pointq € o’ passes through the connected components of this partilermust
encounter two adjacent components along this pathCsagpdC”, whereC' +# of
for anysandC” = o} for somer € ¢’. This is because the first and last components
satisfy this property. Then, we reach a contradiction sbi®’ = bdo; intersects
Voronoi edges by Lemma 2.3 whereas®dloes not. O

Lemma 2.1 and Lemma 2.5 establish two facts twre D¢, before
Mesh3Complex begins : (i)o intersects/,, if and only if p € g, and (ii) property
P1 holds foro. SinceMesh3Complex does not insert any point which encroaches
a triangle in SKtSs, (i) and (ii) still hold for anyo € D«o. This means (i) also
holds for any 3-face at termination. Lep be in the interior oo € D3. Then,Vp
cannot intersect bal due to (i). In this case satisfies P1 wittv,, trivially. If p
is in bdo, the intersectioV, N o should satisfy P1 again since &dVp, does so.
This establishes P1. Next lemma establishes Property P2.
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Lemma 2.6 There exists & > 0 so that ifsizgt,0) < A for each tuple(t, o),
te SkI28|o, then the following holds. Let F be a k-faceVbrS. There is an
elemenor € D so that F intersectsr and only elements i that haveor on
their boundary.

Proof Case 1:F is a Voronoi cellV,. Letor € D be the lowest dimensional
element containingp. We claim all elements irD intersectingF haveog in
their boundaries and thus: is unique. If not, let there be anothetre D where
or ¢ bdo’. Notice thatp ¢ or N o’ since otherwis@r N o’ is either an element
of D whose dimension is lower thamy or or N0’ = o both of which are impos-
sible. It follows thatp ¢ o’. But we already argued above th4tintersects only
elements irD that containp.

Case 2F is a Voronoi faceVyq. Letor be a lowest dimensional element that
F intersects. Assume there is anotléintersecting= whereor ¢ bda’. We go
over different dimensions af’ each time reaching a contradiction. df € D3,
bdo’ must intersecE. OtherwiseF intersects only’ contradicting that it also
intersectoF # 0’. Renaming bd’ asa’ we can use the contradiction reached for
the case below.

Assumed’ € D<o; ¢’ intersects and does not contaiog on its boundary.
Two cases can arise. Either ¢} ando’ are disjoint withinV,, or Vg, or (ii) oF
ando’ have a common boundary W}, andV. Case (i) cannot happen due to
the claim in Case 1. For (ii) to happen bgitandq have to be on the common
boundaries obg anda’. This means thap andg have to be on some element in
D« 1. Observe thap andq are non-adjacent since otherwigg, has to intersect
the common boundary afr ando’ whose dimension is lower than that of.
But this would contradict the disk condition that no two nadjacent vertices in
D1 is connected by a restricted edge.

The above argument implies that all elements intersedfintaveor as a
subset.

Case 3:F is a Voronoi edge. Certainlly cannot intersect a 2-faag- more
than once due to Lemma 2.5. The other possibility is Ehat \;, t € SkIZS|GF,
andF intersectso’ # or. But then a Voronoi cell adjacent 6 would intersect
two 2-facesor ando’ andt is in both SkfS/s. and Skf S| violating the disk
condition. O

Theorem 2.4 M satisfies B.

Proof For sufficiently smallA > 0, the triangles in SKISp satisfy the con-
ditions for Lemma 2.5 and Lemma 2.6. This means that prageRil and P2
are satisfied when is sufficiently small. Also when P1 and P2 are satisfied
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U; Ski'Sp = DelSp. It follows that Edelsbrunner-Shah conditions are satisfie
for the outputM of DelPSC. Thus,M has an underlying space homeomorphic
to |D|. The homeomorphism constructed by Edelsbrunner and Stiaallsare-
spects the stratification, that is, for eashe D;, Ski Sls is homeomorphic to
0. Furthermore, property T2 holds for any output@dPSC. This means, for
0<i <2, Skl S5 = SkI~1SGpgs and SKIS|; has vertices only im. We can claim
the same condition even foe= 3 since Ski Slg, 0 € D3, is not empty at the end
of Mesh2Complex whenA is sufficiently small. A Voronoi edge intersecting dd
cannot intersect it more than once as we argued in Case 3 ahleehb. O

2.7 Conclusions

We have presented a practical algorithm to mesh a wide yasfejeometric do-
mains with Delaunay refinement technique. The output meshtaias a man-
ifold property and with increasing level of refinement captuthe topology of
the input. An interesting aspect of the algorithm is thatitiut ‘non-smooth
features’ are preserved in the output.

A number of experimental results that validate our claim&isTs the first
practical algorithm to produce Delaunay meshes for a lalagsof three dimen-
sional geometric domains with theoretical guarantees.ait ltandle arbitrarily
small input angles and preserve input features. When apgigolumes, the al-
gorithm guarantees bounded radius-edge ratio for mosteofatiahedra except
near boundary. It can be easily extended to guarantee bdwaspect ratio for
most triangles and bounded radius-edge ratio for mosttetha except the ones
near non-smooth elements.

An obvious open question is to analyze the time and space leaitypof the
algorithm. Is it possible to claim non-trivial or even optibounds for these
complexities. Very few results exist for optimal Delaunajimement? Finally,
can the algorithm be improved even more by incorporatingeeasimitives?
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Chapter 3

Families of Convex Sets not Representable by Points
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Let (A,B,C) be a triple of disjoint closed convex sets in the plane suahehch
of them contributes at least one point to the boundasf/the convex hull of their
union. If there are three pointse A,b € B, c € C that belong tad and follow
each other in clockwise (counterclockwise) order, we say theorientation

of the triple (A, B,C) is clockwise (counterclockwise). We construct families of
disjoint closed convex setCs,...,Cn} in the plane whose every triple has a
unique orientation, but there are no poims ..., pn in general position in the
plane whose triples have the same orientations. In othedsydhese families
cannot be represented by a point set of the sarder type This answers a
question of A. Hubard and L. Montejano. We also show the sizbelargest
subfamily representable by points, which can be found infamjly of n disjoint
closed convex sets in general position in the plan@(i#°98/1°99) Some related
Ramsey-type geometric problems are also discussed.
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3.1 Introduction

Let C be a family of disjoint closed convex sets in the plangémeral position
that is, assume that
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(1) nothreeof them have a common tangent line, and

(2) the convex hull of the union of two membeksB € € never contains a third
membelC € C, that is, confJAUBUC) # conAUB) holds for every triple
of distinct member#\,B,C € C.

Analogously, we say that a set of poiftén the plane is in general position if no
threeelements oP are collinear.

The type tgA,B,C) of an ordered triple of members 6fis defined ast+1
(or —1) if there are three pointa € A/b € B,c € C belonging to the boundary
Bd conAUBUC) that follow each other in clockwise (counterclockwise)ard
along this boundary. Notice that the same tripdeB,C) may havetwo types at
the same time if one of the sets contributes two arcs to Bd@wnBUC).

A point setP in general position in the plane is saidrépresenthe order type
of € if there is a one-to-one correspondericeC — P such that

tp(f(A), f(B), f(C)) =tp(A,B,C) forall A;B,C € € with a unique type

As far as we know, order types of set families were first s Bisztriczky
and G. Fejes Toth?2 They generalized a famous conjecture of Erdés and Szek-
eres* to families of convex sets in the plane as follows: Any fan@lpf at least
2"-2 1 1 disjoint closed convex sets in general position hasembers in con-
vex position. Recently, A. Hubard and L. Montejano suggk#tat this stronger
conjecture may actually be equivalent to the original onearévprecisely, they
suspected that the order type of every fantilyith the above property can be
represented by points. In the present note, we show thasthat the case.

Theorem 3.1 There exists a family ofine pairwise disjoint segments in general
position in the plane, whose order type cannot be represdngeoints.

Letr =r(n) denote the largest integer such that every familgf n disjoint
closed convex sets in general position in the planerha@mbers whose order
type can be represented by points. By definition, the ordes tf any subfamily
of € in convex position can be represented by points. Accordingach and
Toth? every family @ with the above property has at least Jjgg members in
convex position. Therefore, we havg) > log;gn. lterating the construction in
Theorem 3.1, we obtain

Theorem 3.2 For every n, there exists a family of n pairwise disjoint segts in
general position in the plane which has no subfamily of $i2&98/1°99] whose
order type is representable by points.

A collection of two-way infinite (unbounded) non-selfintecting curves in
the plane is called a family giseudolinesf any two curves have precisely one
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point in common, at which they properly cross. It is said tslmpleif no three
pseudolines pass through the same point. A family of pséuek? is stretchable
if there exists a family of line€. such that the cell decompositions inducediby
andL are topologically isomorphic. It was known already to HiSeind Levf
that there are nonstretchable families of pseudolines fif$teexample of a non-
stretchablesimplearrangement was given by Rindgelt was shown by Mne¥10
that it is a computationally hardN@-hard) problem to decide whether an arrange-
ment of pseudolines is stretchable (see also $Hor.

In complete analogy to the above problem, we can try to deterthe size
of the largest stretchable subfamily contained in everysnfamily of n pseudo-
lines.

Theorem 3.3 Let s= s(n) denote the largest integer such that every simple family
P of n pseudolines has a stretchable subfamily of size s. Fyeay, we have

log,n < s(n) < |nl°98/1099)

Theorem 3.1 is established in Section 3.2, Theorems 3.2 8maf& proved in
Section 3.3. In the last section, we discuss some relatddems.

3.2 A Nonrepresentable Order Type of Segments

The aim of this section is to establish Theorem 3.1. The pi®diased on
Ringel's construction of a nonstretchable arrangementioé pseudolines, that
can be obtained by modifying thRappus configurationsee Figure 3.1. It is
known that every arrangement of fewer than nine pseudongtsetchablé?13

Let S ={S,...,S} be a family of disjoint segments in general position in
the plane. We say th&t can beflattenedif for any € > 0 there are two disks
of radiuse at unit distanceD; andD2, and another family of disjoint segments
8 ={8,...,S,} with the same order type such that e&hk 8’ has one endpoint
in D1 and one irD».

Lemma 3.1 There exists a familg of nine segments in general position in the
plane

(i) which can be flattened, and
(ii) the order type of which cannot be represented by points.

Proof Start with the Pappus configuration (see Figure 3.1), agtithi perturb
its points so that its originally collinear triples receite following orientations:

tp(p, p3, P3) = +1, tp(p,p3,p3) = +1, tp(ps, p3, p3) = +1,
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Fig. 3.1 The Pappus configuration.

to(pt, p, p3) = +1, tp(pi. p3, P3) = —1,
tp(p3, p1, p3) = —1, tp(p3, P, P3) = +1,

tp(p3, 3, P3) = —1, tp(p3, p3,p3) = 1.

This can be achieved, for example, by taking

pi=(-21), p;=(0,1+1105), p5=(2,1),
p% = (_15_26)5 pg - (07_6)7 p% = (15_26)5

pi = (—2,—1-508), p3=(0,—1—203), p3=(2,—1).

It follows from Ringel’s resulf by duality, that there are no poin].?% (1<
i,j <3), for which the abovanine triples have the same types (orientations) as
for the pointspij (1 <i,j < 3), except that the orientation of the last triple is
opposite, that is, {{p3, p3,P3) = +1. In other words, this modified order types
not representable by points (see Figure 3.2).

Next we show that there is a family of segments whose orderigp

LetL be a fixed very large number. For anyli, j < 3, IetSj be a segment
of lengthL with slope 12, whose right endpoint ip'j. Observe that the set of
segment{S; | 1 <i,j <3} has the same order type as the point{ggt| 1 <
i, j < 3}. Now slightly rotateSt aboutp? in the clockwise direction to a position in
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Fig.-3.2 Thesefp} | 1<i,j <3}

which p3, p3, and hence the entire segm&tlie below it. Next, applying a small
counterclockwise rotation abop, bring the segmerf into a position where it
lies belowSi’ See Figure 3.3. With a slight abuse of notation, the new se¢sn
are also denoted b$ Notice that during the above transformation no triple of
segment§J SWItChed orientations, except one: the orientatiofS}f 3, S3) has
become clockwise. That is, we have

(S, 5,8 =+1, (.S, =+1, (S, S, S) =
P(SLSLS) = +1, (S, S.S) = -
P(S.SLSH) = -1 (S5 S) =

(S5, 5. 8) = -1, (S S)) =

Consequently, we found a family of segments whose order tyijgenot repre-
sentable by points.

It remains to argue that the fami§/ = {Sj | 1<i,j < 3} can be flattened.
To see this, notice that for argy> 0, one can choose a sufficiently smaknd a
sufficiently largel so that, after appropriate scaling, all left endpoints dhidicdnt
endpoints of the segments lie in two disks of radiwa unit distance from each
other. O



48 J. Pach and G. Toth

Fig. 3.3 The triple(S}, 3, S}) switched its orientation.

3.3 The lIteration Step

Theorem 3.2 is an immediate corollary of Lemma 3.1 and tHevi@hg statement.

Lemma 3.2 Suppose there exists a familypf k disjoint segments in general posi-
tion in the plane, which can be flattened and which has an drgse that cannot
be represented by points. Then, for every 1,2, ..., there is a familyS' of K
segments in general position in the plane, which can be flatteand which does
not have any subfamily of size larger thdn- 1)' whose order type can be repre-
sented by points.

Proof For anyd > 0, let8(8) be a family ofk unit segments whose order type
cannot be represented by points and their left endpointsightiendpoints lie in
two disks of radiu®. Leti > 1 and suppose, recursively, that we have already
constructed a familg' = {S;,..., S} of unit segments such that their left and
right endpoints lie in two disks of radils/2 and$' has no subfamily of size
larger than(k — 1), whose order type can be represented by points.

Let d be a small positive number to be specified later. Replace ssgment
Sj € 8' by a congruent c0p§$j1(6) of 81(3), with the same orientation, in such
a way thatS; coincides with a member &f}(8). Let 8'** be the union of these
copies. Obviously, we havg'*1| = k1. Furthermore, if5 > 0 is sufficiently
small, then

(1) the members o§'** are disjoint and are in general position;
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(2) the left endpoints and the right endpoints of the segmier$'+1 lie in two
disks of radius at mo®t/2 + 6 < ¢;

(3) for any three distinct indices j’, j”, the orientation of any triple of segments
belonging to the subfamilies replacig Sy, S, respectively, is the same as
the orientation of the tripléS;, Sy, S ).

It is easy to show that one cannot select more tfkan 1)+ segments from
$i+1 such that their order type can be represented by points.ethdey prop-
erty 3 above and by the induction hypothesis, such a set taontain segments
belonging to more tharfk — 1)! subfamiliesSJ-l(E)) replacing distinct elements
Sj € 8'. On the other hand, from each subfanﬁh{é), we can select at mokt- 1
segments. O

In the same way, as Theorem 3.2 can be deduced from Theorems3.1
ing Lemma 3.2, one can establish the upper bound in TheorgryBiterating
Ringel’s construction of a nonstretchable arrangemeniraf pseudoline8. By
the result of Goodmadfi every arrangement of pseudolines can be represented
such that all pseudolines aremonotone curves, in particular, it follows that
Ringel's construction can be "flattened” in the followinghse: An arrangement
of pseudoline$® = {m; | i € |} can beflattenedif for any € > 0, there exist real
functionsfi : R — R, i € | satisfying two conditions.

(1) The graphs of the functionfs form an arrangement of pseudolines such that
the cell decomposition of the plane induced by them is isqicrto the cell
decomposition induced by.

(2) Foreveryi €| andx € R, we have fi(x)| < .

To prove the upper bound in Theorem 3.3, instead of Lemma 8.Rave to
use the following statement (the straightforward rec@piroof of which is left to
the reader).

Lemma 3.3 Suppose there exists a simple nonstretchable arrangefheritk
pseudolines in the plane, which can be flattened. Then, feryev= 1.2,...,
there is a simple nonstretchable arrangemg@hbf K pseudolines which can be
flattened and which does not have any stretchable subarraageof size larger
than (k— 1)'.

It was first pointed out by Goodman and Poll&tkhat every finite arrange-
ment of pseudolines is isomorphic to an arrangemertmibnotongseudolines
(see also Goodman and Polladgand Goodman et &P, for a much stronger state-
ment). Therefore, to prove the lower bound in Theorem 3i8 ghough to restrict
our attention to families af-monotone pseudolines.
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LetP = {{1,0,...,¢n} be a simple arrangement ®imonotone pseudolines.
We say that1,/»,...,¢, form acap(acup) if

(1) in the cell decomposition determined by them there is abounded cell
whose boundary contains a piece of each membép,dh this clockwise
(counterclockwise) order, and

(2) this cell lies below (above) every pseudolihe P.

It is clear that all caps and cufisare stretchable, since the cell decomposition of
the plane induced by them is isomorphic to the cell decontiposnduced by} P|
distinct tangent lines of an open semicircle.

Thus, the lower bound in Theorem 3.3 follows from
Lemma 3.4 Any simple arrangemefit of more than(k;“j?‘) X-monotone pseu-
dolines contains a cap of size at least k or a cup of size at leas

Proof The statement can be established by dualizing and adapiéngriginal
proof of the Erd6s-Szekeres theorérithe lemma holds ik < 2 orm< 2. Sup-
pose thak,m > 2 are fixed and that we have already proved the statement for al
pairs(k',m’) with K < korm’ < m.

Let P be a simple arrangement dﬁm"‘ + 1 x-monotone pseudolines. Us-
ing the induction hypothesis and the fact tH&f™,*) + 1> (I™5) + 1, we
obtain thatP contains a cap of sizé&k— 1) or a cup of sizem. In the latter
case we are done. So we may assume thabntains a cap of sizék — 1).
Delete the first member of such a cap from the arrangement. tiWeéave
more than(k+m 5) + 1 pseudolines, s& must have another cap of sizle—1).
Again, delete its first member, and repeat this procedur@mag &s there are

more than(k+m 5) pseudolines left. Then stop. We have deleted altogether
(rmA) 1 (<Em5) = (I™%) + 1 pseudolines. Therefore, by the induction

hypothesis, the set of deleted pseudolines must contaip afeazek or a cup of
size(m—1). In the first case, we are done. In the second case, thers exisip
C; of size(m— 1) such that its first member is also the first member of a@ap
of size(k— 1). It is easy to verify (see Figure 3.4) that

(1) either one can exter@} by the second member 6§ to a cup of sizem,
(2) or one can extend, by the second member Gf to a cap of sizé.

This completes the proof. O
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Fig. 3.4 A cap and a cup of size four, having the same first membe
3.4 Concluding Remarks

The lower bounds for the functions(n) ands(n) (in Theorem 3.3) follow from
Erd6s-Szekeres type results: from the existence of lemgeexsubconfigurations.
To further improve these bounds, we need to find larger cddseé“unavoidable”
configurations, representable by points, such that fokaayery sufficiently large
system contains a subconfiguration of dideelonging tol". To improve theup-
per bounds, on the other hand, we have to define more complicgteions
for building large nonrepresentable order types or notdtedle arrangements of
pseudolines, using smaller examples.

One can extend the definition ofder typeto arbitrary families of disjoint
convex sets, no three of which have a common tangent lin@llasvé. Suppose
that a member of is allowed to lie “between” two other members, that is, it can
be contained in the convex hull of the union of two othersfdf,exampleB C
conAUC) for someA,B,C € C, let tp(A, B,C) and the type of every permutation
of these three members kzera In all other cases, let us define(#B,C) as
before.

We can now say that a point $etin general position in the plane represents
the order type of if there is a one-to-one corresponderice® — P such that

tp(f(A), f(B), f(C)) =tp(A,B,C) for all A,B,C € € with a unique nonzero type

Note that, according to this definition, any sethgfoints in general position rep-
resents the order type of a family of disjoint convex bodigsd between and
touching the graphs of two functiorfsg : R — R, wheref is strictly concave,
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g is strictly convex, and (x) < g(x) for everyx € R.

By Ramsey’s theorem for three-uniform hypergraphs, evamilfy © of n dis-
joint convex sets in the plane contains a large (that is, mbugglogn size) sub-
family ¢’ C €, in which either the type of every triple is zero or the typenof
triple is zero (see Grahaet all’). In the former case, the order tyécan be
represented by any set of points in general position, indtierlone, we can apply
the results of Pach and Tétto argue tha®’ has a large subfamily, the order type
of which can be represented by points.
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Chapter 4

Some Generalizations of Least-Squares Algorithms
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Least-squares method is often used for solving optimimgpimblems such as
line fitting of a point sequence obtained by experiments.s Taiper describes
some extensions of the method and presents an applicatgmiie completely
different geometric optimization problem. Given a sortedjgence of points
(X1,Y¥1), (%2, ¥2),--.,(Xn,¥n), & liney = ax+ b that optimally approximates the
sequence can be computed by determining the consaanidb that minimizes
the sum of squared distances to the line, which is giveRiby (ax + b—y;)2. It
suffices to solve a system of linear equations derived begdifftiating the sum by
aandb. In this paper we extend the problem of approximating a pegguence
by a 1-joint polyline. Another problem we consider is a getrmeptimization
problem. Suppose we are given a set of points in the plane. & to insert
a new point so that distances to existing points are as closbose distances
specified as input data. If the criterion is to minimize thexsaf squared errors,
an application of the same idea as above combined with amofiarrangement
of lines leads to an efficient algorithm.

Keywords Algorithm; computational geometry; least-squares meiticombina-
torial optimization; polyline approximation of point sesnce.
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4.1 Introduction

The least square method for approximating a set of data meatiat minimizes
the total sum of squared vertical errors is applied in vemisitluations. It is a
natural idea to extend this idea so as to approximate a seataf gbints by a
piece-wise linear function, i.e., a polyline with boundedmber of joints instead
of a single line. We consider the problem of approximating@tas points by a
polyline with one joint to minimize the sum of squared errdie show that this
is also done in linear time.

In addition to the least-squares criterion, we could cagrsgetveral different
optimization criteria. The second criterion is to minimide sum of absolute
error, and the third one to minimize the sum of the maximuroreassociated
with each edge of the resulting polyline. We show that thbseet problems can
be handled within a similar framework. An important obs¢iomis that our ob-
jective functions are all convex when a given point set igifianed into subsets
each associated with an edge of a polyline. The computdtammaplexities of
the polyline approximation may be different by the critefar one-joint case the
problem for the least sum of squared errors can be solvedéaditime if points
are sorted in advance. On the other hand, it seems that rav liinge algorithm
exists for other criteria. However, a good news is that a gaikgoints case can
be solved in polynomial time both inandk for the criterion of minimizing the
sum of the maximum errors.

There are few related works. One important related work iai|idatoh and
Yamamotd which presents a linear-time algorithm for finding an opfinirze
approximating a set of points to minimize the sum of absoduter instead of
squared errors.

Another problem we consider is a geometric optimizatiorbpgrm. Suppose
we are given a set of points in the plane. We want to insert apwnt so that
distances to existing points are as close as those distapeesied as input data.
If the criterion is to minimize the sum of squared errors, ppl@ation of the same
idea as above combined with a notion of arrangement of lie@d to an efficient
algorithm.
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4.2 Polyline Approximation of a Point Sequence

Experimental data are often accompanied by noise. A pramfeggantitatively
estimating the underlying function known as regressionuovefitting is required.
Most common is the least squares method. It is well knowndhan a number
of 2-dimensional data the best line approximating the datbtained in linear
time. A number of variations have been considered. One oféneralizations is
the following?

e Approximate a set of points by a polyline with a bounded nundigoints,
and

e Minimize the error defined under three different criteriamsof least square
errors, sum of absolute errors, and sum of maximum errorsyevérror for
each pointis measured by the vertical difference from tipe@pmating poly-
line.

More formally, the problem is described as follows:

[Problem] Given a set of pointS = {(x1,y1),(X2,¥2),...,(%n,Y¥n)} such that
X1 < X2 < -+ < Xn in the plane and an integés find anx-monotone polyline

P = ((UOaVO)a (a17 bl)a (ulvvl)v (aZa b2)7 (UZaVZ)a [} (uk+17 Vk+1)7 (ak+17 bk+1)7
(Uk+2,Vik+2)) Where—oo =Up < Uz < ... < Uyl < Ukr2 = oo andv; = auj+ by =

a+1Ui +bit1, i =1,2,...,k+ 1 for each of the following three optimization con-
ditions:
k+1
(A) Z} > (ax+bi—y))? — min,
i=0 U <Xj<Uiy1
k+1
(B) Z} > laixj+bi—yj| — min,
i=0 U <Xj<Uiy1
k+1
(C) L uiéq}gzl(iﬂ(aj)(j +h _yj) — min,

|
subject toajxj +bj —yj > 0 for u; < Xj < Ujt1.

Figure 4.1 gives an example of a polyline approximating aspbints in the
plane.

The author developed a general theory to deal with thoselgad In this
paper we focus on a special case of 1-joint polyline, whicl@st interesting
among them.

aThe result described here is partially included in the paper
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T
xq s q+1

Fig. 4.1 A 1-joint polyline consisting of two half lines agimating a set of points.

4.3 Known Results
4.3.1 Least Square Error

An algorithm for finding a line minimizing the sum of squaredtoes is well
known as a least squares method. Once we compluted, S x, S, yi, and
Y 1%V in linear time, we have an optimal approximating lipe= ax+ b by
solving the system of equations defined by those values.

4.3.2 Minimum Absolute Error

A linear-time algorithm for finding an optimal line that minizes the sum of
absolute errors is known. An idea behind the efficient im@etation is prune-
and-search. See Imai, Katoh and Yamamadbo more detail.

4.3.3 Sum of Max Vertical Errors

The problem in this case is to find a pair of parallel lines ohimum vertical

width that contains all the given points between them. Syzdiais characterized
by a minimum vertical gap between upper and lower envelopesset of lines

dual to the given points. Thus, if points are sorted, the gaplie computed in
linear time.

4.4 Approximation by a 1-joint Polyline

In this section we consider the problem of approximatingtaoé@oints by a 1-
joint polyline to minimize the objective functions defineoloae. For the time be-
ing we fix a partition of a given point set into subse®s= {(x1,y1), (X2,¥2),. .-,
(Xg:Yq)} and S = {(Xg+1,Yq+1), - - - (Xn,¥n) }, Where each poinp; is given by
(%, yi) throughout the paper. Our objective polyline consists af half lines. The
left half liney = a;x+ by approximates points &; and the right ong = axx+ by
those ofS,. We call a tuple(as, b, ap, by) feasibleif the two linesy = ajx+ by
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andy = apx+ b, meet in the intervalxq,xq;1]. Our goal here is to find a tuple
(a1,by,a2,by) for the following three problems:

R1(q) : minimize Di(ag,b1,a2,b) =

q n
Z(alxi‘i'bl—Yi)z"' S (axj+b—y)®  (4.1)
i= j=0+1

Ro(g) : minimize Dy(ag,b1,ap,by) =
q n
Zl|alxi+b1_)’i|+ > laxj+bz2—yjl (4.2)
i= j=q+1

R3(q) : minimize Ds(ag,b1,a2,b) =
[DaX(arX +by—yi)+ max (apXj+by—yj) (4.3)

XX

subjectto agxi+b1—yi >0, 1<i<q,
and  axXj+b—y;>0,g+1<j<n

A crucial observation here is the convexity of the objecfiuections.

Lemma 4.1 Fixed a partition of a point set S into subsetse®d $, the problem
of finding (a1, b1,a2,b2) that minimizes three objective functions above are all
decomposed into two convex programming problems.

Proof Itis an easy observation that each term (1)-(3) above isaesduinction
inthe(ag, b1, az,by) space. Thus, each function is the sum of two convex functions
and hence it is also convex in the space. Also, the constizantthe two lines

y = a1X+ by andy = apxx+ by meet in the intervalxq, Xq+1] can be expressed as
linear constraints depending on whetlagr< a, holds or not. Ifa; < ay holds,

the constraint is

Xgq(a2 —a1) < b1 —by < Xqy1(a2 —a1). (4.4)
Otherwise, it is
Xq(ay —ag) < by — b2 < Xqr1(a1—az). (4.5)

Thus, the problen®(g),q = 1,2,3 under the constraint of (4.4) or (4.5) is a con-
vex program. In particular, far= 1, it is a convex quadratic program while for
i =2,3itis alinear program. O

From this lemma, all three problerRgq) are polynomially solvable, and thus
1-joint polyline approximation can be solved in polynontiaie.
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In order to solve a 1-joint problem more efficiently, let usiswler the follow-
ing O-joint (i.e. linear approximation) problems 6y andS,.
q

Q} : minimize Zl(alx; +by—y)? (4.6)
i
n
Qi i minimize ' (aw + by —yi)? (4.7)
i=g+1
q
Q3 : minimize 21|a1x; + by —yi (4.8)
i=
Q3 : minimize z larx; + b1 — Vi (4.9)
i=g+1

1 _ . _ . ;
Q3: m|n|m|ze{1r2%>é(a1x.+b1 yi)laixi+bi—yi >0, 1<i gq} (4.10)

Q3: minimize{ max (apxi+bi—vy)|ax+bi—y >0,g+1<i< n} (4.11)
g+1ign
Lemma 4.2 Let (a;,b;) and (a3, b}) be optimal solutions of Rand @, respec-
tively. (i) If the two lines y= a;x+ b; and y= a3x+ b} do not meet in the open
interval (Xq, Xg+1), then an optimal 1-joint polyline foriRy) has its joint on x= xq

or X = Xgq+1. (i) Otherwise,(a;,b;,a5,b5) is optimal to R(q).

Proof Let (él,f)l,éz,f)z) be an optimal solution oR;(g), and let us assume
a; < a2 without loss of generality. Suppose an optimal 1-joint fialy has its
joint in the open interva(xq,Xq+1). Then the constraint (4.4) is not tight. This
means that an optimal solution &(q) can be obtained without imposing the
constraint (4.4). Thereforéay,b;) = (aj,bi) and (42,b2) = (a3,b3). Thisis a
contradiction. O

4.4.1 Least Square Error
From Lemma 4.2, we have a simple algorithm:
Algorithm for finding an optimal 1-joint polyline

(input) ((x1,y1), (X2,¥2); - - -+ (Xn,¥n)), X1 < X2 < -+ < Xn.
(Step 0) Compute the foIIowmgs

8450 80 o B
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(Step 1) forg=1to n dp
(Step2)  update the summations: for example,xddd 57 'x? to gets ™, x2.
(Step 3)  Solve the left problem defined 8y= {(x1,y1),...,(Xq,¥q)} and
the right one bys, = {(Xq+1,Yq+1), - - -, (Xn, Yn) } independently.
(Step 4)  If the resulting two lineg= a;x+ by andy = axx+ b, meet
betweerxg andxq1, then continue to the nexgt
(Step5)  Solve the problem with additional constraint thattivo lines
meet ax = Xq.

}

(Step 6) return the best polyline found so far.

The problem with the additional constraint can be solvedigithe Kuhn-
Tucker condition.

Define
n

q
f(ag,by,a0,bp) = 21(31Xi+b1—Yi)2+ Z (azxj + b2 —yj)?,
i= j=0+1

g(ag,b1,a2,bp) = agx+ by — apx— by,
L(ag,b1,ap,bp) = f(a1,b1,a2,b2) —Ag(as, b1, az,by),
where
X = Xg.
Then, an optimal solution minimizingf(ag,bs,az,b2) also minimizes

L(a1,b1,ap,b2). So, by the Kuhn-Tucker condition an optimal solution
(a1,b7,a5,b5) for a fixed partition ofSinto S; andS, should satisfy

aal(alv 1> Zab) abl(ala lva27b2):

oL . aL .
aaz(ala 1,85,b5) = b, (a1,b1,a5,b3) =

and
g(ay, by, a5, b5) = ajx+ by —apx —b; = 0.

We can compute optimal parameter valagsb;,a; andb; and further the
value of our objective function in constant time if the suntioras

zi& Zyz ZXi, _i)’h _imyi,
z y2 Z Xj z Yjs i XjYj

j:q+1 j=q+1 j=q+1 j=q+1 j=q+1
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are all available. It is also obvious that we can update tlsas@mations in con-
stant time at each iteration of the loop in the algorithm.

Theorem 4.1 The algorithm described above finds an optimal 1-joint pogy/in
linear time.

4.4.2 Minimum Absolute Error

Let us now turn to the next criterion, minimization of the sofrabsolute errors.
Given a seSof points{(x1,y1), (X2,¥2),---, (Xn,¥n)} such that; <Xz < --- < Xn
in the plane, find am-monotone 1-joint polylineR = ((ag,b1), (u1,v1), (a2,b2)),
such that

(1) each of two interval§—oo, us] and|uy, ] contains at least one point fro
whereu; gives the intersection of the two lings= a;x+ by andy = axx+ by,

(2) Txel—oouy |22Xi + 1 —Yi|+ 2 xj€[ug,0] |agxj + b2 —yj| is smallest among those
satisfying the above conditions.

An optimal approximating polyline can be found in polynohtiane using
linear programming. First of all we sort points in the ingieg order of their
x-coordinate. So, we assume < X < ... < Xn. Then, there are — 1 cases
depending on the value @fi: case 1:x; < uUp < Xp, case 2:xp < U1 < X3, ...,
casen—1: xp_1 < U1 < Xp. In each case we can find an optimal approximating
polyline by solving the following problem:

Problem for Caseq

q n
min Z|a1x;+b1—yi|+ > lazxj+b2—yjl
i= j=a+1

by — by
a—a

subjectto: Xxq < < Xgt1-

This problem can be converted to the following two lineargeeons depending on
the sign ofa; — ap. Required optimal solution is obtained by taking a bettex on
among the two solutions.
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Linear Program P (q) for Caseq

) n
min le;
subject to: Izi>alxi+b1—yi,i:1,2,...,q,
z>—ai—bi+y,i=12,...,q,
i = aXj+ba—yj,j=0q+1,....n,
zj > —aXj—b2+yj,j=q9+1,...,n,
xq(al— az) <b,—b; < xq+1(a1— az).

Zj>
=

Linear Program P~ (q) for Caseq

) n
min le;
subject to: lz. zaix+bi—vy,i=12....q,
z>—ai—bi+y,i=12,...,q,
zj zaXj+ba—yj,j=0q+1,....n,
zj > —aXj—bo+yj,j=09+1,...,n,
Xq(a1—az) = by — b1 > xg1(a1 — a2).

Each of the programs has 2- 2 constraints and + 4 variables,, ..., z,,as, b,
az, bp. Thus, it is indeed solved in polynomial time im However, we have a
more efficient algorithm based on some useful observations.

Again, our objective is to find a 1-joint polyline that optiliyeapproximates a
given set of points. Consider Caggthat is, the case where the joint lies between
Xg andxgy1. If g=1 org=n—1then one of the parts contains exactly one point.
Thus, if we calculate an optimal approximating line for thtees part, we can
easily obtain an optimal approximating monotone polyligebnnecting the line
with the vertical line passing through the remaining onepdso, we assume that
each part contains two or more points. Now,%&ywe denote the set of the firgt
points in the sorted order, and By the set of remaining points, that is,

S = {(x1,¥1), (%2,¥2),- .-, (Xq,¥g) }
S = {(Xq+1,Yq+1)5 -+ (Xn, ¥n) }-

Is there a more efficient algorithm? A framework similar tattfor the least
square error also applies in this case. That is, when wetipar8i given point set
into left and right parts atq, an optimal solution is obtained either by a combi-
nation of two independent optimal solutions in the both sideby solving the
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problem with an additional constraint that the two lines tmeet at the partition
pointXq. For the first part we can apply a linear-time algorithm by ileizal 2
Unfortunately, the second problem cannot be solved in adassimilar to that
for the least square errors since it is hard to apply the Klilncker condition to
our objective function defined by the absolute function. \8e,need a different
scheme.

We present a®(min{n?log, B,n?log®n})-time algorithm where logB is a
problem size. A key lemma to the algorithm is the followingetIR; (q) and
R, (g) be the problenRx(q) with the additional constraint (4.4) and the one with
(4.5), respectively.

Lemma 4.3 Let (a},b;) and (a3, b5) be optimal solutions to Qand G, respec-
tively. If & < a5 then an optimal 1-joint polyline for the problem, Ry) is a
straight line without a joint, that is, a= a,. Otherwise, an optimal 1-joint poly-
line for the problem R(q) is a straight line without a joint.

Proof We only prove the first part. The optimal solution ®&;(q) is
(aj,bj,a5,by). Let (aj,by,a,,b,) be an optimal solution td&R, (q). Suppose
a, > a,. The constrainia; > az in R, (q) is not tight in the optimal solu-
tion. So,(aj,b),a,,b,) remains optimal after removing the constragat> a,.
However, it contradicts to the optimality dg&j,bj,a5,b5). Hence, the opti-
mal solution toR, (q) should satisfya) = &,. If & = &, holds, the constraint
(a1 — az)%q = bp — b1 > (a1 — @2)Xq+1 is meaningless since it is meaningful only
if a1 # a. Therefore, an optimal solution ®, (q) also satisfies); = &,. O

Hereafter, we present an algorithm for solviRg(q) under the assumption
thataj < a5. If the two linesy = ajx+ bj andy = a;x+ b; meet in the interval
[Xq,Xq+1], then we have an optimal solution. So, hereafter we assuatetthir
intersectiorx = u* lies outside the interval.

Case 1:If u* > xg+1 then the joint of an optimal solution ®" (q) is X1 because
if the constrainty, — by < Xgr1(a1 —ag) is not tight in the optimal solution to
R; (), then we have a contradiction as we had before.

Case 2:If u* < xq then the joint of an optimal solution & (q) is Xx.

In the following we describe an algorithm for solvifRg (q) under the condi-
tion that the joint is akq.

Letb be they-coordinate of the joint. Then, two lines becoyne a; (X—Xq) +
b andy = ax(X—Xq) +b. For simplicity we assume, = 0. Note that this problem
is again a linear program.

Let D1 andD; be the dual planes fd andS, respectively. If we fixb, an
optimal a; value corresponds to the median among those intersectemgén
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the horizontal line through and the dual lines iD;. This value can be computed
in O(n) time. An optimalay value is also obtained i®(n) time. So, ifa; < a2
then we are done. Problem occurs wlagn- a,. However, an optimal solution to
R, (g) under the conditiom; > a; is a straight linga; = ay) by Lemma 4.3, and
hence ifay > ap then it cannot be optimal t82(q). Thus, we do not need to care
the conditioma; < ap.

Let f(b) be an optimal value whemis fixed. Then f(b) is a convex function
since itis a linear program. ThuR;(q) can be computed i®(nlogB) time using
binary search oib, where logB is a problem size. Alternatively, we can apply
the parametric search which gives@glog®n) time algorithm.

Theorem 4.2 We can find an optimal 1-joint polyline with minimum absoleite
ror in O(n?log®n) time.

4.4.3 Sum of Maximum Vertical Errors

Given a seSof points{(x1,y1), (X2,¥2), ..., (Xn,¥n) } such that; < xo < --- < X
in the plane, find am-monotone 1-joint polylineR = ((az, b1), (u1,v1), (a2,b2)),
such that

(1) each of two interval$—co,us] and[uz, ] contains at least one point fro8)
whereu; gives the intersection of the two lings= a;x+ by andy = axx+ by,
that is,aiu; + by = apug + by,

(2) zxigul (alxi +by— yi) + ij>u1 (aZXj + by — YJ) - min7
subject toagx; + by —y; > 0 for eachx; < uy andagxj + by —y; > 0 for each
Xj > up among those satisfying the above conditions.

Given a partition of a point set into left and right partxat xq, we construct
arrangements of dual lines for the two parts and find uppel@mer envelopes
for both of them. Then, an optimal solution to the constrdipeoblem is charac-
terized as a pair of two vertical segments satisfying thiefahg condition:

(1) one segment spans the upper and lower envelopes of Hregament for the
left point set, and the other segment spans them in the rigt o

(2) the two segments have the same length,

(3) the slope of the line passing through the upper (respefpandpoints of the
segments is betweeq andxq 1,

(4) the pair of segments has a shortest possible length aaibtgse satsifying
the above conditions.

See Figure 4.2 for pictorial illustration.
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Fig. 4.2 Two arrangements of dual lines and two vertical ssgmto span the upper and lower
envelopes in both sides.

We want to optimize the sum (not the max) of the two verticalthvs. The
feasible region is convex (namely the region above the uppeelope) and for
each point in the feasible region the objective value is tistadce to the lower
envelope of the dual lines.

The algorithm:  The algorithm follows the general outline. For eagwe de-
termine the optimal solution of both subproblems (the ust@mned optima) and
also the optimal solution under the assumption that theslintersect orx = xq
(the constrained optima).

We observe first that envelopes can be obtained in amortiaestant time.
Assume we add the poifi;,yi). The dual line has larger slope than all preceding
lines. We can therefore update the upper envelope by waldimgyg it from the
right and the lower envelope by walking along it from the.left

If we maintain the envelopes in a binary tree structure, wedstermine the
closest points in tim®(logn) by binary search.

Lemma 4.4 The unconstrained optima can be determined in total tirt@l&yn).

We turn to the constrained optima. The lifeg, b1) and(ag, b2) have to meet
atx = Xg.

Lemma 4.5 The vertical width of the left solution is a convex functidrihe y-
coordinate of its intersection with=¢ xq.
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Proof Aline (a,by) intersectsx = xq aty = a;xq+ b1. A fixed value ofy, say

y = Yo, therefore, restricts consideration to the p&is) with yo = ayxq+ by or

b1 = yo— a1xq. This line intersecting the feasible region is a sloped $egment.
The slope is-xq. The lower envelope minus this sloped line is a convex famncti
The minimum distance between the sloped line is either ahtarior point (if
there is a vertex on the lower envelope within the range ofitleesegment where
on of the incident edges has slope larger thag and one has slope smaller than
—Xg) Or at one of the endpoints. Rest of the proof is easier. O

The Lemma above paves the way for finding the optimal heighii@fnter-
section withx = xq. We use binary search. For a fixed height, the lemma above
tells us the optimal slope, the vertical width and also theévdéve of the vertical
width. Adding the derivatives for both sides tells us in whitirection to proceed.
We have thus shown.

Theorem 4.3 The 1-joint sum of vertical widths problem can be solved nineti
O(nlogn).

Proof For each partition of a point set we can determine the optimastrained
optimum in timeO(logn). O

4.5 Inserting a Point with Designated Distances to Existingoints

In this section we show a similar idea applies to a completifierent geo-
metric problem. Suppose that we are given aSef n points in the plane,
S={p1,...,pn} and we are requested to insert a new p@ntWhen a target
distanced; from the new pointp to each existing poinp; is given as input, we
want to insertp at the distance as close as the given distakcas shown in
Figure 4.3. More exactly, our objective function is given by

f(p)=3 ld(p. P>, (4.12)

whered(p, pi) is the Euclidean distance between the two pomind pi. We
could define an objective function without squares, that is,

o(p) = 5 14(p.p) =] (4.13)

In this case the problem is harder since a special case wheaeget distances
are 0 is a hard problem known as the Fermat-Weber proBlem.
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new point

Fig. 4.3 Inserting a point so that the distances to existimigtp are roughly preserved.

Let (x,y) be the coordinates of the new poiptand (x;,yi) be those of the
existing pointp;. Then, the equation (4.12) becomes

fy) = 3 (00502 + (-2 L. (4.14)

A serious difference from the previous sections is the alts@ymbols in the
right terms. Without them we can differentiate the objezfunction byx andy.

In other words, we can use the least-squares method if weecaome the absolute
symbols.

We use a standard technique in computational geometry. ighat draw a
circle G of radiusd; centered at each poi in the plane. Then, the plane is
partitioned intoO(n?) cells (connected regions bounded by thosércles). Each
region (cell, hereafteRis characterized by two sets: one of all circles that contain
Rin it and the other of all other circles.

Let p(x,y) be any point in a celR. To characterize the celR we define a
variablea; by

B { 1, ifthe pointp (or the cellR) is outside the circl€;, (4.15)

'~ -1, otherwise.

Then, the objective function valuik(x,y) at the pointp(x,y) in cell R can be
calculated by

=}

fRxY) = Y Gil(x—%)?+ (y—w)* — &]. (4.16)
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The resulting expression has no absolute symbol, and thusawdind an
optimal solution within the celR by solving a system of equations obtained by
differentiating the objective function byandy.

that is,

p*(X,y) _ (ziﬂ—lo—ixi zinzlciyi ) (417)

SiL10i | YL, 0

If the point p* giving the solution lies in the cell, it is the solution foretteell.
Otherwise, there are two cases depending on the sign of fleetivie function
fr(x,y). Recall that

n

i;cri) (O +y%) — 2(iom)x— Z(iiciyi)y

+ i(oi X2+ aiy? — 6;87). (4.18)

frR(X,Y) = (

If the coefficient of the leading tern},' , o, is positive, the function is convex,
and otherwise it is concave. If it is convex, a point on thé belindary that is
closest to the poinp* minimizes the objective function. On the other hand, if
it is concave, a point that is farthest fropi is optimal. See Figure 4.4. The
coefficienty ! ; o; may happen to be 0. In Figure 4.4 the cell painted dark is
contained in exactly two circles and outside exactly twoles, and thus we have
Sit,0i =0 for the cell. In the case the objective function is a linearction inx
andy. Indeed, it is

n n n
fr(X,y) = —2( Zloixi)x— 2( Zlciyi)y—i— Z(GiX?+0iﬁ — 0i6i2). (4.19)
1= 1= 1=
Thus, a point in the cell that minimizes the objective fuowtis either a ver-
tex on the cell boundary or a tangent point of a line of the f@Bfl_; oix)x+
(S, 0iyi)y = c for some constargwith a circular arc forming the cell boundary.
Thus, if we compute an optimal point for each cell, then weaggibbal optimum.
Implementing the algorithm above in a naive manner req@@g) space. It
is also very slow since it take®(n®) time in total although it is not so hard to
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Fig. 4.4 Anarrangement of four circles. The pojritis a point that minimizes the objective function
defined for the celR. The pointsq andq’ are those closest to and farthest frgm respectively, on
the cellR. The cell painted dark is contained by exactly two circled antside exactly two circles.

improve the time complexity t®(n?logn). To improve it further taO(n?) is a
challeging open problem.

We can save the space complexity by using a plane sweep ¢gehwhich is
a standard technique to reduce the space complexity andheswinning time.
It moves a vertical sweep line from left to right while mainiag a set of circles
intersecting the sweep line and also information abouttinesat cell. The system
of equations derived by differentiating the objective ftimie by x andy can be
updated in constant time at each event point where the svieestarts to hit
some circle, leaves some circle and arrives at intersectidwo circles. Since
the status of the sweep line (insertion and deletion) candiatained inO(logn)
time at each event point, the total time we nee®(s?logn).

Itis still open whether we can improve the time complexitP(@?). Arrange-
ment of straight lines instead of that of circles can be $esatn linear time using
a technique called Topological Swéepr Topological Walk® It is not known
whether a similar algorithm can be applied to an arrangeofasitcles.

4.6 Conclusion

In this paper we have revisited the least-squares methoxtéoe it to approxi-
mate a point sequence by two half lines and also to solve a ledvehpdifferent
geometric problem. Extension to a more general case ioptgih. The algorithm
for the geometric problem given in this paper is just a drafl anore detailed
description and analysis will be needed.
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Appendix

Denote
Di(ab) = ii(an +b—yi)? (4.20)
D2(a,b) = iilan +b—yil (4.21)

D3(a,b) = rgzzx(a>q+b—yi) |ax+b—y >0,i=12,....,n. (4.22)

sIsn

Lemma 4.6 The three functions are all convex.
Proof It suffices to show
8D (a1,b1) + (1 —-06)Dj(az,bo) > Dj(Bar + (1 —B)ap,8b1 + (1 —6)by)) (4.23)
holds forj = 1,2,3 for any®,0 < 8 < 1 and for any(as, by, ap,by).
6D1(a1,b1) + (1—0)D1(az,bz) —D1(Bas + (1—6)ap,Bb; + (1—6)by))

n

= _Z[O(alxi +b1—yi)?+ (1—6)(apxi + bo— yi)?

(621 + (1— B8)az)x; +6by + (1 B)by — yi)?

> S [B(arx + by — i) + (1— 8)(axx + b2 — yi))?

—((Bay + (1—8)az)x; + By + (1 — B)b — y;)?
since (A +(1—6)B” > (BA+ (1 6)B)?

=}

= > [28(a1x + b1 — i) +2(1 - 8) (& + bz — yi)] x 0

I
©

OD2(ar,by) + (1 — 8)Da(as, by) — Da(6a1 + (1 — 8)ay, 8y + (1— B)by))
= ii[malxi + b1 —yi| + (1 - 6)|agx + bz — yil
: |(Bag + (1— 6)az)x +6by + (1— 6)by — Vi
> ii|e<am by yi) + (1 B) (a0 + by — yi)|

—|(9a1+(1—6)a2)>q+6b1+(1—9)b2—yi|
since (|A|+|B| > |A+BJ)
=0.
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9D3(a1, bl) (1 — e)Dg(az, bz) — D3(6a1+ (1— 9)&2, Oby + (1 - e)bz))
= max 6(a1X. +b1—vyi)+ mlax(l 0)(axx + b2 — Vi)
)@z)Xi +8b1 + (1 —0)by —yi)
> max [e(alxi + b1 —yi) + (1 - 8)(axx + bz — yi)]
— max(6a; + (1—0)ap)x; +6by + (1 —06)by — vi)
1<ign

(since two maxs are independent)

- m_ax(6a1 +(1-0)a

=0.

Define
q n

Dy (a1,by, a2, bp) = Zl(alxi +hi—y)?+ Y (aX+be—yy)? (4.24)
i= j=q+1
q n

Dj (a1, b1, a,bp) = zilam +hi—yil+ 5 [axj+b2—yijl, (4.25)
i j=q+1

DI (al,bl,az,bz)_1max(a1x.+b1—y.)+ max (azx,+b2—yj) (4.26)

<IS \J\

Forj=123, Df(al,bl,az,bz) is defined only if the intersection of the two
linesy = ay1x+ by andy = apx+ by lies in the interval[xq,Xq+1] anda; > ao.
Moreover, D,j(al,bl,az,bz) is defined only ifagx +b1 —y; > 0,i =1,2,....q
andaxxj+bx—yj >0,j=qg+1,...,n

Similarly we define D; (a1,b1,a2,b2),D; (a1,by,a2,b2), and D3 (ag,bs,
ap, by) by the same conditions excemt < ay instead ofa; > a,

Lemma 4.7 The six functions are all convex.

Proof Letl"(q) is a set of all tuplegay,bs,az,by) such that their associated
intersections lie in the intervédky, Xq+1] andas > ax. ' ~(q) is defined similarly
but witha; < az
We can rewriteD; (a1, b1, ap, ) as
D (a1,b1,a2,b2) = D11(ag,b1) + D12(az, b2), (4.27)

where

Ke)

Dii(a1,by) = (31X| +b1—yi)?, (4.28)

Di2(ap,by) = (aoX; +b2—yj)2. (4.29)

1

\
%M:
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Then,D11(a1,b1) andD12(az,b) are both convex. Here note that the distinction
betweerD] andD; arises in distinct sets of feasible solutions, but the fdemu
for computation are just the same.

For anyB,0 < 0 < 1, if (a1,b1,a2,b2) € I (q) and(a},b),a,,b,) € F*(q),
then so is(Ba; + (1 — 6)a},8b1 + (1 — 0)b),0a + (1 — 0)a,,8b, + (1 — 6)by).
Thus, for anyd,0 < 8 < 1 and for any sucliay, b1, az,bz) and(a}, by, a,, b)), we
have

8D1(a,by,a2,b2) + (1 — 0)Dy(a), by, a5, b))
—D1(Bay + (1—0)a},0by + (1 —0)b),0a, + (1 — 6)a,, 0by + (1 — 0)by)
= 8(D11(a1,b1) + D12(az,b2)) + (1 — 0)(D11(a1, by) + D12(ah, b5))
— (D1a(Bay + (1 - 6)a}, 8by + (1 - 6)b))
+D12(a + (1 — 8)a), By + (1— 6)b5))
>0.
Just the same argument applietp andD3 and others. O

Note that if (ag,by,a2,b) € ['1 and (aj,b}.a5,b,) € ['> andlMy # I, that
is, a1 # a» and & # &, and there exists some, between(b, —b1)/(a1 —
ap) and (b, — b})/(aj — a,) then we may not havéDi(ai1,by,a2,by) + (1 —
0)D1(a, by, &, b)) — D1(6a1+(1 8)a},0b1+ (1—06)b),0a2+ (1—8)a), Bby +
(1-6)by) >0
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On Depth Recovery from Gradient Vector Fields
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Depth recovery from gradient vector fields is required whetonstructing a
surface (in three-dimensional space) from its gradientschS reconstruction
task results, for example, for techniques in computer wisioning at calculat-
ing surface normals (such as shape from shading, photansétrieo, shape from
texture, shape from contours and so on). Surprisingly,reliedntegration has
not been studied very intensively so far. This chapter mtssearee classes of
methods for solving problems of depth recovery from gradiesttor fields: a
two-scan method, a Fourier-transform based method, andvaletaransform
based method. These methods extend previously known teasyiand related
proofs are given in a short but concise form.

The two-scan method consists of two different scans thr@ugiven gradi-
ent vector field. The final surface height values can be détexdrby averaging
these two scans. Fourier-transform based methods areretivie so that bound-
ary conditions are not needed, and their robustness to goilient estimates
can be improved by choosing associated weighting paramefBne wavelet-
transform based method overcomes the disadvantage of tmeFtransform
based method, which implicitly require that a surface higighction is periodic.
Experimental results using synthetic and real images acepaksented.
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5.1 Introduction

Discrete integration maps a dense but discrete gradietvield into a surface
representation, normally identified as “height” or “deptirhe authors studied
discrete integration in the context of computer vision. ¢{¢his way of surface
recovery may be part of techniques such as shape from sh¢ggh®), photomet-
ric stereo, shape from texture, or shape from contours. HE [Boblem is to
reconstruct the 3D shape of an object from a single 2D imaglesobbject using
shading and or lighting models for surface normal calcatati Algorithms for
solving the SFS problem (see, for exampi®, consist typically of two steps: the
first step is to obtain the estimates of surface gradientsidase normals for a
discrete set of visible points on the object surface (i.es¢réte gradient vector
fields), and the second step is to recover the surface heahtthe estimated sur-
face orientation. This second step results in the probledepth recovery from
gradient vector fields.

The problem of depth recovery from gradients also ariseswelpplying the
photometric stereo method (PSRIPSM is to recover the 3D shape of an object
from more than one image taken at the same attitude but fgingaillumina-
tion. PSM allows an approximate solution for surface nosfidl A subsequent
integration step (i.e., depth recovery from gradientspaim required to convert
estimated surface normals into an estimate of the surfaggesh

Shape from texture is another area that leads to the depihewcfrom gradi-
ents problem. Smitet al®19 proposed a technique for the recovery of a surface
texture relief. The recovered texture relief has an usedttial for both visu-
alization and numerical assessments of surface roughorefs, obtaining other
parameters such as peak height or peak count. The techniifjgesuthree or
more images to determine a dense gradient field at first. Tagient field is then
integrated to obtain the surface texture relief. On therdtlaed, texture gradient
is related to surface shape parameters (orientation, wus)a Shape recovery is
made possible by measuring the texture gradient in the image

The problem of depth recovery from gradients also resulesnihferring sur-
face shape from a Gauss map or surface shape from the Hesaiax, thwhere
the task is the estimation of an unknown surface height froseteof measure-
ments of the gradients of some surface function. Therefoterns out that the
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entire shape reconstruction process can often be decodhpisewo indepen-
dent steps: gradient computation and gradient integration

As mentioned above, several active fields of research cetateomputer vi-
sion produce gradient values for a discrete set of visibletp@n object surfaces.
In order to achieve the relative height or depth values othéace, these surface
gradients have to be integrated by using gradient integra¢ichniques.

Only a few numerical methods for the depth recovery from igratd problem
have been developed. These methods have been classifigihaty into two
categorieslocal integration method$€-1®andglobal integration methods’~1°

So far, the problem of depth recovery from gradients has eentstudied
often. Just for illustration, recent pap&té? still apply algorithms for discrete
integration as proposed about 20 years ago. In this chapéepresent theory,
algorithms, and experiments for three classes of methdtfer@ht o those two
categories mentioned before) for depth recovery from gradi

The structure of the chapter is as follows. Section 5.2 aeslthe integra-
bility of vector fields, and gives a brief review of relatednmerical methods for
depth recovery from gradients. Section 5.3 discusses astan-method. Sec-
tion 5.4 deals with the Fourier-transform based method &ptld recovery from
gradients. Section 5.5 presents a wavelet-transform basdidod. Section 5.6
presents experimental results using synthetic and reajémaSection 5.7 con-
cludes the chapter.

5.2 Depth Recovery from Gradient Vector Fields

It is a nontrivial problem of computing a surface height ftioiec Z(x,y) from an
estimated surface gradient figlg(x,y),q(x,y)). First, given a vector fieldp,q),

it may not correspond to a gradient field of any surface hdighttionZ(x,y) at
all. Second, different surface height functions will halle same gradients (for
example, looking orthogonally onto a stair case may prodeesame gradient
field as looking onto a plane). Therefore, the problem of deptovery from
gradientsisill-posed. Itis only reasonable to deterntieesurface height function
up to an additive constant, (i.e., tredative surface height Notice that the relative
surface height map is sometimes sufficient to recognizesmeict an object (e.g.,
for surface planarity tests in industrial surface inspegtiand the relative surface
height map may be transformed into absolute values if hewgloes are available
for proper scaling.
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5.2.1 Integrability of Vector Fields

Generally, a given gradient field(x,y),q(x,y) may not correspond to any sur-
face height function at all. In order gi(x,y),q(x,y) to be the gradients of a
surface height function, the given gradient field must begrable. A vector field
(p(x,y),q(x,y)) over a simply connected doma® is integrableif there exists
some surface height functia(x,y) € C1(Q) such that it satisfies theeak inte-
grability condition

Zx(x.y) = p(xy) (5.1)
Zy(X,y) =qxy) (5.2)

for all (x,y) € Q, where the subscripts denote partial derivatives. In otieeds,
a gradient vector field is integrable if it is the gradientdief some surface height
function.

Given a vector field p(x,y),q(x,y)) over a simply connected domah Inte-
grability can be characterized for two slightly differeases:

(i) Assume that componenfgx,y) andq(x,y) are continuously differentiable;
then the vector fieldp(x,y),q(x,y)) is integrable if and only if

Py(X,Y) = ax(X,y) (5.3)

for all points inQ; in other words, the surface height functiB(x, y) € C?(Q)
satisfies thetrong integrability condition

ZXY(Xv y) = ZyX(Xa y) (54)

(i) Only assume that the componemi,y) andq(x,y) are continuous; then the
vector field is integrable if and only if

fyp(x,wdﬂ q(x,y)dy=0

for any closed curvey in Q; in other words, the surface height function
Z(x,y) € C}(Q) satisfies theartial integrability condition

fzx(x, y)dx+Zy(x,y)dy=0
Jy

If the components of a vector field are continuously diff¢iarie, then it is easy
to determine whether or not it is integrable or nonintegedlyl using the strong
integrability condition.
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5.2.2 Local and Global Integration Methods

In local integration method*°an arbitrary initial height valu&, is preset for

a starting pointxp,yo) somewhere in the image of the surface. Then, the rela-
tive heights at every poinix,y), which are consistent with this arbitrarily given
height valueZp, will be calculated according to a local approximation rdlaere-
fore, local integration approaches strongly depend onatataracy (to avoid error
propagation).

To compute surface height(x,y) from the estimated surface gradient fields
(p(x,y),q(x,y)), global integration techniqué&$’ are based on minimizing the
guadratic error functional (cost functional) between Idea given gradient val-
ues:

W= /[ [1Zc~p+ 12, q?axay (55)

The above functional is invariant when a constant value éeddo the surface
heightZ(x,y). This expresses the fact that depth recovery from gradeamsnly
reconstruct a surface height up to a constant.

Generally speaking, there are three possible methods e uk optimiza-
tion problem: variational approaches, direct discreitmamethods, and expan-
sion methods. The variational approacésults in an Euler-Lagrange equation as
the necessary condition for a minimum. Then there is a nesdlt@ this Pois-
son equation. In order to solve the minimization problend)Bumerically, the
continuous functionalV is converted into a discrete problem directly by a dis-
cretization method. The disadvantage of variational aggnes or discretization
methods is the requirement of boundary conditions. But dagninformation is
not easy to obtain when dealing with depth recovery from igrad.

The surface height is expressed as a linear combinationeifa basis func-
tions in expansion methods such as proposed and studiedabkdirand Chel-
lappa’ (and used by Kilitt, Koschan and Scoh& for formulating aFrankot-
Chellappa algorithi Nevertheless, the errors of this algorithm are high for im
perfect estimates of surface gradients, or noisy gradiectov fields'® Also, the
algorithm is very sensitive to abrupt changes in orientatin this chapter, we will
focus on expanding the surface height function using thei€obasis functions
and third-order Daubechies’ scaling basis functions.

5.3 Two-Scan Method

This section presents a local method for depth recovery firadients. Suppose
that the surface normals at four grid poiits, j), (i+1,j),(i,j+1),(i+1,j+1)}
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are represented by the following surface gradients:
Nij = (Pij,Cij,—1)"
Ntz = (PissjsGivsj—1)"
Mijer = (Pijet,Oijes, —1)"
Nit1j+1 = (pi+1,j+17Qi+1,j+17—1)T

Consider grid pointsi, j + 1) and(i + 1, j + 1); since the line connecting points
(i,]+1,Z j+1) and(i+1, ] +1,Zi+1,j+1) is approximately perpendicular to the
average normal between these two points, the dot produbeddope of this line
and the average normal is equal to zero. This gives

1
Ziajr1 =2t 5 (Pij+1+ Pit1j+1)
Similarly, we obtain the following regressive relation fmid points(i+ 1, j) and
(i+1,j+1):
1
Zi+1j+1 = Zivj+ 5 (Giedj T Giesjra)
Adding above two recursions together, and dividing theltdsu2 gives

1
Zii1j41 = > (Zijy1+Zis1j)

1
+Z(pi,j+l+ Pit1j+1+ Git1,j+ Giv1j+1) (5.6)

Suppose further that the total number of points on the olsjgdace beN x N. If
two arbitrary initial height values are preset at grid psifit 1) and(N,N), then
the two-scan algorithm consists of two stages; the firsiestéayts at the left-most,
bottom-most corner of the given gradient field, and deteesithe height values
alongx-axis andy-axis by discretizing (5.1) in terms of the forward diffeceis

Zii1=2Z-11+Pi-11 (5.7)

Z1j=2Z1j-1+0j-1 (5.8)
wherei = 2,....N,j = 2,...,N. Then scan the image vertically using (5.6). The
second stage starts at the right-top corner of the givengmafield and sets the
height values by

ZaN=ZN—PiN (5.9)

ZNj-1 = 2ZN,j — ON,j (5.10)

Then scan the image horizontally using the following reiwarequation

1 1
5(Zi1j+2Zij-1)— 2 (Pi—1,j+ Pi,j+Gi,j-1+Gij)

Zi1j1= 2(
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Since the estimated height values may be affected by theehadithe initial
height value, we take an average of the two scan values fauttiace height.

5.4 Fourier-Transform Based Methods

Frankot and Chellappasuggested a solution for the SFS problem to enforce the
weak integrability condition (5.1) by using the theory obarctions onto con-
vex sets. Their method is to project the given (possibly,-imbegrable gradient
field) onto the nearest integrable gradient field in the legsiare sense. In order
to improve the accuracy and robustness, and to strengtleereldtion between
the surface height function and the given gradient field, meoduce two new
constraints as follows:

Zx(%,Y) = px(xY)
Zyy(%,y) = y(X,Y)

The two new constraints model the behavior of a change rasedond-order
derivatives between the variables. Therefore, the chaofyssrface height will
be more regular. Having the new constraints, we considefalfmving energy
functional

W= /[ (12— p+(2,—q? dxay
+A//Q [1Zox— P+ (Zyy— Qy|2] dxdy
o [ (5 o
+L12'//£; (1Zxd? + 2 Zey[? + [Zy|?) dxdy (5.11)

where non-negative parametersy, andpy establish a trade-off between those
constraints (i.e., they are used to adjust the weighting/deh the constraints).
This cost function reflects the relations amafi, y), p(x,y), andq(x,y) more
effectively, and makes the best use of the information glediby the given gra-
dient field because it not only constraints the tangent lintd® surface, but also
constraints its concavity and convexity. The following etijve is to solve for
the unknowrZ(x,y) subject to an optimization process which minimizes the cost
functionW.

To solve this minimization problem (5.11), Fourier-tragrsh techniques can
be applied. The two-dimensional Fourier transform of théese functioriZ(x,y)
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is defined by

Zr(u,v) = //Q Z(x,y)e 1 Wdxdy (5.12)

and the inverse Fourier transform is defined by

Z(x,y) = %T / /Q Ze (u,v)el W dudy (5.13)

wherej = v/—1 is the imaginary unit, and andv represent the two-dimensional

frequencies in the Fourier domain. The following diffetiatibn properties can be
obtained easily:

Zy(X,y) < juZg(u,v)
Zy(x,y) < VZr(u,V)
Zux(X,y) — —U?Zg (u,v)
Zyy(X,y) < —V?Zg (U, V)
Zyy(X,y) < —uvZe (u,v)

where the sigr- means that the Fourier transform of the function on thelafte
side is equal to the one on the right-hand side.

LetP(u,v) andQ(u,Vv) be the Fourier transforms of the given gradigpts y)
andq(x,y), respectively. Taking the Fourier transform in the funcéib(5.11),

and using the differentiation properties of the Fouriengfarm and the following
Parseval's formula

//Q 1Z(xy)|*dxdy= %1 //Q |Z¢ (u,v)|?dudv (5.14)

we obtain that
1 o . .
51//9 ['JUZF — P[>+ jvZe —QIZ} dudv
A " p . 2 . 2
+ ET//Q _’—UZZF—JUP’ +’—VZZ|:—JVQ’ }dUdV
H1 r
* ﬁ//g
e [T 5 2 ) )
3% [ [1-PZe [+ 21— unzef*+ | -v22Ze ] dudv

— minimum

juze |2+ |jsz|2} dudv
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whereZg = Zg (u,v), P=P(u,v), andQ = Q(u,v).The left-hand side of the above
expression can be expanded into

1 [ 2 * . * : *
51//9 [PZ¢ Z¢ — JUZeP* + juzZiP+ PP’
+VPZeZf — VZEQ' + VZEQ+ QQ'] dudv
A [r . .
+—// (U*ZZE — JUPZEP* + ju3ZEP + UPPP*
2/ Jq
+V'ZeZf — V3ZEQ + VZEQ+VPQQ'] dudv
'J'l 2 *
+51//Q (U? +V?) Ze ZEdudv
H2 4 2 *
+E{//Q (u*+2uAV? +V*) Ze ZE dudv

where the asterisk denotes the complex conjugate. Differentiating the above
expression with respect @ and setting the result to zero, we can deduce the
necessary condition for a minimum of the cost function (pdslfollows:

(UPZ + JuP+V?Ze + VQ) + A (u*Zr + julP+V'Ze + v3Q)
+pa (U2 +V2) Ze + pp (U + 2032 + V) Ze =0
A rearrangement of this equation then yields
[)\ (U V) + (1 + ) (U2 +VP) + iz (U2 +v2)2} Z¢ (u,v)
+j (u+A®) P(u,v) + j (v+AV?) Q(u,v) =0
Solving the above equation except forv) # (0,0), we obtain that

—j (uU+Au®) P(u,v) — j (V+AV?) Q(u,v)

Zr(u,v) = A (U4 VA) + (14 pe) (W2 +V2) + pip (U2 +12)2

(5.15)

Therefore, a Fourier transform of the unknown surface hed¢k y) is expressed
as a function of Fourier transforms of given gradiep(g,y) andq(x,y). This
Fourier-transform based method can be summarized as fallow

Theorem 5.1 Given a gradient fieldp(x,y),q(x,y)); the corresponding surface
height function Zx,y) can be computed by taking the inverse Fourier transform of
Zg(u,v) in (5.15), where Z(u,v), P(u,v), and Qu,Vv), respectively, are Fourier
transforms of Zx,y), p(x,y), and dx,y).
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Algorithm 5.1 Fourier-Transform Based Method

input gradients(x,y),q(x,y); parameters, p, andpy
forO<x,y<N-—1do
if (IP(X,Y)| < POmax& [d(X,y)| < PGmax) then
P1(x,y)=p(x.y); P2(x,y)=0;
QL(xy)=a(x.y); Q2(xy)=0;

else
P1(x,y)=0; P2(x,y)=0;
Q1(x,y)=0; Q2(x,y)=0;
end if
end for

Calculate Fourier transform in place: P1(u,v), P2(u,v);
Calculate Fourier transform in place: Q1(u,v), Q2(u,v);
forO<uv<N-1do
if (u#£0 & v+#0)then
D=\ (U +VA) + (14 ) (B +V3) + o (BB +v2)%;
H1(u,v) = [(u+Au®)P2(u,v) + (V+AV3)Q2(u, V)] /A;
H2(u,v) = [~ (u+Au®)PL(u,v) — (V+AV3)QL(u, V)] /A;
else
H1(0,0) = average height12(0,0) = 0;
end if
end for
Calculate inverse Fourier transform of H1(u,v) and H2(inwlace: H1(x,y),
H2(x.y);
for O<x,y<N—-1do
Z(x,y) = H1(xy);
end for

Our algorithm (see Algorithm 5.1) specifies the implemeatatietails for
this Fourier-transform based method. The conspapix eliminates gradient es-
timates which define angles with the image plane close to &@d a value such
aspgmax= 12 is an option. Real parts are stored in arrays P1, Q1, ancuhtl,
imaginary parts in arrays P2, Q2, and H2. The initializafiofine 19 can be by
an estimated value for the average height of the visibleesc®arameters,
and, should be chosen based on experimental evidence for the goene.
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5.5 Wavelet-Transform Based Method

Wavelet theory has proved to be a powerful tool, and has bagplay a serious
role in a broad range of applications, including numericellgsis, pattern recog-
nition, signal and image processing. The wavelet transierangeneralization of
the Fourier transform. Wavelets have advantages ovetitadi Fourier methods
in analyzing physical situations where the function camadiscontinuities and
sharp spikes. In order to take the advantages of the wavatetform, we present
a wavelets based method for depth recovery from gradients.

5.5.1 Daubechies Wavelet Basis

Let @(x) andy(x) are the Daubechiescaling functiorandwavelet respectively.
They both are implicitly defined by the following, two-scaédation??

=5 ap2x-k) (5.16)
kez
and the equation
W) = Y (1) a kp(2x—k) (5.17)
KEZ
whereZ ={---,—-1,0,1,---}, andax are called the Daubechies wavelet filter co-

efficients.

Connection coefficients (see, for example, Beyfidnallat*4) play an impor-
tant role in representing the relation between the scalingtfon and differential
operators. Fok € Z, the connection coefficients witkith ordervanishing mo-
mentg(that is, [ 2 x@(x)dx = 0, for 0< k < M) are defined by

ro— /cp(x)cp(x—k)dx (5.18)
/ @ (x)@(x—k)d (5.19)
/ o (x—K)dx (5.20)

Then we have the following properties:

() r5=0,
(ii) for the scaling functiorp(x), which hasMith order vanishing moments; =
rZ=0,k¢[-2M+2,2M — 2], and

1, k=0
0 __ ) )
(i) T = { 0, otherwise
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Table 5.1 Connection coefficients fddr= 3.

rie re

rt, =0.00034246575342 r2,=—0.00535714285714
rt,=0.01461187214612 M2, =-0.11428571428571
r!, =-0.14520547945206  [?2,=0.87619047619052
rt, =0.74520547945206 M2, =—3.39047619047638
r§=0.0 % =5.26785714285743

M} = -0.74520547945206 M2 = —3.39047619047638
'} =0.14520547945206 2 =0.87619047619052
ri=-001461187214612 M3 =-0.11428571428571
I} = —0.00034246575342 Iz =-0.00535714285714

The connection coefficients for Daubechies’ wavelet withéder vanishing mo-
ments are shown in Table 5.1:

5.5.2 lteration Formula for Wavelet-Transform Based Method

In order to discretize the functional (5.5), the tensor picichf the third-order
Daubechies’ scaling functions is used to span the solufiates The surface
height is described as a linear combination of a set of sgdiasis functions.
After discretization, the problem of depth recovery froradjents becomes a dis-
crete minimization problem. To solve the minimization gesh, a perturbation
method will be used. The surface height is finally decideerdfinding the weight
coefficients.

We assume that the size of the domain of the suri&sey) equalsN x N.
Suppose further that the surfaZé,y) is represented by a linear combination of
a set of third-order Daubechies’ scaling basis functiorthénfollowing format:

N—1N-1
=5 S Zmafma(xy) (5.21)

m=0n=

wherezm, are the weight coefficientspmn(X,y) are the tensor products of the
third-order Daubechies scaling functions, with

Pmn(Xy) = @x—m)@ly —n) (5.22)
For the known gradient valuggx,y) andq(x,y), we assume that

N—-1N-1
= > > Pmn@nn(xy) (5.23)

m=0n=
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N—-1N-1
axy)= > > Gma@un(Xy) (5.24)

m=0 n=

where the weight coefficien{snn andogmn can be determined by

P = [ POY) a0y dxcly (5.25)
G = [ A Y)@mn(x y)dxdy (5.26)
Substituting (5.21), (5.23) and (5.24) into (5.5), we hdna t

N—-1 2
W = // <mnzozmn(ﬂnn)(y mzopmn(Pmn(XY)> dxdy

n

N-1 2
+// [(mgozmn(Pman > an(Pmn(XY)> ]dxdy

mn=0
=W +W, (5.27)
where

a(Pm,n(Xa y)

0 X,
hinixy) = 200 g xy) = Smalny)

oy

In order to derive the iterative scheme for computing théaser height function
Z(x,y), let Az j represent the updates gfj in the iterative equation, anz{{j be
the value after the update. Then we have that

Z;=2j+0z (5.28)
Substitutingzi’,j into Wy, Wi will be changed byA\W, that is,
W]/_ =W + AW,

-/

-1
=Wi+207; 3 Zmn//(ﬂnnxy)(ﬂj(x)’)d)(dy
m,n=0

2
< > Zn@n(%,Y) — Z Pmn®mn (X, w) +A2a,j<n(,xf(x,y)] dxdy
m,n=0 0

mn=

N-1

20z Y pmn//cnnnxycnj(xy)dxdy

m,n=0

+07 / / a0 (xy)of (xy)dxdy (5.29)
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By using the tensor product (5.22) and the definitions of thenection coeffi-
cients (5.18), (5.19) and (5.20) yields

[ #nixya) (xy)dxdy
— /[ @x=my- g (x—i.y— j)dxdy
= /[ @ x—miaty — g (x— oty — )y
= [ @x—mpg (x—i)dx [ @ly - mly— dy
= /@(X)cp(x) (x—i+ m)dx'/cp(y)cp(y— j+mdy
=l (5.30)

Using the same way, we obtain that

| amnlx v (xy)dxdy= Lo, (5.31)
// @) xy)@’ (x y)dxdy= 3 (5.32)

Substituting (5.30), (5.31) and (5.32) into (5.29) gives

N-1
Wi =Wi+207; 5 Zmal?nl}n

mn=0

N-1
=207 S pmal - n+AZ05 (5.33)

m,n=0

Using the same derivation, we have that

W; = Wo + AW,
N—-1 o 5
:\A/2+2AZ|J z zm,nrifmrjfn

mn=0

N-1
—207; Y Amal{ I on+0ZT (5.34)

m,n=0

Substituting (5.33) and (5.34) into (5.27), it is shown ttie energy change is
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given by
N-1
=27z | Z Zmn (rizfmr?fn"‘ riofmrJZ*”)
m,n=0
N-1 N-1
— 20z ; z pm,nrilfmr?fn —2Az7 Z qm’nrio’mrll*n + 2Azﬁjl_%
mn—0 mn=0

In order to make the cost function decrease as fast as pegsillmust be maxi-
mized. FromdAW /0Az ; = 0, we have that

2N-2
Az j=— Z [(Piokj+0ijk) T — (Zikj+2,j-«) TE (5.35)
206 =2
Substituting (5.35) into (5.28) leads to the following &gve scheme:
211 =7, +0z (5.36)

wheret is the iteration index. By taking zero as the initial values, can itera-
tively solve the depth recovery from gradients problem gi$ire iterative scheme
(5.36).

5.6 Experimental Results

To investigate the performance of the algorithms describgtie previous sec-
tions, we have done several computer simulations on botthetio and real im-
ages.

5.6.1 Test on Noiseless Gradients

The two-scan method was tested on a synthetic vase imageh wehgenerated
mathematically by the following explicit surface equation

Z(x,y) =/ f2(y) —»?

f(y) = 0.15—0.1y(6y+ 1)*(y— 1)%(3y — 2)%,
—05<x<05, 00<y<10

where

The image of this synthetic vase object is shown on the |efigfire 5.1. The 3D
plot of the reconstructed surface using the proposed two-atgorithm is shown
in the middle of Figure 5.1. By comparing the 3D plots of theetsurface (middle)
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@ (b)

(©)
Fig. 5.1 Results of a synthetic vase object. (a) Originalgea(b) 3D plot of the vase object. (c)
Reconstruction result using the proposed two-scan method.

(a) (b) ()

Fig. 5.2 Results for a torus object. (a) Original surface¢.Gladient vector fields. (c) Reconstructed
surface using wavelet-transform based method.

and the reconstructed surface (right), we can see thatdlo&ywery similar to each
other.

The wavelet-transform based method was applied to a toragemrhe orig-
inal torus image is illustrated on the left of Figure 5.2. Tdradient fields of
the torus surface is shown in the middle of Figure 5.2. Themstucted surface
height from this gradient fields by the proposed waveletéasethod is shown on
the right of Figure 5.2. It can be seen that the shape of thes wivject is correctly
reconstructed.

Figure 5.3 shows three captured images of a Beethoven pkiatee, using
a static camera but different light sources. The gradiemiewgenerated using
the albedo-independent photometric stereo method withethight sources (3S
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Fig. 5.3 Image triplet of a Beethoven statue.

Fig. 5.4 Recovered surface using the Frankot-Chellappaatdet

PSM) as specified if. Figure 5.4 illustrates both recovered surfaces. The left-
hand surface was calculated using the Frankot-Chellagoaitim'’ as specified
in,® and the right-hand surface was calculated using our Fetréesform based
method withA = 0.5, w3 = 0, andup = 0. By comparing the reconstructed surfaces
shown in Figure 5.5, we see that the Fourier-transform bassttiod (with the
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Fig. 5.5 Recovered surface using our Fourier-transfornadagethod, witth = 0.5, andy; = i, = 0.

specified parameters) improves the recovered shape.

5.6.2 Test on Noisy Gradients

Generally speaking, local methods may provide an unr@iabtonstruction,
since the errors can propagate along the scan paths. Therefe only test
the proposed Fourier-transform based method for noisyigmé This method
was implemented with one synthetic image (peaks) and odemaege (vase).
The discrete gradient vector fields were generated usingSne®jorithnt* The
Gaussian noise (with a mean, set to zero, and a standardidey&et to 0.01) was
subsequently added to the generated gradient field in codest the sensitivity
to noise.

Figure 5.6 and Figure 5.7 show the reconstructed surfaces thie parameters
are given by some specific values. Figure 5.6 shows the ati§iD height plot
of a synthetic peaks surface (left), the 3D plot of record&rd surfaces using
the Frankot-Chellappa algorithm (middle), and the 3D plothe reconstructed
surface using our Fourier-transform based method with0O, u; = 0.1, andup =
1. By comparing the true heights, we can see that the noiseliced.
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Fig. 5.6 Results of a synthetic image. (a) Original surfafle) Reconstructed surface using the
Frankot-Chellappa algorithm. (c) Reconstructed surfegiaguour Fourier-transform based method
with A =0,3 = 0.1 andpp = 1.

(©

Fig. 5.7 Results of a vase object. (a) Original surface. @)dRstructed surface using the Frankot-

Chellappa algorithm. (c) Reconstructed surface our Fotna@sform based method with= 0,y =
0.1, = 10.

Figure 5.7 shows the 3D plot of the original vase surfacd)(léfhe recon-

structed surfaces with =0, g = pp = 0 andpy = 0.1, o = 10 are shown in the
middle Figure 5.7 and on the right of Figure 5.7.
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5.7 Conclusion

This chapter proposed three classes of methods for solkagroblem of depth
recovery from gradient vector fields, based on previous egrihe authors (see,
for examplel®). The derivation details of these approaches are givend€hea-
tion process of the two-scan method is very simple. The vedtednsform based
method is derived by representing the surface height asarlicombination of
third-order Daubechies’ scaling basis functions. Thishuodtconverts the depth
recovery from gradients problem to one of solving an itgeagquation. Hence,
the method can be easily implemented. The mathematics isvbat more com-
plicated, but the fact that fewer iterations are requiretthésmajor advantage of
the wavelet-transform based method. The Fourier-transfmased method has
some distinct advantages. The surface of the object is martstl in one pass
utilizing all of the given gradient estimates, and the rabess of the Fourier-
transform based method to noisy gradient fields can be ingordy choosing
associated weighting parameters. The choice of parameeensly affects the
surface reconstructed from gradients. Therefore, therawit for the choice of
the parameters and the relation between the parameter@edshould be a fu-
ture topic of research. Generally speaking, a constrainednization problem
can be formulated for an optimal choice of parameters. Ehésproblem which
many researchers have been trying to solve for several y@aiso far there is no
systematic way derived for choosing parameters.
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In this paper a new convolutional compactor with a singlgouis introduced. It
is characterized by very good error masking propertiesodd errors, all 2-bit,
4-bit and 6-hit errors at the inputs of the compactor are naskad. Addition-
ally, the depth of the compactor, i.e. the necessary numibiépdlops, is only
O(Iog2 n), which makes the proposed convolutional compactor of speterest

when a very large number of chip internal scan chains or tegiuts are to be
compressed.
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6.1 Introduction

To reduce the huge amount of test and diagnosis data of l&x@eéts under test
recently convolutional compactors were investigatéd:2 These compactors are
called convolutional since their structure is the same asdovolutional encoders
in their observer canonical forf.

Motivated by low pin count testing, this paper focuses orvotrtional com-
pactors with a single output. A convolutional compactohwvétsingle output con-
sists of a set ofn (overlapping) XOR-trees and a Shift RegistenoFlips-Flops.
The outputs of the XOR-trees are connected to the inputseofsthift Register
(Figure 6.1).

In a more abstract notation a convolutional compactor isigefimear definite
automator?. The state of the compactor, i.e. the content oftiiép-flops depends
only on the lastm inputs of the compactor.Therefore convolutional compacto
are very well-adapted to the compaction of data with X-stalte a convolutional
compactor a possible X-value is shifted through the flipglofthe MISRs until it
reaches the outputs. No trace is left in the state or the ntsé the flip-flops of
the convolutional compactor after the X-value reaches thpuis of the MISRs.

This is the main advantage of a convolutional compactor @egpto a com-
pactor where the outputs of (non-overlapping) XOR-trees@mnected to the
inputs of a multi-input linear feedback shift register MIER as described by
Savir? In the case of a MILFSR with feedbackyvalues may corrupt the entire
signature of the MILFSR.

For the convolutional compactor with a single output, it wesven that all odd
errors and all two-bit errors at the inputs are not maskddwas demonstrated
by extensive simulation experiments that a very high peaeggnof 4-bit errors
can also be detected by this compactor. But the detectiorbitfefrors and 6-bit
errors cannot be guaranteed.

In this paper it is shown how to systematically configure avotutional com-
pactor based on generalized construction rules. Appraafdreoptimization to
ease the implementation are only mentioned briefly. In palér, a convolutional
compactor withn inputs is introducedn > 6, which does not mask 2-bit, 4-bit,
6-bit and odd input errors at its output or tolerates a cpoading number of
unknown values. Thereby the necessary number of flip-flogeeodepth of the
convolutional compactor is only exO(log?n). For example, for 1000 outputs of
the CUT which are to be compacted the sequential depth ortessary number
of flip-flops is only about 100 instead of 1000.
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A short introduction to convolutional compactors is givenin section 6.2.
Then the basic terminology and the theoretical approacheaheorems used
later for constructing the compactors are explained in@e®.2 and section 6.3.
Section 6.4 to 6.6 show how the convolutional compactor istracted based on
these theorems. In section 6.7 conclusions are drawn.

6.2 A Convolutional Compactor with a Single Output

6.2.1 The Observer Canonical Form of a Convolutional Compactor

Figure 6.1 shows a feedback free convolutional compactits inbserver canon-
ical form® The compactor has inputs and a single outpout. The compactor
consists ofm (overlapping) parity treeB, ..., Pn_1 and an m-stage MISR (Multi-
Input Signature Register) ofi flip-flopsFF, ..., FFn_1.

Fortimet = 0,1,... we assume that the input signals are the test responses

ao(t)
at) = :
an—1(t)

of n scan-paths of the circuit under test CUT. The output sigofeise parity trees
Po,P1,...,Pm_1 are denoted by

bo(t)

b1 ()

Thesehi(t) are the input signals of the MISR and the output signal of th8R}
denoted byc(t), is the output of the compactor.

Formally the parity tree® are described by a binafyn x n) parity—matrix
W = (w ;) withw; j € {0,1} forall 0<i<m-1,0< j <n—1. Thejth input of
the compactor is connected to a corresponding input atithgarity treeR, if and
only if wi j = 1. In Figure 6.1 the parity trees are described by horizdimes. If
wi j =1, i.e. if thejth input is XORed to théth parity tree, then the crosspoint of
the jth input line and théth parity tree is marked with aB.

This is the observer canonical form of a feedback free cartimial com-
pactor with a single output. For a given numipesf inputs, different such com-
pactors differ only by theifmx n)-parity-matricedn.

Therebym determines the sequential depth or the number of flip-flophef
MISR.
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out

Fig. 6.1 A Convolutional Compactor.

6.2.2 The Input-Output-Behavior of a Convolutional Compactor

We want to design parity—matric&¥ with special error detecting properties.
Therefore we first study the mathematical dependenciesgestinputs and out-
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put of the compactor. The signadg(t), bi(t), c(t) and the entriesy; ; of the
parity matrixW are elements of the two-element fidld= {0, 1} with addition
@ modulo 2 and the usual multiplication.

For then-dimensional input vectord(t) at timet and the corresponding-
dimensional output vectoﬁ{t) of the parity trees we hade= Wa. If we define
the matrixA

A = (&0),a(1).4(2),....&t),...)
with the input vectorsi(t) of the compactor as columns and the maBix
B = (b(0).b(1),b(2).....b(1),...)
with the vectord(t) as columns, then we have
B=W-A. 1)

We assume that the initial state of the MISR j5.8. the initial content of all
flip-flops is 0. Then the components of thredimensional output vectoﬁ(t) of
them parity trees are compacted by the MISR according to the exquat

c(t) = bo(t) Bby(t — 1) @ ... by 1(t —m+ 1), )

where we pubj(s) = 0 fors< 0.

Feedback free convolutional compactors are special cd$este linear def-
inite automata £3) which have a finite impulse response. Therefore we can de-
scribe their behavior with the help of the so call@dransforms of the input and
output sequences. Tlietransformof an infinite sequence

is the formal power series
To[X(t)] := To[(X(t)=0] = X(0) &X(1)D®...®x(t)D'@...,

i.e. an element df;[[D]]. (D is sometimes called theelay operator) We say that
themonomial [¥ belongs to F[x(t)] if x(k) = 1.

If the sequencéx(t)) is finite, then we consider the-transformTp [x(t)] as
a formal polynomial inD, i.e. as element ofz[D]. In the sequel, we will not
distinguish sharply between a sequefxi¢)) and itsD-transformTp [(t)].

We denote th®-transform of the sequenca; (t) )i>o (the jth row of the input
matrix A) by

97 (D) := To[ay (1)),
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and theD-transform of the output sequen(e(t))i>o for the input matrixA is
denoted by

h*(D) := To[c(t)).

Moreover, to thgth columnw, ; of the parity matrixWV (0 < j < n—1) we assign
the formalD-polynomial

fj(D) =Wp,j D fl"jD@...@Wmfl"ijfl.
Then equations (1) and (2) lead to

h*(D) = fo(D)g6 (D) & f1(D)¢1 (D) & ... ® fa_1(D)gp_1(D) ®3)
(D)
= (fo(D)....., s @) | 1 . @)

gﬁfl(D)

Consequently, th®-transform of the output sequen@ (t)) is the convolution
of then-tuple (fo(D),..., fn_1(D)) with the D—transformsg?(D) of the rows of
the input matrisA. Equation 3 completely describes the input—output behavio
of our compactor.

6.2.3 Linear Superposition and Errors

In this subsection it is investigated how errors in the irgaguence influence the
output sequence of the convolutional compactor. Since ¢imeatutional com-
pactor is a linear automaton (with initial stafg the deviation of the actual output
sequence from the expected correct output sequence isrile¢er by the devia-
tion of the sequence of the actual input vectors from thesmbsequence of input
vectors only and not by the concrete values of the inputs.

We consider the case when the (correct) input marig changed into an er-
roneous input matriA @ E by aninput error matrixE = (€(0),&(1),...,&t),...)
of the same size a. So

are column-vectors of dimension
We denote th®-transform of thejth row of E with

gt(D) =¢j(0) S ej(1)DD...@e(t)D'@....
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Then theD transform of thejth row of A @ E is g*(D) @ gf(D). Let WA“E(D)
denote théd-transform of the output sequence for the inpub E. Then equation
(3) yields

WE(D) = fo(D) (g5 (D) © g5(D)) & f1(D)(g1 (D) & GT(D) @ ...
... ® fo-1(D)(gh_1(D) @ g5 _1(D))
=@ fo(D)g5(D) @ f1(D)GE(D) ©... ® fr-1(D)gh_4(D)
According to equation (3), the convolution
h®(D) = fo(D)g5(D) & f1(D)gE (D) & ... fa_1(D)gf 1 (D)
is theD-transform of the output sequen(@® (t)) for the inputE. So we have
W*“&(D) = h(D) & h"(D), )

and the deviation of the (incorrect) output sequeh®e® (D) from the correct
sequencé” (D) is the sequende (D), and this sequence is independent from the
original input matrixA. Thisprinciple of superpositiofequation (5)), which is a
consequence of the linearity of the automata, reduces tbe discussion to the
consideration of the error matrk (represented by th—transformsg'jf(D)) and
the outpuh®(D).

Errors of the input vectors of the convolutional compact@ described by
their corresponding binary error matifix In this paper, by aerror we mean an
error matrix # 0, i.e. ng(D) # 0 for at least ong € {0,...,n}. An errorE is
maskedf hF(D) = 0, and it isdetectedf

h®(D) = fo(D)g5 (D) @ f1(D)gf (D) &... @ fr_1(D)g5 1(D) £0.  (6)

Our aim is the construction of parity matric®¢ (represented by the polynomials
f; (D)) such that as many errors as possible can be detected by¢heatity (6).

In the sequel, we will suppress the supersd&pind writeh(D) for h&(D) and
gj(D) instead oyf(D).

6.3 Classification of Errors

In order to detect errors, we first want to introduce a certassification of pos-
sible errors. For simplicity, we will assume tHats of finite size, i.e. Gt < sfor
some (possibly large) numberin this case thg;(D) are polynomials of degree
<s.

Definition 6.1 A k-bit error (k> 1) is a matrixe where exactlk entriese;(t) are
equal to 1. The columns & with at least one value 1 are called greor columns
of E. An one column errois a matrixE with exactly one error column.
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More generally we define: Léd, ko,...,k > 1. Then alky,ko,..., k]-error
corresponds to an error matiixwith exactlyl error columns, where theth error
column (1< r <) contains exactlk, values 1. Between error columns there may
be an arbitrary number of zero-columns.

Therefore dki, ko, ..., ki|-error corresponds to an error matBxwith altogether
ki+ko+...+k entries 1. The one-column errors wkterrors are thék]-errors.
In practice, a one column error means that all errors occtlreasame timé at
the inputs of the compactor.

6.4 Construction of Parity Matrices for Error Detection

The construction of parity matrices is based on some theni@ncerning the
detection of special types of errors, the construction otyaatrices for specific
errors and a recursive determination of larger parity roasrifrom smaller ones.
In this paper, the proofs of these theorems are usually estvedtor omitted. For
the detailed proofs we refer to Borrter.

6.4.1 First Observations
We start with a general negative result.

Theorem 6.1Let n> 2. Then for each choice ol (or of fo(D),..., fn_1(D))
there exist error matriceg # 0 that are masked.

Proof If f;(D) =0 for somej then all errors witlg; (D) # 0, gi(D) =0 fori # j
are masked. If;(D) # O for all j then choosep(D) = f1(D), g1(D) = fo(D) and
gj(D)=0forj > 2. O

Therefore we cannot detect all possible errors with our otutional com-
pactor. But the next result is positive.

Theorem 6.2 If every column of the parity matriw/ has an odd number of ones,
then all error matrices€ with an odd number of errors are detected, i.e. all k-bit
errors with odd k are detected.

Proof We call aD-polynomialodd if the number of the occuring monomials
DX is odd, otherwise we call #ven By our assumption, all polynomial§ (D)
are odd. Ifg;(D) is odd, thenf;(D)g;(D) is also odd, and i§;(D) is even, then
f;(D)gj(D) is also even. If the number of 1sknis odd, then an odd number of the
gj(D) must be odd. ConsequentlyD) = fo(D)go(D) & ... & fn-1(D)gn-1(D)
must be odd and therefon¢D) £ 0. O
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If not every column of a given parity matri/ has an odd number of ones,
then it is easy to insert an additional row such that the nurobenes in every
column of the modified parity matrix is odd. We call such aniaddal row an
add-odd row If we add an add-odd row t&/, then a single flip-flop has to be
added to the convolutional compactor.

In particular, with the matrisVV = (1,1,...,1) we can already detect eveky
bit error for oddk. (This corresponds to the simple parity observation of tipei
signals at time.) More general, a rovwi o, Wi 1,...,Win—1) of W with w; j =1
for all j is called acomplete row The existence of such complete rowsd/ihhas
consequences for the error detection.

Theorem 6.3If the first row of the parity matri¥V is a complete row, then all
[ki,kz, ... ki]-errors with odd k are detected.

If the last row of the parity matriXV is a complete row, then ki, ko, . .., k-
errors with odd k are detected.

Proof We only prove the first statement. W.l.o.g. we assume thafirtsieer-
ror column inE is the first column inE. Then exactlyk; of the polynomi-
als g;(D) have a monomial 1. By our assumption, &l(D) have a monomial
1. Therefore there occur exactty monomials 1 inh(D) = fo(D)go(D) ... &
fn_1(D)gn-1(D), all other monomials have degreel. But ask; is odd, an odd
number of 1s adds to 1, $gD) £ 0. O

If both, the first and the last row of the parity matki, are complete rows,
then the overall parity must be implemented only one timeteasto be connected
with the first and the last flip-flop of the MISR.

By Definition 6.1, alki,...,k]-error E remains such an error if we permute
the rows ofE. Consequently:

Theorem 6.4Let k, ...,k > 1 be fixed natural numbers. If alk, ko, ... k-
errors can be detected by use of the parity matix then these errors are also
detected by a parity matriw’, if W’ is derived fromW by a permutation of its
columns.

6.4.2 Detection of Even One—Column Errors

Because of Theorem 6.2 we have no problems with the detectilbit errors

for oddk. So now we concentrate dwa-bit errors for everk. First of all we have
to consider the even one—column errors. We will design sp@airity matrices
only for the detection of such special errors. Later thestiogs will appear as
parts of matrice8V with more general error detection capabilities.
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Definition 6.2 Let k > 1. A parity matrixW is an[< 2k]-even-error-detection
matrix, (in short, a/< 2k]-eed-matriy, if W detects all one-columj2l] errors for
alll with 1 <1 < k. (Sometimes we abbreviate this by writidgwith index[< 2K
asWKZK] )

The smallest valuen for which a[< 2k]-eed-matrix of sizém x n) exists, is
denoted by minsizgk). (If nis fixed, we also denote this value by, y.)

Consequently &< 8]-eed matrix can detect gB]-, [4]-, [6]- and[8]-one-column
errors.

Since we are interested in a convolutional compactor witmallsnumber of
flip-flops we try to find such< 2k]-eed matrices of sizémx n) wheremis near
to minsize (k). If E describes an one-column error, then we can w.l.0.g. assume
that the first column oE is the error column. Then for ajle {0,...,n—1}, the
g;(D) are eithegj(D) =0 org;(D) = 1. Thereford(D) = 3 {f;(d) | g;(D) = 1}.
ConsequentlyV is [< 2k]-eed if § jc; fj(D) # 0 for all J € {0,...,n— 1} with
|J] = 2I for somel with 1 < | < k. This leads to the following easy but useful
criterion for such matrices.

Theorem 6.5An (mx n)-matrix W is an [< 2k]-eed matrix if and only if for all
index sets JJ C {0,...,n—1} with ||| = |J] =k and I # J holds

%fi(D)#%fJ(D). (7)

For the least possible m holds

minsize(k) > Pog (Eﬂ . ®)

Proof The first part of the Theorem follows from the preceding remafor
details we refer to Borner The lower bound for minsizgk) follows from the fact
that all sumsy ;. f;(D) for |J| = k have to be different. There afg) possible
choices forJ, so the number2 of possible column vectors of dimensionmust
be> (7). O

On the other hand, it is obvious that

minsize (k) <n—1, 9
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since the XOR-sums of arbitrary gairwise different columns of thgn— 1) x n)-
matrix

0o 1 (10)

are never equal to zero.

In general everyi-matrix of a X error detecting code can be used a8 @
matrix. But since odd errors are not necessarily to be dededifferent matrices
are also possible andvl (<2 Matrix can even contain a single 0-column.

If and only if all columns of a parity matrix are different,elparity matrix
is a W<z matrix which detects all even [2]-errors. Such a matrix carcbn-
structed from the columnig;), 0 <i < nin binary representation (i.e. by a H-
matrix of a Hamming code with an additional 0-column). Thésify matrix has
minsize, (1) = [logn] columns.

If we add to this matrix an add-odd row to make the number oonevery
column odd then this parity matrix will detect all [2]-ersoand all odd errors
within the error matrixe. An example of such a parity matrix for= 4 is the
following (3 x 4)-matrix:

0101
0011 (11)
1001

A consequence of 6.5 is the following Theorem.

Theorem 6.6 Let W be a[< 2k]-eed matrix. If the parity-matriXV’ is obtained
from W by the following operations,

insertion of additional rows,

interchanging of rows,

adding a row to another row,

adding a complete rod, 1,...,1) to an arbitrary row,
permutation of columns,

thenW’ is also a[< 2k]-eed matrix.

Proof All these operations do not influence the criterion in Theofe5. [

If a [< 2k]-eed matrixW is of minimal size, i.em = minsize(k), thenW
cannot contain a row with only zero entries. Consequendliy)githe operations
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of Theorem 6.6, we can apply a Gaussian elimination algorithWV to obtain a
matrix W’ in a special “diagonal form”, without losing tHet 2k]-eed property. If
we note that even the addition of a complete row is alloweelh tive obtain the
following Theorem.

Theorem 6.7 If m = minsize(k), then there exists &< 2k]-eed matrix of size
(mx n) of the following form:

0100...0

0010...0 _

000 1...0|submatrix R 12)
0000...1

Here every column of thém x (n—m— 1)) (and possibly empty) submatrix R
must have at leagik ones.

6.4.3 Optimal (m<2q x n)-Matrices for Small n

Using the normal form of Theorem 6.7, we can determine optiria2k]-eed
matrices for small values of.

We start withk = 2. (The cas& = 1 was already solved in subsection 6.4.2.)
Because of R< nthe smallest value fanis n = 4. In this case (9) and (8) yield
3=log (‘2‘)1 < minsize(2) < 3, therefore minsizg2) = 3. According to (12), a

possible/< 4]-eed-matrix is:
0100
0010 (13)

0001

Similarly, we obtain minsizg2) = minsize(2) = 4.
The corresponding< 4]-eed matrices of the form (12) are:

0100 010001
00100 and 001001
00010 000101
00001 000011

It is easy to verify that these matrices are in flact]-eed matrices. In these three
cases we have minsigé) = [log (};)]. But this lower bound is not always sharp.
Forn =8 we have[log (g)] =5, but there is n¢< 4]-eed matrix of the form (12)
with 8 columns and 5 rows. In this case we obtain mingize= 6.
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In this manner we can proceed foe 3. In particular we obtain minsigé3) =
5, minsize(3) = 6. The correspondin{K 6]-eed-matrices for these values are
of the form (10), i.e. the submatrik in (12) is empty. Fom = 8 we obtain
minsizg(3) = 6, and it is easy to verify that the matrix

(01000001
00100001
00010001
00001001
00000101

100000011

(14)

is a[< 6]-eed matrix.

6.4.4 Recursive Determination of Largef<2k]-eed Matrices

The next Theorem shows, how &-2ed matrix with & columns can be con-
structed from matrices with columns.

Theorem 6.8 Let Wy be a[< 2k|-eed-matrix of sizémp x n), and let U be a
[< 2| k/2]]-eed-matrix of sizémy x n) with an additional add-odd row. Then the
matrix

Wicay Wicay

(zero-matrix)| U

is a [< 2k]-eed matrix of sizé(my+ M) x 2n).

Proof We have to verify the validity of the criterion in Theorem 6For details
we refer to Borner. O

Letk = 2. Then we can start with a small mati4, e.g. with the(3 x 4)
matrix of (13). As matriXJ we choose thé< 2]-eed matrix with an add-odd row
from (11). Then we obtain the followin@ x 8)-matrix:

[010do100]
001400010
00010001

00000101
00000011
00001001
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This matrix is again d< 4]-eed matrix, i.e. the sum of two or four different
columns is never a zero-column.

We can iterate this construction. Each step doubles the aumdif columns
to 2n, but the number of rows grows only by1[logn]. In this way we obtain
matrices where the number of columns is a power of 2. If thérel@siumber
of columns is not a power of 2, then we simply can omit somerools; without
weakening the property to be[a 4]-eed matrix. (This follows once more from
6.5.) A careful count of the numbers of rows in the new masrileads to the
bound

(logn])?+ [logn]

minsize(2) < >

+14r(n) (15)

Here we abbreviate(n) = [log(n— 2l109"))] if n# 209" "andr(n) = —1 other-
wise.

Itis a bit surprising, that we obtain the same bound alsd fer3. In this case
we start e.g. with th€6 x 8) matrixW g of (14). Because of2/2| = |3/2] =1
we can use the same matridé¢sn the construction of Theorem 6.8 as in the case
k = 2. Therefore we have for> 6:

(Llogn])? + [logn]

> +1+r(n) (16)

minsize(3) <

6.5 Detection of 2- and 4-Bit Errors

Now we use our results for the detection of several classesofs. We start with
the following parity matrix.

1111111 complete row

0101010 < 2]-eed-matri
W=| 0011001 E\lo]n o) X (17)
0000111 (Mognfrow

0110100| add-odd row

(In our example we have= 7 inputs, but the following holds for all values> 2.)
The add-odd row assures that each columWirhas an odd number of ones.
Therefore by Theorem 6.2, all odd errors will be detectedth wits parity matrix.
A 2-bit error can occur in the form of [, 1] error or as d2]-error. A[1,1]-error
will be detected by the complete row W by Theorem 6.3. A2] error will be
detected because thiwgn] rows in the middle oV form a[< 2]-eed matrix. So
we have:
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Theorem 6.91f the matrixW of (17) is used as the parity matrix in the convolu-
tional compactor with n inputs of Fig. 6.1, then all odd es@nd all 2-bit errors
are detected. The compactor ne¢ttgyn| + 2 flip-flops.

But there are undetectable 4-bit errors for the simple mafr{17). Therefore
we now turn to a design of a parity matrix that can detect adl edors and all 2-
and 4-bit errors.

We need an additional notation: Létbe a matrix. Then thenirrored matrix
V* is the matrix with the same rows as\h but in reverse order.

Theorem 6.10Consider a matrixV with the structure as shown in Fig. 6.2.

1111111 complete row of ones
0101010

1001100]| [<2]-eed matrixV, ([logn] rows)
1100001

1000111| add—odd row

0100001

0010001} < 4)-eed matrix,

8 8 8 é g_) 8 1 (< (Uognj)zz—i— llogn] ;| [log(n— 2'°9")7 rows)
0000011

1100001

1001100| mirrored matriXV*, ([logn] rows)
0101010

1111111 complete row of ones

Fig. 6.2 Parity Matrix for 4-Bit Error Detection.

(The example has only-a 7 inputs, but the structure is valid for all values
n>4.)

If the matrix W of Fig. 6.2 is used as the parity matrix of the convolutional
compactor with n inputs in Fig. 6.1, then the compactor distatt odd errors and
all 2-bit and 4-bit errors. This compactor needs

(llogn])? + [logn]
2
flip-flops. (The number of different parity trees is lowegdgse some rows occur
twice inW, and the corresponding trees must be realized only once.)

+2[logn] +4+r(n)

Proof The add-odd row assures that each columWirtas an odd number of
ones. Consequently, by Theorem 6.2 all odd errors will beaded with this parity
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ninputs
ao(t)
il"lo ...............
i DPDD— e Po.
i Py
s
3 BD— e P2
3 &leo—
XOR-matrix
| R
| Pm-2 " bmoal(t m
- _|
1 P 1 FFn 1
: A m .7.144_ : bm-1(t)

Fig. 6.3 A Convolutional Compactor for 4-Bit Error Detectio

matrix. The first and last rows of this matrix are completesaifones. Therefore,
by Theorem 6.3 allk, . ..,k ]-errors with oddk; or oddk are detected. Evef]-
error and every4|-error will be detected by the< 4]-eed matrix in the middle of
W.

This shows already that all 2-bit errors and all 4-bit ernits be detected,
with the possible exception of th&, 2]-errors. The detectability of thes®, 2]-
errors is a consequence of the symmetric arrangement ¢&tBeeed matrice¥
andV*, we refer to Bornef. O

We want to mention, that our parity matrix detects a lot marers. E.g. all
[2,4]-errors and all4, 2]-errors are also detectable. Moreover, there are many pos-
sible modifications of our structure. Figure 6.3 shows a otrtional compactor
for 7 inputs, based on the parity matrix of Fig. 6.2. If theifyamatrix contains
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1111111
0101010
1001100
1100001
1000111
0100000
0010000
0001000
0000100
0000010
0000001
1100001
0000000
1001100
0000000
0101010
0000000
1111111
0000000
0000000
0000000
0000000
0000000
0000000
1111111
1100001
1001100
0101010
1111111
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complete row of ones
[< 2]-eed matrixv

add-odd row

[< 6]-eed matrix

mirrored matrixV*
with additional
rows

Zero-

complete row of zeros
complete row of ones

zero matrix
with  2[logn]
rows

complete row of ones
mirrored matrixV*

complete row of ones

Fig. 6.4 Parity Matrix for 6 Bit Error Detection.

identical rows, then the parity tree according to such a rawgtrbe realized only

once.

6.6 Detection of 6-Bit Errors

It is possible to extend our approach also to the detectioallo®-bit errors.
Fig. 6.4 shows the structure of a corresponding parity mag8imilar arguments
as in the last section show that this matrix detects all odafgrall 2-bit errors,
all 4-bit errors, all[2,4]-errors and all4,2]-bit errors. Every[6]-error is recog-
nized with the help of thé< 6]-eed matrix in the middle dfV. For the remaining
[2,2,2]- and[2,1,1,2]-errors we refer to Borner.
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Table 6.1

n number of flip-flops  number of different rows W

7 29 11

10 37 14

20 48 20

50 62 29
100 75 37
200 89 46
500 104 56
1000 120 67
2000 137 79
5000 164 96

Theorem 6.11If the matrix of Fig. 6.4 is used as parity matrix of the comvol
tional compactor in Fig. 6.1, then all odd errors, all 2-bitrers, all 4-bit errors
and all 6-bit errors are detected. )

For n inputs this compactor neeéélognj);r [logn] +6[logn]| +6+r(n)
flipflops.

Finally, in Table 6.1 we give values for the number of flip-Bcgmd the num-
ber of different rows (without zero rows) in the parity matifithe compactor is
structured as described in the last Theorem.

6.7 Conclusions

This paper shows how to systematically configure a conwhali compactor
based on generalized construction rules. We investigatedthe capability for
error-detection of the compactor depends on the strucfuite parity matrix. In
particular, we proposed a special design with the abiliggtect all odd errors and
all 2-bit, 4-bit and 6-bit errors at the inputs. The numbeflipflops in the shift
register of the compactor is i@(log®n), Therefore this compactor is of interest
for the test of circuits with a large number of scan-pathes.
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Chapter 7

Low-Energy Pattern Generator for Random Testing

Bhargab B. BhattacharyaSharad C. Seth, and Sheng Zhang

Department of Computer Science and Engineering
University of Nebraska-Lincoln Lincoln
NE 68588-0115, USA

A new built-in self-test (BIST) scheme for scan-based discis proposed for
reducing energy consumption during testing. In a randoningegnvironment,
a significant amount of energy is wasted in the LFSR and theiitiunder-test
(CUT) by useless patterns that do not contribute to faulpplirmy. Another ma-
jor source of energy drainage is the loss due to random swgdctivity in the
CUT and in the scan path between applications of two sua@egsctors. In this
work, a pseudorandom test sequence is generated by a leestyeck shift reg-
ister (LFSR), and useless patterns are identified by famltisition. Switching
activity of the remaining (useful) patterns in the CUT indikg the scan path is
estimated, and their optimal reordering that minimizegaving activity, is de-
termined. Two components of switching activity, namelyimgic (independent
of test ordering) and variable (dependent on test ordedrg)dentified. An effi-
cient technique of computation of switching activity oatng in the scan path is
reported. Next, we design a mapping logic, which modifiessthée transitions
of the LFSR such that only the useful vectors are generatédeblyFSR accord-
ing to the desired sequence. Earlier techniques of enedyctien were based
on blocking of useless vectors at the inputs to the CUT aférdoproduced by
the LFSR. Similarly, test reordering was used for low-egeB¢ST design, but
only in the context of deterministic testing. The noveltytlois approach lies in
the fact that it not only inhibits the LFSR from generating tiseless patterns
but also enforces the patterns to appear in a desired segjuemther, it reduces
test application time without affecting fault coverage. pEsimental results on
ISCAS-89 benchmark circuits reveal a significant amountnargy savings in
the LFSR during testing. The design is simple and is applcéd a general
scan-based test scheme like the STUMPS architecture.

*While on leave from Indian Statistical Institute, Kolkalagia
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7.1 Introduction

With the emergence of mobile computing and communicatioricés, such as
laptops, cell-phones, portable multimedia and video egeipts, design of low-
energy VLSI systems has become a major concern in circuthegis:? A sig-
nificant component of the energy consumed in CMOS circuitaissed by the
total amount okwitching activity(SA at various circuit nodes during operation.
The energy dissipated at a circuit node is proportionaledatal number of 8- 1
and 1— O transitions the logic signals undergo at that node migipby its ca-
pacitance (which depends on its fanout, and its transistpteémentation). The
allowable energy is limited by the battery and the thermalacity of the pack-
age. The higher device densities and clock rates of the ddwpisron technology
further exacerbate the thermal dissipation problem.

It has been observed that energy consumption in an IC maygbéisantly
higher during testing due to increased switching actiiigrt that needed during
normal (system) mode, which can cause excessive heatingemnedde circuit re-
liability.® The average-power optimization has to do with extendingbtitéery
life in mobile applications. The maximum-power optimizatj on the other hand,
can be in terms of sustained or instantaneous power. Maxisustained power,
over a specified limit, can cause excessive heating of thieeland even burnout.
Maximum instantaneous power, on the other hand, may causssyxe (induc-
tive) voltage drop in the power and ground lines because wéntiswing. Thus,
the logic states at circuit nodes may erroneously chénge.

Conventional built-in self-test (BIST) schemes with randgatterns may need
an excessive amount of energy because of the length of treetesnd randomness
of the consecutive vectors applied to the CUT. Further, inaasbased system, a
significant amount of energy may be wasted during just the sparations. Al-
though extensive research has been done for designingdeescircuits while
operating in the system modé many issues of reducing power/energy consump-
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tion are still open while the circuit is in the test mode. Iisthaper, we focus on
the factors that influence the energy consumption durinintesnd propose a
new scheme for scan-BIST architecture that minimizes itndgupseudorandom
testing The test application time is also significantly reduced hedce, we
may lessen the chances of burnout due to sustained maximuwer.p®esign-
ing a pseudorandom test pattern generator (TPG) that pesdwectors in a (de-
sired)deterministicsequence, in order to minimize switching activity, is anrope
problem.

7.2 Related Works

BIST techniques are widely used in IC testing for their cefétctiveness, conve-
nience and ease of implementat®h They provide on-chip test pattern genera-
tors (TPG) for applying a pseudorandom test sequence toltHe &d multiple
input signature analyzers (MISR) to capture the test resp@nThe TPG is usually
implemented by a linear feedback shift register (LFSR).yTdre widely used for
testing scan-based systems employing, for example, theVPBJarchitecturé.
To improve fault coverage in a BIST scheme, several appesaale known - use
of weighted random patterdsieseeding or redefining transition functions of the
LFSR&? synthesis for testability) arithmetic BISEL12and embedding of deter-
ministic test cubes for hard-to-detect faults generatedTRG tools in the pseu-
dorandom sequence using deterministic BISbjt flipping,** or bit fixing.1>16

With the emergence of deep submicron technology, minirgizistantaneous
peak power, sustained peak power, or total energy consamgtiring testing
(both for manufacturing and routine field tests) has becomienportant goal of
BIST design. The existing techniques include distributé8Band test schedul-
ing,21” toggle suppression and blocking useless patt&rdgsigning low-power
TPG}®20 and low-transition random pattern genergtbgptimal vector selec-
tion,?? designing new scan path architectd?ayse of Golomb coding for low-
power scan testing with compressed test datnd BIST for data paths. For
deterministic testing, energy reduction can be achievegbsdering scan chains
and test vectors to minimize switching activi?’ Compaction of test vectors
for low power in scan-based systems is available in theslitee?® Several com-
mercial BIST design tools are also availaBleOther low power design schemes
for scan-based BIS? and for system-on-chiiy have been reported recently.
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7.3 Proposed Scheme

We assume tgest-per-scamBIST scheme as in STUMPS architecture (Figure 7.1)
and further assume that a netlist description of the scareéb@UT is known. A
modulem bit-counter keeps track of the number of scan shifts, wineie the
length of the longest scan path. Test energy reduction byléoguppression and
pattern blocking approaches were considered eafliém.the latter, random pat-
terns generated by the LFSR that do not contribute to faopping (useless pat-
terns) are suppressed at the input to the CUT, using a pattenter and blocking
logic. Since the number of useful patterns is known to be g serall fraction of
all generated patterns, a significant amount of energylisxgtsted in the LFSR
while cycling through these useless patterns. Furthervesgor reordering can
be used to save energy in a deterministic testing envirofirbanis challenging
to implement in a pseudorandom setting. In this paper, wpgs®e a new tech-
nigue of BIST design that prevents the LFSR to cycle throhglstates generating
useless patterns, as well as reorders the useful patteendesired sequence for
application to the CUT.

To estimate the consumed energy, we compute the total sagtettivity as
the number of 0— 1 and 1— 0 transitions in all the circuit nodes including the
LFSR, CUT, and the scan path over a complete test sessiorvarioels steps of
the proposed method are now summarized below:

(i) A pseudorandom test sequence is generated by an LFSRisaadlt cover-
age inthe CUT is determined through forward and reverseé$aullation; let
Sdenote the test sequence up to the last useful vector (beylunt fault cov-
erage does not improve significantly); we assume singlésatitault model.

(ii) 1dentify the setU of useless patterns @&that do not contribute to fault drop-
ping.

(iii) For all ordered pairs of test vectors in the reduced$et (S\U), determine
the switching activity $A) in the scan path and the CUT.

(iv) Reorder the vectors if to determine an optimal ord&fto minimize energy.

(v) Modify the state table of the LFSR such that it generdiesiew sequencs.

(vi) Synthesize a mapping logic (ML) with minimum cost, togauent the LFSR;
the state transitions of the LFSR are modified unckentain conditionsto
serve two purposes: (a) to preventit from cycling througidgtates generating
useless patterns, and (b) to reor8eto S; for all other conditions, the LFSR
runs in accordance to its original state transition functibigure 7.2 shows
a simple MUX-based design that can be used for this purpagdafeation of
the scheme will be provided shortly).
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Scan pathrt flip-flops) M
TPG |
Scan path
(LFSR) S
Scan path
Bit-countef R
modulo-m Circuit under test (CUT)

Mapping logic for inhibiting
pattern generation and
sequence recording

Fig. 7.1 Proposed low-energy BIST design.

It may be noted that determining an optimal order was impteet earlier
only for a set of pre-computedkterministic test vectof$2” and hence these ap-
proaches are unsuitable for random testing. The proposgdaims atchanging
the natural order of the test vectors opseudorandom sequengenerated by
an LFSR to alesired ordey andskippingthe useless patterns by adding a mini-
mum amount of additional mapping logic. Since the uselestsp@tterns are not
generated by the LFSR, no blocking logic is needed at thetsniputhe CUT8
Thus, power is saved both in the LFSR and the CUT. A similaa iaeskipping
certain LFSR states is used earlier in order to embed a setefrdinistic tests?
whereas, our objective here is to compact random tests flom-power perspec-
tive. Further, we identify two components of switching wit$i in the scan-path
and the CUT: thentrinsic part (the portion that does not depend on vector or-
dering, but depends only on the test set), andviingable part (the portion that
depends on vector ordering). Based on this, we propose &ffaignt technique
for computing theSAin the scan path (as listed in Step (iii) earlier) for all or-
dered vector pairs. This is especially important for a dtnith a large scan path,
where simulation okcan-shift switching activitySSSAis extremely time con-
suming. SSSAoccurs in the scan flip-flops during shifting in a test vectdiley
shifting out the CUT response of the preceding test vectmrekample, for a scan
chain with 1000 FF's, and with 500 test vectors, in order tiedaineSSSAor all
ordered pairs of vectors, simulation fdr000« 500 500) = 25,000, 00,00 cycles
(approx.) is needed. In general, fortests, and a linear scan chain of lendth
the complexity of naive simulation ®(f  T?2), which is unacceptably high. The
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proposed method improves this complexityd6f * T + T2). Thus, for the above
example, our method will need arou@i000« 500) 4 (500« 500) = 75,00,00
simulation cycles for computin§SSA

h
D i R tocyr
i-th FF
M
Vi Y1 oY Vi c . y‘
Mapping logic (ML, E Modulo-m
pping logie (ML) (Enable) bit-counter

Fig. 7.2 Maodification to the LFSR.

The following simple example of a TPG (Figure 7.3) illuststhe underlying
idea of state-skipping technique.

p4 | p3 | p2 pl | poO

v Y2 Vi Y%
0‘1‘0‘1}—'%

LFSR ' " scan path

GLitotly (701D @ity — i — G200 G- —(Ei00)

Fig. 7.3 Anexample LFSR and its state diagram.

The least significant bit of the LFSR is shifted serially itlte scan path gen-
erating the following test sequence:

Let us assume that the above test sequ&iseapplied to the CUT. The to-
tal energy consumed in the LFSR, the CUT, and the scan-cbaetermined by
the switching activity summed over all successive testiagfpons. The num-
ber of transitions between applications of two consecuta&ors depends on a
complex distance function determined by the CUT, and thextesresponse func-
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Table 7.1 Test vectors and their start- and end-states.

Test pO | p1 | p2 | p3 | p4 | p5 | start-state| end-state
sequence of LFSR | of LFSR
tl 1 0 1 0 1 1 s5 s9
t2 0 0 1 0 0 0 s4 sl4
t3 1 1 1 1 0 1 s15 s13
t4 0 1 1 0 0 1 s6 sl
t5 0 0 0 1 1 1 s8 sll

tion. We will demonstrate shortly that some componer8Afs intrinsic, and the
rest isvariable Hence, in a test session, switching activity can be reptede
as a directed complete graph called activity graph (seer&igutb, where a bi-
directional edge means two directed edges in oppositetitire}. Each node in
the graph represents a test vector, and the directed egyespresents applica-
tion of test vectot; following the test vectot;. The weightw(g;) on the edge

g; denotes the variable component of switching activity cgpomding to the or-
dered pair of testg,t;). The intrinsic component may be represented as a node
weight, and being invariant over a test session, may be @ghas far as determi-
nation of optimal ordering is concerned. As an example,datansider an activity
graph as in Figure 7.4b. The edge weights are representecbas matrix in Fig-
ure 7.4a, which in general is asymmetric, because the \arzamponent oA
strongly depends on ordering of test pairs. Thus, for thevalbest sequencsd

(t1 — t2 — t3 — t4 — t5), the variable component of switching activity is (8 +
10 + 10 + 9) = 37. Let us now assume thats found to be a useless test pattern
by fault simulation. Thus, if3 is blocked at the input to the CUT, it saves some
energy. Further, if3 is not generated by the LFSR, a significant amount of energy
is saved, because the LFSR has to cycle through six statedénto generate a
test vector. Thus, the nod8 along with all incident edges on it can be deleted.
An optimal ordering of test vectors that minimizes the eyergnsumption can
now be found by determining a min-cost Hamiltonian path,clihin this example
isS (t1—t2—t5— t4), the path cost being equal to 23 (= 8 + 7 + 8), as shown
in Figure 7.4c.

The activity in the LFSR, not shown here, will also reducengigantly, if it
does not generate the useless patterns. To achieve thegeaigowe design our
mapping logic as follows.

In the new sequenc®, for the ordered paiftl — t2), no action is required,
ast2 is generated by the LFSR as a natural successor vedtbr §b, for s9 (end-
state oft1), we set ther-outputs of the mapping logic (see Figure 7.2) to don't
cares @), and the control lin€ to O (see Table 7.2). However, we need an addi-
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Fig. 7.4 (a) Cost matrix, (b) Activity graph, and (c) Optintépath in the reduced graph.
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Fig. 7.5 State skipping transitions for suppressing usglesterns and reordering useful patterns.

Table 7.2 Truth table of mapping logic.

Present State of the LFSR
(inputs to mapping logic) Outputs of the mapping logic
Y3 | Y2 | Y1 | Yo Y| Y2 Y1 |Y|C
s9: 1 0 0 1
sl4: | 1 1 1 0 s8:
sll:| 1 0 1 1 s6:

all other states:

ool

ool

olOo|Oo|la
Q||| O

OOl

tional transition froms14 (end-state of2) to s8 (start-state of5), and similarly
from sl1 (end-state af5) to s6 (start-state of4). For these combinations, tive
outputs are determined by the corresponding start-ste; is set to 1. For all
other remaining combinations, all outputs are don't cafidgese transitions will
not only generate the useful test patterns in a desired sequleut also prevent the
LFSR to cycle through the states that generate uselessrm(te this example,
testt3). Further, the outpu¥l of the modulembit counter assumes 1 only when
scan path (whose length i) is filled, i.e., at the end-states of the test vectors.
Thus, in order to generate the altered sequé&hage need to skip the natural next
state of the LFSR and jump to the start state of the desireidesbpattern. These
are called state skipping transitions and are shown witteddines in Figure 7.5.
The truth-table description of the mapping logic (ML) foigtexample is shown
in Table 7.2, from which the required functions can be sysittesl.
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Table 7.3 General description of the mapping logic.

Present State of the LFSR
(inputs to mapping logic)|| Outputs of the mapping logig

Yi-1 | | Yo Y1 || - | Yo|C

Case (i)* End state of/ d d d d 0
Case (ii) End state of/ start-statef(, ;) 1
all other states d | d | d | d d

* Case(i) is applicable if the consecutive test p@ftt/, ;) of S appears in
consecutive order in the original test sequeSees well; otherwise, case (ii)
is applicable.

In general, the mapping logic can be described as follows:

Given a seed, Ie® denote the original test sequence generated by the LFSR,
andS = {t3,t;,...,t/,t/ ;,...} denote the optimally ordered reduced test sequence
consisting of useful vectors only. Lgt denote the output of thieth flip-flop of
the LFSR, andi denote the output of the mapping logic feeding thie flip-flop
through a MUX (see Figure 7.2). The mapping logic is a comtimnal circuit
with k inputs{yo,y1,...Yk-1}, andk+ 1 outputs{Yo,Y1,...Yk_1,C}, wherek is
the length of the LFSR, ar@is a control output. For every tegtin S, there is a
corresponding row in the truth table given in Table 7.3

Thus, the next-state of the LFSR follows the transition chagof the original
LFSR when eitheC = 0, or M = 0, and is determined by the outputs of the
mapping logic if and only i€« M = 1. Since these additional transitions emanate
only from the end-states of test patterns, their occurreica®m be signaled by
the outputM of the bit-counter, and also whé&h= 1. In order to prevent the
switching activity from occurring itML for every scan shift cycle, the inputs to
ML can be made transparent to it by using an enable sigrwntrolled byM.
Thus, they-inputs become visible tdIL if and only if M = 1. Further, all the
patterns generated by the LFSR are distinct and hence esdeltan have at most
one additional outgoing and one incoming transition. Thégping logic enforces
the LFSR to generate only the useful vectors in a desiredesegu Most of the
entries in the specification of mapping logic will be don’tes, as shown in Table
7.3. Termination of the test session can be signaled wheerntestate of the
last useful pattern il8 is reached. Determination of optimal reordering of test
patterns is equivalent to solving a traveling salesmanlprolfTSP) in a directed
graph, which being an NP-hard problem, needs heuristicnigals for quick
solution®® However, finding a suitable test order which minimizes therait
switching activity and which can be synthesized in a cofgetize way, is a major
problem.
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Upadhyaya and Chéfused the skipping of LFSR states in a scenario, where
the order of test application was immaterial. In our casepesgcomponent of
power dissipation depends strongly on the order. The sgigtloé mapping logic
takes care of don'’t care states to minimize cost.

7.4 Modeling and Computation of Switching Activity

We assume fully isolated scan-path architecture (see &igu@1, p. 368 of ref-
erencé®), in which the scan register (SCAN) is completely separétech the
CUT by a buffer register (BUFFER), and SCAN has read/writeas to the CUT
only through BUFFER. This eliminates the switching acyivippling through the
CUT while shifting in a test pattern. When all the bits of & {gattern are shifted
in, the content of SCAN is copied to BUFFER, and then appliettié CUT. Dur-
ing the system mode, the CUT outputs are captured in BUFF&dRtleen copied
to SCAN. In the next shift cycle, the response vector is sHifiut while shifting
in the next test pattern to SCAN.

For application of tests, primary inputPl) are scanned in, along with the
current state. Similarly, primary outpu8@) are scanned out, along with the next
state. This requires extending the length of the SCAN regist maxX#PI,#PO},
where #1 and #0 indicate the number of primary inputs and the number of
primary outputs respectively.

A test cyclecorresponds to applying a particular test vector to the Chid a
capturing its response. In the context of fully isolatednsdhe test cycle can be
broken down as follows. Assume that the test vettas applied following the
vectort;, and letr; denote the response vector whgis applied to the CUT.

Step Action Number of cycles SAoccurs in
1 Scan-intj in SCAN, and scan out last m LFSR, SCAN, MAP
responser()
2 Copy SCAN to BUFFER, and evaluate 1 BUFFER, CUT
the responser () of the CUT
Capture the responsgJ in BUFFER 1 BUFFER
Copy BUFFER to SCAN 1 SCAN

Notice that unlike the full serial integrated scan desigims jsolated scan adds
to more clock cycles (in Steps 2 and 4) per test cycle. Now vadyae the depen-
dence of these steps on the test vectors. At the beginnintepf1s the states of
SCAN and BUFFER are determined by the respon$@f the preceding test vec-
tor (). Therefore theSAin Step 1 depends on the ordered gaitt;). The same
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is true for Step 2 because the BUFFER holds the responser\actioe previ-
ously applied test vector. However, in Step 3 when the CUparse is captured
in BUFFER, the state we overwrite is determined completglyhe response of
current test vector. Similarly, in Step 4, the scan-registate being overwritten
depends only on the current test vectgy.(In other words, the switching activity
in Steps 1 and 2 depends on vector ordering (variable conmppménereas, thatin
Steps 3 and 4 depends on the current test vector, and invariarector ordering
(intrinsic). We will show in the next subsection, that a ntajomponent oSAoc-
curring during scan shift (Step 1) although being dependerbnsecutive vector
pairs, remains invariant over a complete test session. ¢Jénis portion may also
be treated as intrinsic as far as TSP optimization is cormeerhhus, the variable
part of SAfor a vector paif(t;, tj) contributed by Steps 1 and 2 will be treated as a
weight on the corresponding directed edgen the activity graph, and thBAin
Steps 3 and 4, as well as the intrinsic part of Step 1, will Iseciated as a weight
to the nodé; of the activity graph.

Efficient computation of scan-shift switching activity (SSSA

The computation 06SSAs most complex, as for all pairs of useful vectors,
the test patterns are to be shifted in the scan chain whiferghout the response
of the previous pattern. This is particularly true when tegth of the scan path
is large. An example was given in Section 7.3.

Assume the length of the scan chain = Mi@Pl + #FF), (#PO+ #FF)}.
Lett; andt; denote two consecutive test vectotsfollows tj), and letr; denote
the response vector ¢f Since the test vectors (response vectors) are applied
(captured) via the scan chain, we consider for the sake opatation ofSSSA
that both a test and its response vector have the same nurnbigs ¢= f, the
length of the scan chain); if@t £ #PO, then the content of the scan chain can be
determined accordingly from the knowledge of test and respwectors, and the
difference of #1 and #0. Let us now assume that the test vectyris applied
aftert;, i.e., in the scan chain, the contents ofvill be replaced byj as shown in
the Figure 7.6.

tj - I — >

Scan chain
Fig. 7.6 Scan chain.

Thus, SAt;,tj) = # transitions for shifting; out while shiftingt; in. In this
section, we show that althou@8SAlepends on vector ordering, a major compo-
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nent of it is intrinsic in nature, which remains invarianeoa test session, and is
independent of test vector ordering.

Method

For each test and its response vectorcompute the following:

Let v denote a bit vector; scan v from left-to-right and obsenerttaximal
run weights.

Example: let v=0011001110
Run weight W: 22231

This means that the stringstarts with a O-run of length 2, followed by a 1-run
of length 2, and so on. Lefv) denote the number of transitions in the string
Thus,x(v) = 4. We also index the run weigh¥ with the increasing value of
by looking into them from the left side. Thus, for the abovarmyple, we say,
w(0) =2,w(1) =2,w(2) =2,w(3) =3,w(4) = 1.

For a bit vectow, we define a paramet€F (v), namelyintrinsic transition as
follows:

IT(v) =1w(l)+2w(2) + 3.wW(3) + 4.W(4) + . + X.W(X)

(It may be noted thaw/(0) is not needed in computation.)

For the above examplé€T (v) = (1% 2) 4+ (2+2) + (3% 3) 4 (4% 1) = 19.

The following theorem can now be easily proved.

Theorem 7.1 The number of transitions for shifting out while shifting f in is

SAti,t)) = 1T (t;) + 1T (ri), if LSB(t;) = MSH(rj);
=IT (t)) +1T(ri) + f, if LSB(tj) # MSHT;),

where, f is the length of the scan chain, and LSB (resp. MSB)tds the least
(resp. most) significant bit.

Example: Let f = 10; consider the following two test and corresponding
response vectors:

t7 =0111000111 ri =0011001110
t, =0111010001 ro =1000111000

IT(t) = (1%3) + (2%3) + (3%3) = 18 1T (r1) = (1#2) + (2% 2) + (3% 3) + (4+
1) = 19;
IT(t2) =

( (2¢1) + (3% 1) + (4%3) + (5 1) = 25; 1T (rz) = (1 3) + (2
3)+ (343

143)+
) = 18.
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Computation of SAt,to)

SAt,tp) =# transitions for shifting; out while shiftingt, in
=IT (t2) + 1T (r1) + f, sinceLSBt,) # MSB(r1);
=25+19+10=54.

Computation of SAty,t1)

SAty,t1) =# transitions for shifting, out while shiftingt; in
=IT(t1) +1T(r2), sinceLSB(t1) = MSHry);
=18+ 18=36.

Complexity: For each test vectdy and its response vectoy, we calculate
IT (t;) andIT (r;). This need©(f «T) time, whereT is the total number of useful
tests. Then, for each ordered pétirt;), SAt;,t;) can be computed in constant
time. Since, we havé (T — 1) ordered pairs, the total complexity of computing
SAfor all ordered pairs i©(f « T +T?).

It may be noted in this context th&®#ts,t2) apparently depends strongly on
the vector pailty,t2), but it is not true. A major component &S SAontributed
by the term{IT (t2) + 1T (r1)} is indeed intrinsic in nature, because the contribu-
tion due tol T (t2) or IT (r1) will appear elsewhere eventif is not immediately
preceded by; in the test sequence. Therefore, the total contributior&Adue
to {IT (t2) + 1T (r1)} remains invariant over a complete test session (consiglerin
a Hamiltonian cycle in the TSP; a little variation might octiecause a test se-
guence is a Hamiltonian path in the activity graph). Thealdg component of
SSSAlepends only on the match/mismatciMBBprevious response vector) and
the LSBcurrent test vector), the computation of which is stréigivtard. Hence,
for every pair of useful vectors, this can be performed ogitsily.

7.5 Experimental Results

Experiments were carried out on several ISCAS-89 scan lmeaidhcircuits, and
results are reported in Tables 7.4 through 7.7. A 25-bit LFSEsed to generate
20,000 pseudorandom test vectors, and the useful vecterstfiose contributing
to fault dropping, under the stuck-at fault model) are itfestt by running the
HOPE fault simulato?® The reduced sequengethus consists of only the useful
vectors. Table 7.4 shows for each circuit, the numberss, Pl's, andPO's,
the number of useful patterns obtained after forward andres/fault simulation,
the last useful pattern position in the random sequencefaaticcoverage. Since
the modified LFSR generates only the useful patterns, afignt amount of test
application time is saved as shown in the last column of Tabde Next, for
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Table 7.4 Useful patterns and savings in test applicatioe.ti

Number of | Last useful Savings in test
Number | Number | Number useful pattern Fault application

Circuit of FF's of PI's of PO's patterns position coverage time (%)
s27.scan 3 4 1 7 23 100.000 69.56
s208.scan 8 11 2 31 2992 100.000 98.96
s208.1.scan| 8 10 1 38 9612 100.000 99.60
s298.scan 14 3 6 38 313 100.000 87.86
s344.scan 15 9 11 26 182 100.000 85.71
s349.scan 15 9 11 26 182 99.429 85.71
s382.scan 21 3 6 33 394 100.000 91.62
s386.scan 6 7 7 74 1756 100.000 95.79
s400.scan 21 3 6 34 394 98.585 91.37
s420.scan 16 19 2 47 16244 93.953 99.71
s420.1.scan| 16 18 1 59 15552 89.011 99.62
s444.scan 21 3 6 38 273 97.046 86.08
s510.scan 6 19 7 63 1479 100.000 95.74
s526.scan 21 3 6 72 10864 99.820 99.34
s526n.scan| 21 3 6 72 10864 100.000 99.34
s641.scan 19 35 24 53 5691 98.056 99.07
s713.scan 19 35 23 53 5691 91.910 99.07
s820.scan 5 18 19 121 19856 99.529 99.39
s832.scan 5 18 19 119 19856 97.931 99.40
s838.scan 32 35 2 62 9755 85.764 99.36
s838.1.scan| 32 34 1 57 15893 64.662 99.64
s953.scan 29 16 23 103 18306 99.907 99.44
s1196.scan| 18 14 14 141 18473 97.907 99.24
s1238.scan| 18 14 14 147 18473 92.989 99.20
s1423.scan| 74 17 5 75 19449 98.878 99.61
$1488.scan| 6 8 19 150 5089 100.000 97.05
51494.scan| 6 8 19 148 5089 99.203 97.09
s5378.scan| 179 35 49 267 19950 98.682 98.66
s9234.1.scan 211 36 39 290 19567 85.347 98.52
s13207.1.scar 638 62 152 443 19863 95.751 97.77
s15850.1.scary 534 7 150 307 19984 91.616 98.46
s35932.scan 1728 35 320 71 197 89.809 63.96
s38417.scan 1636 28 106 620 19879 94.403 96.88
s38584.1.scar| 1426 38 304 719 19885 95.160 96.38

each pair of useful test vectors, switching activity in tHéTCand the scan path is
computed. We assume a single linear scan chain. As mentiorgettion 7.4, a
major component o8Athat occurs in the BUFFER and the scan path, is intrinsic
in nature, i.e., it remains invariant over a complete tessie®m and is independent
of vector ordering. The intrinsic componentsAdue to scan shift and capturing
the responses in the BUFFER are shown in Table 7.6. To deteram optimum
reordering of useful test vectors, we therefore, considér the variable compo-
nent ofSAoccurring in the CUT and the scan path for every ordered faiseful
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Table 7.5 Energy savings in the LFSR.
Cost of SAin the Total SAin

Circuit SAin the SAin the mapping | the modified| savings (%)| Energy

original LFSR | modified LFSR| mapping logic| (# literals) | logic (ML) | LFSR (3+5)| (2—6)/2
s27.scan| 2316 1037 61 185 1222 47.24
s208.scan 784901 7763 342 1937 9700 98.76

s208.1.scar| 1338742 9469 421 2565 12034 99.1
s298.scan 80006 9952 447 2728 12680 84.15
s344.scan 44787 9310 298 1700 11010 75.42
s349.scan 44787 9369 296 1459 10828 75.82
s382.scan 172935 13281 435 2627 15908 90.8

s386.scan 485417 14720 885 6939 21659 95.54
s400.scan 172935 13254 438 2713 15967 90.77
s420.scan 7954725 21767 529 3724 25491 99.68
s420.1.scar| 7467193 24633 619 4563 29196 99.61
s444.scan 103058 12649 422 2640 15289 85.16
s510.scan 311036 22271 754 5939 28210 90.93
s526.scan 3468273 25972 836 6804 32776 99.05
s526n.scan 3468273 25827 825 6590 32417 99.07
s641.scan 3818782 38766 608 4470 43236 98.87
s713.scan 3818782 38786 607 4421 43207 98.87
s820.scan 4769896 38213 1422 14141 52354 98.95
s832.scan 4769896 38178 1413 14456 52634 98.95
s838.scan 15114313 56628 794 5951 62579 99.59
s838.1.scar| 13984169 46522 639 4818 51340 99.63
s953.scan 10852686 52480 1100 9426 61906 99.43
s1196.scan 7824730 67033 1791 21846 88879 98.86
s1238.scar| 7824730 68701 1791 21427 90128 98.85
s1423.scan 18304013 77295 779 5718 83013 99.55
s1488.scar| 1832949 29089 1593 17395 46484 97.46
s1494.scan 1832949 28850 1557 17215 46065 97.49
s5378.scar| 47336298 733053 3161 48422 781475 98.35
$9234.1.scar 61658727 896855 3292 52314 949169 98.46
513207.1.scal 173384645 3746163 4975 94014 3840177 97.79
s$15850.1.scal 149195549 2533658 3799 65599 2599257 98.26
s$35932.scan 6235825 1594065 841 6523 1600588 74.33
s38417.scal 41575505 12348460 7301 152168 12500628 69.93
s$38584.1.scal 360243110 12719030 8580 187308 12906338 96.42

vectors. Determination of such activity in the scan patlingpge as shown in Sec-
tion 7.4, and that in the CUT can be computed by true-valuelsition inO(T?)
iterations, wherd is the number of useful vectors. We then construct a complete
directed graplG (activity graph) where each node represents a useful tést pa
tern; a directed edge with a weigth{ between from nodg to nodet; is drawn

if the variable component of switching activity occurrimgthe CUT and the scan
path isdij when the test patter is applied following a test;. A minimum-cost
Hamiltonian path irG (or equivalently solving a TSP), corresponds to a reordered
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Table 7.6 Intrinsic (order-independent component) switghactivity
due to useful patterns.

Circuit Scan path Capture Total intrinsicSA
s27.scan 145 93 238
s208.scan 3599 998 4597
s208.1.scan 5402 1795 7197
s298.scan 6979 2533 9512
s344.scan 8800 2327 11127
s349.scan 8720 2524 11244
s382.scan 12178 2779 14957
s386.scan 3927 3977 7904
s400.scan 12337 3038 15375
s420.scan 19091 2673 21764
s420.1.scan 29173 4967 34140
s444.scan 12839 3445 16284
s510.scan 17559 4511 22070
s526.scan 24584 7315 31899
s526n.scan 25156 7605 32761
s641.scan 73604 10768 84372
s713.scan 70670 10640 81310
s820.scan 24823 13424 38247
s832.scan 23725 12171 35896
s838.scan 101053 6394 107447
s838.1.scan 109426 9705 119131
s953.scan 110958 10489 121447
s1196.scan 64924 29069 93993
s1238.scan 66057 22573 88630
s1423.scan 246292 18631 264923
s1488.scan 30821 30096 60917
s1494.scan 27610 25163 52773
s5378.scan 5683786 299625 5983411
s$9234.1.scan 8884279 631840 9516119
s13207.1.scan| 132363299 | 1440921 133804220
$15850.1.scan 75741475 | 1362104 77103579
s35932.scan 140635082 569135 141204217
s38417.scan 870769045 | 5770204 876539249
s38584.1.scan| 1021004396 | 5403604 1026408000

test sequenc® with minimum overall switching activity in the scan path ahe
CUT. We run a very efficient heuristic TSP sol¥2io find a nearly-optimal order-
ing. Based on the ordering, the mapping logic (ML) for the BRS synthesized
using ESPRESSY and SIS’ In Table 7.5, we report switching activitBg) in
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the original LFSR in column 2. Reordering of test patternd arodification to
the LFSR, yield the new values 8fAin the LFSR (column 3), and in the mapping
logic (column 4). The last column in Table 7.5 indicates asigant amount of
total energy savings in the LFSR. The overhead of mapping logerms of liter-
als as computed by SIS is also shown in the table. It is app#ratthe logic cost
is determined by the size of the LFSR, the number of usefuepat, and how
many of them are out-of-consecutive-order relative to thgital test sequence.
A general objective would be to determine a test sequentedtaces switching
activity, and at the same time, requires fewer changes indh&al sequence gen-
erated by the original LFSR. For small-sized circuits, #lative overhead is high
compared to the cost of the CUT, as we have used a 25-bit LFSRever, for
large circuits, e.g., s35932, overhead of mapping logious |

Table 7.7 depicts the reduction of order-dependent comparfeswitching
activity by optimal ordering of useful patterns. In colunthsnd 3, we report
the SA in the scan path and the CUT if the useful test vect@spplied in the
natural order as generated by the LFSR. Our simulation densbnly application
of useful vectors to the CUT via scan path, not the uselesorgonhich are
already skipped by the modified LFSR. The optimal activitieafeordering of
test vectors as determined by the TSP solver is shown in ¢dlim6 and 7. The
corresponding energy savings are shown in columns 8, 9 an@Hi® CPU time
on SUN Ultra 10 (233 MHZz) for solving the TSP is reported in ldgt column.

Table 7.5 shows that most of the energy consumed duringn¢estiwasted
in the LFSR while cycling through states generating usgbesterns, and hence
blocking them at the inputs to the CUT is not enough. The psedamethod
inhibits the LFSR from producing those useless patternstiansl a significant
amount of energy is saved during pseudorandom pattern a@meeven if the
additional energy consumed in the mapping logic is accalfde Table 7.6
depicts a pessimistic observation that a major componegfoifh the scan path
is intrinsic in nature, which cannot be reduced by test vedordering. Table
7.7 shows the energy savings of the variable componentahiey changing the
order.

7.6 Prediction of Energy Savings in the LFSR and the CUT

Comparison of the last column of Table 7.4 to that of Tableréals that the
energy savings in the LFSR is roughly proportional to thetfom of useless pat-
terns. On the other hand, statistical distribution of skiitg activity in a CUT

may be used to estimate a priori the potential energy sawbtginable by test
vector reordering. For each pair of useful test patternsamepuite by simulation,
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Table 7.7 Reduction of order-dependent component of simticactivity by optimal ordering of use-

ful patterns.

SAin the natural LFSR ordef SAin the optimal TSP order|  Energy savings (%) | CPU

Circuit Scan Scan Scan time
path CuUT Total path CuUT Total path | CUT | Total | (sec.)

s27.scar 49 67 116 14 36 50| 71.4%| 46.3%)| 56.9% 58
$208.scarl 958 958 1916 114 759 873| 88.1%| 20.8%| 54.4% 90
s208.1.scal 378 1856 2234 162 1177 1339| 57.1%| 36.6%| 40.1% 99
$298.scarl 340 2317 2657 360 1393 1753| —5.9% | 39.9%| 34.0%| 104
s344.scal 468 2166 2634 468 1580 2048 0.0%| 27.1%| 22.2% 86
$349.scar 156 2289 2445 156 1467 1623| 0.0% | 35.9%| 33.6% 84
s382.scal 567 2687 3254 567 1978 2545 0.0%] 26.4%| 21.8%| 107
$386.scall 325 3920 4245 312 2687 2999 4.0%| 31.5%| 29.4%| 195
s400.scal 621 2747 3368 564 1973 2537 9.2%| 28.2%| 24.7%| 107
s420.scar 875 2688 3563 350 2167 2517| 60.0%| 19.4%| 29.4%| 125
s420.1.scal 952 4638 5590 646 3403 4049| 32.1%)| 26.6%| 27.6%| 146
s444.scar 486 3077 3563 459 2271 2730 5.6%| 26.2%| 23.4%| 104
s510.scal 625 4312 4937 500 3066 3566| 20.0%| 28.9%| 27.8%| 169
s526.scarl 999 6370 7369 1026 4811 5837 | —2.7%| 24.5%| 20.8%| 190
s526n.sca 999 6520 7519 999 5098 6097 0.0%] 21.8%| 18.9%| 189
s64l.scan 1296 8965 10261 216 6890 7106| 83.3%| 23.1%| 30.7%| 138
s713.scal 1296 8762 10058 108 6760 6868 | 91.7%| 22.8%| 31.7%| 133
$820.scarl 648 12798| 13446 672 10737| 11409| —3.7%| 16.1%| 15.1%| 351
s832.scal 600 11543| 12143 624 7672 8296 | —4.0%| 33.5%| 31.7%| 351
s838.scann 1943 6206 8149 1072 5338 6410 44.8%| 14.0%| 21.3%| 173
s838.1.scan 1320 9170 10490 924 7803 8727| 30.0%| 14.9%| 16.8%| 152
s953.scan  2704| 10198 12902| 2652 8162 10814| 1.9%| 20.0%| 16.2%| 255
s1196.scan 2144| 24582| 26726| 1536| 18307| 19843| 28.4%)| 25.5%| 25.8%| 456
sl238.scan 2304| 22684 24988| 1344| 17631 18975| 41.7%|22.3%| 24.1%| 481
sl423.scan 2821| 19689 22510 546| 16739| 17285| 80.6%| 15.0%| 23.2%| 169
s1488.scal 75 28602| 28677 75 13713| 13788| 0.0%| 52.1%| 51.9%| 422
s1494.sca 425| 26889 27314 425| 15745 16170 0.0%| 41.4%| 40.8%| 417
s5378.scan 30388| 298565 328953| 4280| 276382| 280662| 85.9%| 7.4%| 14.7%| 1283
s9234.1.scan 38750| 646794 685544| 39000 559996| 598996 —0.6% | 13.4%| 12.6%| 1418
s13207.1.scap 167480| 1435071 1602551| 167480| 1346817| 1514297 0.0%| 6.1%| 5.5%| 2985
515850.1.scan110124| 1338785( 1448909| 110124| 1208780| 1318904| 0.0%| 9.7%| 9.0%| 1912
s35932.scap 67584| 582776| 650360 67584| 503881 571465| 0.0%| 13.5%| 12.1%| 181
s38417.scan 498212| 5745334 6243546| 496470| 5521566| 6018036 0.3%| 3.9%| 3.6%| 5611
$38584.1.scan598580| 5389292 5987872| 600310| 5169447| 5769757| —0.3%| 4.1%| 3.6%| 7803

its switching activity (distance) in the CUT when these tvaitprns are applied
consecutively. A plot of normalized distance vs. frequeotyectors is then
drawn to estimate potential energy savings. For exampéeplbts for circuits
s832ands9234.1are shown in Figure 7.7. Reordering of test vectorssi@is2
yields 33.5% energy savings compared to 13.4%0in34.1(see Table 7.7) as the
variance of the former is larger than that of the second.
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Fig. 7.7 Distribution of switching activity fos832ands9234
7.7 Conclusion and Future Problems

A new BIST design is proposed for saving energy both in theR.BSd CUT in a
random testing environment. To improve fault coveragehenttraditional tech-
niques of embedding deterministic test vectors for hardetect faults;*~1¢ can
be adopted in the proposed scheme. An open problem in ttassat@find a max-
imal set of consecutive useful vectors in a pseudorandomeseg by changing
the order of fault simulation. Preservation of their ordgrin the final sequence
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will in turn, reduce the cost of mapping logic. Applicatiohtbese techniques to
energy reduction in arithmetic BIS¥12designs needs further investigation. We
also report a very efficient technique of computBWin the scan path for vector
pairs. A significant component of tHeAis observed to be intrinsic in nature,
which given a test set, cannot be reduced by vector reoglerlio reduce this
component, either a different set of useful test vectors iset selected from the
random sequence, or the scan path architecture is to baligdiedesigned. We
are currently working on implementation of both these apphes with a goal to
reduce instantaneous peak power, sustained peak powéotahehergy demand.
Another intrinsic source of power consumption is the clagktircuitry which is
not considered in this work. Finally, these ideas may beulgetlesigning BIST
for IP cores and system-on-a-chip. For such systems, thmaitdescriptions may
not be known, and fault simulation cannot be performed. @¢testing schemes
are reported by Zorian et . However, from a viewpoint of power/energy re-
duction, new BIST designs are needed for core-based syst®agsability of
mapping logic and BIST hardware for different cores on a chipuld preferably
be ensured.
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Chapter 8

New Methodologies for Congestion Estimation and Reduction

Taraneh Taghavi and Majid Sarrafzadeh

Computer Science Department
University of California at Los Angeles
Los Angeles, CA 90095, USA

In this paper we summarize different methodologies whickehzeen proposed
for congestion estimation and reduction in floorplanning placement steps for
large-scale circuits. Moreover, we formulate the probléicomgestion and wire-
length minimization in a given initial floorplan to alleveatongestion in the early
design cycle. A number of flow-based approaches, to conatlyrenove con-
gested regions to non-congested regions, have been ptbpdsese techniques
are highly inaccurate due to interference between the bhockements. Fur-
thermore, large changes in the floorplan will not presergéoreand wirelength
constraints. To solve this problem, we propose a novel @obrby using a min-
imum perturbation zero slack assignment for distributing tongestion while
preserving the wirelength quality of the design. The prepddschnique employs
an effective congestion estimator and uses a variationeoZ 8A for congestion
distribution. Our experimental results show that by apmgiydur method we can
reduce congestion by 40% while having less than 11% inciiedke wirelength
on average.
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8.1 Introduction

Minimizing the total routed wirelength is one of the fundarta goals in VLSI
placement stagk Half-perimeter wirelength has emerged as the most typisal 0
jective in placement because it adequately models the dovielength, espe-
cially for two-terminal and three-terminal nets. In gendre believed that there
is a positive correlation between half-perimeter wiretbrend routed wirelength.
Many successful placement tools are based on half-penimetelength mini-
mization?3

So far, most of the congestion estimation methods perforat-placement
congestion estimation. However in the presence of IP blaleviating conges-
tion after placement may result in abrupt increase in wirgie; therefore, con-
gestion needs to be estimated early enough to guide plat¢¢ormroid generating
highly-congested and hence un-routable designs.

Due to the increasing size of the circuits, many industrigggrated circuits
have very high utilization factor. They have a huge numbéogit blocks inside
the chip area and so congestion is very likely to happen inyraagas of the chip
after placement. If one area of the chip is very congested,viery likely that
most of the wires may need to have a detour around the congaxsa although
no IP blocks are present in that area. Hence, wirelengtmastn may need to
know the congestion map of the circuit, and consider calimgahe detour for the
congested areas. As a result, congestion and wirelenghatstn are dependent
and should be performed concurrently, early in design flow.

In this paper, our main contribution is to study differentthmsologies for
congestion estimation and reduction. Furthermore, weqeep novel congestion
reduction method early in design cycle to improve the gualifloorplanning and
placement.

The remainder of this paper is organized as follows. Sestk@ and 8.3
present an overview of the previous research on congesttonation and reduc-
tion. In Section 8.4, we discuss our new methodology foryearhgestion estima-
tion and reduction. Section 8.5 represents the experirhasgalts. Concluding
remarks are described in Section 8.6.
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8.2 Congestion Estimation

Congestion can be modeled as the summation of lfneaquadratié function
of difference between routing demand and routing resoueeisting conges-
tion reduction techniques include incorporating congesinto cost function of
simulated annealinggcombining a regional router into placement téaind per-
forming a cost placement processing sfepVhile congestion reduction at late
or post placement stage is empirically effective, congestistimate achieved in
early placement stage would be equally valuable.

8.2.1 Overview of Published Work in Congestion Estimation

As VLSI system complexity continues to increase, physiealgh is getting more
and more difficul® Traditional placement tools focus on minimizing total wire
length to obtain better routability and smaller layout atéa Despite the per-
vasive use of half perimeter wirelength objective, thera imismatch between
wirelength and congestion objectives in placemérd;placement with less total
wirelength does not necessarily mean a better layout aftging. Congestion,
an important objective indicating routability, has notwireenough research at-
tention in placement related studies. Dealing with corigess widely addressed
in routing algorithms. However, in most cases, a portiorooting violation can-
not be removed given fixed cell locations. It is of value tosider routability in
placement stage where the effort on congestion reductiarndize more effec-
tive.:3

In order to increase routability of a circuit, a routabilityodel should be con-
sidered and the congestion should be estimated based anddisl. Routability
is usually modeled on a global routing grid on the whole déaain!* the authors
categorize routability modeling into two major categorigspology-free, where
no explicit routing is done, and topology-based, whereinguirees are explicitly
constructed on some routing grid.

8.2.1.1 Topology-Free Modeling

Several methods have been proposed for topology-free mngdef routing con-
gestion. In RISA modeling proposed by Chehtipe routing supply for each bin
in the routing grid structure is modeled according to howehisting wiring of
power or clock nets, regular cells, and macros (macros deereel to as mega
cells) are placed, and the routing demand of a net is modsjdts lweighted
bounding box length.
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The routing resource demand model proposed in this papeasisdoon net
bounding box. The wire crossing at a specific cut line throadfounding box
depends on not only pin count of the net but also the locatfothe cut line.
Optimal Steiner tree is not used for estimating routing deanldecause routers
might not route nets in similar patterns and it is more exjpert® calculate than
bounding box. The probability of having a wire at locatipgy) within a net
bounding box can be approximated by adding up and normidlizgtimal Steiner
trees ofK sets of randomly locateld pins.

While the reduction on the congestion clearly highlights éldvantage of the
model, the proposed approach discards the extensive cesgark on wirelength
minimization, and it significantly degrades the placemeets!.

Methods which use bounding box model for routing estimationstrain the
router to use box boundaries for routing estimafidrObviously, these methods
are used for simplicity and the results9rshow that these models fail to match
with real routers’ behavior. Using probabilistic distrilmn for routing estimation
can also fail to match with real routers’ behavior becaudedts not model routers’
preference for via minimizatioh’:'® Lou et al. propose a net-based stochas-
tic uniform routing distribution model to compute the exggettrack usage and
developed an algorithm for congestion estimafidrin,!’ the authors modified
Lou’s algorithm with calibration data and used it for winefgh estimation.

1 05| 05 1 1 05| 05/ 1

05| 0 0 0.5 05| 0 0 0.5

05| 0 0 0.5 05| 0 0 0.5

1 05| 05| 1 1 05| 05| 1

Fig. 8.1 Routing estimation using BBOX router (a), its castggn map (b), Lou’s model (c), its
congestion map (dy?

In,’® a complete theoretical analysis of different routing catige estimation
methods have been proposed. There, has been stated tleaalhpesthms differ
mainly in their methods of using routing resources and rmutnulti-terminal net.
Let the terminals of a 2-terminal net be located on the cavhaigrid. Suppose we
use the bounding box router and Lou’s model as routing moéeithermore, as-
sume that for each bin, routing congestion is calculateti@sammation of rout-
ing usage over its horizontal and vertical edges. FiguresBalvs the congestion
distribution for bounding box (a) and Lou’s models (c). Tlesulted congestion
maps are shown in Figure 8.1.b and Figure 8.1.d, respegtikedongestion map
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Fig. 8.2 Routing estimation using Lou’s model (a), its castigm map (b), model i (c), its con-
gestion map (d¥°

visually plots the congestion in the design by assigninfeciht colors to differ-
ent congestion levels (A darker color means higher congestivel). As shown
in this figure, these two models behave differently for catiga prediction.

In order to compare Lou’s model with the modeftina more complex exam-
ple must be considered. Suppose two 2-terminal nets, agsindvigure 8.2, are
routed using these two models. In this figure, dark circlpsagent the terminals
of one net and the shaded circles show terminals of the o#fteiThe congestion
distributions using Lou’s model and the modéliare shown in Figure 8.2.a. and
Figure 8.2.c. and their congestion maps are shown in Figix®.8and Figure
8.2.d, respectively. Because the Lou’s behavior for mination, the congestion
value of each central bin in this model is more than the edgmidin in the other
model.

The estimation of both peak congestion and congestionitaision has been
done at early top-down placement stageSpecifically, they estimate the maxi-
mum congestion prior to placement stage. Also they give gestion distribution
picture of the chip layout at coarse levels of hierarchi¢catement flow. Both es-
timates are made based on Rent’s rule, a well known stochastéel for real
circuits.

In order to analyze peak congestion over all the bin bouedarf the layout,
they assume that the circuit is an ideal circuit which diricbeys Rent’s rule.
This ideal circuit is placed using a hierarchical placenflent which is based on
recursively bi-partitioning. On each hierarchical levettee top-down placement,
each sub-circuit is quadric-sectioned into four smalldy-suicuits. A quadric-
section step consists of a vertical bi-partitioning folkmhby a horizontal ong.

In another papel® the authors presented a stochastic closed loop congestion
estimation algorithm for a placed netlist based on routeglsavior. Furthermore,
an efficient congestion reduction technique is proposediwisibased on contour
plotting.

They have calculated the equations for number-bénd paths from bifi, j)
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to bin (n,m) which pass through the horizontal/vertical trgeky). Using these
equations, the authors can estimate the probability ofipgss/-bend path from
a terminal at bir(i, j) to the other terminal at bitn, m) which passes through the
specific trackx, y).

In this congestion estimation method, considering rostbehavior, global
router uses a rip-up and reroute method when it face cortyésteks. When a
track with a routing demand less th@g (congestion avoidance threshold) is the
parts of a layer which cannot be used for routing are calletimg blockages. In
order to present an accurate congestion prediction maaléing blockages must
also be considered during prediction. If a bin is blockesl rituting demand is
distributed among its neighboring bins based on the mbtlel.

8.2.1.2 Topology-Based Modeling

Topology-based methods usually are more accurate thatoppfree methods
since the routing topologies they use have a fairly strongetation with the
topologies a global router generates. These methods, filr eet, a Steiner
tree topology is generated on the given routing gfidDespite their accuracy,
topology-based methods are of higher complexity and thezefmost of the re-
search on this topic focuses on efficiency of topology geimra

A multi-partitioning technique using pre-determined Segitrees for estimat-
ing wiring demand was introduced by Mayrhofer and Lauf&dn this method,
the restriction on the number of partitions confines the grerfince of the ap-
proach.

In another papef® the authors presented two algorithms with logarithmic
complexity for this problem. The first algorithm is a cong@stdriven two-bend
algorithm for two-pin netsl(Z-router). The second algorithm they proposed can
support incremental updates for building a rectilineaiirt&iearborescence tree
(A-tree) for a multi-pin netlficA-tree).

In their first algorithm, thé&.Z-router incorporates using a complex data struc-
ture for finding better routes through applying a binary skarn the possible
routes for a two-pin net. They have shown that, if the bindtrre isgy x gy,
the complexity ofLZ-router to route two-pin nets with coordinates(afj) and
(i+% j+y) is Olog(|X| + |y]) log(g + Gy)).

In their second algorithm, if the grid structure consist$25+ 1) x (2M+ 1)
grids, the circuit is hierarchically quadric-sectionedilugach partition contains
only one single unit. A sub-tree in constructed over eacthitfmar which con-
nects all the pins inside that partition. The lower left aarof the partition is
the root for this sub-tree. As it is shown in Figure 8.3, byursively quadric-
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Fig. 8.3 Anillustration of IncA-tree algorithri

sectioning, arA-tree can be built up such that each pin at locaftialy) is con-
nected to the origin at locatiofD,0) with maxlogx,logy) edges. They have
shown that for am-pin net with bounding box length, the complexity of updat-
ing a non-root pin move i©(LlogL) times the complexity of.Z-router which
ends up withO((logL)?log(gx + gy)). For moving the root the complexity is
O(n(logL)?log(gx + gy)). Due to the logarithmic nature of the above algorithm’s
complexity, the runtime overhead of this congestion costatipg grows slowly.
SincelncA-tree may generate routes with longer wire comparing-teee, it may
overestimate the congestion. So, it is very appropriateseta guide the place-
ment tool rather than final measurement of the placementestiog’*

8.3 Congestion Reduction

While the wirelength minimization is an important goal oapément algorithms,
congestion alleviation is needed during the placement tadagnding up with
un-routable circuits.
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8.3.1 Overview of Published Work in Congestion Reduction

Congestion is an important objective indicating routaypitif a circuit. Dealing
with congestion is widely addressed in routing algorithntéowever, in most
cases, a portion of routing violation cannot be removedrgfied cell locations.
It is of value to consider routability in placement stage vehthe effort on con-
gestion reduction would be more effectit.

Mayrhofer and Lauther propose a congestion-driven placértechnique
based on a new hypergraph multi-partitioning algoritfruring the placement,
the L-way multi-partitioning algorithm is applied recursivedyer several levels
of hierarchy until each placement region contains less theglls.

TheL-way multi-partitioning algorithm uses Steiner trees fog tnodeling of
net topologies, which enables wiring congestion to be takenaccount during
placement. For eachrway multi-partitioning run, we start with an initial parti
tioning and determine the wiring area of each partition. Wiréng area of each
partition is estimated by the amount of crossing nets andl loets. In the iter-
ative improvement stage, the current multi-partitionisgnicrementally modified
by Fuduccia-Mattheyses algorithm. The authors have shbamtihe time com-
plexity of one pass of the multi-partitioning heuristic@§L*p), wherep is the
total number of pins of a circuit. Thus the time complexitytbé algorithm is
linear in the total number of pins.

Parakh et al. integrate congestion estimation into the i@ii@dplacement
framework to alleviate congestion while minimizing wiretgh® In Gordian,
placement generated by minimizing the wirelength metritiésarchically parti-
tioned into regions, and placed with new center of gravitystmints. Before each
successive placement, internal route estimation andmeggsed global route are
performed on each region to estimate supply-demand ratfeese ratios are used
to influence the quadratic placer into growing (or shrinkiregions.

The computation of the growth matrix is based on the congestnalysis of
the current regions. For each region we examine both rostipgly and routing
demand. Routing supply is computed by the region size anlidtizontal/vertical
metal pitch. Routing demand of a region consists of two pantgrnal routing
demand and external routing demand. The former is estintateal line-probe
cost evaluation method. The latter is obtained using a regioter which uses an
A* algorithm to route the global nets on the region-based grdpie difference
between the routing demand and the routing supply of a redéermines the
corresponding value in the growth matrix.

Wang et aP* combine congestion cost into the objective function during
placement optimization. Experiments show that the tranl cost function, wire-
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length, works the best in this case. A two step approach is pheposed to pro-
duce a congestion minimized placement. The first step isditibaal wirelength
minimization stage which can also reduce the congestiobajlip After that, a
post processing stage is used to reduce local congestexd jbé two-stage min-
imization flow is found to be much more effective than minimgcongestion in
one step or to simultaneously minimize wirelength and cestige.

A similar cell inflation technique is used in partitioningdeaf® and quadratic
placement approaché$.Change et ai/ use global routing guided information
for congestion control. This approach is generally comjnally expensive.
IncrementalA-tree routing and efficient data structure help to reducethaing
time cost. Zhong and Dt propose a systematic approach to tackle multiple con-
straints in placement, with application on congestion mn{The essential idea
is to allow violations on the congestion constraints at titerimediate placement
stages.

White space allocation is another way to alleviate congesti placement
orthogonal to above congestion management techniquesatithers proposed a
white space allocation approach that dynamically assigngevgpace according
to the congestion distribution of the placeméht.

8.4 Congestion Reduction in Floorplanning

In this section, we propose a new congestion-driven floarptey method which
uses IP block movement to alleviate congestion. Our floorpteg framework is
based on minimum cut block placement with irregular bin gvié iteratively ap-
ply our floorplanning framework until we satisfy the dengitynstraints. At each
of the iterations, we modify the resultant floorplan to reeowengestion. We im-
pose a bin grid on our circuit and fix the IP blocks which areykighan one bin or
located on the borders of the bins. We show that flow netway&rthms greed-
ily handle this problem by moving the overflow of the congdstegions to other
non-congested regioriS. But, they ignore the effect of conflict of the expanded
congested regions and may result in producing new congasted. Thus, flow
algorithms can just be applied to remove the congestiondarinterfering con-
gested regions. To globally solve this problem, we proposevel approach by
applying a modified version of zero slack assignment fortita namely min-
imum perturbation zero slack assignment. Zero slack assgh algorithm has
been used in the area of timing budget management previoeyshow how to
modify this algorithm to use it for congestion minimizatiparposes. We con-
struct a graph over the congested regions and form a maximdepéendent set
problem to find the maximum non-interfering congested negjiofo remove the
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Fig. 8.4 A window showing part of congestion map.

congestion on these regions, we use a non-interfering mimircost flow algo-
rithm. Furthermore, we apply a minimum perturbation zeazklassignment for
congestion minimization on the set of interfering congestgions. We apply a
minimum perturbation zero-slack assignment formulatiotihs set of congested
regions. Moreover, to pick the best IP blocks to move, we fdate our problem
as a 0-1 knapsack problem which can be solved by an effeatgdtic.

8.4.1 Motivating Examples

In order to remove the congestion, we need a global view ottimgestion map
of a design. Let us consider Figure 8.4. In this figure a smaldew of the
congestion map of a design is shown. Here we can see two dedgegions on
the right and left sides of the window. In the first glance &rss that to remove
the congestion, two congested regions should be expandedithe middle part
of the window which is not congested. Now let us consider thelescongestion
map of the same design in Figure 8.5. As we see in this figuealibve statement
is not true anymore, since the two sides of those congesggohehave plenty of
white space and they should be expanded in the oppositdiditec

Flow algorithms try to distribute congestion by moving thedl€ out of con-
gested areas. The main problem with this category of alyostis that they
greedily try to expand congested regions but ignore theyngemerated congested
regions due to the interfering of the expanded regions. rEi@u6 depicts this
problem. As it can be seen in this figure, there are two cordaggions which
make a new crossing congested region when get expanded. ffosfigroblem
in flow algorithm, new congestion estimation is needed afsah round of aug-
menting flow inside the flow algorithm which is very inefficteoreover, flow
algorithms produce large changes in floorplan which canetetrtbrate the quality
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Fig. 8.5 The whole congestion map of a design; the rectaniifedashed border is the same window
in Figure 10.4.

Fig. 8.6 The interfering flow happens in the crossing of twows.

of wirelength optimization.

These facts imply that flow algorithms are unable to handigestion mini-
mization for interfering regions and furthermore cannaserve wirelength qual-
ity of the design. This fact motivates us to propose new aggres to address the
problem of congestion reduction for the whole design in fidamning step.

8.4.1.1 Previous Work on Floorplanning Congestion Reduction

Recently, some congestion driven methods have been usediplinning stage.
The authors proposed an empirical model for estimating edregestion and em-
bed it into their objective function to reduce wire congesfi' The authors used

a two-stage simulated annealing for congestion reduéfidn.another research,
the authors presented a probabilistic analysis congestatel with considering
irregular bin grid®® In another paper the authors used Lagrangian relaxation to
handle soft module¥: Their method has been corrected and improtedhe
authors use a nonlinear programming method for modularisgdap minimize
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the wire congestioR® The authors have incorporated congestion and timing con-
straints into the optimization cost function of a hieraoahimin-cut floorplanning
frameworks’

In the current research, we have proposed new congestiactied tech-
nigues in floorplanning step based on moving IP block instdaslandard cells.
We have used a min-cut partitioning framework for our floarpling and applied
a novel approach based on zero slack assignment to redugestimm on the
over-utilized bins in the bin grid.

8.4.2 Our Floorplanning Framework
8.4.2.1 Min-Cut Based Floorplanning

Our floorplanning framework is based on iterative min-cusdzh hierarchical
floorplanning3®-3° At each of the iterations we apply a min-cut based partitigni
approach to find the best floorplanning considering wirelenginimization as an
objective. At the end of each of the iterations we apply ourgastion reduction
method to reduce the utilization of each bin in the bin grideyated after min-cut
partitioning.

Min-cut based hierarchical approaches run into trouble ixedtsize place-
ment, when there is a large macro cell that is bigger thanitiheibe at a certain
hierarchical level. The size of both sub-bins has to be eulahve a regular bin
structure. However, the macro is too large to fit into any & slub-bins, even
though the actual area of the macro is equal to the half ofithare that is being
cut. Since each cell has to be assigned to only one bin, wethau#t the macro
either to the left or to the right sub-bin. In order to dealwitacro cells, we give
up the regularity of bin structure, meaning that bins caretdifferent sizes. We
use hMetié® as the partitioner. If there is more than one macro in the bing
partitioned, we pre-assign macros so that they can fit inabebéns they will be-
long to, and perform partitioning for the rest of standariscéf a macro can fit in
neither of the sub-bins, it is pre-assigned to a sub-binrttiaimizes the violation.
When a bin contains only one cell/macro, the bin is no longetitoned but still
can move around during simulated annealing to minimizelesgth.

After each bipartition, bin based simulated annealingsgitace to find a good
location for each partition to be placed in, minimizing tlo¢at wirelength. Be-
cause the bin structure is irregular due to unbalance joauitig, we have to take
care of different bin sizes during simulated annealing. rérae three types of
moves in bin-based simulated annealing: horizontal switeltical switch, and
diagonal switch. These moves switch two adjacent binselbih structure is reg-
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ular, we can freely choose any type of move. However, we nox kanstraints

for these moves: Diagonal switches are allowed only wheitvtioebins have the

same size (both width and height); vertical switches a@adtl only when the

widths of both bins are the same, and horizontal switchesiroaaly when the

heights are the same. The moves that do not satisfy thestraiotsare automat-
ically rejected. When we accept a move, the size and theiposit bins have to

be updated accordingly to keep the bin structure correctreBiricted bin-based
simulated annealing, macro cells can still move around tbdibetter location to

improve the quality. Also, the solution space is limiteddese of the constraints,
resulting in speed-up.

8.4.3 Problem Definition

The main goal is to minimize the utilization of the congestedas after each
round of floorplanning without deteriorating the qualitytb& wirelength of the
floorplanned solution. After each step of min-cut floorplagn we fix the IP
blocks which are bigger than one bin or located on the bordetwo adjacent
bins in the bin grid. To alleviate the congestion we move fAdlocks instead
of standard cells since we get more congestion reductiorugtymoving fewer
number of IP blocks rather than huge number of standard cells

A good metric for estimating the congestion of a design is¢asure its target
utilization as was used in ISPD 2006 placement design cbriths target utiliza-
tion (or density) can be defined as a constraint for the placewr floorplanning
tool. The target utilization should be set higher than thggteutilization which
is a characteristic of the designed circuit. To compute tiization of each bin,
a bin grid is imposed over the whole circuit. The bin overflevdéfined as

BOF = Z MovableAreaBin- BinFreeSpacex TargetDensity Q)

and total overflow is defined as . The white space is defined as

W S= BinFreeSpace& TargetDensity- z MovableAreaBin (2)

for each bin.

Congestion Reduction Floorplanning Problem (CRF):Given a bin grid
with some bins with overflow and some bins with white spacéigbaty WS>
> BOF over all bins, we want to assign the excessive overflow to the Wwith
white space with the possible minimum perturbation.

To solve the problem o€RF, we detect the congested regions by plotting a
contour around each of them. To form the non-interferinggested regions, we
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construct a graph with each vertex corresponding to a céegeegion. Each
edge in this graph is connecting two congested regions if toatours overlap
with each other. We find the non-interfering congested megioy a maximum
independent set algorithm. We construct a graph for all ihe belonging to
the regions of this set and apply flow algorithm to remove thegestion. For
the rest of the congested regions (the interfering onesappdy a modified ZSA
algorithm.

We remove congested areas by distributing IP blocks suchttbdotal over-
flow which is defined in (1) becomes almost zero. To actuallg fire best set of
IP blocks to move we formulate a 0-1 knapsack problem andyagpleffective
heuristic used to solve 0-1 knapsack problem.

8.4.4 Non-Interfering Congested Regions Detection

We try to find the disjoint congestion regions using a maxiniadependent set
algorithm. Each congested region consists of several atilered bins. To detect
the congested areas, we apply the contour plotting meth@ddcontour plot is a
set of level curves of different heights for a function of tvariables. A level curve
of heighth for a functionf (x,y) is the set of all point$x,y) such thatf (x,y) = h.
There are several methods for contour plotting which ardistlussed irt:

After the congested regions are detected by contour pipttire construct a
graph which each vertex corresponds to a congested regilthare is an edge be-
tween two vertices whenever their corresponding regioeslap with each other.
Applying maximum independent set problem will give us theximaum number
of vertices which their corresponding congested regionsadoverlap each other.
It has been shown that a good heuristic for maximum indep®rsse problem is
the greedy approach. More precisely, Tdfashows that every graph with n ver-
tices and an average degregotontains an independent set of size at I%§§t
An elegant proof of Turan’s theorem, due to Erddss easily converted into the
following algorithm for finding an independent set S of sigees the maximum
independent set in at moStm) steps wherenis the number of edges. The details
of this algorithm are shown in Algorithm 1.

After finding the maximum independent &we find all the bins correspond-
ing to the cells insid&. The problem of congestion reduction for non-interfering
congested regions can be viewed as a flow network problem.eAsave shown
in section 8.4.1, the flow algorithms have several probleiitis iterfering con-
gested regions due to their greedy nature. Moreover, if the ftansportation
takes place in the whole chip area, it may lead into large géain the floorplan
which has a large potential to ruin the wirelength qualitiiu$, these algorithms
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can just minimize congestion on non-interfering congeateds. We form a graph

for flow network over all the bins belonging to the non-inggifig congested re-

gions of seS. We apply the minimum cost flow algorithm on this graph. Itsldo

be noticed that to avoid conflicting other congested regitiresoverflow of a bin

we limit the movement of the overflow of a bin to the bins in isghborhood.
Algorithm 1: Maximum Independent Set heuristic

Input: GraphG(V,E)
Output: SetSCV = maximum independent set
SetS=0
repeat

choose the vertexwith smallest degred

Addvto S

Deletev and all its neighbors (and incident edges)
until G is empty.

For the bins in the interfering congested regions, we use @ififad version
of Zero Slack Assignment (ZSA) algorithm namely minimumtpgvation zero
slack assignment.

8.4.5 Minimum Perturbation Zero Slack Assignment for Interferig
Congested Regions

The concept of slack assignment has been completely résehic the area of
timing budget management to increase circuit performaficeing budget man-
agement intuitively translates to relaxing the timing deaists for as many com-
ponents as possible without violating the system timingst@mnts. In the timing
budget management area, the notion of the slack of a modigles t® the upper
bound in the delay increase of that module without violatiregtiming constraints
of the whole circuit. In our congestion reduction problefack of a bin is referred
to the upper bound of utilization increase in each bin withaeolating total target
density of the circuit. Obviously, slack of each bin is lelsart its current white
space.

There have been several papers on reasonably formulatsgrtiblem using
different slack assignment methods ag4rf'® In this section we first briefly re-
view the well-known Zero Slack assignment method, and theericrm it to our
own congestion reduction problem.

Given a graph, ZSA starts with nodes of minimum positivelstard performs
slack assignment such that their slacks become“ekore specifically, at each
iteration, ZSA identifies a path on which all nodes have mimms lacksyn, then
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W(v)/ (V) 0w(v)

u(V)/ 5(v)/ 0v(v)

Us(V)/ $(v)/ 0w(v)

Fig. 8.7 Zero Slack Assignment; a(v), r(v), and s(v) arevattime, required time and slack, respec-
tively.12

a (V) r(v)/ qv)

2/7/5 -_— -

u 3/8/5 4/9/5

Fig. 8.8 Constructed graph for minimum perturbation slaskignment; u(v), s(v), and ov(v) are
utilized space, total space and overflow (slack), respalgtiv

assigns each node an additional bqu whereNmin is the number of nodes on
the path. In Figure 8.7, for example, pdth, v3,va} is first identified, and each
node on the path is assigned an additional delay 5/3. Sldcid wodes in the
figure except, become zero, while slack @% is updated as 5/3. After assigning
additional delay of 5/3 again t@, the algorithm terminates with effective slack
of 20/3 (note that maximum effective slack of Figure 8.7 i%.10

To solve our problem with zero slack assignment we constaudirected
acyclic graph (DAG) over the bins that are not included in itieximum inde-
pendent set we formed in the previous section. Each nodedfithcted acyclic
graphG; correspondsto one of those bins. There is a directed edgesflmn with
extra white space to all the bins with overflow. An examplewdftsconstructed
graph is shown in Figure 8.8.

Since we do not want to deteriorate the wirelength qualitgraongestion
reduction, we need to incorporate perturbation minimiraparameter into the
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modeling of our problem by slack assignment algorithm. R purpose, each
edge needs to have a weight corresponding to the Manhattande of its two
endpoints. In the traditional zero slack assignment allgar; the objective is to
maximize the weighted sum of the slacks. To adjust our foatmh with the
traditional slack assignment algorithm, we define the wisd§leach edgev(u,v)
proportional ton. This implies that the further two nodes (bins) are,
the less the slack (white space) is traversing between timehs@the less the IP
blocks are moved between those nodes (bins). We normalgewdights such
that the summation of edge weights for all outgoing edges\adraex should be
equal to 1. This ensures that the portion of the white spaaebaf which is going

to be assigned to several other bins is distributed amomg gneportional to their
Manhattan distance from that specific bin. So, our problermédation can be
represented as:

Maximize § yeadjw) Slacku, v) x a(u,v) vu
Subject tOZVEAdj(u) G(U,V) =1

After constructing the grapB1, we apply the zero slack assignment algorithm
which tries to assign the white space of the underutilized bd the over utilized
bins considering minimum perturbation constraint. Aftéstassignment is done,
some of the IP blocks inside each bin should move in the rewdirsction from
the over utilized bins to the underutilized bins. The totadaaof the IP blocks
which are moving from one bin to another bin equals to the evhjtace (slack)
allocated from the latter bin to the former bin. The problefwhich IP blocks to
choose is discussed in the following section.

8.4.6 Knapsack Problem Formulation

After we determine the amount of overflow to move out of each e need to
pick the best IP blocks to move out. It matters which IP blogksare choosing,
since it has an effect on the wirelength. Intuitively, if wielpthe biggest IP
blocks, we minimize perturbation and according the wirgtbrincrease due to
the movement of those IP blocks .We use knapsack problenufation to solve
this problem. Knapsack problem is a combinatorial optitidraproblem which
by given a set of items, each with a cost and a value, detesttieeumber of each
item to include in a collection so that the total cost is lésmtsome given cost
C and the total value is as large as possible. The 0-1 knapsablem restricts
the number of each kind of item to zero or one. Mathematichly0-1-knapsack
problem can be formulated as:
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Maximize 3, Pjx;
Subject toy|!_; wjxj <C, xj=0,1V]j

Martello and Toth’ proposed a greedy approximation algorithm to solve the knap
sack problem. Their version sorts the essentials in deioigeasder and then pro-
ceeds to insert them into the knapsack, starting from thiediesnent (the great-
est) until there is no longer space in the sack for more. Tiheiristic gives a
%-approximation algorithm for knapsack problem.

We use the same heuristic for our own purpose. Here the costraint C
for each bin equals to the area corresponding to the overffailvad bin. We
define the value of each IP block equal to its size. The biggersize is the
more valuable an IP block is to move out. This value functiefindtion leads
to more preservation of wirelength since we move smallertmemof IP blocks
which intuitively implies we have smaller perturbationidtobvious that we can
just move the IP blocks whose areas are less than the costaiots.

8.5 Experimental Results

We have implemented the technique proposed in Section 84language. In
order to verify our theoretical results on the real-worlctaits, we picked most
of our benchmarks from the ISPD 2002 placement benchmat&&aind ISPD
2005 placement design contest benchmark $dit&he characteristics of these
benchmarks are shown in Table 8.1. The utilization is thegraage of area of
standard cells over the non-blocked area of chip. We havkeapqur floorplan-
ning tool in macro-cell placement mode on all of the bench® & place all the
macro-cells. Then we did a complete placement and routingplcement and
routing our benchmarks, we used the Magma BlastFusion whialtommercial
CAD tool. We have reported our final congestion and wirelewgth and with-
out applying our method. For measuring the congestion anelevigth we used
Magma BlastFusion tool to report congestion and wirelength

Table 8.2 illustrates the congestion reduction by applyiog floorplanning
algorithm. As it can be seen in this table, we can obtain 40%edese in total
overflow with less than 11% increase in total wirelength.

8.6 Conclusion and Future Work

In this paper we studied the previous research conductedrayestion estimation
and reduction. Moreover, we proposed a new iterative agprfza floorplanning
with the concurrent wirelength and congestion minimizatidjective. Simula-
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Table 8.1 Specification of the Benchmarks.

Test Circuit | # Cells # Net Utilization(%)
Test3 12,997 13,865 61.62
IBMO1 12,282 11,507 79.99
IBM02 19,321 18,429 27.15
IBMO7 45,135 44,394 80.00
IBMO8 50,997 47,944 79.99
IBM09 51,746 | 50,393 80.00

Adaptecl | 211,447 | 211,447 57.32
Adaptec2 | 255,023 | 266,009 55.70
Adaptec3 | 451,650 | 466,758 33.64
Adaptec4 | 496,045| 515,951 27.22
Bigbluel 278,164 | 284,479 44.67
Bigblue2 557,866 | 577,235 37.84

Table 8.2 Congestion Reduction after our algorithm.

Test Circuit Overflow (%) Wirelength
Before | After Dec | Before | After Inc (%)
IBMO1 43.56 | 3.94 | 39.62 2.95 3.21 8.81
IBM02 38.77 | 1.81 | 36.96 5.60 6.12 9.29
IBMO7 2245 | 2.48 | 19.97 | 1298 | 14.56| 12.17
IBM08 56.78 | 3.42 | 53.36 | 14.72 | 15.89 7.95
IBM09 3796 | 3.25 | 3471 | 16.16| 18.4 13.86
Adaptecl | 54.68 | 6.81 | 47.87 | 89.37 | 96.91 8.44
Adaptec2 | 45.88 | 3.67 | 42.21 | 112.12| 1245 11.04
Adaptec3 | 39.06 | 5.33 | 33.73 | 246.35| 273.45| 11.00
Adaptec4 | 67.30 | 9.65 | 57.65 | 212.22 | 240.66 | 13.40
Bigbluel 2478 | 2.89 | 21.89 | 114.66 | 129.06 | 12.56
Bigblue2 55.33 | 6.55 | 48.78 | 196.95| 219.87 | 11.64
Average 4423 | 453 | 39.70 | 93.10 | 103.88| 10.92

tion results show that our approach can reduce congesti@venutilized bins
by 40% while the increase in wirelength is less than 11%. Waisk can be used
in floorplanning step to feed the placemen step with highitjuiborplanned
designs and prevent it from ending up with un-routable deslzecause of over-
utilized regions.
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This paper deals with the channel assignment problem in agumal cellular
network with two-band buffering, supporting multimedia\sees. We consider
the simplest case of a multimedia cellular network dealirity @wnly two differ-
ent types of multimedia signals, where each cell has a sitgeand for each
type. We first derive the lower bounds on the minimum bandwidgjuirement
for assigning multimedia channels to a seven-node subgrifite hexagonal
cellular network. We next estimate the lower bounds on thermim bandwidth
requirement for assigning channels in some real-life Sitna where the rela-
tive values of frequency separation constraints are somerebtricted. Next, we
present an algorithm for solving the multimedia channeigassent problem in
its most general form, using Genetic Algorithm (GA). We theopose a tech-
nique for a clever re-use of the channels, by exploiting #xabonal symmetry
of the cellular network and using only eighteen distincgfrency bands on a
nine-node subgraph of the network. With this concept ofgiegithe channels,
we first find the required frequency separation constraimeng the channels
to be assigned to the different nodes of the network, and ukerour proposed
GA-based algorithm for assigning the multimedia channaisife complete net-
work. Experiments with different values of the frequencpaation constraints
show that the proposed assignment algorithm convergesrapigily and gen-
erates near-optimal results with a bandwidth pretty closeur derived lower
bound.
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9.1 Introduction

Mobile services constitute the fastest growing area ottatemunication that al-
lows access to information super-highway using wirelessoik environment. In
a wireless environment, the radio frequency spectrum isieceaesource which
must be utilized with the objective of increasing networgaeity and minimizing
interference. The geographical area under the serviceidarha mobile cellular
network is divided into a number of cells, typically hexagbin shape. Whenever
a mobile cellular network is established, each cell is a&siga set of frequency
channels to provide services to the individual calls of tedt The Channel As-
signment Problem (CAP) for such a network is the task of assigfrequency
channels to the calls satisfying some frequency separatiostraints with a view
to avoiding channel interference and using as small barttvaisl possible.

A lot of research work has already been done on the optimarasent of
channels:911-14 The available radio frequency spectrum is divided into non-
overlapping frequency bands termed as channels. The fnegumnds are as-
sumed to be of equal length and are numbered 8203, .. ., from the lower end.
The highest numbered channel required in an assignmentepnab termed as
the required bandwidth. The same frequency channel maysignasl to different
cells (reused) if they are at a sufficient distance, with@auising any interference.
For avoiding interference, the assignment of channelsldrsatisfy certain con-
straints: i) co-channel constraint, due to which the sanagél is not allowed to
be assigned to certain pair of calls simultaneously, iipa€elipt channel constraint,
for which adjacent channels are not allowed to be assigneertain pair of calls
simultaneously, and iii) co-site constraint, which impli@at any pair of channels
assigned to calls in the same cell must be separated by incentaber

The cellular network is often modeled as a graph and the pnoldf chan-
nel assignment is mapped to the problem of graph colorindgtsimost general
form, the channel assignment problem (CAP) is NP-compfetés a result, re-
searchers have attempted to develop approximation aigasitor heuristic ap-
proaches using genetic algorithfs'1314heural network¥’ or simulated an-
nealing to solve the problem. While using genetic algorihinis quite possible
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that an optimal assignment has been achieved, but is najmexam, if we do not

have a prior knowledge about the optimal bandwidth requérnOn the other
hand, a prior idea about lower bounds on bandwidth will helprioceeding to-

wards the ultimate goal and will also provide us an idea alimipperformance
of the algorithm used. In case of neural network and simdlatenealing ap-

proaches, the techniques start from known lower boundsrapdove the result

in each iteration. Therefore, in all these approaches,gkigemely necessary to
have an idea of the lower bound on the bandwidth needed fagittea channel

assignment problem.

In,*® Gamst presented some lower bound on the bandwidth for chasne
signment problems in general for only one type of signal.al €@hung and Choi
presented some new results on the lower bound on bandwidfhirmproving the
results by Gamst. Authorsimproposed some new lower bounds on channel band-
width, taking the regular geometry of the cellular netwoBkl[1] into account.
They considered hexagonal cellular networks where evdhhas a demand of
only one channel with 2-band buffering restriction, i.@g thannel interference
does not extend beyond two cells. All these results perteamly one type of sig-
nal communication throughout the network. However, thet gexeration (4G)
wireless network aims at supporting multimedia to meet thmahds for vari-
ety of services, e.g., voice, video and data at any time ajptate. Multimedia
clients require larger bandwidth to meet the QoS guaraotegdeo applications,
whereas services like voice or e-mail requires smaller wadttl. Thus a mobile
cellular network, supporting multimedia services, mustgsfrequency channels
of different bandwidths to different types of service catla particular cell.

We first develop here a general model for channel assignmentéllular net-
work for multimedia signal communication. We then deriverdo bounds on the
required bandwidth for assigning channels for a restrietedronment where only
two types of multimedia signals will be used. A preliminamsrsion of this ap-
proach appeared #f.In general, as mentioned before, different types of multime
dia signals may require different bandwidths for commutidceover the network.
However, we still assume that the total frequency band igldi/into a number
of smallest size channels numbered a%,D,.... Hence, a signal of a specific
type may need to be assigned one or more such adjacent chamnaintain the
QoS. For example, a call request for voice communication beagssigned only
one channel, while a call request for video communicatioy p@ssibly need a
number of adjacent channels to be assigned for maintaihengequired quality of
service. The difference between the center frequencidediands (a set of adja-
cent channels) assigned to different calls will, of coubseappropriately chosen
to avoid channel interference. We also assume here thatcedidims only a sin-
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gle demand for each type of signal, with 2-band bufferingrieton, i.e., channel
interference does not extend beyond two cells.

We next estimate the lower bounds on the required bandwidthgsigning
channels in some real-life situations where the relatiMaesof the frequency
separation constraints are somewhat restricted. We negépt an algorithm for
solving the multimedia channel assignment problem, in istrgeneral form, us-
ing genetic algorithm (GA), under the condition of 2-banéféing and with only
two types of multimedia signals where each cell has a singeahd for each type
of signal. We then show that this general approach can caewiynbe applied to
our network model, by exploiting the symmetric nature of lexagonal cellular
structure, to assign the frequency channels with a verylssratution time. To
achieve this, we select a subset of only nine nodes of theanktand propose a
clever technique of re-using the frequency channels sobhaépeatedly using
only eighteen bands (two bands for each node for assignitigtpppes of multi-
media signals), the required assignment for the whole métean be completed.
For this purpose, we first find the required frequency sefmarabnstraints among
the channels to be assigned to the different nodes of theonletand then use our
proposed GA-based algorithm for optimally assigning thdtimedia channels
for the complete network. Experiments with different valoéthe frequency sep-
aration constraints show that the proposed assignmentitaligioconverges very
rapidly and generates near-optimal results, with a regyliandwidth pretty close
to our derived lower bounds.

The paper is organized as follows. In Section 2, we presengyhtem model
for formulating the multimedia channel assignment problétations and ter-
minologies used have been discussed in Section 3. The lovurds on the re-
quired bandwidth under various conditions have been derared estimated in
some real-life situations in Section 4. The GA-based aftgorifor solving the
multimedia channel assignment problem, in general, hastteen described in
Section 5. Finally, the proposed channel assignment tgakrfor the hexagonal
cellular network with re-use of channels is presented irti&ed®, followed by
conclusion in Section 7.

9.2 System Model

We first note that when we assign varying number of adjaceamiméls to differ-
ent types of multimedia signals to maintain the requiredituaf service, the
frequency gaps between two adjacent call assignments ladlllze different de-
pending on the pairs of signal types associated with theseais. For example,
let us assume that a voice signal needs only one channek whildeo signal
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needs a band containing 6 adjacent channels. Suppose we absinnel 1 to
call 1 for a voice signal. Now, if the adjacent channel 2 isgased to call 2 for
another voice signal, then the frequency separation betwesse two calls (in
terms of channel numbers) will be 1. Instead, if call 2 wasafeideo signal and
the adjacent channels 2, 3, 4, 5, 6 and 7 are all assigned 1, ¢taén the center
frequency for call 2 will be taken as channel number 4.5 (e¢pbint of channels
2to 7), and hence, the frequency separation between catld 2 will be the gap
between the center frequencies of the bands allocated tavthealls which will
be computed as 4.5 - 1 = 3.5. Similarly, if adjacent chann&sasigned to two
video calls, their separation will be 6.

Let us define a functiomidpointon a set of consecutive positive integers
(including zero) which delivers a value equal to the averEgleese integer values.
Thus,midpoint{2, 3, 4,5,6, F=4.5

With all these ideas, we now describe the general model foesenting the
multimedia channel assignment problem in a cellular mafg®vork by the fol-
lowing components:

1) AsetX of ndistinct cells, with labels @,2,,n— 1.

2) A set of distinct channels numbered a4 @2, . ...

3) t different types of multimedia signals denotedfyTs, ..., T;, where a signal
of type T; requires a bandwidth dW;. That is,BWy, number of adjacent
channels need to be assigned to a signal of Type

4) A demand vectoW = (w1, Wiy, ..., Wi ) for cell i, wherewy represents the
channel demand of célifor the multimedia signal of typ&.

5) Achannel assignment matrix= (@), wheregjx represents the set of chan-
nels assigned to cajlof typekincelli (0<i<n—21,1<j<wy,1<k<t)
with the required bandwidth, i.€@ k| = BW,.

6) Afrequency separation matrx= (Cij k) wherec;j i represents the minimum
frequency separation requirement between the centerdrmigs assigned to
a call of typeT; in cell i, and a call of typ€l; in cellk, 0< i,k <n—1and
1<l <t

7) A set of frequency separation constraints specified by ggpiency separation
matrix as follows:
|mid point{(nljlkl} — mid point{m2j2k2}| > Cilkl,i2k27Vil7i27 i1, 2, K1, ko (ex-
cept when botly =i andj; = j»).

Example 1: Suppose there are two calls, one from cell 1 and the other
from cell 2 of the cellular network. Let the call from cell 1 @ type T, and
needs only one channel while that from cell 2 is of tyipeand needs 6 adjacent
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channels. If channel 1 is assigned to the call from cell 1)evhiband consisting

of six channels e.g., 3, 4, 5, 6, 7 and 8 are assigned to théraallcell 2, then
midpoin{3,4,5,6,7,8} = 5.5, and hence, the frequency separation (in terms of
channel numbers) between these two calls will be 5.5 - 1 =l4the minimum
separatiorciy 22 between these two calls is specified as 5 to avoid interferenc
then either of these two calls should be shifted by assigdiffgrent channel
numbers, so as to satisfy this minimum separation of 5 cHanne

9.3 Notations and Terminologies

We consider here the simplest case of a multimedia cell@twark, where there
are only two types of multimedia signals and each cell hastalemand for each
of these two types. Let us denote these two types of multiangidnals ag; and
T,, where the typd; signal will need more bandwidth than type signal. We
also consider a 2-band buffering system in which there isiterfierence between
calls in two cells which are more than distance two apart.

For simplicity of notations in our following discussionst lthe two types of
multimedia signals be denoted &s= A andT, = B, respectively. The bandwidth
BWi needed for a typd call is assumed to be larger than the bandwigis
needed for a typ® call. Also, the required frequency separations for avadin
interference in a 2-band buffering system will be denotefbbews :

e Let 55,5 ands, be the required frequency separations between two Aype
calls in the same cell, in two cells at distance 1 apart andceils at distance
2 apart, respectively.

e Letg),s| ands, be the required frequency separations between two calls, on
of type A and the other of typ®, arising in the same cell, in two cells at
distance 1 apart and two cells at distance 2 apart, respctiv

e Lets),s] ands; be the required frequency separations between two catls, bo
of typeB, arising in the same cell, in two cells at distance 1 apartandells
at distance 2 apart, respectively.

Becaus®Wx > BWs, we assume thah > 5, > 5,51 > S, > 5] ands; > 8, >
s;. We further assume thag > s; > 5,5, > s, > s, andsy > 5] > 5.

We represent the hexagonal cellular network by a cellulaplygwhere each
cell of the cellular network is represented by a node and tedes have an edge
between them if the corresponding cells are adjacent to ether. \We consider
a seven-node subgraph of the cellular graph as shown in Bigwéth d as the
central node from which every other node of the subgraph iisthnce one.
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Every node in this subgraph is within distance two from eaitteio and hence,
no frequency reuse is possible within this subgraph. Theshandwidth required
for assigning channels in this subgraph will give a lowerrmban the bandwidth
requirement for the whole cellular network.

a b

f 9

Fig. 9.1 Seven-node subgraph of a hexagonal cellular nktwor

We denote the channel numb@mnsy + nNpsy + N3Sp + Nas,y + NsS; + NS, +
N7y + Ngs| + Ngsy) by a 9-tuple(ny, N2, N3, N4, Ns, N, N7,Ng, Ng), Wheren;,i =
(1,2,...,9) are positive integers (including zero). Further, we supsthe above
expression with eithef or B, if the channel assigned to a particular node is of
typeA or B, respectively.

Example 2: A frequency channel allocated to a node for a typeall can be
expressed a@11Sp + NSy + N3Sp + Nasy + NsS) 4 NeS, + N7y + NgSy +NgS) ). Sim-
ilarly, a frequency channel allocated to a node for a tBpmll can be expressed
as(niSo + N2Sy + N3 + Nasy + NsS; + N6, + N7y + NgS| + NoS; ).

A typical assignment order for assigning channels for #x@ad typeB calls
to the nodesiy, up, us, . .., up will be indicated by the notation

Up U2 U3z -+ Up
( TTT-- T )
whereT can assume a value from the $4t B}, and each node in the sequence
(ug,u2,us,...up) will appear exactly twice, once for typeassignment and once
again for typeB assignment.
Example 3: Let us consider the seven node subgraph of a hexagonalazellul

network where each node has a single demand for each ofAyged typeB
signals, then a typical assignment will be indicated by thtation

dafecbgafecbd
ABBBBBBAAAAARB)’
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where bold faces have been used for the assignment of theakeatled in the
seven-node subgraph of Fig. 9.1.

9.4 Lower Bound on Bandwidth

In this section, we derive lower bounds on the required badithwfor as-
signing channels to one call of each type to each node of thenseode
subgraph of Fig. 9.1, for different relative values of theneniparameters

S0, 51,52, 50,1, 5, %0+ S, 2

To start with, we first state the following result.

Lemma 9.1 The minimum bandwidth for allocating one band for each type o
calls at every node of the seven-node subgraph must comedpdhe assignment
of a band containing either the lowest or the highest chanoeiber to the central
node.

Proof: Any two nodes of the seven-node subgraph is within distamodrom
each other. Therefore, to avoid interference, any two feeqy bands assigned to
two nodes of the subgraph must be separated by at leastihen there are type
A calls to each of the nodes, 8}, when there is typé call in one of the nodes
and typeB in the other, and iii)s], when there are typB calls to each of the
nodes. That is, there will be an unusable minimum band gag,dfefore and
after the frequency band assigned to a node, where no fregeeannels within
the gaps can be assigned to any other node of the subgrapid{mgcthe node
itself). When the node is assigned the lowest or highesufrrqy channel, then
one of these band gag§ is not required, since one of these forbidden band gaps
will then lie outside the range of the usable frequency band.

Similarly, when a frequency band is assigned to the centrdénvhich is dis-
tance one from every other node of the seven-node subgtegk,must be at least
a band gap o#/, before and after the band assigned to the central nodegler or
to avoid interference. That is, there would be a minimumifiabn gap o, be-
fore and after the band assigned to the central node, whefregqueency channel
within the gaps can be assigned to any of the nodes of theapib¢including the
node itself). When the central node is assigned the lowebighest frequency
channel, then one of these forbidden band ge{pis not required as it will lie
outside the range of the usable frequency band.

Sinces; > s, it follows that we can have more savings in band gap and have
more number of usable frequency channels if the lowest ohifjleest channel
number is assigned to the central node, rather than any otuer of the seven-
node subgraph. |
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Thus, by lemma 9.1, either the lowest or the highest numbaradnel must
be assigned to the central node so that we would have moreerunhlusable
channels for the remaining assignments. Further, d8Wjg > BWs, and hence
s1 > 8] > 9], we get a stronger result as follows.

Lemma 9.2 The minimum bandwidth for allocating one band for each type o
calls at every node of the seven-node subgraph must comegpdhe assignment
of a band containing either the lowest or the highest channetber to a type A
call at the central node.

Proof: The total amount of the forbidden gaps on two sides of the laand
signed for the call of typé to the central nodd will be at least &), while that
on two sides of the band assigned for the call of tip® the central node is at
least /. Thus the total unusable gaps on both sides of these two basiged
to the central node will be(8; + 5/). If only the band for the typd call falls on
one extreme (containing either the lowest or the highestélanumber), then the
amount of unusable gap (after allocating bands to the thizateroded) reduces
to s} +2s;. On the other hand, if only the tyf@call is assigned a band on one
extreme, then the total amount of unusable gap reduces to<. Sinces| > ¢/,
the minimum bandwidth assignment must correspond to thatsin where the
typeA call at the central node is assigned a band containing either the lowest or
the highest channel number. O

We now look into the assignments of only the six peripherdia@ssignments,
disregarding the presence of the central node for the tirmgbt investigate the
order of assignments of these peripheral nodes amongsséhess for the mini-
mum bandwidth. Later on, we would combine our observatiortsath the central
node and the peripheral nodes to derive the results for themaim bandwidth re-
quirement.

9.4.1 Assignment of Peripheral Nodes

We first divide the six peripheral nodesh, c,e, f andg in two setsP andQ, such
that any two nodes within a set is distance two apart from edloér. Let these
two sets bé®> = {a, f,e} andQ = {b,c,g}. Then for every nodac P = {a, f,e},
there is exactly one node @, which is distance two apart from
Example 4: Nodea € Pis at distance two only from the nodec Q. Similarly,
nodef € P is at distance two only from the notbec Q, and so on.
We mustvisit each node of the two selsandQ twice for assigning channels
of type A and typeB signals to each of the nodes. We can start assigning channels
to peripheral nodes in the following possible ways:
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i) By visiting all the nodes once in a set, sRynext visiting all the nodes in set
Q, followed by the second visit to all the nodes in the similaarmer in the
order of eitheiPQor QP.

Example 5: Let the order of assignments of the peripheral nodes be ddnot
as

afecbgafech
TTTTTTTTTTTT’

where each peripheral node has appeared twice in the ab@yeaadT as-
sumes the value from the sgA B}. For a particular node, once = A for
type A signal and next = B for type B signal assignments. In this example,
the assignment is done by first visiting all the nodes inPsgir Q), then all
the nodes irQ (or P) and so on.

i) We visit all the nodes twice in a set, sBy(or Q), then visiting all the nodes
twice inQ (or P) as shown below in Example 6.
Example 6:

afeafecbgch
TTTTTTTTTTTT

The assignment is done here by visiting all the nodes iR $@ice in succes-

sive two rounds, then visiting all the nodes in @twice in next two rounds.
iii) We visit one or few nodes once in a set, $afor Q), then visit one or few

nodes inQ (or P), and so on. However, when we assign a band to a mpde

say inQ immediately after assigning a node P, then the required band gap

will be minimum, if u andv are at distance two from each other.

Example 7:

afbgcbgceaf
TTTTTTTTTTTT

In this example, we assign nodegy andc of the setQ, immediately after
assigning nodea and f of the setP. Heref is the last node assigned in the
setP, and the nodé of the setQ is distance two apart from the node We
next assign bands to nodes of the @dior the second round. Nodeis the
last node assigned in the g@tand nodee of the setP is distance two apart
from c. We next start assigning channel to neds the setP, and so on.

We now consider below different situations arising out & #ssignments of
bands to these peripheral nodes where, without loss of angrglty, we start
with assigning the first band (containing the lowest chanoehber) to node.
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Case 1: s+, < 29,.

We consider two subcases as below.

Subcase a)The lowest frequency band is assigned to the #pall at node
a.

Here, to reduce the total bandwidth, the next frequency lcandbe assigned
to a typeB signal of another node with the minimum gapshf After this, type
B calls at other nodes may be assigned successively with anmmiband gap of
s,, followed by assigning the typa calls at all the nodes excepting the nade
An example assignment order following this approach mayiengas follows:

afecbgafech
<ABBBBBBAAAA3

The consecutive band gaps for the above assignment ordgy, sfes), s, s,
$,S,, S, 2, %2, S respectively, giving rise to a total bandwidth equal $9-4 2s, +
5s; = BWp, say.

As an alternative, after assigning the first band to the repdee could also
assign typeA calls to a few more nodes, but not all nodes, followed by tBpe
calls of all the nodes, followed by typ&calls of the remaining nodes. A typical
example situation with this scheme may be as follows:

afecbgafech
(AAABBBBBBAA%

The resulting consecutive band gaps 81,5, Sy, Sy, Sy, S, Sy, S, 2, Te-
spectively, giving rise to the same total minimum bandwiftBW, = 4s; + 23, +
5s;.

However, it is interesting to note that if, after the assigminof the typeA
call to nodea, typeA calls of all other nodes are successively assigned, followe
by type B calls of all the nodes, then the consecutive minimum band galb
bes,$,9,9.%9,%,.5.5,S,,S,,S, respectively, with the total bandwidth greater
than or equal to & + s, + 55; = BW > BWp, ass; > s,.

We could, however, try to reduce the bandwidth by some clamgthe as-
signment order

afecbgafech
ABBBBBBAAAA

so that a band gap & is replaced by, or s;.
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Thus, interchanging the assignment for type A and type Badsgof nodesin
the assignment order, we get the following assignment order

afecbgafech
ABABBBBABAA

As we see in the above assignment, we replaced two band gapamnd two
band gaps o] by four band gaps of,. Instead of the node, if we would have
interchanged the assignments for typand typeB signals of node thé&, then we
would have got the following assignment order with some eissed changes in
the node ordering so that consecutive band assignment&adonie with nodes at
distance two:

afefagbcech
ABBABBBBAAA

In this arrangement, we have replaced one band ggpasfd one band gap of
s, by two band gaps o,.

We thus see from the above two examples that the replacerheatb band
gap ofs, by one withs, is associated with deletion of one band gapaind
addition of another band gap &. That is, in effect, the band gaps of a total
amounts; +s; is replaced by &. Sinces; +s; < 2s,, such a replacement leads
to higher bandwidth requirement th&i\p.

Subcase h: The lowest frequency band is assigned to the §pall at node
a

Here, we first consider one possible assignment order witaBycalls of all
nodes successively assigned with consecutive band gapsfollowed by typeA
calls of all nodes. An example assignment order may be asafsll

afecbgafech
BBBBBBAAAAA

The resulting minimum bandwidth comes out to Isg-5 s, + 55 = BWM.

We can also have an assignment order, where after assigrped3tcall to
few, but not all nodes, we assign typecalls to all peripheral nodes, followed by
type B calls to the remaining peripheral nodes. We get the follgvaasignment
order:

afecbgafech
BBAAAAAABBB

The above assignment order gives rise to a total minimumusigttlal of 5s, +
2s,+4s; = BW,, say. Note thaBW, > BW.
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As in subcase a), we can also try to reduce the required bttty suitable
changes in the above assignment order, if a bandsgapuld be replaced either
by s, or by s;. However, by the same logic as given above in subcase a)asuch
attempt will not be beneficial sine@ + s, < 2s,.

Thus, considering both the subcases, the minimum bandwéadthirement for
S+, < 25, is given byBWs.

Case2s+s, > 25,

In this case also, w.l.0.g., we can start with assigning tiselfiand containing
the lowest channel number to noaeConsider again the assignment order:

afecbgafech
ABBBBBBAAAAA

We can now interchange the assignment orders of the @aatethat two band
gaps ofs; are deleted (without creating any new band gagpfNote that instead
of the nodeg, if we would have chosen the noddor interchanging its orders of
type A and typeB assignments, then although a band gag,afiould have been
deleted, a new band gap sf would also be created in the new assignment or-
der, with no eventual savings in the required bandwidth. Bajcally we need
to interchange the assignment orders of every alternatesiadhe above assign-
ment to effect the reduction in the total bandwidth. By faling this process, we
can finally arrive at a situation as follows, by finally redugithe bandwidth to
10s, + s,, when there will be no band gap sf in the overall assignment:

afecbgafech
ABABABBABAB

It is also important to note that the above assignment oroletains two con-
secutive bands assigned to two typealls to achieve the minimum bandwidth.

If, instead of the typé\ signal, we start with assigning the first band to nade
for typeB signal, then we can start with an assignment order as follows

afecbgafech
BBBBBBAAAAA

If we now similarly try to replace a band gap sf by s, through suitable
changes in the assignment order, then we would finally aatvile following
assignment:

afecbgcbgaf
BABABABABABA"

The required bandwidth in this case iss}Iwhich is larger than or equal to
the bandwidth of 18, + s, in the previous case. Following the above, it is also



174 B. P. Sinha and G. K. Audhya

possible to have one more assignment order where we sthragstgning the first
band to a node for typB signal and end up the assignment with assigning the last
band to a node for typB signal. We then have the assignment order as:

afecbgafech
BABABAABABAB’

In the above scheme, there are two consecutive bands agsmmedes for
two typeA calls, giving rise to a bandwidth of $0+ s,, which is larger than or
equal to the bandwidths &1

All these discussions lead to the following result aboutabsignment of pe-
ripheral nodes.

Lemma 9.3

The minimum bandwidth assignment of the peripheral nodassef’en-node
subgraph corresponds to the following situations:

i) For sj + s, < 2s,, frequency bands are assigned first to type A calls at one
or more (but not all) peripheral nodes, then to type B callaléthe six peripheral
nodes, followed by type A calls at the remaining nodes, givise to a total
bandwidth ofds, + 2s, + 5s;.

i) For s +s, > 25, frequency bands are assigned first to type A call at some
node, and then alternatively to type B and type A calls in suetay that the
assignment ends with a type A call, giving rise to a total haidth of10s, + s,.

9.4.2 Assignment of the Central Node and the Peripheral Nodes

We now consider the entire assignment of the seven-nodeapingf Fig. 9.1. By
Lemma 9.2, we must assign a band containing the lowest @hitfhest) channel
number to the typé call at the central nodd for keeping the bandwidth min-
imum. Without loss of generality, let the frequency bandtaoring the lowest
channel number be assigned to the typeall atd. Hence, the other band as-
signed tod must be for the typ® call and it may lie anywhere in the assignment
order. We consider different assignment orders for perglh®des along with
the assignment for the central nodlas given below.

Case 1 Whens, + 8 < 25,.

First, we consider the minimum bandwidth assignment orfterthe periph-
eral nodes and try to place the band for assigning theByqad! of the central node
d at a suitable position in that order. To do this, considet éitypical assignment
order as follows, without the assignment of typeall at the nodel. We divide
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the assignment order into subsequences denoted as 1, 243%arghown below.

d afecbgafecbg
A AAABBBBBBAAA
~N N
1 2 3 4
The typeB call at the central node can now be allocated a frequency band in
any of the following seven places:

i) in between the subsequences 1 and 2,
i) within the subsequence 2,

iii) in between the subsequences 2 and 3,
iv) within the subsequence 3,

V) in between the subsequences 3 and 4,
vi) within the subsequence 4,

vii) on the right of the subsequence 4.

Subcase)i: If the typeB call is allocated a band in between the subsequences
1 and 2, then the assignment looks as follows:

ddafecbgafech
ABAAABBBBBBAA

The consecutive band gaps a®,s|,$,9.%.5,5,5:5,5:S,%2,,
respectively with the total bandwidth 8 = 5+ S| + 45, + 25, + 55.

Subcase ji: If the typeB call is allocated a band within the subsequence 2,
then the assignment looks as follows:

dadfecbgafech
AABAABBBBBBAA

The consecutive band gaps in this case &,,s,,%,%,,5,,%,S,,S,
S).S,, %2, S, respectively with the total bandwidth 8, = s, + 2s) + 35, + 25, +
5s;.

Subcaseiii: If the typeB call is allocated a band in between the subsequences
2 and 3, then the assignment looks as follows:

dafedcbgafech
AAAABBBBBBBAA

The resulting consecutive band gaps @®€$.%.5.5.%.%,.5,5,5,
S,, S, S, respectively with the total bandwidth B = s+, + ] + 4+, +5s;.
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Subcase iy: If the typeB call is allocated a band within the subsequence 3,
then the assignment looks as follows:

dafecbgdafech
AAAABBBBBBBAA

In this case, the consecutive band gaps sr&,%,S,.$5,S,,5/,5,S,,
$5,S,, S, S, respectively giving the total bandwidth Bf = s; + 25| + 4s, + 25, +
4s;.

Subcase v If the typeB call is allocated a band in between the subsequences
3 and 4, then the situation will be similar to subcase iii)\&with the resulting
bandwidth ofBz = s; + S| + ] + 45+ S, + 58;.

Subcase vi: If the typeB call is allocated a band within the subsequence 4,
then the situation will be similar to subcase ii) above, whith resulting bandwidth
of By = 81+ 2s; + 38+ 25, + 55,.

Subcase vji: If the typeB call is allocated a band on the right of the subse-
guence 4, then the assignment looks as follows:

dafecbgafechg
AAAABBBBBBAAA

The resulting consecutive band gaps a1es,$,%,.5,,5,5,%,5,%,%,
$,9,, with the total bandwidth oBs = s, + S| + 45, + 25, + 55.

Assignment orders and the resulting bandwidths for allersegcases corre-
sponding to the minimum bandwidth assignments of peripinedes are summa-
rized in Table 9.1.

Next, we also see whether the non-minimum bandwidth assghmrders
for peripheral nodes as discussed in the earlier sectianbegeneficial, when
considered along with the central node assignments undeottditions, + s, <
2s,. With the band containing the lowest channel number asdigméhe typeA
call of the central nodd, a typical assignment for this case without the tiaull
of the noded will look as follows.

d afecbgafechg

A BBBBBBAAAAAA

~—
1 2 3

We have divided the assignment order into different subsecgs as marked
above.
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Table 9.1 Summary of complete assignments o) < 25, with minimum
bandwidth ordering of peripheral nodes.

No. Assignment order Bandwidth
VT P I L s

2 | nmbAnBBEBoEAAL AR IR
* | nnAnBoosoBEAns BTG
* | AnAnooBBasaAns BT E e
S | AnAABBaBEBBANS BRI S
© | AnAnBBasssABAs U AR IR
T | AmanBBaassAaas USRS

Now the second band for the tyfecall of the noded can lie in any of the
subsequences 2 or 3, or between the subsequences 1 andejugrzes 2 and
3 or on the right of the subsequence 3. Different possiblé sissignment or-
ders for each of the representative cases along with thereepbandwidth are
summarized in rows 1 to 6 of Table 9.2.

We next consider the other non-minimum bandwidth assignoreler for pe-
ripheral nodes and assign the band containing the loweshehaumber to a type
A call at node d as follows:

d afecbgafecbg
A BBBAAAAAABBB
N ————
1 2 3 4
We divide the assignment order into different subsequeincasimilar man-
ner where the second band for the typeall at noded can lie within any of the
subsequences 2, 3 and 4, or between the subsequences 1 asdil?senuences
2 and 3, or subsequences 3 and 4, or on the right of the subs=xjde We have
compared different possible such assignment orders for @fatbe representative
cases and the only assignment order corresponding to thenarim bandwidth
assignment is given in row 7 of Table 9.2.
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Table 9.2 Summary of complete assignments $p#- ) < 25, with non-
minimum bandwidth ordering of peripheral nodes.
No. Scheme Bandwidth
1| AoaonnaaAAAAAs BToE TGS
T I P L .
* | nasnnnooananan BRI
* | Aoooonaasannnd o H eI
S | Amsaanaaaaaans BoE1mIS
© | oonnnnoaaanans BT E g
" | AosaananAaBBaE HoStETHIE

Table 9.3 Summary of complete assignmentssfos s > 2s, with mini-

mum bandwidth ordering of peripheral nodes.

No. Scheme Bandwidth
ddafeafecbgbcg

1 =5+ +10s,+5;
ABABABABABBABA o810 +s
dafdeafecbgbcg

2 By =s1+8 +8 +95,+5,
AABBABABABBABA|l 2 SRS+
dafeafecbdgbcg

3 B =s1+2s] +1
AABABABABBBABA St 25+105
dafeafecbgbdcg

4 B =s1+8 +8 +95,+5;
AABABABABBABBA SIS+ O+
dafeafecbgbcgd

5 Bl =s1+5,+10s,+5;
AABABABABBABAB| * S8 105+

From Tables 9.1 and 9.2, we see that,

Bl-Bi=(2-%)
B' Bi=(2-5)
B' Bs=(2-5)
21—32:(32—%)—
s Bs=(2-5)
6~ Bs=(2-%)
7 —Br=(2-%)
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Thus, even a non-minimum assignment order for peripherdésaan lead to
a smaller bandwidth when considered with the central nod@asments. For
example, ifs, — s, < 51 — 5/, thenB] will be lesser tharB, and so on.

Case 2Whens; +s) > 2s,.

In this case also, we first consider the minimum bandwidtlyassent orders
for the peripheral nodes and try to place the band for agssigthie typeB call of
the central nodé at a suitable position in that order. To do this, considet &irs
typical assignment order as follows, without the assigrinoétype B call at the
noded. We divide the assignment order into subsequences densted?sand 3
as shown below.

d afeafecbgbcg

A ABABABBABABA

~—~
1 2 3

The second channel with tyfesignal to the central nod&can lie in anyone
of the five places - i) in between the subsequences 1 and 2itlijnvthe subse-
guence 2, iii) in between the subsequences 2 and 3, iv) witieisubsequence 3,
and v) on the right of the subsequence 3. The resulting asgighorders with the
corresponding minimum bandwidths are given in Table 9.3.

We next consider cases for peripheral node assignment dodenon-
minimum bandwidth as well. We will now see whether the nomimum as-
signment orders may be beneficial, when considered alorgthdt central node
assignments.

To do this, consider first a typical assignment order as Viedlowithout the
assignment of typ® call at the noded. We divide the assignment order into
subsequences denoted as 1 and 2 as shown below.

d afeafecbgchbg

A BABABABABAB

~—
1 2

The second channel assignment for tysignal to the node can now lie
either in between the subsequences 1 and 2, or within theegubsce 2, or on
the right of the subsequence 2. The different possible assgt orders with the
resulting bandwidth requirements are summarized in roves4ldf Table 9.4.

We next consider the other non-minimum bandwidth assignroeter also
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Table 9.4 Summary of complete assignmentssfor s; > 2s, with non-
minimum bandwidth ordering of peripheral nodes.

No. Assignment Order Bandwidth
ddafecbgcbgafe

1 B///: Jr/Jrl
ABBABABABABABA|l ! ot
dafecbgcbgdafe

2 B) =2s) +¢/+1
ABABABABABBABA|l ? St 0

3 dafecbgcbgafed BY — 2, +115)
ABABABABABABAB| °
dafecbgcbgafed

4 B/ — +/+1
AABABABABABABB| * Sts s
dafecbgcbgafed

5 B =d +5/+1 T
ABABABAABABABB| ° St +e

without the assignment of type B call at node d, as follows:

d afeafecbgchbg

A BABABAABABAB

~—~
1 2 3

The second channel assigned to timall at noded can now lie within any of
the subsequences 2 or 3, or between subsequences 1 andiZ&egeences 2 and
3 or on the right of the subsequence 3. We have comparedatiffpossible such
assignment orders for each of the representative casearahly assignment
order corresponding to the minimum bandwidth assignmegitvisn in row 5 of
Table 9.4.

9.4.3 Approximations in Practical Situations

Let us assume that the frequency response curves for the hasigined to typ&

and typeB signals are typically of trapezoidal shape, as shown in%R&.where
BWa > BW5. When we assign frequency bands for two typealls at the same
node of the seven-node subgraph of the cellular networkietyeired frequency
separation between the center frequencies of the speetnaikeallotted to them
must be at least] to avoid interference, as shown in Fig. 9.3(a). It may be seen
that there is some overlapping of the frequency bands bélewetceiver threshold

as shown by the dotted line in Fig. 9.3(a), although the bawdscompletely
separated above the receiver threshold. Let this overthppetion of the band be

x. Then,sj = BWs —x.
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Fig. 9.2 Frequency response curves for typend typeB signals.
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Fig. 9.3 Frequency response curves for two tBmgnals from cells at distances 0, 1 and 2.

Let us now consider two nodes that are distance one apart demh other
and are assigned two consecutive frequency bands folByadls. Then the type
B signal assigned to a node must travel a distance of one cedbith the other
node for causing any interference. Thus, the signal thathesathe other node
will be reduced in intensity with a response curve as showign9.3(b), as each
frequency component in its spectrum is subject to almosstme attenuation
factor due to the distance traveled. Some additional portayd;, on both sides
of the attenuated spectrum falls below the receiver thidsdied as a result, we
can now maintain a band gap (< ), between the center frequencies of the
two allotted bands to avoid interference. Therefdfes sj— 81, i.e.,5—S] = d1.
Also, s{ = BWs — (Xx+ 01).

When we assign two frequency bands to two tyealls to the nodes that
are distance two apart, the signal from one node has to teal@iger distance
to reach the other node for causing any interference. Thisasiwould suffer
more attenuation than that shown in Fig. 9.3(b) and the respourves for the
two signals would appear as in Fig. 9.3(c) with further rextlbeight and width
of the spectral band for the attenuated signal. d.¢be the additional portion of
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Fig. 9.4 Frequency response curves for two tymégnals from cells at distances 0, 1 and 2.

the spectrum (as compared with the unattenuated signabhwihlls below the
receiver threshold due to this attenuation. Thus, we canmaimtain a band gap
of (< 55), between the center frequencies of the two bands to avadénence.
It follows thats) = s — &, i.e., g} — S, = &. Also, s) = BWs — (x+&). Since
»=>08,52>8>%.

We next consider assigning frequency bands for two #malls arising out
in three cases: i) both calls at the same node, ii) two callm two nodes that are
distance one apart and iii) two calls from two nodes that &tdce two apart, as
shown in Figs. 9.4(a), (b) and (c), respectively. We deralations for the band
gaps, between the center frequencies of their allotteduénecy bands for these
three cases, in a similar method as above.

Case ) : In Fig. 9.4(a), the overlapped portion of the spectruny.isThen
S =BWa—Y.

Case i) : From Fig. 9.4(b)s; = so— 03, i.e.,% — S1 = 03. Hences; = BWA—
(y+ &)

Case i) : From Fig. 9.4(c),s, = s — 04, and hencesy — s, = 84. Thus,
S = BWaA— (Y +d4). Sinceds > 83,5 = 51 > S

We now consider assigning frequency bands for one &p&d one type3
calls at the same node of the subgraph. Then, a minimum banofggbetween
the center frequencies of the two allotted bands must betaiaéd to avoid in-
terference, as shown in Fig. 9.5(a). Assuming that the apped part of their
frequency spectra falling below the receiver thresholg ke minimum band gap
% =BWa+ % —Z

We now consider assignment of frequency bands to two nodesoo typeA
and the other for typB call, originating from two cells i) at distance one and ii) at
distance two, respectively. Then either the tmgnal or the typd signal has to
travel the required distance to reach the other node, faioguwany interference.
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Fig. 9.5 Frequency response curves for typsignal along with a typ® signal from a cell at dis-
tances 0, 1 and 2.

We consider below both these cases.

Case 1 Let the typeB signal from one node reaches the other node (to which
a band for typeA signal is to be assigned).

Subcase p: Distance traveled by the tyfgsignal is that of one cell.

It is seen from Fig. 9.5(b) that the propagation charadtesi®f the typeB
signal to the distant node is similar to that of Fig. 9.3(ln) dence the band gap
S =81, i.e,5 5 =51 Also, s, = BWa+ B2 — (24 5).

From Fig. 9.3(b), we have] = BWs — (x+ &1). The overlapped portiorns
andz typically depend on the shape of the spectrum skirts and eassbumed
approximately equal for a cellular network having similatwork parameters for
different types of signals. Hence, assumitig z, we have the relatiog, — s} =
BWa — 208,

Subcase D: Distance traveled by the tyfdgsignal is that of two cells.

Referring to Fig. 9.5(c), when the two nodes are distanceapart, the prop-
agation of the typ® signal to the distant node is similar to that of Fig. 9.3(od a
hence, the band gap = &) — &, i.e., 5 — S, = &. Also, s, = BWa + 298 — (z+
d). From Fig. 9.3(c), we havé = BWs — (x+ &), and assuming ~ z, we have
the relations, — s§ = BWa — 228,

Case 2 Let the type A signal reach the other node assigned with d fam
typeB signal.

Subcase p: Distance traveled by the typesignal is that of one cell.

In this subcase, referring to Fig. 9.6(a), it may be seentti@ipropagation
characteristics of the typA signal will be similar to that of Fig. 9.4(b), and
hence, the band gag) = BWA+ % — (z+ 33). Note thats; = BWA — (y+ 03).

y and z depend typically on the shape of the spectrum skirts and eaasb
sumed approximately equal for a cellular network havinglainmetwork param-
eters for different types of signal. Hence, assumjirg z, we have the relation
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51 S
() (b)

Fig. 9.6 Frequency response curves for tsignal along with a typé\ signal from a cell at dis-
tances 1 and 2.

s1—S; = BWy— 2%

Subcase : Distance traveled by the typgesignal is that of two cells.

Referring to Fig. 9.6(b), the propagation characteristicthe typeA signal
in this subcase is similar to that of Fig. 9.4(c), and henhe,and gas, =
BWA + % —(z+d4). Sinces, = BWaA— (y+ 84), assumingy ~ z, we have,
-5, =BW,— 2.

Considering all the above cases, we thus find the relatiprashong different
minimum band gap requirements as,

I- == =9-%.

Using these relations, we can see that multiple assignméet®indicated
in the Tables 9.1-9.4 contribute to identical bandwidthuisgment, resulting to
a smaller number of distinct expressions for the minimumdwadth. Thus for
Table 9.1, the bandwidths of the assignment order numbend % 8ecome same
as that of assignment order number 3, and the bandwidth afssignment order
number 6 becomes same as that of number 2, respectivelyf@ki3able 9.2, the
bandwidth of the assignment order number 6 becomes samatas #ssignment
order number 7. Proceeding in this way, only four distingtressions for mini-
mum bandwidth follow from Tables 9.1 and 9.2, which are tiste Table 9.5 for
the conditiors; + s, < 2s,.

Similarly, in Table 9.3, using the equalities— S|, = —S, =5, -S| =S, —
s;, the bandwidths for the assignment order numbers 2 and 3riesame as
that for the assignment order number 4; and in Table 9.4, #melwidths for
the assignment order number 3 becomes same as that for tgarasat order
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Table 9.5 Distinct possible minimum bandwidths $pr-s) < 25,.

No. Bandwidth Assignment Order Numbers
S+ +452+25,+5s) | #1 of Table 9.1, #1 of Table 9.2
S1+28) +3s,+25,+55, | #2,6 of Table 9.1, #4 of Table 9.2

S1+8,+5 +452+5,+55 | #3,4,50f Table 9.1, #2, 3 of Table 9.p
S1+8|+452+2s,+5s) | #7 of Table 9.1, #5, 6 of Table 9.2

Al W[N] P

Table 9.6 Distinct possible minimum bandwidths $pr-s) > 25,.

No. Bandwidth Assignment Order Numbers
1 S+, +10s,+5, | #1 of Table 9.3, #1 of Table 9.4
Ssi+8+8{+95,+5; | #2,3,4of Table 9.3, #2 of Table 9.4
3 s1+8,+10s,+s, | #5of Table 9.3, #3, 4 of Table 9.4

Table 9.7 Distinct possible minimum bandwidths $pr+s) = 25,.

No. Bandwidth Assignment Order Numbers
1 S+ +452+25,+5s) | #1 of Table 9.5, #1 of Table 9.
2 S14 28] + 3%+ 25, + 55,

3 | si+8S,+5+4+5,+5s; | #3 of Table 9.5, #2 of Table 9.6
4 S1+8|+452+2s,+5s; | #4 of Table 9.5, #3 of Table 9.4

numbers 4 and 5. Proceeding similarly, for the condiggn-s, > 2s,, we get
only three distinct expressions for minimum bandwidth asaghin Table 9.6.

Also from the relationshigs —s; = 5, — s, = 5] — 5 = 5, — S5, we can derive
the equalitys; + s, = 2s,. As a result, the bandwidths for the assignment order
numbers 1, 3 and 4 of Table 9.5 becomes same as those for iperasst order
numbers 1, 2 and 3 of Table 9.6, respectively. Thus, the mssgt orders of
Tables 9.5 and 9.6 are further reduced to four distinct esgio@s for minimum
bandwidth which are shown in Table 9.7.

Based on all these discussions above, we now obtain theaenxg@ressions
for minimum bandwidth requirement,as stated in the folloyviheorem.

Theorem 9.1 Assignment of one band for type A signal and one band for type B
signal to each of the nodes in a hexagonal cellular netwdrréquired minimum
bandwidth is
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min{sy+ 8| +4s; + 25, + 555,
S1+ 25 + 3+ 25, + 555,
S1+9 +S +452+5,+5s;,
S1+S, +4s2+ 25, + 55}

Remark: The result of Theorem 9.1 is derived by using the minimum ipdess
band gaps between consecutively assigned nodes, withnsidesing the feasi-
bility of the assignment based on the relative values of fifferdnt frequency
separation constraints. Also, the above lower bound isrééronly for a seven
node subgraph of the hexagonal cellular network and not emvtiole network,
disregarding the interferences that may arise from theghimring nodes. Thus,
the above lower bound is a loose one and the lower bound faasabie assign-
ment of the whole network may be, in general, higher thankibisnd.

Example 8: Let us assume that, the niegparametersy, s, ), 51,5}, S/, 2, S,
ands) have values as 11, 10, 9, 7, 6, 5, 3, 2 and 1, respectively. ffeclower
bound on minimum bandwidth according to Theorem 9.1 is 3@&reds the lower
bound on minimum bandwidth for a feasible assignment evethfoseven node
subgraph will be 47.

9.5 Genetic Algorithm for Multimedia Channel Assignment Problem

We now use a genetic algorithm based technique for optiiizatf the chan-

nel assignment problem. We first form an algorithm for sajvirur channel as-
signment problem using the elitist model of genetic algonit(EGA). We then

show how this algorithm can be used for devising an efficibantel assignment
methodology in a hexagonal cellular networks with 2-banfidoing and homo-

geneous demand. The proposed technique basically exghleiteexagonal sym-
metry of the cellular network and rapidly converges to armator near-optimal

assignment.

9.5.1 Multimedia Channel Assignment Problem (MMCAP) Graph

The objective of the channel assignment problem is to adsaguds for a typé\
and a typeB calls at each of the cells of the network, satisfying all tregjfiency
separation constraints and keeping the required bandwititimum. Any call to
a cell is represented as a node of a graph and the ngpdeslv; are connected
by an edge with weigit;j, whereci; > 0. We call this graph a Multimedia Chan-
nel Assignment Problem (MMCAP) graph (MMCAP graph). In oundel, we
assume that the bands are assigned to the nodes of the MMGAR gra spe-
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cific order and a node will be assigned the band withid point corresponding

to the smallest integer that satisfies the frequency separabnstraints with the
previously assigned bands to all the nodes. It can be seéithihardering of
the nodes has strong influence and impact on the bandwidtlireecfor whole
assignment. Let, there lme band-nodes in the MMCAP graph. Then, the nodes
can be ordered im! ways and for sufficiently largen, it is not feasible to find
the best ordering for minimum bandwidth by an exhaustivecteale, therefore,
use genetic algorithm based approach to find the optimalare@imal solution

to this problem.

9.5.2 Problem Formulation

We now represent the multimedia channel assignment probiem MMCAP
graph and the frequency separation constraints by thextatric; as described
in Section 2. We assume that the MMCAP graphinasdes. We label each node
as(pq), wherep is the cell number where a call is generated grid the call
number to this celp.

Example 9: The node (21) represents the call number 1 in cell 2.

A random order of such nodes is considered as a s8imgchromosome.

Example 10: A typical string can be denoted &= ((21), (02), (12), (00),
(31), (20))

LetM be the population size which is an even integer.debe the crossover
probability, which we have taken a high value, say 0.95, inagorithm. Let
g be the mutation probability an@l bc the total number of iterations, having a
usual value of very large positive integer. We divide thaltaumber of iterations
into five equal intervals. We start with a mutation probaypitif g = 0.5 and then
vary it with the number of iterations similar to that usedriThe variation of the
mutation probabilityg, in this fashion, is required due to the fact that, we have to
increase the value af for maintaining the diversity of the population and also to
reduce the value af when the optimal string is approached.

We now describe the fitness functibit (S), used in our algorithm, as follows:

function Fit(S) // S is a string.//
t[0]« O; //t [i] is the frequency assigned to the i-th node npdeS //
fori=1ton—1do
Set {[i] to smallest integer without violating the frequgrseparation
requirements specified by the matrix C with all the previgusl
assigned values0],t[1],...,t[i — 1].
return max[0],t[1],...,t[n—1].
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9.5.3 Algorithm GA

Step 1:
Step 2:

Step 3:

Step 4.

Step 5:

Step 6:

Step 7:

Step 8:

Step 9:

Set the iteration numbér— 0; Setcp« 0.95; SetM « 20.

(initial population) Fori = 0 to M — 1, generate a random order of

the nodes in the CAP graph and consider it as a st8ngset g «—

{%,S1,...,Su-_1} as the initial population.:

ComputeFit(S) for each stringS(0 <i < M —1) of g;. Find the best

string Syesn (i-€., the string with the least fitness value) and the worst

string Syorsu (i-€., the string with the highest fitness valuepafIf Syesa

or Syorst IS NOt unique, choose one arbitrarily.

(Selection or reproduction)

(a) Calculate the probability; of selection ofS(i =0,1,...,M —1) as
pi = zMTl
i=0 FR(§)

(b) Calculate the cumulative probability for S(i =0,1,...,M —1) as
a4 =Yj—oPj-

(c) Generate a random numbgrfrom [0, 1] for j =0,1,...,M — 1.
Now, if rj < qo, selectS; otherwise selec§(1 <i <M —1), if
Oi—1<rj <.

Note:po=qoandpi=qi-g_1forl<i<M-—1.

(Crossover)Form M /2 pairs of pairing the-th and M/2+1i)-th string

from gmat(1 =0,1,...,(M/2—1)). For each pair of strings, generate a

random number R from [0, 1]. IfR < cp) then generate two random

numbers fron{0,n — 1} to define a matching section. Use this matching
section to effect a cross through position-by-positiorhexge operation

(to produce two offsprings for the next generation).

(Mutation)Setq < m probability(t). For each strin§ of gremp (0<i <

M —1), and for each nodeodg (0 < i < n—1) of string S, generate a

random number from [0, 1], say m. (in < q) then exchangrodg of §

with any other randomly selected nodede of S, (0 < k< n—1,k# j).

CalculateFit (S) for each stringS (0 < i < M —1) of gemp. Find the

best stringSyesp and the worst strinGworse Of Gtempe. If Soese OF Sworse

is not unique, choose one arbitrarily.

(elitism) CompareSpesy Of ¢ and Spesp Of Grempe.  If Fit (Spese) >

Fit (Soest), then replacyorse With Spesn. ReNamegeme asa.

t—t+1. Ift <T then go to step 3; otherwise stop.
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> X

Fig. 9.7 A 9-node block of hexagonal cellular network.

9.6 Assignment Technique with Reuse of Channels

The algorithm developed above can now be applied to any MM@raph. How-
ever, in case of a hexagonal cellular network, we proposéegiaet technique for
re-using the channels in a very effective way. For this, wst ionsider a 9-node
subgraph with nodes b, c,d, e, f,g,handi, as shown in Fig. 9.7, where each node
represents a cell. We refer to it as a 9-nbtteck We assign only eighteen bands
to this 9-nodeblock i.e., one band for typ& and one band for typB calls to
each of the nine nodes, satisfying all the frequency seiparabnstraints within
the block as well as, with the neighboringocks We then repeat this 9-node
blockalong with the assigned eighteen bands, over the entirelaetietwork to
complete the whole assignment.

Let ga(a) be the band assigned to a typeall andgs(a) to a typeB call, at
nodea, wherea € {a,b,c,d,e, f,g,h,i}. We consider three directionsy andz
on the cellular graph as shown in Fig. 9.7.Xulirection, there are three differ-
ent sequences of node alignments identified by their répetiature as type;:
a,b,c,a,b,c,...; typexo: d,e f.d,ef,...; and typexs: g,h,i,g,h,i,.... How-
ever, in cases of andz directions, each has only one type of node sequence,
identified by their repetitive natures as typea,h, f,c,g,e b,i,d,..., and type
z d.ci, f,b,hea,qg,...,respectively.

For the given problem of assigning two channels uniformlgaeh node of
the 9-node subgraph, we have to construct a MMCAP graph vgtiteen nodes,
and the corresponding the frequency separation matrixtétabove strategy of
re-using the channels is shown in Table 9.8. Note that trgu&ecy separations
shown in Table 9.8 takes care of the adjacency of other neigidpnodes (outside
the 9-node subgraph) in the network.

We next apply theAlgorithmGAover the 9-nodélock of Fig. 9.7, for as-
signing bands to one typ& and one typeB calls at each of the nine nodes for
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Fig. 9.8 Frequency assignment of the whole network usinigteen bands.

e k—t— k| e k—t— k|
| | | | | |

" 1

0 S5 S, S, ST S S

Fig. 9.9 Relative values of s-parameters.

minimum bandwidth, satisfying all the frequency separatiequirements of Ta-
ble 9.8. From the equalits, —s; =, — S, =S, — S| =, —S,, we can plot the
relative values of the above s-parameters as shown in FigV8e can thus have
five different condition€;,C,,C3,C4 andCs as listed below:

1)Ci:25)<s], 2y <spands,+s,< 9, 2)Cr:25) <5, 25 < 5 and
$+5>9],3)C3:28, <], 29 >s1ands) +5, </,4)Ca:25 < 5],25> 5
ands;+s, >s{,and 5)Cs : 25} > /.
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Table 9.8 Frequency Separation matrix for 9-node block.

Nodes|an a bpn bg ca cg dn dg e e fa fs& On O ha hg ia i
a (S % SIS SIS S OSSO % % S S S S %S
% |% % S S S S 8 S 8 8§ s 8 8§ 8§
ba |81 8 % % LS R K NS S S R K S S s§
be |$ S| 9 ¢ 8 S % K 8% S S S S G S Y
CA |S1 S 81§ S % S N H NS uN RS %S
T T T T T S T T A
|51 8 2 % 51§ 9 H S S N U G s
e |s 8 % % 08 8 % F S S S S S Y G
A |[S1 S SIS 2 S % 0 H NS u O H S %S
e T T T T T S T T
fA |2 5 518 105 s10§ S 0§ D KH 2 H %S K
fo | &5 8 8 5 8 8 8 8 8§ %% KK s FH Y
9 |[S1 S| 2 S SIS SIS SIS % % S FH S OS S
% |S S S s 8 8 8 S 8 S S s 5 g S 8 S
hh |81 8 1§ 2 & 2 % S 0§ S5 S %9 KH u§
he |s1 s 8 8§ & & 5 5 8 55 8§ § H K G
A |2 % 51§ S8 0§ RS S S S S S %Y
B |S% % 8 S 5 8 8 S % % S S Y Yy

The GA-based assignment algorithm with the above techrofabannel re-
use has been run on the entire hexagonal cellular networkrualtthese five
different conditions. The resulting bandwidth requiretsemder different condi-
tions are stated in the following theorem.

Theorem 9.2 The bandwidth BW required by our proposed assignment tgakni
under different conditions is given as follows:
for Cy, BW=2s,+ 45, + 25/ +),;  for Co, BW=s; + 58| + 25/ + &;
for Cg, BW = 2] + 5] + 65 + 3); for C4, BW = s + 48, + 35, + 45,; and
for Cs, BW = 5s; + 6, + 6s,.
Proof: The proof follows from the details of channels, as shown ihl&#®.9,

assigned to each of the 9-nodes of the network under the atmmatraints for
each of these five conditions. O
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Table 9.9 Distinct Eighteen Bands Assigned to the Whole Netw

Band Midpoints for

typesto| 25 <s{,25<s |29 <8,29<s1 | 25<5],25% =S | 29<95],25%>%

nodes ands, +5, < s ands; +s, > s/ ands; +s, </ ands; +s, > s/ 28 >
o (a) si+s, si+s, S| +25{+45+25, | 35,+25+35, S2+25,
®s(a) S+ 48| + 5] S1 44, +5] si+s; s) 35, + 58, +4s)
@a(b) si+s+9 si+s+9 25/ +5+5, 48, +25+4s, | 3s+68,+68)
@s(b) | 251+38)+25] +5, | S1+4S) + 28]+ | 25, + 28] + 5% + 25, S +%2+2s, 35, +3s,
@(C) | S1+25+S{+S, | S1+28+S+S, | §+28]++25, |5 +4s+35+4s, 0
@s(c) 0 0 0 25| +5+3s, |3%+3s,+3s,
Qa(d) S1 + 58] + 2] S1+55, 425 |28, +28]+5%5+3s, | 4s,+3s,+4s, |4s,+68,+6s;
@(d) | si+8+S+S | s1+S+S+S, 28 +5+2s, 25 +5+S, 35+3s,+53)
oa(e) S1+3s) +5] $1+3s) + 5] S| 425 +25+2s, 0 3s,+43, 435,
9s(e) s s $ 3 +9+25 $
a(f) si+s; si+s) S)+2s] 4+ 5% +2s, s +s, 25+ 2s,
@®(f) | 251435 +8[+S, | s1+4S,+S+% 2¢] 35, +25,+4s, |35+58,+5s)
o (9) i+ +S S+ +% 25 +3 Si+%+% 3%+25
%:(9) S+ 48] +29] S1+55)+S] | S+25+5%+3s, | 45)+25,+35, |3s5+5s,+6s
@a(h) | 251448, 425+, | 51 +58] +25] +5, | 28, +25] + 65, + 33, 28| +9+2s, 5s; 4 68, + 63,
@s(h) $1+28) +5] S1+ 28] + 5] S1+28]++5, 45, +35+5s, |35+3s,+2s;
On(i) | 251428, +S[+S, | S1+35,+5+5, | S|+28] +35+25, 38, +5+3s, 25,

s (i) st st st $ 3%+55+3s

9.7 Conclusion

We have first introduced a model for the most general probléEmutimedia
channel assignment in a hexagonal cellular network witladbuffering, where
interference does not extend beyond two cells. We next hawsidered the sim-
plest case of multimedia cellular network with only two tgpe multimedia sig-
nals where each cell of the network has single demand for g@eh We have
derived the lower bounds on the minimum bandwidth requirgrfer assigning
multimedia channels to a seven-node subgraph of the heahgeliular network.
We next have estimated the lower bounds on the minimum battlwequirement
for assigning channels in some real-life situations whieea ¢lative values of fre-
guency separation constraints are somewhat restrictedneiehave presented
an algorithm for solving the multimedia channel assignnpeablem, in its most
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general form, using genetic algorithm (GA). We next havenshthat this tech-
nigue can effectively be applied to our network model expigithe symmetric
nature of the hexagonal cellular structure. For this pugpo& have presented a
novel concept of re-using the channels by using only eightistinct bands on
a nine node subgraph of the network. We have found our projgesanique for
re-using the channels leads to a rapidly converging GA+bakgorithm resulting
in optimal bandwidths within a reasonable amount of comuridime (less than
a second on a high-end PC). Future work includes improviadawer bound on
bandwidth for a feasible assignment of the whole network.
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Chapter 10

Range Assignment Problem in Wireless Network

Gautam K. Das, Sandip Das and Subhas C. Nandy
Indian Statistical Institute, Kolkata - 700 108, India

In a radio network a set of pre-placed radio statiBas{s,sp,...,S} commu-
nicate each other by transmitting and receiving radio $gyriéach radio station

s is assigned a rang®s ) which is a non-negative real number. A radio station
can send message to another radio stagjohthe Euclidean distance betwegn
ands; is less than or equal {o(s)). An exhaustive literature survey of the range
assignment problem is presented in this paper. Severahiation problems
that arise in assigning ranges to the radio stations inrdifieapplication spe-
cific environment are discussed, and the best known algusifior solving those
problems are discussed.
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10.1 Introduction

Due to the extraordinary growth of demand in mobile commatida facility,
design of efficient systems for providing specialized ssrsihas become an im-
portant issue in wireless mobility research. Broadly speakhere are two ma-
jor models for wireless networkingsingle-hopand multi-hop® The single-hop
model is based on the cellular network, and it provides amevhireless connec-
tivity between the host and the static nodes known as basersta Single-hop

195
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networks rely on a fixed backbone infrastructure that itenects all the base sta-
tions by high speed wired links. On the other hand, the nldp-model requires
neither fixed wired infrastructure nor predetermined kt@nnectivity. Two main
examples where the multi-hop model is adopted, are ad hewnetnd sensor
network?!

Ad hoc wireless networkinig a technology that enables untethered wireless
networking in the environments where no wired or celluldrastructure is avail-
able, or if available, is not adequate or cost-effectivelekd, in an ad hoc wireless
network, radio stations are already placed, and the widieks are established
based on the ranges assigned to the radio stations. Thifypetworking is
useful in many practical applications, for example in disasnanagement, e-
conference, etc. One of the main challenges in ad hoc wielesvorks is the
minimization of energy consumption. This can be achieveskireral ways. The
most important issues in this context are range assignroghetradio stations,
and efficient routing of the packets as described below:

Range assignment:Assigning range (a non-zero real number) to the radio sta-
tions in the network. This enables each radio station tcstranpackets
to the other radio stations within its range. Here, the gsdbiassign
ranges to the radio stations such that the desired comntigniGanong
the radio stations can be established, and the total povmsucoption of
the entire network is minimized.

Routing: Transmission of packets from the source radio station taéséination
radio station. Here, the power consumption of the networkleamin-
imized by the choice of an appropriate path from source ratition to
destination radio station.

On the other hand, wireless sensor netwokVSN) consists of large collec-
tion of co-operative small-scale nodes which can sensé&npetimited compu-
tation, and can communicate over a short distance via wsateedia. A WSN
is self-organized in nature, and its members use short raogenunication to
collect information from its neighborhood. It must also lagpable to broadcast
information to the base station in multi-hop fashion.

This article deals with the algorithmic aspects of the raagggnment prob-
lem with a focus on the minimization of the total power reguient of the net-
work maintaining its desired connectivity property. Twaopiantant sub-problems
in this area are:

e The radio stations are pre-placed, and the objective isdigmsanges to the
radio stations such that the network maintains some speoifinectivity prop-
erty. This problem is referred to as trenge assignment problem
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e The radio stations are not pre-placed; the objective is tomde the positions
and ranges of the radio stations such that the entire netmarktains the de-
sired connectivity property, and the total cost of rangégassent in the entire
network is minimized. This problem is referred to asllase station placement
problem

Specifically, we consider the range assignment problemrimaidcasting, ac-
cumulation and all-to-all communication, when the radatishs are placed on

a line and on a 2D plane. In the base station placement problentonsider

both the unconstrained and constrained version. In thenst@ined version, the

base stations can appear anywhere inside the desired @aagen. In the con-
strained version, base stations can appear only on the houwod the desired

(convex) region. In the next two sections, we discuss thesg@toblems in detail.

10.2 Range Assignment Problem

A radio network is a finite se6= {s1,%,...,} of radio stations located in a
geographical region. These radio stations can communicigtteeach other by
transmitting and receiving radio signals. Each radio ctedi € Sis assigned a
rangep(s) (a non-negative real number) for communication with thesptfa-
dio stations. This range assignméht= {p(s1),p(S2),...,P(sn)} defines a di-
rected graplG = (V,E), whereV = S= {s1,%,...,5}, andE = {(s,5))|s,Sj €
S d(s,sj) < p(s)}, whered(s,s;j) is the Euclidean distance betwegrands;.
From now onwards, the graghwill be referred to as theommunication graph
A directed edgds;,s;j) € E indicates thatl(s,sj) < p(s) and hences can
communicate (i.e., send a message) directly (i.e., in 1 twoahy other radio sta-
tion sj. If s cannot communicate directly with) because of the insufficiency of
its assigned range, then communication between them cachiievad by multi-
hop transmission along a path frasrio s; in G; here the intermediate radio sta-
tions on the path cooperate with the source node and forkarchessage till its
destinatiors; is reached. Sometimes in a radio network, link failure osauith
some probability and all such failures occur independeilynulti-hop transmis-
sion, the probability of link failure on a transmission patbreases with the num-
ber of hops. Thus, for multi-hop transmission, the reliabibf communication
can be ensured by bounding the number of hops for commuaiGatbnsidering
the probability of failure of the radio stations. Severdiartproblems related to
bounded hop communication are available in the literatotelf the maximum
number of hopsH) allowed is small, then communication between a pair of ra-
dio stations is established very quickly, but the power comgtion of the entire
radio network may become very highOn the other hand, i is large, then the
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power consumption decreases, but communication deldkeily lio increase. The
impact of tradeoff between the power consumption of thearagitwork and the
maximum number of hops needed between a communicatingfiraidio stations

has been studied extensivély. The power required by a radio statign(denoted

aspower(s)) to transmit a message to another radio stagjashould satisfy

power(s) > yx (d(s,sj))P 1)

wheref is referred to as the distance-power gradient, wiig: 1) is the trans-
mission quality of the messagd®.In the ideal case (i.e., free-space environment
without any obstruction in the line of sight, and in the aluseof reflections, scat-
tering, diffraction caused by buildings, terrains etc. may assum@ = 2 and
y=1. Note that, the values ¢ may vary from 1 to 6 depending on various
environmental factors, and the valueyohay also vary based on several other en-
vironmental factors, for example, noise, weather condjtiac. The more realistic
model is to considey as a function of the radio statien Herey(s) is referred as
the weight of the radio statios and it depends on the positional parameters.of
Thus

power(s) = y(s) x (p(s))? (2)
and the total cost of a range assignm@nt {p(s) | 5 € S} is written as
cos(®) = 5 power(s) = ¥ y(s) x (p(s))? 3)
SES SES

This version of the range assignment problem is referred theweighted range
assignment problemUnless otherwise specified, we assume ¥&} = 1 for all
s € S and hence the cost of the range assignrieat{p(s) | s € S} is
cos(R) = 3 powers) =3 (p(s))’ )
S€ES S€ES

Note that, Equation 2 accounts for only the transmissiongrpue., the power
consumed by the sender radio stations. In practice, a nglgide amount of
energy is also consumed at the receiver end to receive ande#te radio signals.
Throughoutthis article, we consider only the energy corexiby the transmitting
radio stations, since most of the existing literature doawaibunt for the energy
consumed for receiving a message.

If the radio stations are pre-placed, then the followingéhtypes of range
assignment problem are considered in the literature depgme the communi-
cation criteria:

(a) Range assignment problem for broadcasting a message fronreesradio
station to all the target radio stations,
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(b) Range assignment problem for all-to-all communication,
(c) Range assignment problem for accumulation of messagesamet tradio
station from all other radio stations in the network.

We assume that the radio stations are arranged on a straugtdrion a 2D
plane. These are referred to as 1D- and 2D-version resplctivhe simple 1D
model produces more accurate analysis of some typicatisituarising in vehic-
ular technology application’sFor an example, consider the road traffic informa-
tion system where the vehicles follow roads, and messagdsraadcasted along
lanes” 11713 Typically, the radius of curvature of a road is high in conigam
to the transmission range; so we may consider the road agighdttine. Sev-
eral other vehicular technology applications of this peoblare available in the
literature®14 The 2D version of the range assignment problems are morigeal
tic, but are often computationally hard in nature. Polyralrtime approximation
algorithms are available for some restricted variatiorhoke problems.

10.2.1 Broadcast Range Assignment Problem

The objective of the broadcast range assignment problemasgign transmis-
sion range®(s) to the radio stations € Sso that a dedicated radio station (say
s" € § can transmit messages to all other radio stations, anatakpiower con-
sumption of the entire network is minimum. The graph-th&ofermalization of
the problem is as follows:

Compute a range assignméht= {p(s1),p(S2), ..., P(sn)} such that there exists
a directed spanning tree rootedsatn the communication grap8, and the
total cost of the range assignmérft; (p(s))? is minimum.

The directed spanning tree rootedsats referred to as thbroadcast treeIn
the bounded hop broadcast range assignment problem, etiobjis to compute
a range assignmef® of minimum cost that realizes a broadcast tree of height
bounded by a pre-specified inteder Note that, the cost of range assignment is
not the sum of weights of all the edges in the spanning treberat is the sum
of maximum weighted edge directed out from each node in tlamrspg tree.
Thus, the solution of the minimum weight broadcast problemdt the same as
the minimum weight spanning tree.

The hardness result of the broadcast range assignmeneprat@pends on
different parameters, namely, the distance power gradieint the cost func-
tion (Equation 1),h the maximum number of hops allowed, the dimension of
the plane where the radio stations are located, and the edgghtfunction.

In general, we assume that the weight functiefs,s;) is equal to the Eu-
clidean distance between the radio statignands;. It is easy to show that if
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R ={p(s1),p(S),...,p(s)} be the optimum range assignment for the broadcast
problem, therp(s) = w(s,s;) for somes; € S.

If 0 < B<1orh=1 the problem is trivially polynomial time solvable be-
cause it suffices to set the range of the sowcequal to the maximum weight
among the edges incident on it. Or equivalently, assignahge ofs* equal to the
distance of the furthest radio station from it. Clementiléfaconsidered the gen-
eral combinatorial optimization problem for the unboundedsion = n—1)
of the broadcast range assignment problem, calledmum energy consumption
broadcast subgrap(MECBS) problem, which is stated as follows:

Given aweighted directed gragh= (V,E), whereV = {vy,Vs,..., vy}, and each
edge(vi,v;j) € E is attached with a positive weight(vi,v;). Thetransmis-
sion graphinduced by a range assignméhit= {p(v1),p(V2),...,p(Vn)} is a
subgraptGg (V,Ex) of G, whereEx = {(vi,Vj)|w(vi,vj) < p(vi)}.

The MECBS problem is then defined as followgszen a source nodg ¢V,
find a range assignmefi such that G contains a spanning tree rooted af v
and costR) = 3 ; p(vi) is minimum.

The bounded hop version of MECBS problem is name@-84£CBS problem,
and is defined as followsgiven a source nodg ¥ V, find a range assignment
R such that G contains a spanning tree of height at most h rooted;atnd
cost{R) = i1 p(Vi) is minimum

It is proved that, both the MECBS amdVIECBS problems are NP-hatd:16
But, this does not imply that thie-hop broadcast range assignment problem is
NP-hard. The reason is that, here the weight of each édgg) in G is equal
to the Euclidean distance of the radio station§iorresponding to the nodes
andvj. To our knowledge, no hardness result is available for thended hop
broadcast range assignment problem. Ficsimidied this problem in a restricted
setup, called thevell-spreadnstances, which is defined as follows:

LetA(S) =maxd(u,v) |u,ve S} andd(S) = min{d(u,v) | u,ve S u#v}. Aset
of radio stations irS are said to bavell-spreadif there exists some positive

constant such thad(S) > AS

Vi
It is shown that for any3 > 1, the broadcast range assignment problem is
NP-hard for a set of radio stations which are well-spreadir? 2
For the 1D version of the problem, the radio stations aregulan a straight
line. The range assigned to a radio statiofy s*) is said to be dridgeif p(s) =
d(s,sj) ands, s; lie in two different sides o§* (see Figure 10.1). The bridge is
said to be functional if the removal of that bridge (edgehfrine communication
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Fig. 10.1 [lllustration of a bridge in the broadcast problem.

graph indicates that there exists a radio sta§oa Swhich is not reachable from
the sources* using a path satisfying the hop constraint.

It can be shown that the minimum cost range assignment fdr-tiap broad-
cast in 1D may contain at most one functional bridge. Cleiredratl}4 proposed
a dynamic programming based algorithm for this problem.otputes optimal
solutions having (i) no functional (left/right) bridgei)(©ne functional left-bridge
only, and (iii) one functional right-bridge only. Finallghe one having mini-
mum total cost is reported. The worst case time complexithisfalgorithm was
O(hr?). Later, Das et al® improved the time complexity t®(n?) considering
the geometric properties of the problem.

Several researchers studied on developing good appragimiaguristic algo-
rithms for the broadcast range assignment problem. Thepopsiiar heuristic for
this problem is based on the minimum spanning tree (MST),sathted below.

Construct a weighted complete gra@h= (V,E), whereV = S(the set of radio
stations), and the edge weights;,s;j) = d(s,sj). Compute the MST of G.
Assign the range of a radio statier= p(s) = max{w(s,sj)|s;j is a successor
ofsinT}.

As MST is always connected, the communication graph deffinad this range
assignment is also connected. Wieselthier éf aproposed a greedy heuristic,
calledbroadcast incremental powéBIP), which is a variant of Prim’s algorithm
for MST, and is applicable for any arbitrary dimensidifd > 1). At each step,
instead of adding the edge having minimum weight in the MSTgde that needs
minimum extra energy is added. This formulation is obvious tb the broadcast
nature of the problem, where increasing the radius of araadyr&mitting node
to reach a new node is less expensive than installing a netirgmode. Some
small improvements of this method was proposed by Marks.& &l different
heuristic paradigm, namebmbedded wireless multicast advantdg8VMA) is
described by Cagalj et al®,which is an improvement over MST based algorithm.
It takes the MST as the initial feasible solution, and bugdsenergy efficient
broadcast tree. In EWMA, every forwarding node in the ithigialution is given

a chance to increase its power level. This may decrease therpevel of some
other nodes maintaining the network connectivity. Thisgasaent of new power
level to the concerned node is acceptable if cost of the teeeedises. Each node
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finally chooses the power level at which the overall decréas®st of the final
tree is maximized. Assuming complete knowledge of distarfoe all pairs of
radio stations, Das et &l. proposed three different integer programming (IP)
formulations for the minimum energy broadcast problem.

The distributed version of this problem was studied by Wtbgs et al??
Although it works well for small instances, its performardsgrades when the
number of radio stations becomes large. The reason is thag¢eds communi-
cation for exchanging data in distributed environment famstructing the global
tree. Ingelrest and Simplot-Rylproposed a localized version of the BIP heuristic
in the distributed set up. Here, each node applies the Bl#¥itthgn on its 2-hop
neighbors, and then includes the list of its neighbors whetrte retransmit, to-
gether with the transmission ranges with the broadcastaltks experimentally
observed that the result offered by this algorithm is veogelto the one obtained
by BIP with global knowledge of the network. Below, we prowid scheme for
computing 1-hop and 2-hop neighbors of each node.

Let the radio stations be distributed in a 2D region. Eacloratation knows
its position using a location system (say GPSEach radio station broadcasts
a "HELLOW” message with its own coordinate. A radio statitratt receives
such a message can identify the sender and it notes thatnidersis in its 1-
hop neighborhood. Using the 1-hop neighbor informatioa 2thop neighbors of
each node can be computed after the second round of exchaftge knowing
the positions of 1-hop and 2-hop neighbors, each node caly eampute the
distances of its 1-hop and 2-hop neighbors.

Cartigny et aP® proposed a distributed algorithm for the broadcast range as
signment problem that is based on tRelative Neighborhood GrapfRNG).2°
The RNG preserves connectivity, and based on the localrrdton, the range
assignment is done as follows: for each nggdeompute its furthest RNG neigh-
bors;, excepting the one from which the message is received, aighes range
d(s,s;j) to the nodes. They experimentally demonstrated that their algorithm
performs better than the solution obtained by the sequemtision of the BIP al-
gorithm. Cartigny et af/ described localized energy efficient broadcast for wire-
less networks with directional antennas. This is also baseRING. Messages are
sent only along RNG edges, and the produced solution regabeut 50% more
energy than BIP. More reviews on broadcast problem areahblaiin?82° Now
we mention the state-of-the-art performance bound of thd M&d BIP based
algorithms for the broadcast range assignment problem.

Clementi et al® first proved that the approximation factor of the MST based
heuristic for the broadcast problem isP1%2P. Wan et af° proved that if = 2,
the approximation ratio of the MST based heuristic is betw&and 12, whereas
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the approximation ratio of the centralized BIP is betwéﬁrand 12. Unfortu-
nately, there was a small error in the proof of Wan et’aKlasing et al*! cor-
rected the analysis and proved that the upper bound of thesipgation ratio of
the MST based algorithm is actually 12.15. Navétienproved the approxima-
tion ratio to 6.33. Finally, Ambhdf improved the approximation factor of the
MST based algorithm to 6; thus it attains the lower bound efifoblem?°

Calamoneri et at* proved an almost tight asymptotic bound on the optimal
cost for the minimum energy broadcast problem on the squéde Binally, Ca-
linescu et aP® presentedO(logn), O(logn)) bicriteria approximation algorithm
for h-hop broadcast range assignment problefirhe solution produced by this
algorithm need®(hlogn) number of hops, and cost is at ma@tlogn) times
the optimum solution. They also presentec()z(h)g[3 n)-approximation algorithm
for the same problem, where the radio stations are instadldedimensional Eu-
clidean spaces, arflis the distance-power gradient.

Clementi et alt® proved that the general MECBS problem is not approximable
within a sub-logarithmic factor. The first logarithmic factapproximation algo-
rithm for MECBS problem was proposed by Caragiannis et’akhere an inter-
esting reduction to theode-weighted connected dominating set probkeosed.
This algorithm achieves a 1®Inn factor approximation ratio for the symmetric
instances of MECBS problem. Latter, Papadimitriou and Gieolis’’ addressed
the minimum energy broadcast problem where the broadassstigrto be con-
structed in such a way that different source nodes can basadsing the same
broadcast tree, and the overall cost of the range assignsmemnimum. This
approach differs from the most commonly used one where ttermaation of
the broadcast tree depends on the fixed source node. It isgbthat, if the same
broadcast tree is used, the total power consumed is at mizst the total power
consumed for creating the broadcast tree with any node asotlree. It is also
proved that the total power consumed for this common braadeee is less than
2H(n— 1) x opt, whereopt denotes the minimum cost of broadcast tree with a
fixed source node, artd(n) is the harmonic function involving.

Chlebikova et af® and Kantor and Pelé§ independently studieti-hop
broadcast range assignment problem on an arbitrary edgghtedi graph. By
approximating edge weighted graph by paths, the authosepted an approxi-
mation algorithm for this problem as follows:

Solve the minimum linear arrangement (MLA) problem to cotepa linear
arrangement of the nodes in the graphV — {1,2,...,n} such thatc =
Y (uv)ee W(U,V)[o(u) — a(v)| is minimized. Then apply the algorithm of Das
et al!® to compute the optimal broadcast range assignment for arliaglio
network.
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Fig. 10.2 An example of 2-hop broadcast.

The MLA problem is NP-hard® A logn factor approximation algorithm is pro-
posed int! Chlibekova et af® shown that the approximation factor of the so-
lution using the above method is al&jlogn), and it matches the lower bound
proposed irf? If a graph does not contain a complete bipartite subgkaphwith
r> 2, andf < O( |O'§|%E’%%n), then the approximation ratio can be improved to
O((loglogn)®),38 where is the distance power gradient of the cost function. The
range assignment problem fiothop broadcast can be solved optimallyathr)
time if the given graph is a tre®.

For the 2-hop broadcast in the plane, the optimum range rasgigt can
be obtained irO(n’) time using an algorithm based on dynamic programming
paradignt** In the same paper, a polynomial-time approximation schemne f
the h-hop broadcast range assignment problem was suggestechyidn 2 1
ande > 0. The time complexity of the proposed algorithm@gn®), where
o= O((8h2/s)2h). In the homogeneous 2-hop broadcast problem, the range of
a radio station is either a specified valp@r 0. In Figure 10.2, an example is
demonstrated for a given range vajueThe black sites or the sites having thick
boundary (except sourst) indicate the subset of radio stations (cal&yiwhich
are reachable frors* in 1 hop, and the sites having thin boundary indicate the
subset (calle&,) which are reachable froist in 2 hop. It is easy to understand
thats* must be assigned range and the members i§; lie inside the circleC*
having radiugp and centered at*. Among the members i, the black sites
(denoted bys*) are assigned rangefor the optimum 2-hop broadcast froshto
all the members i1, but those having thick boundary only, need not be assigned
any range i.e., their range is zero. Th8sC S C S. All the members irs; lie
outsideC*, and so, the range assigned to each membe3sigzero.
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The homogeneous 2-hop broadcast problem can easily berbalfded using
the traditionalset coverproblem which is known to be NP-hard, and a (log
factor approximation algorithm is easy to get, whérés the number of ra-
dio stations insid&€*. Bronnimann and Goodriéh considered theircle cover
problem where a sefs of n points is given in the plane, and a family of cir-
cles C is also given; the problem is to find a minimum numberiaies in C
that covers all the points i8. The circle cover problem can be easily mapped
to the 2-hop broadcast problem. The proposed algorithmHercircle cover
problem produce®(1)-approximation results i©(nlogn) time. The homo-
geneous 2-hop broadcast problem can also be formulatedlass$o Consider
a weighted digraplc = (S E) whereE = E; UE, E; = {(s",9)[s€ S} and
Ex = {(s,9)[s€ S1,9 € $,0(s,5) <r}. The weight of each edge iB; is 1,
and that of each edge E is 0. The objective is to compute a minimum weight
directed Steiner tree, where the terminal nodes corresuotiet members %,
and Steiner nodes correspond to the membe8s.iThe radio statiors* is a des-
ignated node such that we are searching for a Steiner treeedt ats*. Thus, the
subgraph o6z with the Steiner nodes arsdlis a tree of height 2, where the Steiner
nodes appear at level 1. A polynomial tir@¢1)-factor approximation algorithm
for the minimum weight directed Steiner tree in grapis proposed?® Calinescu
et al*” proposed two geometric algorithms for the homogeneousp2knoad-
cast problem; the first one produces 6-approximation rgs@tnlogn) time and
the second one produces 3-approximation resuld(nlog®n) time. It can be
shown that the time complexity of their second algorithm easily be improved
to O(nlogn) using fractional cascadirf§. Thus the algorithm proposed‘his
an improvement over both*8in terms of both the time complexity results, and
approximation factor. Recently, several variations o$ thioblem are solvetf.
These are

(i) Givenarange, the feasibility of a 2-hop broadcast can be tested(imlogn)
time.

(i) The problem of computing the optimum value pffor the homogeneous 2-
hop broadcast reduces to the matrix multiplication probland hence it is
polynomially solvable.

(i) An O(n?) time 2-factor approximation algorithm is proposed for thelgem
considered irf/

Although the unweighted broadcast range assignment profées been stud-
ied extensively, little is known for the case of the weightedsion. Here, each
radio stations is assigned with an weight (cost of installing a base stadics)

y(s) >0, fori=1,2,...,n. Here, the cost of range assignment is given by Equa-
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tion 3. Figure 10.3 demonstrates an instance of unboundéaghtee broadcast
range assignment problem with five radio stations, alonf thié optimum solu-
tion. Here d(s1,s) =8,d(s2,s3) = 2,d(s3,%4) = 1 andd(s4,S5) = 4. The weight

of the radio stations;,sp,...,S are 10, 1, 10000, 100 and 0.01 respectively,
source iss3 (=s), and the cost of the optimum range assignment is 10,951.25
units.

N

S; S, S3=S S, Ss

Fig. 10.3 An example of linear weighted broadcast problem.

The first work on this problem for linearly arrangedadio stations was dis-
cussed by Ambuhl et & The following variations are studied, and the algorithms
are proposed using dynamic programming.

In the unbounded case (i.¢&a = n— 1), the time and space complexities of the
proposed algorithm ar®(n®) andO(n?) respectively.

Forh-hop broadcast, the time and space complexities of the gezpalgorithms
areO(hr*) andO(hr?) respectively.

For the unbounded multi-source broadcast, the time ancespamplexities are
O(n®) andO(n?) respectively.

In higher dimension (i.e.d > 2) andp3 = 1, the problem is formulated as a
shortest path problem in a graph, and the proposed algoptiodiuces a 3-
approximation result i9(n3) time;

Das' considered both the unbounded and bounded version of thghteel
broadcast range assignment problem in 1D. The proposedthlgdor the un-
bounded version of the problem outputs the optimum resu@(in?) time, and
that for the boundecdhj hop broadcast problem produces the optimum solution in
O(hn®) time. For further details, seé:>?

10.2.2 All-to-All Range Assignment Problem

The objective of the range assignment problenhfbiop all-to-all communication
is to assign transmission rangés) to each radio statiog € Sso that each pair
of members inS can communicate using at mdsthops, and the total power
consumption by the entire radio network is minimized. Taflic h can assume
any value from 1 tm— 1, wheren=|S|. Forh= 1, the problemis trivial. Here, for
each radio statios € S, p(s) = Maxsjesd(a,sj), and the problem can be solved
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by computing the furthest point Voronoi diagr&h.Basically, the hardness of
the all-to-all range assignment problem depends on twonpetexs, namely, the
distance power gradiend (n Equation 1) of the cost function and dimensiai) (

in which the radio stations are located. For the linear ramitwork d = 1),

the problem can be solved in polynomial tifwéut if d > 1, then the problem
becomes NP-hareil”4In particular, ifp = 1, then the problem can be shown to
be 1.5-APX har®® For > 1, the problem is APX-hard, and so it does not admit
a PTAS unless P = NPClementi et aP* presented a lower and an upper bound
on the minimum cost of thl-hop range assignment for a radio network in 2D.
They also proved that for the well-spread instances (defimaf this problem,
these two bounds remain same. In this connection it needs toentioned that,
the homogeneous version of the problem can be solved in polial time. This
uses a trivial resulfThe common range r for all the radio stations is the distance
of a pair of radio stations in SThe algorithm proposed by Das et°4lworks as
follows:

Compute the distance of each pair of radio statiorSiafan arrayD. Perform a
binary search among the element®ito choose minimumsuch thad[i] is a
feasible range (for all the membersShfor h-hop all-to-all communication.
This can be tested by computing the diameter of the commtioicgraph
corresponding to rang#i|. Thus, the overall time complexity of this problem
is O(n3logn).

For the linear radio network, the problem becomes relatisehple, but it re-
sults in a more accurate analysis of the situation arisingetmcular technology
application’ In a linear radio network, several variations of the 1D raagsign-
ment problem foih-hop all-to-all communication are studied by Kirousis et al
For the uniform chain case, i.e., where each pair of conseciatdio stations on

the line is at a distancg, tight upper bound on the minimum cost of range as-
ohtl g

signment is shown to b®PT, = ©(&°n 2"-1 ) for any fixedh. In particular, if
h = Q(logn) in the uniform chain case, thedPT, = @(62”—hz). For the general
problem in 1D, i.e., where the radio stations are arbitygslaced on a line, a
2-approximation algorithm for the range assignment probfier h-hop all-to-all
communication is proposed by Clementi etalThe worst case running time of
this algorithm isO(hn?). For the unbounded case£ n— 1), a dynamic program-
ming based(n*) time algorithm is availabffor generating the minimum cost.
Finally, Das’ improved the complexity result of this problem@gn?).

Carmi and Kat2® proved that the all-to-all range assignment problem remain

NP-hard when the range of each radio station is eiphenr p, with pp > \/gpl.
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In the same paper, they also provided%napproximation algorithm. Fuchs
studied the range assignment problem for all-to-all comigation where the ra-
dio stations are well-spre@avith B > 0. Under the assumption of symmetric
connectivity as stated below, the problem is shown to be Aifél-im both 2D and
3D. Itis also shown that the problem is APX-hard in 3D.

In the symmetric connectivity model, the minimum transnoisgpower needed
for a radio statiors to reach a radio statiog) is assumed to be equal to the
minimum transmission power needed &rto reachs. In other words, the
symmetric connectivity means a link is established betvt@erradio stations
S,Sj € Sonly if both radio stations have transmission range at lastig as
the distance between them.

Althaus et aR® presented an exact branch and cut algorithm based on an inte-
ger linear programming formulation for solving the unboeddi.e.,h = n— 1)
version of the 2D all-to-all range assignment problem witmmetric connec-
tivity assumption, and their algorithm takes 1 hour for gmvinstances with up
to 35-40 nodes. In the same paper, a minimum spanning tred ) M&sed 2-
approximation algorithm has also been presented with syng@nnectivity as-
sumption; here range of a radio station is equal to the leoigtine longest edge of
the Euclidean MST attached with that radio station. Undeeassumption of sym-
metric connectivity, Krumke et & presented aiO(logn), O(logn)) bicriteria
approximation algorithm fon-hop all-to-all range assignment problem, i.e., their
algorithm produces a solution havi@jhlogn) number of hops and costs at most
O(logn) times the optimum solution. Latter, Calinescu et%aktudied the same
problem independently, and provided an algorithm with sapgroximation re-
sult. Recently, Kucefa presented an algorithm for the all-to-all range assignment
problem in 2D. Probabilistic analysis says that the avetegesmission power of
the radio stations produced by this algorithm is almostlgwenstant if the ra-
dio stations appear in a square region of a fixed size. Thisrithgn can also
work in any arbitrary dimension. Das et®l.proposed an efficient heuristic for
theh-hop all-to-all range assignment problem in 2D. The experital evidences
demonstrate that it produces near optimum result in reddetiae.

Chlebikova et af® studied the range assignment problem fiemop all-to-
all communication in static ad hoc networks using a graotétic formulation
where the edge weights can violate triangle inequality. yTpresented a proba-
bilistic algorithm to approximate any edge-weighted graph collection of paths
such that for any pair of nodes, the expected distortion oftelst path distance
is at mostO(logn). The paths in the collection and the corresponding proibabil
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distribution are obtained by solving a packing problem asfihy Plotkin et al?
and using aninimum linear arrangement problesolver of Robinovich and R4%
as an oracle. With this algorithm, they approximated a 2Bcstéal hoc network as
a collection of paths. Then it runs the polynomial time aition for the minimum
range assignment problem in b Therefore, this strategy leads to a probabilistic
O(logn) factor approximation algorithm for thehop all-to-all range assignment
problem for the static ad hoc network in 2D. A polynomial ticenstant factor
approximation algorithm for this problem on general metiggiven by Kantor
and Peleg?

The weighted version of the all-to-all range assignmenblem is studied
only for g-spread instances in 289.The notion ofg-spreadinstances in 2D is as
follows:

Let 5 be a radio station its. Consider a maximum size convex polygon con-
taining only the radio statios, and whose vertices are in the <Y {s}.
Let H(s) be the vertices of this convex polygon. Now define two quistit
A(H(s)) = ma cs) (d(s,5)))P andd(H (s)) = ming cus) (d(s.5)))P. Fi-
nally, chooses, € Ssuch tha\(H (s¢)) = maxX’ ; A(H(s)). The instanc&is
said to beg-spread ifA(H(s()) < qx d(H(x)).

The proposed algorithm can work for any arbitrary distanoeqr gradient
B> 1, and producesgapproximation result.

10.2.3 Accumulation Range Assignment Problem

The objective oh-hop accumulation range assignment probiero assign trans-
mission rang®(s) to the radio statiors € Ssuch that each radio statiene S
can send message to a dedicated radio statienS using at mosh hops and the
total costy s cs(p(s))? of the network is minimized.

Clementi et al! discussedh-hop accumulation range assignment problem
for 1D radio network and proposed an algorithm based on dimpragramming
which can produce optimum solution@(hn®) time. This is a trivial lower bound
for the cost of range assignment for thénop all-to-all communication. In fact,
this also leads to a trivial 2-approximation algorithm foe range assignment of
theh-hop all-to-all communication in a 1D radio network as folk

Consider the communication graph based on the assignedsangduced by the
accumulation range assignment algorithm, and disregarditection of the
edges. This is an weighted undirected graph where the weigsich edge is
equal to the length of that edge in Euclidean metric. Now elheede, assign
range equal to the maximum weight among the edges incideénatmode.
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In a general graph, thb-hop accumulation range assignment problem is
equivalent to finding the minimum spanning tree of heighwith a designated
node as the root. This problem is referred to asitidST problem in the lit-
erature. Experimentally tested exact super-polynomiaé talgorithms for the
h-MST problem is already availabfé:®* Althaus et af® presented a polynomial
time algorithm for this problem with running tin®" . The 2-MST problem can
be easily reduced to the classicaicapacitated facility location proble(UFLP).
Thus all the approximation algorithms for UFLP apply to thtM3T as well.
The best known theoretical result on UFLP is a PTAS given bgraret alf®
Several heuristic algorithms are available for the Eueid@-MST problem in
2D 5788 Clementi et aP® presented a fast and easy-to-implement heuristics for
the 2Dh-hop accumulation range assignment problem, and studidaktavior
on the instances obtained by choosmpgoints at random in a square region. In
the unbounded case, the accumulation range assignmeri¢proéduces to the
arborescence problenstated as follows:

Given a weighted directed graph and a root nods*, the minimum cost ar-
borescence problem is to find the minimum cost spanning tr&directed
out froms".

Given a complete digraph = (V, E) with vertex seV corresponding to the set
of radio stationss, and weight of the directed edg¢®, s;) € E isw; x (d(s.,sj))?,
we can compute the optimum range assignment for the weighgesion of the
unbounded accumulation problem by computing the arbonescee€el directed
from s* usingO(n?) time algorithm proposed by Gabow et’dl.This algorithm
works in arbitrary dimension.

10.3 Base Station Placement Problem

In this problem, the objective is to identify the locatiowns placing the base sta-
tions and to assign ranges to the base stations for effi@elid communication.
Each mobile terminal communicates with its nearest bagmstaand the base
stations communicate with each other over scarce wirelessrels in a multi-

hop fashion by receiving and transmitting radio signalscieaase station emits
signal periodically and all the mobile terminals within itsmge can identify it as
its nearest base station after receiving such radio sigtele, the problem is to
position the base stations such that a mobile terminal atpaiyt in the entire

area can communicate with at least one base station, anotéh@ower required
for all the base stations in the network is minimized. Anotariation of this
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problem arises when there are forbidden zones for placiadp#se stations, but
communication is to be provided over these regions. Examipdeich forbidden
regions may include large water bodies, or stiff mountairafes. In such cases,
we need some specialized algorithms for efficiently pla¢chrgbase stations on
the boundary of the forbidden zone to provide services withat region. These
two variations of base station placement problem are redeto as

(i) Unconstrained version of the base station placement prglalad
(i) Constrained version of the base station placement problem.

10.3.1 Unconstrained Base Station Placement Problem

The base station placement problem involves placing neltipse stations within
a specific deployment site, with an aim to provide an accéptgmlity of service
to the mobile users. Here, the formulation of the objectiwection depends on the
hardware limitations of the specific wireless system ang#récular application
for which the system is to be designed.

Several authofd~"®studied the issues of optimal base station placement in an
indoor micro-cellular radio environment with an aim to opizing several objec-
tive criteria. Most of them have primarily used local optaation strategies for
optimizing the desired objective function. Stamatelos Bptiremide$® formu-
lated the objective function as the maximization of coveragga along with the
minimization of co-channel interference under the stidaconstraint of spatial
diversity. Choong and Everftt investigated the role of frequency-reuse across
multiple floors in a building while solving the base statidagement problem to
minimize co-channel interference. Howitt and Hdrpointed out the limitations
of using local optimization algorithms for solving the bas&tion placement prob-
lem; finally they proposed a global optimization techniqaedd algorithm, where
the objective function is modeled as a stochastic procdssalithors df"°indi-
cated that the simplex method is well suited for the basmstptacement problem
because the corresponding objective function is non+difféable and so quasi-
Newton optimization methods are not well-suited.

In the 2D version of the general base station placement @notithe objective
is to place a given number of base stations in a 2D region, asidraranges to
each of these base stations such that every point in therrégicovered by at
least one base station, and the maximum assigned rangeimized. Since a
base station with range can communicate with all the mobile terminals present
in the circular region of radius and centered at the position where the base station
is located, our problem reduces to covering a region by angivember of equal
radius circles (see Figure 10.4), and the objective is tamize the radius. For
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Fig. 10.4 lllustration of unconstrained base station pieeet problem.

simplicity, we may consider that the given region is a congekgon, and the
range of all the base stations are same say

In the covering by circle problem, the following two variatis are important:
(i) find the minimum number of unit-radius circles that areessary to cover
a given polygon, and (ii) given a constagtcompute a radiup, such that an
arrangement ok circles of radiugp exists which can cover the entire polygon,
and there does not exists any arrangemehioifcles of a radiug’ < p which can
cover the entire polygon. We also need to report the cenfdahesek circles (of
optimum radius).

Verblunsky® proposed a lower bound for the first problem; it says tha if
is the minimum number of unit circles required for coveringp@are where each
side is of lengtho, then3—f’m > 0%+ co, wherec > 3. Substantial studies have
been done on the second problem. Several researcher tiegdoa unit square
region with a given number (sdy) of equal radius circles with the objective to
minimize the radius. Tarnai and Gasfieproposed graph theoretic approach to
obtain a locally optimal covering of a square with up to 10a&gpircles. No proof
for optimality was given, but later it was observed thattiseiution fork =5 and
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k =7 are indeed optimal. Several results exist on coveringreguand rectangles
with k equal circles for small values &f(= 6, ... 10, etc§’8! For a reasonably
large value ok, the problem becomes more complex. Nurmela and Ostétgard
adopted simulated annealing approach to obtain near-ajgwtutions for the unit
square covering problem fér< 30. As it is very difficult to get a good stoping
criteria for a stochastic global optimization problem thised heuristic approach
to stop their program. It is mentioned that, foe= 27 their algorithm runs for
about 2 weeks to achieve the stipulated stopping criter@. kE> 28, the time
requirement is very high. So, they changed their stoppiitgr@, and presented
the results. Nurmef& adopted the same approach for covering a equilateral trian-
gle of unit edge length with circles of equal radius, and enésd the results for
different values ok less than or equal to 36. Das etalconsidered the cover-
ing by circles problem where the region is a convex polygomitially placesk
base stations randomly, and then uses iterative Vorongralia updating method
where each iteration executes the following steps:

Compute the Voronoi diagram &fpoints, and compute the minimum enclosing
circles of each cell of the Voronoi diagram. It is expecteat tie radius of
these circles will not be the same. In order to refine (redtlee)yadius of
the covering circles, move each point inside a Voronoi adthe center of its
circumscribing circle.

The process continues until the difference of radii of thigdat circle in two con-
secutive steps is less than a very small (predefined) reabaurt is experimen-
tally observed that the minimum radius obtained by this meéttavorably com-
pares with the existing results. The time complexity of eigatation isO(nlogn),
and the entire experiment takes a fraction of a second faxsorebly large value
of k (>100) in a SUN Blade 1000 computing platform with 750 MHz CPdexp.
In the context of practical application this method is venyaim acceptable since
the existing methods works only for rectangle or trianghel enay even take about
two weeks’ time for a reasonable value of the number of cir¢le27) 82

Several other variations of covering by circles problem arailable in the
literature. The discrete version of the covering by circteljlem is the well-
knownk-center problem. Here the objective is to pl&cipply points to cover a
set ofn demand points on the plane such that the maximum Euclidestemndie of
a demand point from its nearest supply point is minimizede $implest form of
this problem is the Euclidean 1-center problem which wagiaily proposed by
Sylveste$®in 1857. The first algorithmic result on this problem is du&tringa
and Hearrf® which gives arO(n?) time algorithm. Le&® proposed the furthest
point Voronoi diagram, which also can be used to solve theriter problem in
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O(nlogn) time. Finally Megidd8’ found an optimalO(n) time algorithm for
solving this problem using prune-and-search technique.

Jaromczyk and Kowald® studied the 2-center problem, and proposed a sim-
ple algorithm with running timed(n?logn). Later, Sharft® improved the time
complexity toO(nlog®n). The best known algorithm for this problem was pro-
posed by Chafi® He suggests two algorithms. The first one is a deterministic
algorithm, and it runs i©(nlog? n(loglogn)?) time; the second one is a random-
ized algorithm that runs i®(nlog? n) time with high probability.

A variation of this problem is the discrete 2-center prohlernere the objec-
tive is to find two closed disks whose union can cover the gastR of n points,
and whose centers are a pair of point®inKim and Shiff* considered both the
standard and discrete versions of the 2-center problemeatherpoints to be cov-
ered are vertices of a convex polygon. Their algorithms n®(nlog®nloglogn)
andO(nlog?n) time respectively.

For a given set oh demand points, the general version of both kkeenter
problem and the discretecenter problem are NP-compleéte?? But for a fixed
value ofk, both the problems can be solved@{n®vk)) time Therefore, it
makes sense to search for efficient approximation algostand heuristics for
the general version. Detailed review on this topic can bedom®> Another
variation of this problem, available in the literature, et the center and radius
of the (equal-radius) circles are fixed and the objective isaver the points 1S
with minimum number of circles. Stochastic formulationgiferent variations
of this problem are available in the literatift.

Apart from the base stations placement for mobile commutioicathe pro-
posed problems find relevant applications in energy-avieategic deployment of
the sensor nodes in wireless sensor networks (WSRBIn particular, Boukerche
et al?® studied the case where the sensor nodes are already plackstributed
algorithm is proposed in that paper which can activate tins@s such that the
entire area is always covered, and the total lifetime of #igvork is maximized.
Voronoi diagrand? is also an useful tool for dealing with the coverage problem f
sensor networks, where the sensors are distribut&¥irMeguerdichian et &%
considered the problem where the objective is to find a semsmding path be-
tween a pair of points andt such that for any poinp on the path, the distance of
p from its closest sensor is maximized. Several other apgicapecific covering
problems related to sensor network are available in theatitee?’
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10.3.2 Constrained Base Station Placement Problem

In general, every point inside the desired region may noultalde for installing
a base station. Some specific situations were mentionecetibeginning of this
section. A very practical constrained variation of the bstaéon placement prob-
lem is the situation where the base stations can be erechedmthe boundary of
the given region. This is a variation of the constraikezknter problem. Several
other constrained variations of thkecenter problem exist in the literature.

First of all, let us consider the constrained versions offbelidean 1-center
problem. Megidd®’ studied the case where the center of the smallest enclosing
circle must lie on a given straight line, and proposed a litieze algorithm. Bose
and Toussainf! addressed another variation of 1-center problem whereadst
of the entire region, a given s& of m points is to be covered by a circle whose
center is constrained to lie on the boundary of a given simpplggonP of size
n. They provided an output sensiti@((n + m)log(n-+ m) + X) time algorithm
for this problem, wherg is the number of intersection points of the farthest-point
Voronoi diagram ofQ with the edges iP; this may beO(nm) in the worst case.
Constrained variations of the 1-center and 2-center problare studied by Roy
et al.102where the target region is a convex polygon withertices, and the cen-
ter(s) of the covering circle(s) is/are constrained to leaospecific edge of the
polygon. The time complexities of both these problems@fe). Hurtado et
al.t03 used linear programming to give @(n -+ m) time algorithm for solving
minimum enclosing circle problem for a set of points whosetee satisfiesn
linear inequality constraints. The query version of theimim enclosing circle
problem is studied by Roy et d% where the given point set needs to be pre-
processed such that given any arbitrary query line, themmini enclosing circle
with center on the query line can be reported efficiently. pheprocessing time
and space of this algorithm af@(nlogn) and O(n) respectively, and the query
time complexity iSO(log?n). The query time can be reduced@logn) if O(n?)
preprocessing time and space are alloiR¥d.

Several other constrained variations of #aeenter problem can be found in
the domain of mobile communication and sensor network. Rgce\lt et al. 106
considered the problem of computing the center& oircles on a line to cover
a given set of points in 2D. The radius of the circles may nothegesame. The
objective is to minimize the sum of radii of all thekeircles. They proposed an
O(n?logn) time algorithm for solving this problem.

Recently, Da® in his Ph.D. thesis considered several constrained vanisti
of the base station placement problem. Here the base statiobe placed only
on the boundary of the given convex regiBnThe objective is to determine the



216 G. K. Das, S. Das and S. C. Nandy

positions ofk base stations (of equal range) on the boundar sfich that each
pointinsideP is covered by at least one base station. This problem isreef¢o as
region-cove(k) problem. This problem is of particular use where some postio
of the target region are unsuitable for placing the bas@stdbut the communi-
cation inside those regions need to be provided. For examwglenay consider a
huge water body, say lake or river, where the base statianaaigbe placed, but
communication inside that region is needed for the fishermesimplified form
of this problem is theertex-covefk) problem, where the objective is to establish
communication among only the vertices®fnstead of covering the entire poly-
gon. This problem is also useful in some specified applioatisay guards are
placed on the vertices of the polygonal reglarand the communication among
them is provided using these base stations.

It provides efficient algorithms for bothertex-cover(2andregion-cover(2)
problems, where the base stations are to be installed onraopaipecified
edges. The time complexities of these algorithms@felogn) and O(n?) re-
spectively. Next, it considers the case whkre 3. First the restricted version
of the vertex-cover(k)and region-cover(k)problems are considered, where all
the k base stations are to be placed on the same ed@e dfthe proposed al-
gorithm for the restrictegtertex-cover(kproblem produces the optimum result in
O(min(n?, nklogn)) time, whereas the algorithm for the restrictedion-cover(k)
problem produces afl -+ ¢)-factor approximation result i®((n+ k) log(n+k) +
nlog([1])) time. Finally, an efficient heuristic algorithm for the gealeegion-
cover(k)problem is proposed fd¢> 3.

Sohn and J¥7 considered a different variation of the problem. It assumes
that two sets of point8 = {bs,by,...,bn} andR= {r1,r2,...,ry}, calledblue
andred points, are given. The objective is to cover all the red Eowith circles
of radiusp (given a priori) centered at minimum number of blue pointsréithe
blue points indicate the possible positions of base statiand red points indicate
the target locations where the message need to be comneahicAt heuristic
algorithm using integer linear programming is presented@hith experimental
results. Azad and Chockalingaffi studied a different variation where base
stations (of same rang® are placed on the boundary of a square region,rand
sensors are uniformly distributed inside that region. Tdresers are also allowed
for limited movement. The entire time span is divided intatsl At the beginning
of each time slot, depending on the positions of the senkdrase stations need
to be activated. The proposed algorithm finds a feasibldisol(f exists) in time
O(mn+ nlogn) time.
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10.4 Conclusion

In this article, we considered the algorithmic issues eelab the range assign-
ment of radio stations in the context of a mobile radio nekwofwo different
variations are studied - (i) the radio stations are preqaaand (ii) the radio sta-
tions are to be placed. In both cases, the number of radimissaare given a
priori, and the objective is to minimize the total power regment of the entire
radio network. Needless to mention that the power requiremmainly depends
on the ranges assigned to the radio stations. The exactdanetlicating the total
power requirement also involves the environmental facidrere the network is
to be installed.

We first studied the case where a set of pre-placed radios$as given. The
problem is to assign ranges to these radio stations so thatdtwork satisfies
some desired connectivity requirement, for example, lrasidfrom a designated
node, all-to-all communication, etc., and the total povwmrsuimption of the entire
radio network is minimized. We have considered both the 1d2dnvariations of
the problems. Little is known in higher dimension, partaly in 3D, and in the
polyhedral terrain. Also, the study of the range assignmeritlem to maintain
fault tolerant connectivity with respect to all the aforielstoree problems need
extensive consideration in the application domain.

We have also considered the some useful variations of thgeerassignment
problem where the radio stations are not pre-placed, andhjeetive is to com-
pute the optimal locations of the radio stations in the neftvanch that the de-
sired communication can be established with minimum poweecial attention
is given for the homogeneous case, where the range of evdinystation is same.
Also, for the sake of simplicity, regions under considenatare assumed to be
convex. Recently, results on more realistic non-homoges@wdel have be-
come availablé® But, to our knowledge, no result is available where the negio
under consideration is of arbitrary shape.
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As the global information infrastructure is becoming mokequitous, digital
business transactions are increasingly performed usiragiaty of mobile de-
vices and across multiple communication channels. This seswice-oriented
paradigm is making the protection of privacy an increasiogcern, as it relies
on rich context representations (e.g., of location and geepand requires users
to provide a vast amount of information about themselvestaait behavior.
This information is likely to be protected by a privacy pglidut restrictions
to be enforced may come from different input requirementssibly under the
control of different authorities. In addition, users ratéttle control over their
personal information once it has been disclosed to thirtlggar Secondary use
regulations are therefore increasingly demanding atientiln this paper, we
present the emerging trends in the data protection fielddoead the new needs
and desiderata of today’s systems.
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11.1 Introduction

Today’s digital business processes increasingly rely onices accessed via a
variety of mobile devices and across multiple communicatibannelg. Also,
terminal devices are now equipped with sensors capabldlettag information
from the environment, such as geographical positionintesys (GPS), providing
a rich context representation regarding both users andegmurces they access.
This representation includes potentially sensitive peasinformation, such as
the users’ purpose, geographical location, and past ere¢es. While collecting
and exploiting rich context data is indeed essential fotamging network-based
processes and services, it is well known that context rescosid be misused well
beyond the original intention of their owners. Indeed, peed information is
often disclosed to third parties without the consent oftiegite data owners; also,
professional services exist specializing on gathering @delating data from
heterogeneous repositories, which permit to build usdilpsalisclosing sensitive
information not voluntarily released by their owners.

Inthe past few years, increasing awareness of the privaky of unauthorized
user profiling has led to stricter regulations on persontd d#rage and sharing.
Itis now widely acknowledged that business processestiaguarge-scale infor-
mation sharing will become widespread only if their usengehgome convincing
assurance that, while they release the information needactess a service, dis-
closure of really sensitive data is not a risk. Unfortunatebme of the emerging
technological and organizational requirements for présgrusers’ privacy are
still not completely understood; as a consequence, perdatamare often poorly
managed and sometimes abused. Protecting privacy redl@@svestigation of
different aspects, including:

e data protection requirements composititintake into consideration require-
ments coming from the data owner, the data holder, and gegsilvacy law.
These multiple authorities scenario should be supportea the adminis-
tration point of view providing solutions for modular, l&gcale, scalable
policy composition and interactiot?
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e security and privacy specifications and secondary usagéraloto identify
under which conditions a party can trust others for theiuggc and pri-
vacy. Trust models are one of the techniques be eval@gtdd. particular,
digital certificates(statements certified by given entities) can be used to es-
tablish properties of their holder (such as identity, aditation, or authoriza-
tions)/~** Moreover, since users often have no idea on how their peksona
information may be used subsequently, it must also be givereehanism
to specify whether or not to consent to the future use of thi@rimation in
secondary applicatiorts;

e inference and linking attacks protectidimat is often impossible, if not at the
price of not disclosing any information at all. Among theheirjues used to
protect the released dateanonymity promises to be a successful solution
towards increasing privacy;

e context information (including location) protecticile avoid unauthorized
leaks that may cause loss of privacy, for example, on theésusbereabouts.

These issues pose several new challenges to the design plediemtation of
privacy-aware systems. As far as mobile devices systemsom@erned, a major
concern is on-board memory and storage limitations. Ligi terminals re-
quire usage logs to be held by the infrastructure, makirgrérfce and linking at-
tacks more likely. On the other hand, usage logs need to iccen@ugh informa-
tion to enable analysis for detection of violations to thiggory policies in place.
Another challenge relates to the fact that clients and semliéke will not be un-
der the control of trustworthy authorities, so they canreabsumed to be trusted.
Each device and operating system must provide measuresttxpthe integrity
and confidentiality of sensitive personal data and of theagsi control policies.
Finally, the lack of resources available on portable de/gzech as cell phones and
laptops may pose some constraints on the effectivenessrelyptryptographic
approaches to privacy solutions. Therefore, adversagi@gtto access personal
data, could have much more computational resources atdispiosal than legiti-
mate clients. In this paper, we discuss these problems laisttdte some current
approaches and ongoing research. The remainder of the j{zapeganized as
follows. Section 11.2 addresses the problem of combininigaaization specifi-
cations that may be independently stated. We describe tacteristics that a
policy composition framework should have and illustratmeaurrent approaches
and open issues. Section 11.3 addresses the problem ohdgfivlicies in open
environments such as the Internet. We then describe clapgnbaches and open
issues. Section 11.4 addresses the problem of protecteasesl data against in-
ference and linking attacks. We describe kh@nonymity concept and illustrate
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some related current approaches and open issues. Sectiogiddusses the prob-
lem of protecting privacy of location information in perigsenvironments. We
describe thdocation privacyconcept and illustrate some current approaches and
open issues. Finally, Section 11.6 concludes the paper.

11.2 Policy Composition

Traditionally, authorization policies have been exprdssed managed in a cen-
tralized manner: one party administers and enforces thesaamntrol require-
ments. In many cases however, access control needs to cemgsimictions in-
dependently stated that should be enforced as one, whéimirgg their indepen-
dence and administrative autonomy. For instance, the glodday of a large
organization can be the combination of the policies of itsejmendent and geo-
graphically distributed departments. Each of these deyants is responsible for
defining access control rules to protect resources and eaulshts own set of
constraints. To address these issuegplicy composition frameworky which
different component policies can be integrated while retaj their independence
should be designed. The framework should be flexible to supliterent kinds
of composition, yet remain simple so to keep control over glex compound
policies. It should be based on a solid formal framework aokkar semantics to
avoid ambiguities and enable correctness proofs.

Some of the main requirements that a policy composition éaark should
have can be summarized as follows.

e Heterogeneous policy suppoiithe composition framework should be able to
combine policies expressed in arbitrary languages andippsnforced by
different mechanisms. For instance, a datawarehouse nil@gtcdata from
different data sources where the security restrictionsraarhously stated by
the sources and associated with the data are stated wighatiffspecification
languages, or refer to different paradigms (e.g., openased policy).

e Support of unknown policieft. should be possible to account for policies that
may be not completely known or even be specified and enforcedternal
systems. These policies are like “black-boxes” for whicl{cmmplete) spec-
ification is provided, but that can be queried at access elbtirtre. Think, for
instance, of a situation where given accesses are subjeaddition to other
policies, to a policyP enforcing “central administration approval”. Neither
the description oP, nor the specific accesses that it allows might be avail-
able; wherea® can respond yes or no to each specific request. Run-time
evaluation is therefore the only possible optionFolin the context of a more
complex and complete policy includirigas a component, the specification
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could be partially compiled, leaving on®y (and its possible consequences)
to be evaluated at run time.

Controlled interferenceRolicies cannot always be combined by simply merg-
ing their specifications (even if they are formulated in tame language), as
this could have undesired side effects. The accesses dfdatged might not
correctly reflect the specifications anymore. As a simplargta, consider
the combination of two systen#%,seg Which applies a closed policy, based
on rules of the form grant access ifs, 0, +a)", and Popen Which applies an
open policy, based on rules of the forgrant access if+(s,0,—a)". Merging
the two specifications would cause the latter decision nuerive all autho-
rizations not blocked b¥open regardless of the contents Bfigses Similar
problems may arise from uncontrolled interaction of theiv@ion rules of
the two specifications. Besides, if the adopted languagddgia language
with negation, the merged program might not be stratified¢lvimay lead to
ambiguous or undefined semantics).

Expressivenesd.he language should be able to conveniently express a wide
range of combinations (spanning from minimum privilegesieximum priv-
ileges, encompassing priority levels, overriding, confieat, refinement etc.)
in a uniform language. The different kinds of combinationsirbe expressed
without changing the input specifications (as it would beessary even in
most recent and flexible approaches) and without ad-hoasixtes to autho-
rizations (like those introduced to support prioritiesdr Fistance, consider a
policy P; regulating access to given documents and the central astnaition
policy P,. Assume that access to administrative documents can béedran
only if authorized by bothP; andP,. This requisite can be expressed in ex-
isting approaches only by explicitly extending all the supmssibly referred
to administrative documents to include the additional éimas specified by
P.. Among the drawbacks of this approach is the rule explogianit would
cause and the complex structure and loss of controls of twoifpations;
which, in particular, cannot be maintained and managedhamously any-
more.

Support of different abstraction levelsThe composition language should
highlight the different components and their interplayiéfedent levels of ab-
straction. This is important td) facilitate specification analysis and design;
ii) facilitate cooperative administration and agreement obal policiesjii)
support incremental specification by refinement.

Support for dynamic expressions and controlled modificatidobile poli-
cies that follow étick with the data and can be enriched, subject to con-
straints, as the data move.
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e Formal semanticsThe composition language should be declarative, imple-
mentation independent, and based on a solid formal framiewbhne need
of an underlying formal framework is widely recognized andarticular it
is important toi) ensure non-ambiguous behavior, ajdeason about and
prove specifications properties and correctiéstn our framework this is
particularly important in the presenceinEompletespecifications.

11.2.1 Overview of Ongoing Work

Various models have been proposed to reason about secolitiep14—" In1#16
the authors focused on the secure behavior of program mmdMleLeart’ pro-
posed a formal approach including combination operatasntnoduced an alge-
bra of security which enables to reason about the problenolafypconflict that
can arise when different policies are combined. Howevezndtough this ap-
proach permits to detect conflicts between policies, it ditlpropose a method
to resolve the conflicts and to construct a security polioyrfiinconsistent sub-
policies. Hosmép introduced the notion of meta-policies (i.e., policies @bo
policies), an informal framework for combining securitylipees. Subsequently,
Bell'8 formalized the combination of two policies with a functiamlled policy
combiner and introduced the notion @blicy attenuatiorto allow the composi-
tion of conflicting security policies. Other approachestargeted to the devel-
opment of a uniform framework to express possibly heteregas policied?-21
Recently, Bonatti et al. proposed an algebra for combining security policies to-
gether with its formal semantics. Following Bonatti etsaWork, Jajodia et .
presented a propositional algebra for policies with a syntasisting of abstract
symbols for atomic policy expressions and composition afpes. The basic idea
of these proposals is to define a set of policy operators usedoimbining dif-
ferent policies. In particular, fa policy is defined as a set of triples of the form
(s,0,8, wheresis a constant in (or a variable over) the set of subjéctsis a
constant in (or a variable over) the set of obje@tsanda is a constant in (or a
variable over) the set of actios Here, complex policies can then be obtained by
combining policy identifiers, denotd®l, through the followingalgebra operators

e Addition (+) merges two policies by returning their set union. For ins&
in an organization composed of different divisions, acdeshe main gate
can be authorized by any of the administrator of the divisi@@ach of them
knows users who needs the access to get to their divisiom)tathlity of the
accesses through the main gate to be authorized would thérehaion of
the statements of each single division. Intuitively, aiddis can be applied
in any situation where accesses can be authorized if alldweahy of the
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component (operand) policies.

Conjunction(&) merges two policies by returning their intersection.r e
stance, consider an organization in which divisions shar&aim documents
(e.g., clinical folders of patients). Access to the docutaénto be allowed
only if all the authorities that have a say on the documen¢agn it. In-
tuitively, while addition enforces maximum privilege, gonction enforces
minimum privilege.

Subtraction(—) restricts a policy by eliminating all the accesses in the se
ond policy. Intuitively, subtraction specifies exceptidaosstatements made
by a policy and it encompasses the functionality of negatit@orizations in
existing approaches, while probably providing a clearemof the combina-
tion of positive and negative statements. The advantagsshifaction over
explicit denials include a simplification of the conflict obstion policies and
a clearer semantics. In particular, the scoping of a diffeeeoperation al-
lows to clearly and unambiguously express the two diffetsets of negative
authorizations, namelgxceptions to positive statemeatsdexplicit prohibi-
tions which are often confused in the models or require explaihac exten-
sion to the authorization form. The use of subtraction giesiextensible as
the policy can be enriched to include different overridaugiflict resolution
criteria as needed in each specific context, without affigctie form of the
authorizations.

Closure(x) closes a policy under a set of inference (derivation) rules
tuitively, derivation rules can be thought of as logic ruesose head is the
authorization to be derived and whose body is the conditideuwhich the
authorization can be derived. Examples of derivation rabas be found in
essentially all logic based authorization languages mwegan the literature,
where derivation rules are used, for example, to enforcpggation of au-
thorizations along hierarchies in the data system, or toreefmore general
forms of implication, related to the presence or absencelarcauthoriza-
tions, or depending on properties of the authorizatihs.

Scoping restriction") restricts the application of a policy to a given set of
subjects, objects, and actions. Scoping is particulargfulgo “limit” the
statements that can be established by a policy and, in someentorcing
authority confinement. Intuitively, all authorizationstime policy which do
not satisfy the scoping restriction are ignored, and tloeesiheffective. For
instance, the global policy of an organization can iderddyeral component
policies which need to be merged together; each compondiat/poay be
restricted in terms of properties of the subjects, objeatsactions occurring
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in its authorization$.

e Overriding (0) replaces part of a policy with a corresponding fragment of
the second policy. The portion to be replaced is specified bgnma of a
third policy. For instance, consider the case where usess ldfrary who
have passed the due date for returning a book cannot bormgatine book
anymoreunlessthe responsible librarian vouchers for (authorizes) tlaalo
While the accesses otherwise granted by the library aredstas a policy
Rib, black-list of accesses, meaning triplesr, book, loan) are stated
as a policyPyock-  In the absence of thenlessportion of the policy, the
accesses to be allowed would simplyfg — Pyjock- By allowing the librarian
discretion for “overriding” the black list, calling,ouchthe triples authorized
by the librarians, we can express the overall policp@p, Pyouch Poiock)-

e Templatgt) defines a partially specified policy that can be completesiipy
plying the parameters. Templates are useful for represgptartially spec-
ified policies, where some componefitare to be specified at a later stage.
For instanceX might be the result of further policy refinement, or it miglet b
specified by a different authority.

To fix ideas and make concrete examples, consider a drugteff@arehouse
that might draw information from many hospitals. We assulrad the ware-
house receives information from three hospitals, denbteti;, andhs, respec-
tively. These hospitals are responsible for granting act@snformation under
their (possibly overlapping) authority domains, where dara are specified by a
scoping function. The statements made by the hospitalhareunioned mean-
ing that an access is authorized if any of the hospital pdaieyes so. In term
of the algebra, the warehouse policy can be represented espagssion of the
form P;"[0 < Oy, | + P2"[0 < Oy, ] + P37[0 < Oy,], WhereP: denotes the policy de-
fined by hospitah;, and the scope restrictiofo’< 0y, | selects the authorizations
referred to objects released by hosphig? Each policyP can then be further
refined. For instance, consider poliey. Suppose that hospithj defines a pol-
icy Parug regulating the access to drug-effects information. Assafse that the
drug-effects information can be released only if the hadpitesearchers obtain
a patient’s consenB;onsents€ports accesses to drug-effects information that the
patients agree to release. We can then exg?easPqrug& Peonsents

aA simple example of scoping constraint is the limitation aftrerizations that can be stated by a
policy to a specific portion of the data system hierarthy.

b\We assume that the information collected from the hospitsbe organized in abstractions defining
groups of objects that can be collectively referred to withiveen name. Objects and groups thereof
define a partial order that naturally introduces a hierareliere0y, contains objects obtained from
hospitalh;.



Privacy in the Electronic Society: Emerging Problems antlians 233

11.2.2 Open Issues

We briefly describe some open issues that need to be takendngideration in
the future development of a policy composition framework.

e Investigate differentilgebra operators and formal languagés enforcing
the algebra and proving properties. The proposed policypomsition frame-
works can be enriched by adding new operators. Also, theanfle of differ-
ent rule languages on the expressiveness of the algebra hasrtvestigated.

e Administrative policies and languageith support for multiple authorities.
The proposed approaches could be enriched by adding adrativis poli-
cies that define who can specify authorizations/rules fiveo can define a
component policy) governing access control.

e Policy enforcementThe resolution of the algebraic expression defining a pol-
icy P determines a set of ground authorization terms, which defiaetly
the accesses to be granted according.tdifferent strategies can be used
to evaluate the algebraic expression for enforcing aceassal: materializa-
tion, run-time evaluation, and partial evaluation. Thetfinse allows a one-
time compilation of the policy against which all accesses loa efficiently
evaluated and which will then need to be updated only if tHEepahanges.
The second strategy consists in enforcing a run-time etialuaf each re-
guest (access triple) against the policy expression tormé@te whether the
access should be allowed. Between these two extremesblyossinbining
the advantages of them, there are partial evaluation appesawhich can
enforce different degrees of computation/materializatio

e Incremental approaches to enfoideganges to component policiegvhen a
materialization approach is used to evaluate the algekrginession for en-
forcing access control, incremental approaéhean be applied to minimize
the recomputation of the policy.

e Mobile policies. Intuitively, a mobile policyis the policy associated with an
object and that follows the object when it is passed to anmatite. Because
different and possibly independent authorities can defifferdnt parts of
the mobile policy in different time instants, the policy che expressed as
a policy expression. In such a context, there is the problerhaw ensure
the obedience of policies when the associated objects nroumd. Within
the context of mobile policies we can also classify the peobbf providing
support for handling “sticky” policie$® that is, policies that remain attached
to data as they move between entities and are needed to estmendary use
constraints (see Section 11.3). Mobile policies encomalasshe problem of
digital right management (DRM) as they also require coindtisaf the owner
to remain attached to the data.
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Fig. 11.1 Client/server interaction.

11.3 Access Control in Open Systems

Open environments are characterized by a number of systéenisg different re-
sources/services. In such a scenario, interoperabilayiry important issue and
traditional assumptions for establishing and enforcinlicfgs do not hold any-
more. A server may receive requests not just from the localneonity of users,
but also from remote, previously unknown users. The senayr not be able to
authenticate these users or to specify authorizationbémnt{with respect to their
identity). Early approaches that attempt to solve theseessPolicyMakétand
KeyNote? basically use credentials to describe specific delegafinsts among
keys and to bind public keys to authorizations. Althoughyeaust management
systems do provide an interesting framework for reasonbautrust between
unknown parties, assigning authorizations to keys mayltrésiiting and make
authorization specifications difficult to manage.

A promising direction to overcome such a disadvantage isesgmted bylig-
ital certificates A digital certificate is basically the on-line countersaot paper
credentials (e.g., drivers licenses). Digital certifisatan be used to determine
whether or not a party may execute an access on the basisriiespgbat the
requesting party may have. These properties can be prov@mdsgnting one
or more certificate&-11 The development and effective use of credential-based
models require tackling several problems related to criialemanagement and
disclosure strategies, delegation and revocation of otélds, and establishment
of credential chaing?~3°

Figure 11.1 depicts the basic scenario we consider, where tare differ-
ent parties that interact with each other to offer servickgarty can act both
as a server and a client and each party ifias set of services it provides and
i) aportfolio of properties (attributes) that the party enjoys. Accesgiaions to
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the services are expressed by policies that specified tipegies that a requester
should enjoy to gain access to the services. The serviceseant to offer certain
functionalities that depend on the input parameters seg@dy its users. Often
input parameters must fulfill certain conditions to assweaext behavior of a
service. We identified the following requirements for spgog credential-based
access control.

e Attribute interchangeA server should be able to communicate to the client
the requirements it need to satisfy to get access. Alsogatcthould be able
to prove its eligibility for a service. This communicatiamtérchange could
be performed in different ways (e.g., the involved parti@s apply different
strategies with respect to which properties are submitted)

e Support for fine-grained reference to attributes within ad=ntial. The sys-
tem should allow the selective disclosure of credentialiskvis a requirement
that is not usually supported because users attributeséireed according to
functional needs, making it easier to collect all creddsiiima row instead of
iteratively asking for the ones strictly necessary for agigervice only.

e Support for hierarchical relationships and abstractionsservices and port-
folio. Attribute-based access control policies should be ablgéwis/ ac-
cesses to collection of services based upon collectiontidibates processed
by the requester.

e Expressiveness and flexibilityThe system must support the specification
of complex access control requirements. For instance,id@na service
that offers telephone contracts and requires that the st at least 18
years of age. The telephone selling service has two inpaipeters, namely
homeAddress andnoticePeriod. ThehomeAddress must be a valid ad-
dress in Italy anchoticePeriod must be either one or three months. Fur-
ther, the service’s access control policy requires thatrects with one month
notice period and home address outside a particular geloigedpegion are
closed only with users who can prove their AAA membershipntée we see
that the access control requirements of a service may equire than one
interaction between a client and a server.

e Purpose specific permissioithe permission to release data should relate to
the purpose for which data are being used or distributed. mbeel should
prevent information collected for one purpose from beingdufor other
purposes.

e Support for meta-policiesThe system should provide meta-policies for pro-
tecting the policy when communication requisites. Thisgeys when a
list of alternatives (policies) that must be fulfilled to gahe access to the
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data/service is returned to the counterpart. For instasupgose that the pol-
icy returned by the system is “citizenship=EU”. The party dacide to return
to the client either the policy as it is or a modified policy pisnrequesting

the user to prove its nationality (then protecting the infation that access is
restricted to EU citizens).

e Support for secondary use specifications and confrbe information owner
should be able to control further dissemination and use fqmel informa-
tion. This represents a novel feature that is no simply corezkwith autho-
rizing the access to data and resources but also with defaridgenforcing
the way data and resources are subsequently managed.

11.3.1 Overview of Ongoing Work

The first proposals investigating the application of cré@ddfased access con-
trol regulating access to a server were made by Winslett. &2l Here, ac-
cess control rules are expressed in a logic language ansl aplglicable to an
access can be communicated by the server to client&3tthe authors investi-
gated trust negotiation issues and strategies that a pantggply to select cre-
dentials to submit to the opponent party in a negotiatior!. the authors pro-
posed a uniform framework for regulating service accessi@fiodmation disclo-
sure in an open, distributed network system like the Web. mAgréevious pro-
posals, access regulations are specified as logical rulessewsome predicates
are explicitly identified. Certificates are modeledaedential expressionsf
the form “credentiahame(attributdist)”, where credentiahame is the creden-
tial name and attributéist is a possibly empty list of elements of the form “at-
tribute.name=valugerm”, where valugerm is either a ground value or a variable.
Besides credentials, the proposal also allows to reasant dbolarations (i.e., un-
signed statements) and user-profiles that the server cartaimand exploit for
taking the access decision. Communication of requisitéeteatisfied by the re-
guester is based on a filtering and renaming process appilittteserver’s policy,
which exploits partial evaluation techniques in logic pags. Yu et al1:3032
developed a service negotiation framework for requestetlsgpaoviders to grad-
ually expose their attributes. 3hthe PRUdent NEgotiation StratePRUNES)
has been presented. This strategy ensures that the cliemhgoicates its cre-
dentials to the server only if the access will be granted aedset of certificates
communicated to the server is the minimal necessary fottigiait. Each party
defines a set ofredential policieghat regulates how and under what conditions
the party releases its credentials. The negotiation csnsisa series of requests
for credentials and counter-requests on the basis of thiegaredential policies.



Privacy in the Electronic Society: Emerging Problems antlians 237

The credential policies established can be graphicallsessmted through a tree,
callednegotiation search treecomposed of two kinds of nodestedential nodes
representing the need for a specific credential,digginctive nodegepresenting
the logic operators connecting the conditions for cre@géngiease. The root of a
tree node is a service (i.e., the resource the client wamtsdess). The negotiation
can therefore be seen as a backtracking operation on theTtheebacktracking
can be executed according to different strategies. Faaniest, brute-forceback-
tracking is complete and correct, but is too expensive todeel in a real scenario.
The authors therefore proposed the PRUNES method that pthaesearch tree
without compromising completeness or correctness of tlyotiegion process.
The basic idea is that if a credentfalhas just been evaluated and the state of
the system is not changed too much, then it is useless toateadgain the same
credential, as the result will be exactly as the result mnesly computed. The
same research group proposed also a method for allowingpadopting dif-
ferent negotiation strategies to interoperate throughi#imition of aDisclosure
Tree StrategyDTS) family3? The authors show that if two parties use different
strategies from the DST family, they are able to establiskegotiation process.
The DTS family is a closed set, that is, if a negotiation stygtcan interoperate
with any DST strategy, it must also be a member of the DST famil

In33 a Unified Schema for Resource Protecti@miPro) has been proposed.
This mechanism is used to protect the information in pdicieJniPro gives
(opaque) names to policies and allows any named p#8li¢g have its own policy
P, meaning that the contentsef can only be disclosed to parties who have shown
that they satisfy?,. Another approach for implementing access control based on
credentials is thAdaptive Trust Negotiation and Access Con(BIINAC).34 This
method grants or denies access to a resource on the basssigpigion levehs-
sociated with subjects. The suspicion level is not fixed bay vary on the basis
of the probability that the user has malicious intents$® the authors proposed to
apply the automated trust negotiation technology for englslecure transactions
between portable devices that have no pre-existing relstip. 1! the authors
presented a negotiation architecture, callagstBuilder that is independent from
the language used for policy definition and from the strat®gdopted by the two
parties for policy enforcement. Other logic-based accessral languages based
on credentials have been introduced. For instance, D1LPRARY-3" the SD3
languag€e® and Binder?® In'®21ogic languages are adopted to specify access
restrictions in a certificate-based access control model.

Few proposals have instead addressed the problem of hogutate the use
of personal information in secondary applications°lthe authors proposed an
XML-based privacy preference expression language, cflRReference Expres-
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sion for Privacy(PREP), for storing the user’s privacy preferences withekip
Alliance. PREP allows users to specify, for each attribatesivacy labelthat is
characterized by a purpose, type of access, recipientretatation, remedies, and
disputes. Thélatform for Privacy Preferences Proje(®3P}! is another XML-
based language that allows service providers and usera¢t e agreement on
the release of personal data. Basically, a service proeaiedefine a P3P policy,
which is an XML document, where it is possible to define thepieat of the
data, desired data, consequence of data release, purpda&afollection, data
retention policy, and dispute resolution mechanisms. &Jspecify their privacy
preferences in term of a policy language, called APPEhand enforce privacy
protection through a user agent: the user agent comparessénegrivacy pref-
erences with the service provider P3P policy and checkshendhe P3P policy
conforms to the user privacy preferences. Although P3P izoa gtarting point,
it is not widely adopted by the service providers and pressotne limitations
on the user sid& The main limitation is that the definition of simple privacy
preferences is a complex task and writing APPEL prefereisoesor prone. For
this reason, Agrawal et 4 proposed a new language, called XPref, for user
preferences. However, both APPEL and XPref are not suftigiexpressive be-
cause, for example, they do not support negotiation andegtrdl information,
and they do not allow the definition of attribute-based ctads. Another impor-
tant disadvantage of these approaches is that users hagsiaepale: a service
provider defines a privacy policy that users can only acceptject. In2 a new
type of privacy policy, calledlata handling policythat regulates the secondary
use of a user’s personal data has been discussed. A dataniggmalicy regulates
how Personal Identifiable Information (PII) will be usedg(e.information col-
lected through a service will be combined with informatiatiected from other
services and used in aggregation for market research mspdow long PII will
be retained (e.g., information will be retained as long azasary to perform the
service), and so on. Users can therefore use these policidsfine how their
information will be used and processed by the counterpart.

11.3.2 Open Issues

Although current approaches supporting attribute-basdidips are technically
mature enough to be used in practical scenarios, thereilirgoste issues that
need to be investigated in more detail to enable more congppkcations. We
summarize these issues as follows.

e Ontologies.Due to the openness of the scenario and the richness antyvarie
of security requirements and attributes that may need twmhsidered, it is
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important to provide parties with a means to understand etidr with re-
spect to the properties they enjoy (or request the countermpanjoy). There-
fore, common languages, dictionaries, and ontologies bridieveloped.
Access control evaluation and outcomgsers may be occasional and they
may not know under what conditions a service can be acce3gextefore,

to make a service “usable”, access control mechanisms taimply return
“yes” or “no” answers. It may be necessary to explain why ari#ations
are denied, or - better - how to obtain the desired permissibherefore, the
system can return an undefined response meaning that cinfiemation is
insufficient to determine whether the request can be gramtel#nied. For
instance, suppose that a user can use a particular ser\ci sime is at least
eighteen and provides a credit card. According to this pptigo cases can
occur: i) the system knows that the user is not yet eighteen and thierefo
returns a negative responsg;the user has proved that she is eighteen and
the system returns an undefined response together withgbeseto provide
the information of a credit card.

Privacy-enhanced policy communicatio8ince access control does not re-
turn only a “yes” or “no” access decision, but it returns thisrmation about
which conditions need to be satisfied for the access to beagt§fundefined”
decision), the problem of communicating such conditionth&counterpart
arises. To fix the ideas, let us see the problem from the péwiew of the
server (the client’s point of view is symmetrical). A naiv@gion consists in
giving the client a list with all the possible sets of credalstthat would en-
able the service. This solution is however not feasible diled large number
of possible alternatives. Also, the communication prosessild not disclose
“too much” of the underlying security policy, which mightsal be regarded
as sensitive information.

Negotiation strategyCredentials grant parties different choices with respect
to what release (or ask) the counterpart and when to do i, aHhawing for
multiple trust negotiation strategié$. For instance, amager strategy, re-
quires parties to turn over all their credentials if the aske policy for them is
satisfied, without waiting for the credentials to be reqeestBy contrast, a
parsimoniousstrategy requires that parties only release credentiala eg-
plicit request by the server (avoiding unnecessary refase

Composite servicesln case of a composite service (i.e., a service that is
decomposable into other services called component sejviltere must be

a semi-automatic mechanism to calculate the policy of a cmitg service
from the policies of its component services.
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e Semantics-aware ruleglthough attribute-based policies allow the specifica-
tions of restrictions based on generic attributes or pitigseof the requestor
and the resources, they do not fully exploit the semanticquamd reason-
ing capabilities of emerging web applications. It is therefimportant to be
able to specify access control rules about subjects acge® information
and about resources to be accessed in terms of rich ontblaggd metadata
(e.g., Semantic Web-style ones) increasingly availabéglvanced e-services
applicationg**

11.4 Privacy Issues in Data Collection and Disclosure

Internet provides novel opportunities for the collectiardaharing of privacy-
sensitive information from and about users. Informatioawdhusers is collected
every day, as they join associations or groups, shop foregies, or execute most
of their common daily activities. Consequently, users hasfy strong concerns
about the privacy of their personal information and they fhat their personal in-
formation can be misused. Protecting privacy requiresfioee the investigation
of many different issues including the problenmpobtecting released information
against inference and linking attackehich are becoming easier and easier be-
cause of the increased information availability and easgcoéss as well as the
increased computational power provided by today’s teamolIn fact, released
data too often open up privacy vulnerabilities through,égample, data mining
techniques and record linkage. Indeed, the restrictedsacoenformation and its
expensive processing, which represented a form of proteati the past, do not
hold anymore. In addition, while in the past data were ppaly released in tab-
ular form (macrodata) and through statistical databasesyrsituations require
today that the specific stored data themselves, called datagbe released. The
advantage of releasing microdata instead of specific pngpated statistics is an
increased flexibility and availability of information fané users. At the same time
however microdata, releasing more specific informatioa,sabject to a greater
risk of privacy breaches. To this purpose, the main requér@sithat must be
taken into account are the following.

o |dentity disclosure protectioridentity disclosure occurs whenever it is possi-
ble to identify a subject, calledtspondentfrom the released data. It should
therefore be adopted techniques for limiting the possjbdf identifying re-
spondents.

o Attribute disclosure protectiondentity disclosure protection alone does not
guarantee privacy of sensitive information because allréfispondents in a
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group could have the same sensitive information. To oveecthis issue,
mechanisms that protect sensitive information about meggots should be
adopted.

e Inference channelGiven the possibly enormous amount of data to be consid-
ered, and the possible inter-relationships between dasamportant that the
security specification and enforcement mechanisms praigematic sup-
port for complex security requirements, such as those duefeoence and
data association channels.

To protect the anonymity of the respondents to whom the sekkdata refer,
data holders often remove, encrypt, or code identity inttiom. Identity informa-
tion removed or encoded to produce anonymous data inclualess) telephone
numbers, and Social Security Numbers. Although apparemibnymous, how-
ever, the de-identified data may contain other quasi-ifieng attributes such as
race, date of birth, sex, and geographical location. Byitigksuch attributes to
publicly available databases associating them with thiviedal's identity, data
recipients can determine to which individual each pieceetdfased data belongs,
or restrict their uncertainty to a specific subset of indints. This problem has
raised particular concerns in the medical and financial dielchere microdata,
which are increasingly released for circulation or reseacan be or have been
subject to abuses, compromising the privacy of individuals

To better illustrate the problem, consider the microdabéetan Figure 11.2(a)
and the non de-identified public available table in Figure(d). In the micro-
data table, which we refer to as private taldi§, data have been de-identified
by suppressing names and Social Security Numbers (SSNs)tgo Bxplicitly
disclose the identities of respondents. However, the selattributeRace,
Date of birth, Sex, ZIP, andMarital status can be linked to the public
tuples in Figure 11.2(b) and reveal informationxme, Address, andCity. In
the private table, for example, there is only one single fer{fe born on 71/07/05
and living in the 20222 area. This combination, if uniquehe txternal world
as well, uniquely identifies the corresponding tuple asgbeirig to “Susan Doe,
20222 Eye Street, Washington DC”, thus revealing that slseréjaorted hyper-
tension. While this example demonstrates an exact matcwonre cases, linking
allows one to detect a restricted set of individuals amongwihere is the actual
data respondent.

Among the microdata protection techniques used to proeatientified mi-
crodata from linking attacks, there are the commonly usguiagzhes like sam-
pling, swapping values, and adding noise to the data whilataiaing some over-
all statistical properties of the resulting tafeHowever, many uses require the
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SSN Name Race Date of birth Sex ZIP  Marital status Disease

asian 71/07/05 F 20222 Single hypertension
asian 74/04/13 F 20223 Divorced Flu
asian 74/04/15 F 20239 Married chest pain
asian 73/03/13 M 20239 Married Obesity
asian 73/03/18 M 20239 Married hypertension
black 74/11/22 F 20238 Single short breath
black 74/11/22 F 20239 Single Obesity
white 74/11/22 F 20239 Single Flu
white 74/11/22 F 20223 Widow chest pain
@
Name Address City ZIP  DOB Sex  Status

Susan Doe Eye street Washington DC 20222 71/07/05 F single

(b)

Fig. 11.2 An example of private tabRT (a) and non de-identified public available table (b).

release and explicit management of microdata while neetlirthful informa-
tion within each tuple. This “data quality” requirement neaknappropriate those
techniques that disturb data and therefore, although priegestatistical proper-
ties, compromise the correctness of single tupfe&-anonymity, together with
its enforcement vigeneralizatiorandsuppressionhas been proposed as an ap-
proach to protect respondents’ identities while releasinipful information?®

The concept ok-anonymity tries to capture, on the private table to be re-
leased, one of the main requirements that has been followetieb statistical
community and by agencies releasing the data, and accorindpich there-
leased data should be indistinguishably related to no lbas & certain number
of respondents

The set of attributes included in the private table, als@mmelly available
and therefore exploitable for linking, is calleghasi-identifier The requirement
above-mentioned is then translated in thanonymity requiremerf® each re-
lease of data must be such that every combination of valugsadi-identifiers
can be indistinctly matched to at least k respondeBisce it seems impossible,
or highly impractical and limiting, to make assumptions ba tlatasets available
for linking to external attackers or curious data recipseassentiallk-anonymity
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takes a safe approach requiring that, in the released tablg the respondents be
indistinguishable (within a given set) with respect to acfedttributes. To guaran-
tee thek-anonymity requiremenk-anonymity requires each quasi-identifier value
in the released table to have at lelastcurrences. This is clearly a sufficient con-
dition for the k-anonymity requirement: if a set of attributes of exterradilés
appears in the quasi-identifier associated with the pritzdile P T, and the table
satisfies this condition, the combination of the releaseéd @ih the external data
will never allow the recipient to associate each releasptétwith less thark re-
spondents. For instance, with respect to the microdata talfligure 11.2 and the
quasi-identifieRace, Date of birth, Sex, ZIP, Marital status, the table
satisfiek-anonymity withk = 1 only, since there are single occurrences of values
over the quasi-identifier (e.g., “asian, 71/07/05, F, 2022yle”).

11.4.1 Overview of Ongoing Work

As above-mentione#t;anonymity proposals focus @eneralizatiorandsuppres-
siontechniques. Generalization consists in representingdahees of a given at-
tribute by using more general values. This technique isdasethe definition
of a generalization hierarchywhere the most general value is at the root of the
hierarchy and the leaves correspond to the most specifievalgormally, the
notion ofdomain(i.e., the set of values that an attribute can assume) ineste
by assuming the existence of a setgeheralized domainsThe set of original
domains together with their generalizations are refercedstDom. Each gen-
eralized domain contains generalized values and theresseximapping between
each domain and its generalizations. This mapping is statedeans of aen-
eralization relationship<p. Given two domain®; andD;j € Dom, D; <p Dj
states that values in domaiy are generalizations of valuesii. The general-
ization relationship<p defines a partial order on the $&m of domains, where
eachD; has at mosbnedirect generalization domaid;, and all values in each
domain can always be generalized to a single value. The tlefirof a general-
ization relationship implies the existence, for each danae Dom, of a totally
ordered hierarchy, calledbmain generalization hierarchgenoteddGHp. As an
example, consider attribu#E P code and suppose that a step in the corresponding
generalization hierarchy consists in suppressing the ggsificant digit in the
ZIP code. Figure 11.3 illustrates the corresponding domaireiggization hier-
archy. In this case, for example, if we choose to apply oneeggization step,
values 20222, 20223, 20238, and 20239 are generalized &r 2021 2023*. A
generalization process therefore proceeds by replacegatues represented by
the leaf nodes with one of their ancestor nodes at a highel.|1Bifferent gener-
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Zy = {202%%} 202%%
Z1 = {2022%,2023%} 7323\*\ 7)23\*\
T 20222 20223 20238 20239

Zo = {20222,20223,20238,20239}

Fig. 11.3 An example of domain generalization hierarchyaftributezIp.

alized microdata tables can be built, depending on the atrafuyeneralization
applied on the considered attribute.

Suppression is a well-known technique that consists irggttg sensitive in-
formation by removing it. The introduction of suppressiamceduce the amount
of generalization necessary to satisfy Kaanonymity constraint.

Generalization and suppression can be applied at difféegets of granu-
larity. Generalization can be applied at the level of singdé&umn (i.e., a gen-
eralization step generalizes all the values in the columrgirggle cell (i.e., for
a specific column, the table may contain values at differemegalization lev-
els). Suppression can be applied at the level of row (i.euppr®ssion operation
removes a whole tuple), column (i.e., a suppression operatiscures all the val-
ues of a column), or single cells (i.e. keanonymized table may wipe out only
certain cells of a given tuple/attribute). The possible borations of the differ-
ent choices for generalization and suppression (includiag the choice of not
applying one of the two techniques) result in differk@nonymity proposals and
different algorithms fok-anonymity.

Note that the algorithms for solvinganonymity aim at finding &minimal
table, that is, one that does not generalize (or suppres® than it is needed to
reach the thresholkl As an example, consider the microdata table in Figure 11.4
and suppose that the quasi-identifiefkace, Date of birth, Sex, ZIP}.

Figure 11.4 illustrates an example of 2-anonymous tablaiobtl by apply-
ing the algorithm described i, where generalization is applied at the column
level and suppression is applied at the row level. Note tmaffitst tuple in the
original table has been suppressed, attrilbatee of birth has been general-
ized by removing the day, and attrib &P has been generalized by applying two
generalization steps along the domain generalizatiomidby in Figure 11.3.

In*” we defined a possible taxonomy feanonymity and discussed the main
proposals existing in the literature for solving tk@nonymity problems. Basi-
cally, the algorithms for enforcinranonymity can be partitioned into three main
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SSN Name Race Date of birth Sex ZIP  Marital status Disease

asian 74/04/ F  202* divorced Flu

asian 74/04/ F  202** married chest pain
asian 73/03/ M 202** married obesity
asian 73/03/ M 202** married hypertension
black 74/11/ F  202* single short breath
black 74/11/ F  202* single obesity
white 74/11/ F  202** single flu

white 74/11/ F  202** Widow chest pain

Fig. 11.4 An example of a 2-anonymized table for the privat#eP T in Figure 11.2(a).

classes:iexact heuristic andapproximationalgorithms, respectively. While ex-
act and heuristic algorithms produkeanonymous tables by applying attribute
generalization and tuple suppression and are exponemtiatisize of the quasi-
identifier6-48-53 approximation algorithms produdeanonymous tables by ap-
plying cell suppression without generalization or cell getization without sup-
pressior’*>6n these case, exact algorithms are not applicable becaesemn-
putational time could be exponential in the number of tupigbe table.

Samarafi® presented an algorithm that exploits a binary search ondheh
generalization hierarchy to avoid an exhaustive visit ef whole generalization
space. Since thk-anonymity definition is based on a quasi-identifier, thenalg
rithm works only on this set of attributes and on tables withrenthank tuples
(this last constraint being clearly a necessary conditamaftable to satisfk-
anonymity). Bayardo and Agrawlpresented an optimal algorithm, callkd
Optimize which starts from a fully generalized table (with all tuplequal) and
specializes the dataset in a mininkahnonymous table, exploiting ad-hoc prun-
ing techniques. LeFevre, DeWitt, and Ramakrisihatescribed an algorithm
that uses a bottom-up technique and a priori computation.

lyengaP® presented genetic heuristic algorithms and solvesthronymity
problem using an incomplete stochastic search method. Etlead does not as-
sure the quality of the solution proposed, but experimaegallts show the valid-
ity of the approach. WinkléP proposed a method based on simulated annealing
for finding locally minimal solutions, which requires highroputational time and
does not assure the quality of the solution. Fung, Wang arfd ptesented a
top-down heuristic to make a table to be releakeshonymous. The algorithm
starts from the most general solution, and iteratively Eliees some values of
the current solution until thk&-anonymity requirement is violated. Each step of
specialization increases the information and decreasestbnymity.

Meyerson and Willian®® presented an algorithm fdeanonymity, which
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guarantees @ (klog(k))-approximation. Aggarwal et &f°° illustrated two ap-
proximation algorithms that guarante®gk)-approximation solution. Note that
although both heuristics and approximation algorithms aioguarantee the min-
imality of their solution, and we cannot perform any evailbiabn the result of a
heuristic, an approximation algorithm guarantees neéimamn solutions.

k-anonymity is also currently the subject of many intereg8tudies. In par-
ticular, these studies aim at: studying efficient algorishior k-anonymity en-
forcement; usindg--anonymity as a measure on information disclosure due tb a se
of views?’ extending its definition to protect the released data agaitisbute,
in contrast to identity, disclosuré-gliversity) 8 supporting fine-grained applica-
tion of generalization and suppression; and investigatddjtional techniques for
k-anonymity enforcemer®

11.4.2 Open Issues

We now summarize the main open issues in developkg@onymity solution.

e Extensions and enrichment of the definitiorarlonymity captures only the
defence against identity disclosure attacks, while remgiexposed to at-
tribute disclosure attack§. Some researchers have just started proposing
extensions t&-anonymity’® to capture also attribute disclosure, however re-
search is still to be done.

e Protection against utility measuresAs we can imagine the more the pro-
tection, the less precise or complete the data will be. Rekea needed
to develop measures to allow users to assess, besides teetjmo offered
by the data, the utility of the released data. Clearly, tytithay be different
depending on the data recipients and the use intended fonftrenation. Ap-
proaches should be therefore devised that maximize infaomatility with
respect to intended uses, while properly guaranteeinggyiv

¢ Efficient algorithmsComputing a table that satisfiksanonymity guarantee-
ing minimality (i.e., minimal information loss or, in othevords, maximal
utility) is an NP-hard problem and therefore computatignexpensive. Ef-
ficient heuristic algorithms have been designed, but s#kearch is needed
to improve the performance. Indexing techniques could lp¢oéed in this
respect.

e New techniquesThe original k-anonymity proposal assumed the use of gen-
eralization as suppression since, unlike others, theyepregruthfulness of
the data. Th&-anonymity property is however not tied to a specific techaiq
and alternative techniques could be investigated.
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e Merging of different tables and viewsThe originalk-anonymity proposal
as well as most subsequent works assume the existence dfla &ble to
be released with the further constraints that the tableabositat most one
tuple for each respondent. Work is needed to release thesedmstraints.
In particular, the problem of releasing different tablesviding anonymity
even in presence of join that can allow inferring new infotimaneeds to be
investigated.

e External knowledge. -Rnonymity assumes the data recipient has access to
external database linking identities with quasi identifiér did not however
model external knowledge that can be further exploitedriterence and ex-
pose the data to identity or attribute disclosure. Work msdwel to allow mod-
eling external knowledge and taking it into account in thegasss of comput-
ing the table to be released.

11.5 Location Privacy Issues

The pervasive diffusion of mobile communication deviced tathnical improve-
ments of location technologies are fostering the developroka new wave of
applications that use the physical position of individual®ffer location-based
services for business, social, or informational purp88etocation awareness
supports an extended context of interaction for each uskremource in the envi-
ronment, eventually modeling a number of spatial-tempiialtionships among
users and resources. In a location-aware environmentexoist not the static
situation of a predefined environment; rather, it is a dymapairt of the process
of interacting with a changing environment, composed of ileolisers and re-
source$?
Location-related information can be classified as follows.

e Punctual locationabsolute longitude-and-latitude geographical locatian p
vided by systems like GP%{obal Positioning Systemin outdoor and rural
environments GPS, when at least three satellites are @jgiBlivers position
information with an acceptable accur&cyoday, GPS chipsets are integrated
into most mainstream cell phones and PDAs; when it is notaa), the cel-
lular network itself can be used as a basic geo-locatiorise?¥

e Logical or local location, composed of location assertions with different

In dense urban areas or inside buildings, localization @S may becomes critical because the
satellites are not visible from the mobile terminal. By 2008 European Union will deploy Galileo, a
next-generation GPS system that promises greater accanacgperation covering both indoors and
out, due to stronger radio signals that should penetraté lpoddings.
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levels of precision, for example, specifying that the usex specific country,
city, building or room.

Obviously, given the necessary background informatiam (& the form of a
map with geographical coordinates) there may be a functiahrhaps punctual
locations to logical ones. Recent research has proposeyl lo@ation techniques
producing a user’s logical location, punctual location otth depending on appli-
cation requirements. Location techniques have been peolpfos local wireless
networking: for example, Microsoft Research’s RADAR systeequires an ini-
tial calibration in which 802.11 readings are made on a 1 n{é&ta) grid. Then,
this grid is used for positioning 802.11 access points (ARshe APs are posi-
tioned correctly, knowing the readings of a device is sudfitifor estimating its
location. The Place Lab projéétdoes not rely on the availability of a grid of
previous readings; rather, it predicts location via theitimss of the APs, read
from a database cached on each device.

Today, the public databased gle.net contains the position of more than 2
million APs in the US and in Europe, providing quick-andtgiocation in some
key urban areas.

In this scenario, it comes with no surprise that personalagsi, which is
already the center of many concerns for the risks posed bemuon-line ser-
vices®46%is considered seriously threatened by location-basedcssivin addi-
tion, the publicity gained by recent security incidentd tiave targeted individu-
als privacy, revealed faulty data management practicesiaaathorized trading of
users personal information (including, ID thefts and uhatized profiling). For
instance, some legal cases have been reported, wherecemphnies used GPS
technology to track their cars and charge users for agregmfengements® or
where an organization used a “Friend finder” service to tigelown employ-
ees®’ Research on privacy issue has also gained a relevant boostmioviders
of online and mobile services, often, largely exceeded Ifecting personal in-
formation as a requirement for service provision.

In such a worrisome scenario, the conceploahtion privacycan be defined
as the right of individuals to decide how, when, and for whichposes their lo-
cation information could be released to other parties. @bk bf location privacy
protection could result in severe consequences that make thee target of fraud-
ulent attack$®

e unsolicited advertisingthe location of the user could be exploited, without
her consent, to provide advertisements of products andcssnavailable
nearby the user position;

e physical attacks or harassmetttge location of the user could be used to carry
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physical assaults to individuals;

e users profiling,the location of the user, which intrinsically carries pealio
information, could be used to infer other sensitive infotiorasuch as state
of health, personal habits, professional duties, and kieg li

e denial of servicethe location of the user could be used to deny accesses to
services under some circumstances.

Situations in which sensing technologies have been usedtétking users
locations and harassing individuals have been already ety -¢°

In this context, location privacy can assume several mgarand pursue dif-
ferent objectives depending on the scenario in which thesuse moving and on
the services with which the users are interacting with. ltiocgrivacy protection
could be aimed either at preserving: the privacy of the udentity, the single
user location measurement, or the location movement of$be monitored in a
certain period of time. The following categories of locatiorivacy can then be
identified®°

e Identity privacy. The main goal is to protect the identities of the users asso-
ciated with or inferable from location information. For fasce, many online
services provide a person with the ability to establish ati@hship with some
other entities without her personal identity being disebb$o those entities.

In this case, the best possible location measurement canobied to the
others entities but the identity of the users must be preserv

e Position privacy.The main goal is to perturb locations of the users to protect
the positions of individual users. In particular, this tygfdocation privacy
is suitable for environments where users identities araired for a success-
ful service provisioning. An example of a technique that hsoutions either
explicitly or implicitly exploit, consists in scaling a lation to a coarser gran-
ularity (e.g., from meters to hundreds of meters, from aldibgk to the whole
town, and so on).

e Path privacy. The main goal is to protect the privacy of the users that are
monitored during a certain period of time. The locationdthservices will
no longer receive a single location measurement, but théygather many
samples allowing them to track users. In particular, paitrepy can be guar-
anteed by adapting the techniques used for identity andigogirivacy to
preserve the privacy of a user that is continuously monitore

These categories of location privacy pose different resgnéants that are guar-
anteed by different privacy technologies, which we will lgma in the following
Section. Note that no technique is able to provide a genehatisn satisfying all
the privacy requirements.
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11.5.1 Overview of Ongoing Work

Accordingly to the categories of location privacy previgugescribed, three dif-
ferent classes of location privacy techniques can be inted: anonymity-based,
obfuscation-based, and policy-based. These classes di@lpaverlapped in
scope and could be potentially suitable to cover requirgsneoming from one
or more of the categories of location privacy. Anonymityséd and obfuscation-
based techniques can be usually regarded as dual categdfigle anonymity-
based techniques have been primarily defined to protectiiggmivacy and are
less suitable for protecting position privacy, obfuscatimsed techniques are
well suited for position protection and less appropriateifientity protection.
Anonymity-based and obfuscation-based techniques areswigdd for protect-
ing path privacy. Nevertheless, more studies and propbsats been focused on
anonymity-based rather than on obfuscation-based tegésidPolicy-based tech-
nigues are in general suitable for all the location privaategories. However,
they can be difficult to understand and manage for end users.

Anonymity-based solutions. An important line of research in location privacy
protection relies on the notion ahonymity’®"4 Anonymity typically refers to
an individual, and it means that the personal identity, aspeally identifiable
information of that person is not known.

Mix zoness the method developed by Beresford and Stajaftto enhance
privacy in location-based services by means of an anonysatyice based on
an infrastructure that delays and reorders messages froseisiners within pre-
defined zones. In particular, Mix zone model is managed bysie¢d middleware
that lies between the positioning systems and the third/@aplications and is
responsible for limiting the information collected by aiggtions. The Mix zone
model is based on the conceptapplication zonendmix zonesThe former rep-
resents homogeneous application interests in a specifgragglic area, while the
latter represents areas in which a user cannot be trackearticular, within mix
zones, a user is anonymous in the sense that the identitadbusfers coexisting
in the same zone are mixed and become indiscernible. Fuortrer the infras-
tructure makes a user entering the mix zone unlinkable frirarausers leaving
it. The authors also provide an analysis of an attacker hehhy defining and
calculating the level of anonymity assured to the usri particular, the suc-
cess of an attack aimed at recovering users identities &s$ely proportional to
the anonymity level. To conclude, the Mix zones model is @raeprotecting
long-term user movements still allowing the interactiothwnany location-based
services.
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Bettini et al/* proposed a framework able to evaluate the risk of sensitive
location-based information dissemination, and introduaeechnique aimed at
supportingk-anonymity?® In particular, the authors put forward the idea that the
geo-localized history of the requests submitted by a userbeaconsidered as
a quasi-identifierto access sensitive information about that individual. iRer
stance, a user tracked during working days is likely to cotenfitom her house
to the workplace in a specific time frame in the morning and edrack in an-
other specific time frame in the evening. This information ba used to easily
re-identify the user. The privacy preservation framewagds on the concepts of
quasi-identifier andi-anonymity is designed for such scenario. In particulag, th
service provider gathering both users requests and pdisisiaries of locations
should never be able to link a subset of requests to a singte T make this pos-
sible, there must exist 1 users having a personal history of locations compatible
with the requests that have been issued.

Gruteser and Grunwald definedk-anonymity in the context of location ob-
fuscation. The paper proposes a middleware architectudeaaradaptive algo-
rithm to adjust location information resolution, in spatatemporal dimensions,
to comply with specific anonymity requirements. The authmoposed the con-
cepts ofspatialandtemporal cloakingised to transform a user’s location to com-
ply with the requested level of anonymity. In particular, spatial cloaking guar-
antees th&-anonymity required by the users by enlarging the area irchvhi
user is located until enough indistinguishable individuate contained. The same
reasoning could be done for the temporal cloaking, whicmis@hogonal pro-
cess with respect to the spatial one. Whereas this methdd poavide spatial
coordinates with higher accuracy, it reduces the accuratiynie.

Gedik and Lid? described anothet-anonymity model aimed at protecting
location privacy against various privacy threats, and jgted a framework sup-
porting locationk-anonymity. Each user is able to define the minimum level of
anonymity and the maximum acceptable temporal and spasalution for her
location measurement. Then, the focus of the paper is on ¢fiaittbn of a
message perturbation engine responsible for providiratiome anonymization of
user’s request messages through identity removal andsieatiporal obfuscation
of location information.

Mokbel et al’* presented a framework, named Casper, aimed at changing
traditional location-based servers and query procesequeovide the users with
anonymous services. Users can define their privacy prefesghrough & which
is the number of users to be indistinguishable, &qgh representing the mini-
mal area that the user is willing to release. Casper frameigsoromposed by a
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location anonymizeresponsible for perturbing the users location to achieee th
privacy preferences of users, and byravacy-aware query processagsponsible
for the management of anonymous queries and cloaked sped&s.

To conclude, another line of research that relies on theeauiraf anonymity
is aimed at protecting the path privacy of the uséré® This research area is par-
ticularly relevant since in the near past many locationkirag applications have
been designed and developed also for devices with limitpdluties (e.g. cel-
lular phones). Nowadays, in fact, data about users moviagparticular area are
collected by external services, such as navigation systérasuse them to pro-
vide their services effectively. In such a scenario the rfeedrivacy techniques
aimed at protecting the privacy of the path becomes urgent.

Obfuscation-based solution. Another line of research in location privacy pro-
tection consists in the adoption of obfuscation technig@dguscation is the pro-
cess of degrading the accuracy of the information, to peypidvacy protection.
Differently from anonymity-based techniques the majorlgd@bfuscation tech-
nigues is to perturb the location information still maimiag a binding with the
identity of users. Several location-based services inrfamiires a user to present
her identity to access the requested service.

Duckham and Kulik® analyzed obfuscation techniques for protecting the lo-
cation privacy of users. The paper sets out a formal framlewwat provides a
mechanism for balancing individuals needs for high-quatiformation services
and for location privacy. The technique is based on the igigi@n concept, which
means the lack of specificity of location information. Théreus proposed to de-
grade location information quality and to provide obfusmafeatures by adding
n points at the same probability to the real user position. dlgerithm assumes
a graph-based representation of the environmerft® tlre defined obfuscation
methods are validated and evaluated through a set of siongat The results
show that obfuscation can provide at the same time both higtity of service
and high privacy level.

In addition, today, some commercial location platformdude a gateway that
mediates between location providers and location-basglitafions. In those ar-
chitectures, such as Openwdlehe location gateway obtains users location in-
formation from multiple sources and delivers them, pogsibbdified, according
to privacy requirements. Openwave assumes that userdyspiesir privacy pref-
erences in terms of a minimum distance representing thermawiaccuracy they
are willing to provide.

Bellavista et aP? studied a solution based on a middleware that balances
between the proper level of user privacy and the needs ofitschased services
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precision. The location data are then exposed at the prepel df granularity
depending on privacy/efficiency requirements negotiatethb parties. Hence,
instead of exact client positions, a downscaled locatidormation (with lower
precision and lower geographical granularity) is returned

Finally, some proposd$2°presented several obfuscation-based techniques
for location privacy protection that are particularly silte for location-based ser-
vices. These techniques are based on a simple and intuitedanism for the
definition of the privacy preferences, and on a formal estimaamedelevance
of both privacy and accuracy of location. In summary, theséniques provide
a degree of privacy to the users by degrading the locatioaracy of each mea-
surement and offer a measurable accuracy to service pravide

Policies-based solution. Other works studied the possibility of protecting users
privacy through the definition of complex rule-based peli

Hauser and KabatrfiR addressed this problem in a privacy-aware architec-
ture for a global location service, which allows users tortefules that will be
evaluated to manage access to location information. Hémgyaaind Steenkisté
described a method of using digital certificates combinet wile-based policies
to protect location information. The IETF Geopriv workingog®® addressed
privacy and security issues related to the disclosure @tioo information over
the Internet. The main goal is to define an environment @rearchitecture, pro-
tocols, and policies) supporting both location informatand policy data. The
Geopriv infrastructure relies on bo#tuthorization policiesposing restrictions on
location management and access, pridacy rulesassociated with the location
information, defining restrictions on how the releasediimfation can be managed
by the counterparts.

Some proposals used the Platform for Privacy Preferen&2{fto encode
users privacy preferences. In particular, Hong ét®alprovided an extension
to P3P for representing user privacy preferences for coteare applications,
while Langheinricf° proposed thpawSsystem that provides a privacy enabling
technology for end-users.

11.5.2 Open Issues

We briefly describe some open issues that need to be takenangideration in
the future development of location privacy techniques.

e Privacy preference definitior\ key aspect for the success of location privacy
techniques is the definition of a mechanism for privacy pesfees specifi-
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cation that balances between the two traditionally coifigctequirements of
usabilityandexpressivenes®espite its importance for the effectiveness of a
privacy solution, this issue has received little attenfioprevious works on
location privacy.

e Balancing location privacy and accuracliocation privacy solutions should
be able to balance the need of privacy protection requireddays and the
need of accuracy required by service providers. Locatiorapy techniques,
which are focused on users needs, could make the servicsjorgng impos-
sible in practice due to the excessively degradation oftiomaneasurement
accuracy. A possible direction to avoid excessive degiaada the definition
of an estimator of the accuracy of location information tedxting from any
physical attribute of sensing technology, which permitguantitatively eval-
uate both the degree of privacy introduced into a locatioasueement and
the location accuracy requested by a service provider. Bodtity of online
services and location privacy could then be adjusted, megdt or specified
as contractual terms. A quantitative estimation of the joled privacy level
makes simpler the integration of privacy solutions intolaffedged location-
based application scenafy??

e Composition of privacy techniquédsually, all location privacy solutions im-
plement a single privacy technique. This is clear in the cdsEbfuscation-
based techniques, where most of the solutions rely on imaditobfuscation
by scaling the location area. An important requirement fxtrgeneration
solutions is to provide more techniques and combine themdease their
robustness with respect to possible de-obfuscation attep@pformed by ad-
versaries.

¢ Degree of privacy protectionAlthough some workE 8% provide an estima-
tion of the degree of privacy introduced by location privaeghniques, the
real degree of privacy is not estimated yet. The real degree edgyimust be
calculated by analyzing the possibilities of an adversamgtiuce the effects
of the privacy techniques. As an example, consider a ta@ditiobfuscation-
based technique by scaling the location area. Let assurnththbocation of
a user walking in an urban area has been obfuscated by justsing the
radius to return an area that covers the whole city, rathem #m area with
radius of some hundreds of meters. It would be reasonablerf@adversary
to infer that the original area covers just few neighbortsther than the
whole city. Whereas such trivial de-obfuscation does notlpce exactly the
original measure, it provides the adversary with a bett@r@gmation of
the original measurement than the obfuscated area, hetesing the user’s
location privacy.
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11.6 Conclusions

This paper discussed aspects related to the protectiorfamation in today’s
globally networked society. We investigated recent prajgand ongoing work
addressing different privacy issues in emerging appbcatiand new scenarios
focussing on: the combination of security policies andrtirderchange and en-
forcement in open scenarios, the protection of personal datlergoing public
or semi-public release, and on the protection of locatidorimation in location-
based services. For all these areas, we have briefly iltestthe challenges to be
addressed, current research, and open issues to be iaedtig
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In the context of ubiquitous computing, small mobile desiege used as a plat-
form for consuming various services. Specifically, persdasa and information
of a person (called data owner) are distributed over mamg {harty organiza-
tions (data/service provider), and are being made availabWeb services, such
as monthly financial statements, personal medical datacssr¢e.g., X-ray re-
sults), etc. Very often, the personal information Web smrsiare not just used by
the data owner, but by third party data consumers who workercases on be-
half of the data owner, such as financial advisers or dochorthis environment,
the data consumers often are not the same as the data owrgassAaontrol is
enforced to prevent confidential personal information fafting into the hands
of "unauthorized” users. However, in many critical sitoas, such as emergen-
cies, relevant information may need to be released everiwe not explicitly
authorized. In this paper, we present the notion of sitmafioole and propose
a risk-based access control model that makes the decisjoassiessing the risk
in releasing data in the situation at hand. Specificallynipys the "access
first and verify later” strategy so that needed personalrinéion is released
without delaying access for a decision making third-paatyl yet providing an
adequate mechanism for appropriate release of persomainafion by a third
party provider. Our approach employs the notion of situatie and uses se-
mantics in building situation role hierarchies. It commutiee semantic distance
between the credential attributes required by the sitnatioole and the actual
role of a user requesting access, which essentially is usasisessing the risk.
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12.1 Introduction

In today’s networked environment, often much of the persarfarmation and
contents are created, stored and are in custody of privatefhrties. For ex-
ample, medical records of one person are distributed oveymidferent doctors
(general doctors, specialists, etc.), financial infororats in custody of financial
institutions (banks, investment companies, credit camipamnies), legal docu-
ments in various institutions (e.g. lawyer’s office, coupslice stations), photo
services and so on. With the ease of using Internet and Whhaémies, the data
custodians can make the data readily accessible througlséveizes.

Very often, the personal data stored by the service prosideeds to be ac-
cessed by another third party consumer who works on oneés foasdecision
making or evaluation. For instance, the doctor who is diagrpa patient’s con-
dition may need X-ray results from the outpatient center aff as lab results
from a laboratory. Traditional solutions may impose acoesgrol on the service
provider side to ensure proper access by the third partygs @octor’s) role and
credentials. However, this solution may not be the bestisolwr a feasible one,
since the third party data requestor can be an ad-hoc oneuere Pre-defining
and considering all possible data requestor roles on theptavider side is not
feasible. The data owner is separate from the data provittdata consumer
(requestor). In this largely distributed and ad-hoc envinent, personal data is
distributed over many different providers, and it is acedssot only by the data
owners, but also by third party data consumers. A securijl@hge is to provide
a mechanism to control access to the Web service usagesuivdtpre-defined
trusted entity.
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Another security challenge is that users do not have muchraasver their
data transfer by the legitimate third party data consumantgher party, who may
be partnered or affiliated with the data consumer. Web serggregators for
value-added services may need to use data services thabaréqul by multiple
providers. The value-added services or decision makingires multiple data
services. An inappropriate data transfer from one orgéioizéo another without
appropriate consent is not desirable. At least a notificatfthe unexpected data
transfer, may alert the improper data flow. With the Web ssxwenvironment that
allows automated agents to exchange data freely, this Kinsamings of data
transfers may be useful to prevent or to remedy the damagedinabe caused
with further propagation.

These challenges are also applicable in the organizatienal Most orga-
nizations now use several outsourcing or consulting seswehere the company
information, such as payroll and employee informationeis/ed by third party
data providers, and the data requestors/consumers maybweathird party or-
ganization which evaluates the company’s financial healtstanding.

However, in time critical situations such as a medical emecy, disaster sit-
uation, or incident involving critical information needbe personal data is being
accessed and released without much concern. Howevertlaétenitigation and
responses to the situations are handled, it is not cleath&h#te private data was
accessed unnecessarily or not. Our goal in this paper ieteat in those emer-
gency situations some access control can be enforced baghd assessment of
risks in releasing private, confidential data, and theraughbe traces to track
back and audit the data access in case needs arise.

Example 12.1We present an example that illustrates the need for obtaohata
from third party entities. John just had a car accident, dadhjury requires im-
mediate medical attention. The police needs to call an aamloel, his car needs
to be towed, and the paramedic transported him to a medicaigancy room
for immediate treatment. The nurses need to have his medicatds and health
insurance data. John’s blood type information and his nadistory records
reside distributed in several doctor’s offices. The nursequickly authenticate
to the medical group network, and finds the services of deatdro provide the
medical records for their patients. Using the car accideport ID sent over by
the police laptop as an authentication credential, theenomsbehalf of John will
be able to access the appropriate blood type from the labdiabeétic conditions
and drug/allergic conditions from general and specialisttdr's. For proper di-
agnosis, the X-ray of the chest is also required, and theesage retrieved from
another X-ray lab. The blood type identified is used for blaraehsfusion, and
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the ER doctor will use drug reaction conditions to prevemtaie drug uses. The
nurse also finds out the insurance information to alert teersance carrier.

Normally these medical records are not released to a thirty,gaut in an
emergency situation as in the above example, the avatialoifithese records
for the third party is necessary and desirable to handledbe without delaying
or without duplicating the existing records. In this case tiurse uses the po-
lice report ID as an informal guarantor for her access rigHimwever, the nurse
should not be allowed to view John’s salary or employmersteel records, or
financial investment information in this context. It alsamald not let the nurse
propagate/leak John’s sensitive information to anothéividual or group, such
as another specialist doctor who may be interested in expaidis own patient
pool, or an insurance company that may affect John’s futusarance costs or
benefits.

In this paper, we propose a risk-based distributed datssaamntrol that uti-
lizes a risk-reasoner that calculates the risk level inagileg data. The data is
first released even though the data disclosure policies df data provider do
not exactly match with the credentials of the data requgebtdrthe risk level is
acceptable. The risk reasoner calculates the risk-leweldan the semantic simi-
larity between the disclosure policy statement and thergivedentials. An exact
or approximate matching will result in a low risk level, wdiho matching or a
low matching level will result in a high risk level. The riskasoner considers
the semantic and situational relationships between thieypstatements and the
credentials provided by the requestors. The risk reasdsercansiders the risk
entailed by having several data items requested at the samagimplying that
there may be a higher risk when the data items are combinethtegthan when
each data item stands by itself. The data requests are ndogi¢glea connected
graph, consisting of a common set of data for a particulaasibn.

To ensure the accountability of released data under a ndeta! of risk, we
have a monitoring and auditing component that monitors eadrds the traces of
released data, and notifies the data owner about the reléasedvith a capability
to "explain” the circumstances under which the releasesi@mtiwas made, if
needed.

This paper is organized as follows. In section 12.2, we lyrdificuss the pre-
vious related work on trust-based access control and Weficeeauthentication
and authorization. In Section 12.3, the situation role nhadd risk-based access
control model is introduced followed by section 12.5 thatvsh the risk-based
access control evaluation. In section 12.6 we present @rayatchitecture for
proposed risked-based access control and implementasogas. In section 12.7
we conclude and present future research directions.
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12.2 Related Work

In a typical federated Web service environment, there imé&rakfederation orga-
nization with several partner organizations as serviceigess. In this federated
environment, these business partner organizations estalbime or all of business
agreements, cryptographic trust, and user identifierstobates across security
and policy domains to enable more seamless cross-domaimelsasnteractions.
Federation is the dominant movement in identity managetodiaty. It decouples
or loosely couples at the identity management layer, itisig@ach domain from
the details of the others’ authentication and authoriraitidrastructure. Key to
this loose coupling at the identity management layer arelstalized mechanisms
and formats for the communication of identity informaticetlween the domains.

A standard language SAML (Security Assertion Markup Larmgg)adevel-
oped by the OASIS XML-Based Security Services Technical @dtae (SSTC)
is an XML-based framework that provides a common languagexfchanging the
security information and sharing security services betwgstner organizations
engaged in B2B and B2C business transactions. SAML allowibss entities to
make assertions regarding the identity, attributes, atilements of a subject (an
entity that is often a human user). This approach allowsgleisign on (SSO) for
federation partners. However, this approach assumesititeggreement between
participating organizations, that is, all the particiaate trusted partners.

To address the ad-hoc access requests in many open syatemasshe Web
environment, where no prior known entities are involvedy¢hhave been several
approaches, such as trust negotiatibmsntent-based trust generatfommong
many, in open systems, and resource services actegsrvasive computing en-
vironments. These approaches concern establishing mush@ the unknown
Web interaction parties, e.g. clients and servers, where thee no pre-existing
trust relationships.

For trust negotiations, the access policy for a resourcpésified in declara-
tive credentials required to gain access to the resource.ciédentials required
for accessing resource access may be also sensitive, athsltodeze released only
when the server is trustworthy, and the data resources lagsezl only when the
client meets the necessary credentlél he trust building involves bilateral and
iterative negotiation between parties, to establish irushe another.

In the study? the trust-building credentials are dynamically generdtech
the contents of messages or resources exchanged. Thetsareefiltered and if
they are classified to be of a sensitive nature, then the agpte credentials are
requested for checking whether the message is allowed terti@st to the recip-
ient or to be received from the sender. There are four typesessage security
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monitoring: client sending message monitor, client reiogimessage monitor,
server sending message monitor and server receiving meessagitor. These
monitors capture the messages coming in or going out angifsldse messages
using similarity match with pre-defined sets of sensitiveadpieries.

In the work? the access to distributed resources in a pervasive congputin
environment is allowed even though the requesting clienbisa user with pre-
established trust with the security agent who checks tha@eaitials. The client
first obtains the access right delegation from a trusted/gaet authorized party
by the security agent). With the delegation of a trustedyp#re client unknown
to the system decides grants to access. This mechanisndpsadynamic access
rights according to the trust delegation from a trustedypaltt presents a dis-
tributed model in which security agents are hierarchicaitlanged and security
agents manage security and trust, and X.509 authenticegigificates identify
users and services. Authorized users can make delegatidris\ocations in the
form of signed assertions. These signed assertions witggdgbn information
are evaluated by security agents, and matched with the ppat® security poli-
cies for providing access control. The study assumes tisedsy to identify the
trusted party as a "Certificate Authority” for obtaining hatization delegation
for the access requestor. However, in a fully distributedrenment, identify-
ing the right trusted party for obtaining delegation rigtstsn itself a daunting
task. Also the delegated assertions only consider thestiysstrty’s authentication
credentials that are statically stored with the securignag

The Benefit And Risk Access Control (BARABS proposed where the access
control is based on the benefits of information sharing askkrof information
disclosure. Typically, there are allowed transactiongr@sented as AT graph) and
information flow paths and BARAC accessiblity graph (AC drpghat describes
the objects accessible by subjects, but in some circumssartiee allowed paths
are not possible due to different circumstances. Thusgidiaéo modify AT graph
and AC graph. The modifications of these BARAC configuratioasy result in
adding risks or subtracting benefits. The access contrtdisysaintains the total
benefits and risks of these modified AT and AC graphs with atked budgets.

In the study? different permissions are associated with different leeéfisks,
and there exist security risk ordering relations amongelhasks. The role hierar-
chy relations are used for selecting a role for delegaticasis that would yield
least risks. This is similar to our approach in role relaiskls, but it does not con-
sider semantic distance, but strict seniority of the rokrdnichy. It also assumes
a thorough study on risk relationship orderings of role aachpssion relations
within an organization, e.g. a hospital. This is not feasiblan open system as
in the Internet-based information access.
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The approachis a risk-adaptive access control model where the estimated
guantified risk is based on the probability of damage timésavaf damage. These
estimated risks belong to some band in the risk scale thaesepts the range
of quantified risk estimates that is further divided into tipié bands of risk.
Each band on the risk scale is associated with an acces®kdatision. If the
estimated risk falls in a lower band, then the access is afo@n the other hand,
if it falls in the top band, the access is denied.

12.3 Risk-Based Access Control Model

In this section, we present a risk model for roles and objécti®wed by a risk-
based policy representation.

12.3.1 Situational Role Model

The risks involved with roles typically arise when the acoesntrol system needs
to grant an access, even though the requester’s role deviata a role speci-
fied in the authorization rules, or the credentials of theuester do not exactly
match with the authorized role. Thus, even though the aigthion rule states
that "doctors in general hospitals are allowed to read aepatiecord” but the
request is made by "a nurse in a general hospital” or "a dantarmedical uni-
versity,” the system tries to grant access to the requesteral a circumstance
such as an emergency or urgent nature of data needs. In thesg the usual
exact specification of the role in an access control rule @xact matching of the
rule may need to be relaxed and the role specification nedaseariched.

Our approach is to model more enriched roles, using a rolsituation called
asituational role A situation is modeled with a workflow which denotes a praces
with a set of coordinated tasks and typical roles (defaytirototypical roles) that
are assigned to execute these tasks.

We assume that each user is associated with one orcredentials Creden-
tials are assigned when a user is created and are updatediagtp We assume
the policy states that a user should provide a setreflentialsto assume a role.
Thus, a role is defined in terms of a bundle of credentials witmique type ID
calledcredential typeLetCT ={ct;,cty, ...} be the set of credential types.

Definition 12.1 (Credential-type) A credential-type ct is a pairct.id,CA),
where ctid € CT is a unique identifier and CA is the set of attributes beiogg
to ctlid. Each cac CA has an attribute name and C&) is the set of attributes
belonging to ct.
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Credential types are organized in a subtype relationskei@lghy, callecCre-
dential Type HierarchyWe useC, to denote the set of credentials associated with
a useru.

Definition 12.2 (Credential) A credential c, an instance of a credential-type ct,
is a triple (ct_id, c.id,C,), where ctid € CT, cid is a unique credential identifier,
and G, = (a1 :V1,...,an: Vn), where{ay,...an} C CA(ct).

Example 12.2An example of a credential for a credential type “doctor” & a
follows:

(doctor, D123, (medical license: Board of New York MedicakAciation, license
Number: 12412, specialty:surgery, affiliation: St. Barmablospital)).

A situationis modeled with a typical process that contains a set ofrielizied
tasks performed by a set of authorized roles. For instan@emiedical emergency
situation, there are typically a doctor, nurse, residemidical aids, ambulance
drivers, etc., who interact in a process of providing pdteare, such as patient
record retrieval by a nurse, critical health indicator camigon by a nurse, med-
ical treatment information lookup by a resident, look up fieedical diagnostic
information, and prescription alternatives by a doctor dtcthe following, we
define a situation.

Definition 12.3 (Situation) A situation s is represented as a pa#id, W) where

sid denotes the unique name of a situation, ane-Wr, D), is a workflow (pro-
cess), where = {ty,tp,...} is a set of tasks and D is the set of edges denoting
inter-task dependencies among tasks.

Dependencies are typically of the fotm—— t; wherex the dependency ex-
pression. It essentially means tiabllows tj only if xis true. Several categories
of dependencies are possible, including control-flow, @and external depen-
dencies. Additionally, the set of tasks are not always seiigidout may be of the
form, AND/OR join and AND/OR split, eté:2

An example of a situation is (car-accidelty) that shows a car accident
situation that is typically associated with a workflowy="Process-Accident-
scene”, wherd\; consists of taskd = {call-police, look-up-license, generate-
police-report, call-ambulance, lookup-blood-type, lopkmedical-records, call-
insurance, call-criminal-records, call-accident-higto}, where each task has a
typical role that executes it, e.g. the policeman perforersegate-police-report.
The dependencies among the tasks, for example, includeraalinal-records
follows look-up-license only if look-up-license has rdedlin the discovery of an
expired license.
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Situations, expressed as sid’s, are nothing but their gtscs. We use the no-
tationsW(s), T (s),D(s),ti(s) to refer to the workflow, its task set, its dependency
set, and a particular tagkin W(s) of a situations, respectively.

We assume that situations are organized hierarchicallgdas the semantic
relationships among one another. Specifically speakingyat®n is at a higher
level in the hierarchy, if it pertains to a more general cqic@/e define a situation
hierarchy as follows:

Definition 12.4 (Situation Ontology) A situation hierarchy His defined as a set
of situations{s;, S, ...} with partial ordering relationships among al and g in
Hs.

An example of the situation hierarchy is a disaster situaliaving subtypes
such as "natural disaster” and "man-made disaster” sdanatiand natural disas-
ter in turn can have several subtype situations such as heedisaster,” "earth-
quake.”

Each task € T in the situation workflowW has a specified role(s) that is
allowed to execute the task. We denote this role asitioational role Given a
taskt € W, for a situation, we denote the situational role &s). We assume that
for every situational roles(t), there exists a required set of credential attributes
associated with it, which is defined as follows.

Definition 12.5 (Situational Role) A situational role g(t) is represented as a
triple (s,ti(s),C) where C={ay : v1...an : Vn} is therequired credential setsso-
ciated with r, denoted as(C).

C(r) is a set of attribute and value paii : v1,...,an : Vn).

Based on the semantics associated with the roles, we as$amnsituation
roles can be partially ordered, which we denote astaation role hierarchy
which captures the partial ordering relationships amoegithNote that this may
not be the same as the role hierarchy as traditionally assuvkie assume that the
situation role hierarchy always has a root and the level @liaton role is higher
if it is closer to the root. A role; is said to be at a higher level than the other if its
situation is more general than that of the other.

12.3.2 Objects

We assume objects in the system comprise of propertiébla#s and their val-
ues. Policy rules over objects are specified using the abitvieudies and logical
combinations of these attribute-value relationships. fHugiested objects should
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have matching properties with those specified in the poiicgrder to grant an
access to the specified object. The privacy and confidaytialiel of the ob-
ject determines the risk of allowing access to that objeot. ifkstance, exposure
of an object with personally identifiable attributes suchsasial security num-
ber or name, may cause more risk than when objects with otheidentifying
attributes are accessed, since those may violate a pepirasy (e.g. medical
records with identifying information), or may risk identithefts.

In this paper, we assume that the data objects can differeimishk level de-
pending on three types of sensitive attributes: (1) anomgwttributes, (2) per-
sonally non-identifying attributes, such as age, date dhbgender, occupation,
education, income, ZIP Code with no address, interest abdibs; and (3) per-
sonally identifying information that refers to informatithat can be used to iden-
tify or locate an individual. The exposure of the object mayse different levels
of risk depending on whether personally identifying atités are included in the
request or not, since they can pose more risks to the priviaay mdividual.

We assume that there exists a set of data provi€ers{ps, pz,...} that
may generate, manage and disseminate data objects, amdeadsat each data
provider p; has a set of data objec® ={0i1,0i2,...} residing atp;. Each data
object has a set of attributes = (at,aty,...). Thus we have multiple data sets
OBJ= {04, 0y,...} distributed over different providers . At present, we do not
consider that data are replicated and maintained by melldiata providers.

Each data se®; is provided by a service provides through a set of Web
servicesW § ={ws;,ws,...}. Each Web servicevs takes InputiN and Out-
put OUT. The input and output behavior of each Web service is desdrémd
available in a directory service UDDI (Universal DescrptiDiscovery and In-
tegration). UDDI also contains all the Web services proditg all the service
providersV S={WS,W S, ...}.

Each attribute can be associated with a risk level inheredata items such
as data attributes that can identify the personal identitgeeal any confidential
information when it is revealed, so called linkable atttés1 These risks can be at
different levels, and we define these as risk indices. Thuaattribute that has
a potential of leaking sensitive information has a highsk mndex than those that
do not reveal private or secure information. For instangejdfault the attributes
that can identify individuals uniquely as in the unique paiy attribute, or the
attributes that have greater linkability will be assignedhagh risk. However,
each individual may have different levels of concerns iwvgmy. In such a case,
he or she can express her privacy preferences using prieadfiaients to denote
the personal privacy policy expressing how one values the [&f sensitivity or
privacy of data attributes.
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Definition 12.6 (Privacy Coefficient) The privacy coefficient pwf an attribute

at; of an object o is a natural number that specifies its level dfgmy. For an
object 0, P0) = {pwi, pw,...} represents the privacy coefficients of all the at-
tributes of o.

These privacy coefficients will be used to calculate the leskls, where the
value of privacypv is directly translated into the risk level of the attribute
Thus the higher the privacy coefficient, the higher the reskel. The personal
privacy policy may not list all the attributes’ privacy ldse For the attributes not
specified in the policy, the attribute is not considered as or sensitive. Based
on the level of privacy, one may define the risk associatel rgieasing an object
attribute. Obviously, risk is some function of the privacy.

Definition 12.7 (Object Risk Vector) Given object o O with attribute vec-
tor A(o) = {aty,at, ...} and the privacy coefficient R\@) associated with the
attributes, a risk vector of o is defined as RK=(rky,rkz,...) where rk =

f(pv(at)).

RK(0) represents a risk index of each attributeAfo). A higher risk index
rki represents a higher risk of revealing sensitive infornmatibouto or the data
owner ofo. For instance, the social security information for an empésalary
record or a patient medical record may have a higher riskxitiolen the transac-
tion amount or the blood pressure information.

12.4 Situation Role-Based Access Control

When a user logs in, a new session is activated and he/shengsesedential cer-
tificates and a situation identifier. Upon providing usedergials, namely a set of
attribute and value pairs, the system checks with the ctedefor potential roles.
When the credentials provided by the user match with theecrggls associated
with a situation role, then it is activated.

For instance, if a user is logged on as a doctor with apprtspdeedentials
for a doctor role, and the situation is medical emergen@n the situation role,
emergency doctor = (emergency, operate, surgeon), isasativAs stated in defi-
nition 12.3, a situation workflow consists of tasks and thedgl roles associated
with each task in the workflow. Thus, for the medical emergetite "Operate”
workflow may have roles such gsiurse, doctor, anesthetist, clerk}..Among
these, the situation workflows that have overlapping roliéls those verified with
the roles according to the certificate credentials area@etil: Thus role activation
is a mapping of a user session in a situation to situatiorsrole
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Definition 12.8 (Situation Role-based Access Control)

e U,SROLEST, and OBJ are the set of users, situation roles, tasks, aedop
ations.

e UACU x SROLES, a many-to-many mapping user-to-role assignmianat re
tion.

e assignedusergr) — 2SROLES the mapping of r onto a set of users. Formally:
assignedusersr) = {u e U|(u,r) € UA}, the mapping of role r onto a set of
users.

o PRMS=2(T*OBJ (the set of permissions) Formally: @ {(t,0)[t e TAo €
OBJ}

e PAC PRMSx SROLES, a many-to-many mapping of permission-to-role as-
signments.

e assignedpermission&) — 2PERMS the mapping of role r onto a set of per-
missions. Formally, assignepermissiong) = {p € PRMS(p,r) € PA}.

e t —» {P € PRMS, the task-to-permission mapping, which gives the set of
permissions associated with a task t.

e SES, the set of sessions.

e usersession@l: USERS — 25ES the mapping of user u onto a set of ses-

sions.
e sessiomoles(ses: SESSIONS — 25ROLES  the mapping of session
ses onto a set of roles. Formally:  sessimtes(ses) C {r <

SROLE §sessionusergses),r) € UA}.
e S, the set of situations.
e situation(s: S) — 2V, the mapping of situation s onto a set of workflows.

Since objects are stored and delivered by the data provithersequests for
data objects are done through data Web services. The Weiteaccess and
manipulate the data items. Web services include not ondjtiomal simple access
functions such as "read/retrieve/view” and "write/updalbeit also include other
types of data record manipulations using different type®/eb services such as
"anonymize” which limits access to only the non-identifgiattributes of data
objects, or "select” where a subset of the data records &ieved. In addition,
the operations can include not only these atomic Web sesMice also composite
Web services which combine several Web services in sequenagive at the
desired value-added data. Thus, each Web service datalpr@an maintain the
situation roles and the set of required credentials forrthlatand also evaluate the
eligibility of the consumers of the Web services.

Definition 12.9 (Web services)Given a set of Web services WS, a Web service
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wse WS is defined as an operation on data object&ws, Oout) Where Qn C
OBJ and @yt C OBJ.

Definition 12.10 (Permission Assignment RulespPermission assignment is a
relationship that maps a situation role to a set of Web sesjcdenoted as
R— 2WS,

Definition 12.11 (Access Requestin access request is defined as a tugle
u,S, WS Ojn, 0oyt >, Where a user in a session, u, in a situation s requests servic
ws, given input objectjpto receive output g;.

John Smith handles a medical emergency in the ER unit of atiabkly and he
needs to access the patient’s previous hospitalizatidariisecords from another
hospitalH” before any medical treatment. He can look up the Web serejpesi-
tory, and finds a Web service that returns the hospital recgiken the patient’s ID
as an input. He directly communicates witth and proceeds with the authentica-
tion process. Oncd’ authenticates the user and the situation he idivaluates
if a doctor in a medical emergency can access patient’s tabspcords. The doc-
tor role is activated with the credentials, and the permissigiven to doctors in
emergency operations are retrieved. The tasks in situagiated workflows con-
tain the permitted activities, i.e. provide patient hoslpzation records; then the
role is granted to access the objects.

12.5 Risk-Based Access Control Reasoning and Auditing

The basic model for the situational role based access dgmtesented in the
previous section assumes that the user’s roles exactlyhmath the permission
assignment rules. In an emergency or crisis managemeatisity the ability
for forming a dynamic coalition of organizations and pecaplailable at the time
is a key for successful situation handling. In this kind dfiations, resources
may have to be released to users who may not fit to the rolesfisper the
permissions, because the right people may not be availabhe dime, and the
situation needs to be handled. On the other hand, there sk® in releasing
information to the wrong party. There should be a mechanisassess the risks
involved in a structured manner, and also leave enoughahlditnformation in
case the needs arise to trace back for accountability.

Our approach provides a reasoning mechanism (Risk Reggonereasure
risks based on role structure, information sensitivityelsy and process depen-
dency sequences. This section will present the risk meamams and risk-based
reasoning for access control decisions.
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12.5.1 Risks Based on Role Structure

In this case, we consider the case where the credentialsiassbwith the user do
not match exactly with those of the situational roles reeglifior the workflow. Re-
call that each situation is associated with a workwand the workflow consists
of a set of task3 = {ty,t2,...}, and each taske T is associated with situational
rolesR(T)={r(t1),r(t2), ...} that are granted for executing tasks in each workflow
W. However, the set of credentials associated with the usgrmaamatch with
any situational roles associated with the tasks within thekflow pertaining to
the situation. In this case, the system tries to see if theogized role AR€ R(T))

for a taskt; € T in W and the user’s roledJ[R) have any semantic relationships,
such asJRis a child of AR, or sibling ofARin a situational role hierarchy. Using
the situational role hierarchy and the required credeatiaibutes, we can mea-
sure the risk based on the semantic and structural distéetesenrARandUR.
The distance from\Rto URis the risk measure. We look at the attribute dimen-
sion as well as the child-parent (specific-general) retatiips between these two
roles in the role hierarchy.

The semantic distanc&D) of two roles is measured with the semantic at-
tribute distanceAD) that is measured with the cosine distance with multidimen-
sional attributes of two roles, and the relationship distafkRD) is measured by
the level distance of the nodes in the role hierarchy.

AD(r.1') = /(v —Vp)2 + (V2 — V)2 + ) (1)

wherey;, V] are values for an attributg, anda; € C(r).

RD(r,r") = |level(r) —level(r’)| )
wherelevelrefers to the height in the situation role hierarchy.
Riskr) = SD(r,r') = AD+RD (3)

The risk involved in role deviation, i.e. using one roté different from the
required role ) in the policy, is greater when the semantic distance betiezese
roles is greater. For example, in the medical emergencwatfity, the medical
office clerk normally does not access the injured personrgidential medical
records, but the doctor or nurses may. In the case of a meaffize clerk, the
access may be granted due to its semantic relationship® tddattor or nurses.
The semantic distance of the medical clerk from the grardgkxsynamely doctors
or nurses, is calculated and when the risk level is withinrible threshold, the
access is granted. On the other hand, if a lawyer in the gituiies to access the
medical records, the risk level calculated from the sematisitance between the
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granted role (doctors or nurses) and the lawyer may be hijaera threshold to
grant access.

12.5.2 Risks Based on Information Sensitivity

When the policy specifies the roles that are allowed to useraified task (Web
services) to access an output, or allowed to execute tasksiinational workflow
W, the risk is not an issue. However, when the roles that aréatileg from
the authorized role try to execute a task that returns anuvotgect, the risk of
revealing the object to this role should be considered. Tivagy coefficient of
object attributes is used to calculate the risks.

Given privacy coefficientBV = { pvi, pw, ...} for some attribute sets of a data
object, the risk vector of the requested output obgggtis defined as the privacy
coefficient of attributes in the requested output. TIRIS(0out) = { pvi|at € Oout }-
Then the risk level of the requested data object is caladilatethe sum of the
privacy coefficients in the risk vector for the output of aktéise. Web services).

n

Risk0) = Zrki 4)

for all attributes inogyt.

12.5.3 Risks Based on Process Dependency

Another risk is when the typical situational workflow has gwsence of tasks to
be performed. Each task may have certain preconditions todidefore it can
be performed by a role. However, in some cases, these prigiomisdnay not be
met and the task needs to be executed. In other words, thamgsk associated
with the task execution since its preconditions are noyfulét and pending to be
satisfied. For instance, the medical emergency situatignaoatain the doctor’s
task to retrieve the medical history of a patient’s mentallthemay depend on a
police record of some incident. With the absence of the palécord, the task
may proceed with some risk of revealing the mental healtbrdscof a patient.
In some cases, a task may require several preconditionsreeheout not all the
preconditions are satisfied before the task is executed.

To calculate the risk for a task according to a dependencpr@icondition)
satisfaction, the following risk is used:

Given a dependency between two tassksdT> t, the risk of task

®)

k() =4 i d(p is not satisfied
0 otherwise.
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For calculating the risk associated for all task T, we useRiskt) to denote the
sum ofrk(t) for all t where each has dependencielé,g t, as shown in equation
(6).
Riskt) = z rk(t) (6)
vt St

Thus given a situatiors, the overall risk of a request for accessing an object
through a task (Web service) by a role in a situas@an be expressed as:

Riskr,t(0)) = Riskr) + Risk0) + Riskt) (7)

The risk-based access control algorithm enforces the acoedrol based on
the risk values. The algorithiRisk-based Access Contisthows a pseudo-code
for the the risk reasoning and access control:

Risk-based Access Control (rg):

Input: rg=< US S, WS Ojn, Oyt >, Whereus a user in a session in a situation
S, requests servicgs given input objecby, to receive outpubgyt.
Uses:Repositories of Situation Workflows, Role-credential diehy,
Situation hierarchy, Web services, Object Risk Vector;
Output: Permissions for grant access, empty for denying access

1. R(us) <+ Validate user’s credentials to determine roles.
2. W(s) «+ Determine situation workflows

3. SR« Identify Situation RolesR(us),wse W(s))

4. AR« ldentify Permitted Rolesxs))

5. if SRNAR#£ 0

6. then Return$RNAR)

7. else /* if no permitted role exists ¥/

8. Risk({) = Semantic DistanceSRAR)

9. Risk () = Sensitivity Risk (RK(0))

10. Riskf) = Dependency Risk for all wheret’ dt
11. Risk = Riskf) + Risk(0) + Risk() >

12. if (Risk > d)

13. then Returr)

14. else{ RecordTraceus R(us),W S0in, Oout), Risk timestamp
15. Return¢vSd)}}
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12.6 Architecture of Prototype and Implementation Issues

This section describes the component architecture of thle-Based Access Con-
trol to provide an overall approach. We consider a deceané@larchitecture
where a user may send a request for an object to a particuldceerovider.
Figure 12.1 shows the data service providers and the usach [Eovider main-
tains a proxy server that can run the situation-based ak«based access control
with risk reasoning to evaluate a proper access and to niriiz audit records.
The proxy server also authenticates the user for a sesséimg the certificate
and its credentials provided by a certificate authority (GA)addition, this ar-
chitecture is based on the third party services, on thetgituaelated workflow
information that contains the typical processes assatiaith a situation and its
typical roles, and on Web service registry services such@BIUo locate the
service profiles. This architecture is scalable as the adibers may be authenti-
cated and authorized for the requested object, and it akb@aeh service provider
to maintain its own access policies and privacy policies, privacy coefficients
for objects, and enable them to be more flexible without lpsiontrol over their
own company’s rules and without unnecessarily revealirgtimpany policies.

Service 1

K
ACCaSS]

Usar

Credential
Service

.
Credential
Certificates

Situation
‘arkflo:
Service

Workflows
W=(T, D)

Proxy Server

Fig. 12.1 Decentralized system architecture for risk-daszess control.
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—Situation Role-based and Risk-based Access control System

Credential
Access Reguest || Certificate-based
Analysis Authantication Retum
Access
l 1 Decision
|dentify situation | Situational Role
Woarkflow Identification
Situation Role-
based Access
Permission Role Evalution
Assignment
Policy Lookup
Reason on Risk “Bg;?;jf’; Risk Reason on Rigk mi;'{;’*" || Store Audt
" on Obj rivacy 1
an Roles cofficients on task Evaluation Records

Raole Hierarchy

Role Permission . " .
Policy Privacy Policy Audit Records

Fig. 12.2 Components for situation role-based and rislkedbascess control.

In order to ensure privacy protection and proper accessaprihe proxy
server for each data service provider runs a middlewareatuate the situation-
based roles, and performs reasoning on the privacy risksdbais roles, object
privacy coefficients, and dependencies. It also maintdirsauditing traces in
order to assure that the released data under certain riskecaounted for. Fig-
ure 12.2 shows the proxy server components that implemerdithation access
control, risk reasoner and audit traces.

For implementation of the policies, we use XACML standamisepresent
the permission policies to associate privilege permissisith object resources
and role-to-permission assignment policies. The follgrvdhows XACML per-
mission rules for resources. For example, it specifies aytdi permit reading a
medical records.
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Table 1.1 XACML specification of permission rules.

<PolicySet xmlns="urn:oasis:names:tc:xacml:2.0:policy:schema:os" PolicySetId="PPS:doctor:role"
PolicyCombiningAlgId="&policy-combine;permit-overrides">
<!-- Permissions specifically for the doctor role -->
<Policy Policyld="Permissions:specifically:for:the:doctor:role"
RuleCombiningAlgId="&rule-combine;permit-overrides">

<!-- Permission to access medical records-->
<Rule RuleId="Permission:to:access:medical:records" Effect="Permit">
<Target>
<Resources>
<Resource>

<ResourceMatch MatchId="&function;string-equal">
<AttributeValue DataType="&xml;string">medical records</AttributeValue>
<ResourceAttributeDesignator Attributeld="&resource;resource-id" DataType="&xml;string"/>
</ResourceMatch>
</Resource>
</Resources>
<Actions>
<Action>
<ActionMatch MatchId="&function;string-equal">
<AttributeValue DataType="&xml;string">read</AttributeValue>
<ActionAttributeDesignator Attributeld="&action;action-id" DataType="&xml;string"/>
</ActionMatch>
</Action>
</Actions>
</Target>
</Rule>
</Policy>
</PolicySet>

The following shows a role to permission assignment. It sagsbject who
has the attribute value of "doctor” has a permission thgpégied in the permis-
sion policy set "PPS:doctor:role.”

Table 1.2 An example of a role to permission assignment.

<PolicySet xmlns="urn:oasis:names:tc:xacml:2.0:policy:schema:os" PolicySetId="RPS:doctor:role"
PolicyCombiningAlgId="&policy-combine;permit-overrides">
<Target>
<Subjects>
<Subject>
<SubjectMatch MatchId="&function;anyURI-equal">
<AttributeValue DataType="&xml;anyURI">&roles;doctor</AttributeValue>
<SubjectAttributeDesignator Attributeld="&role;" DataType="&xml;anyURI"/>
</SubjectMatch>
</Subject>
</Subjects>
</Target>
<!-- Use permissions associated with the doctor role -->
<PolicySetIdReference>PPS:doctor:role</PolicySetIdReference>
</PolicySet>
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In addition, a policy to assign a role to a situation workflevsimilarly speci-
fied. Each workflow is specified in Business Process Execuaoguage (BPEL)
which has been a popular process specification for Web ssvand the policy
of associating a BPEL with a specific situation is defined & ghuation policy.
One situation can be associated with multiple BPEL spetifica. The follow-
ing shows the situationr-to-workflow BPEL assignment gekc We do not show
the BPEL specification for the medical emergency procesighk a set of Web
services (tasks) with dependencies.

Table 1.3 An example of a Situation-to-Workflow assignment.

<policyset xmlns="urn:oasis:names:tc:xacml:2.0:policy:schema:os"
PolicySetId="SWS:situation:process" PolicyCombiningAlgId="&policy-combine;permit-overrides">
<Target>
<Situations>
<Situation>
<SubjectMatch MatchId="&function;anyURI-equal">
<AttributeValue DataType="&xml;anyURI">&situation;medical-emergency</AttributeValue>
<SubjectAttributeDesignator Attributeld="&situation;" DataType="&xml;anyURI"/>
</SituationMatch>
</Situation>
</Situations>
</Target>
<!-- Use process specification associated with the medical-emergency-situation -->
<PolicySetIdReference>BPS:medical-emergency:process</PolicySetIdReference>
</PolicySet>

12.7 Conclusion and Future Work

In this paper, we have presented a situational role-basegsaacontrol model
and risk-based access control reasoning approach. Wenpedsan approach that
allows a situation to be a factor in evaluating the accesgrabdecision. Often
the situations, such as emergency or time-critical sibnati determine the typical
processes of responding. An access control in the emergeraisis situations
is either not provided, ignoring most of policies, or not aulately addressed.
Even in these situations, the information, especiallygmwrelated data, should
be disseminated in a controlled manner and in an accourfadiién, such that
there is no gross privacy violation. We introduced a modeh Gituation as a
set of typical workflows (response processes, or typicélities) that consists of
sequenced tasks (or services) that are executed by typieal rThis is called a
situational role. The situational role-based access obi#tra method to match
the situational role activation with permitted roles. Irseaf a user whose roles
do not match with these typical roles, a set of risks is comguitased on the
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role mismatch, the object privacy coefficient that représéme level of damage
if the object is exposed, and the task dependencies that otayencompletely

satisfied although they are typically required in order féask (data release) to
be performed. When risk-based access control is used, giensyrecords the
audit information to report back in case needs arise.

A decentralized architecture for access control is propésedata or service
providers such that the access reasoning and its requitaiegacan be locally
managed by the service providers. The situation relatextnmdtion, such as typ-
ical processes and roles, can be provided by third partyiceeproviders. An
implementation within the Web service framework is progbgéth the decen-
tralized policy specifications using XACML standards.

Future work includes more detailed work on the audits and@atbilities
and privacy object provenance. An implementation of theqiype system is
under way. In this paper, the events or situations are ndhéauticated.” One
research direction is how to verify the situation as it isiroked by the user to
exist. Most of user authentication resorts to a fixed setedentials, except some
contextual information. The certification of a situatiorosld be dynamic and it
may not resort to a static trusted third party, but the autbation of the emerging
situation may depend on other sources, and the types ofrtialdeused to verify
the situation may be quite different from the conventionsgruidentity related
credentials.
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Chapter 13

Topological Vulnerability Analysis: A Powerful New Approach For
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This chapter examines issues and methods for survivalafityystems under
malicious penetrating attacks. To protect from such asiaitkis necessary to
take steps to prevent them from succeeding. At the same itiisémportant to
recognize that not all attacks can be averted at the outsete that are partially
successful may be unavoidable, and comprehensive suppeduiired for identi-
fying and responding to such attacks. We describe our TgpabVulnerability
Analysis (TVA) system, which analyzes vulnerability to ringtep network pen-
etration. At the core of the TVA system are graphs that regreknown exploit
sequences that attackers can use to penetrate computerketie show how
TVA attack graphs can be used to compute actual sets of hagdereasures that
guarantee the safety of given critical resources. TVA can abrrelate received
alerts, hypothesize missing alerts, and predict futurgsaldhus, TVA offers a
promising solution for administrators to monitor and poedhe progress of an
intrusion, and take quick appropriate countermeasures.
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13.1 Introduction

Computer networks are inherently difficult to secure agaattack. They are of-
ten connected to the Internet, for which security was notragiral design goal.
Default configurations for many software components aredase, and these con-
figurations often remain unchanged by the user. There isrgliykttle economic
incentive to develop secure software, so vulnerabilittesccammonplace.

Moreover, network security concerns are highly interdelean, so that a ma-
chine’s susceptibility to attack can depend on vulneraddiacross the network.
Attackers can combine vulnerabilities in unexpected wajlswing them to in-
crementally penetrate a network and compromise criticstesys. We can reduce
the impact of attacks by knowing the paths of vulnerabilityoigh our networks.
To do so, we need to transform raw security data into topoldgnaps that let us
prepare for attacks, manage risks, and have real-timdisitizdawareness.

Traditional tools for network vulnerability assessmemnly scan individ-
ual machines on a network and report their known vulnetssli Security con-
scious organizations may then employ Red Teams of netwar&tpaion testers,
who attempt to combine vulnerabilities in ways that reah@ters might. But
penetration-testing experts are expensive, changes toetfieork configuration
render the test results obsolete, and the only attack peplosted are those found
within the allotted test time.

The processes for tracking network vulnerabilities aretabtensive, require
a great deal of expertise, and are error prone because obthglexity, volume,
and frequent changes in security data and network configngat But through
automated simulation of possible attack paths, we can statet our overall se-
curity posture in the face of actual attacks.

Our innovative approach to network attack survivabilitieienedTopological
Vulnerability AnalysigTVA).1 TVA simulates incremental network penetration,
building complete maps of multi-step attacks showing aligilole paths into a
network. It maintains models of the network configuratiod aotential threats.
From these models, it discovers attack graphs that conveyntpact of com-
bined vulnerabilities on overall security. TVA technologgludes recursive at-
tack graph aggregation with interactive drill down of sa@msin the cyber do-
main. Itincorporates a variety of types of network scan dataviding the ability
to easily model and analyze even large networks.

Currently available tools generally give few clues as to tadtackers might
exploit combinations of vulnerabilities among multiplesit®to advance an attack
on a network. The security analyst is left with just a set obwn vulnerabili-
ties. It can be difficult even for experienced analysts togeize how an attacker
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might combine individual vulnerabilities to seriously cpramise a network. For
larger networks, the number of possible vulnerability corabons to consider
can be overwhelming. In this chapter, we describe a matwstsythat imple-
ments TVA. This tool considers combinations of modeledckita exploits on a
network and then discovers attack paths (sequences ofiesjd@ding to specific
network targets. The discovered attack paths allow an sissad of the true vul-
nerability of critical network resources. TVA automates thpe of labor-intensive
analysis usually performed by penetration-testing espérencourages inexpen-
sive “what-if” analyses, in which candidate network confafions are tested for
overall impact on network security. It also allows for thergmutation of network-
hardening options that protect given critical resourcedemequiring minimal
network changes.

To meet network availability requirements, there must ligwamain some
residual vulnerability after all protective measures hbeen applied. In such
cases, we must then rely on the detect/react phases oftgedhhile we cannot
predict the origin and timing of attacks, TVA can reducetlvapact by providing
knowledge of the possible attack paths through the netwieok.example, TVA
attack graphs can be used to correlate and aggregate nettteck events, across
platforms as well as across the network. TVA attack graphsatso provide the
necessary context for optimal reaction to attacks.

13.2 Topological Analysis of Network Vulnerability

Because of the interdependencies of exploits across thwrieta topological ap-
proach is necessary for full understanding of attack vabidity. The traditional
approach of considering network components in isolatiahraporting vulnera-
bilities independent of one another is clearly insuffici@ifA models vulnerabil-
ities and combines them in ways that real network attackéghto. The result
is the discovery of all attack paths through a network.

Figure 13.2 shows the overall flow of processing in TVA. Thare three
inward flows of information: a model of the network configimat a knowl-
edge base of modeled attacker exploits, and a desired &itackation scenario.
From these, TVA then simulates incremental attacks threliginetwork, thereby
discovering all possible attack paths (organized as a (itaptihe given critical
network resources. Various innovative visualization talfiees support interac-
tive analysis of resulting attack graphs, while keepingiaizomplexity manage-
able. TVA can also use the attack graphs to compute optintadonk protection
measures.
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Fig. 13.1 Topological Vulnerability Analysis (TVA). Usingetwork configuration and modeled at-
tacker exploits, multi-step attacks are simulated basehegiven attack scenario. The resulting attack
graph is analyzed through interactive visualization, @du® formulate optimal network protection.

To model the various elements of the network and networklagsents, our
TVA system automatically processes the output of variowaoek scanning and
logging tools. It can combine scans from various networlatmns, building a
complete map of connectivity to vulnerable services thhamug the network, and
can map actual intrusion events to elements of the resudtiagk graph.

Figure 13.2 shows the inputs to our TVA system (current angp@sed). The
inputs occur in two phases. In the pre-attac&tect phase, network scan tools
provide information about network configuration and knowatnerabilities. For
this, we can map vulnerability scanner output directly toresponding vulner-
able services on network machines. Our system is curremthgiated with the
Nessu$ (open-source) and Retifhiaulnerability scanners, and integration with
the FoundScahvulnerability scanner is under development. Or we can map th
output of asset discovery tools (detected software on a imecko the known
vulnerabilities for each software package. For this, owtay is integrated
with Symantec Discovery,which we map to known vulnerabilities through



Topological Vulnerability Analysis 289

TVA Engine
Anq Visualizer

Detect

 System Logs

Ao
TGP Dump Data
iy
a
Windows
Interned Information Server

Web Logs *ﬁ
S ST

DRAGON.

Intrusion Detection

Ll

< SecurityFocus™ | | INessus
Known Threats

e i ; & POBSDSH
Vulnerability Scans . (282209

-"._E- BT a4
Asset Discovery TTE: Y ﬁ" s
D == YUY 2 42
Network

Fig. 13.2 Inputs to TVA system. During protect phase, ptaektscans are used to build input models
of the network. During the detect phase, actual attack svametmapped to the predicted attack graph.

integration with Symantec DeepSi§lta direct feed of the Bugtrdoyulnerability
data). Cross-referencing data, including MITRE’s Commain€rabilities and
Exposures (CVESY,are used to correlate vulnerabilities across various ssurc

In the detectphase, the TVA system maps detected attack events to their co
responding elements of the predicted attack graph. Thiggee the context for
correlating events, predicting the next possible attaehstand responding in
the best way. It also helps remove clutter by prioritizings predicted exploits
that are correlated with recent real-time data. Our TVA@ysis currently inte-
grated with the Snort intrusion detection systeintegration with other intrusion
detection systems (e.g., Dragon) is also possible, as welith other sources of
real-time data, such as web server logs (e.g., Apache and$dift 11S), operating
system logs, and network traffic data (e.g., Netflow and TCRpu

To keep our TVA input exploit model current, we monitor enieggcyber
threats, in the form of vulnerabilities that are discovefimdparticular software
and the ways in which attackers can exploit these vulnétiaisil From this threat
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information, we model individual attacker exploits in texof preconditions and
postconditions. The modeled exploits are in terms of geratacker/victim ma-
chines, which the simulation engine maps to a particulgetanetwork.

Because of all this pre-populated data, when using our T\$4esy the secu-
rity analyst need not be burdened with all the details of thvork and exploit
data. All that is needed is to define the attack scenario, #hg.starting point,
the attack goal, and any what-if changes to the network cordtgpn. The attack
scenario could also be less constrained, such as findingsdilge attack starts
leading to one or more goals, or finding all possible pathsfparticular starting
points.

13.3 A Motivating Example

As a motivating example, we demonstrate how TVA combineremalbilities in a
network to find all attack paths from a particular startingnpto a given goal. We
then show how TVA determines optimal ways of hardening thavokk against
these attacks.

Consider the small example network shown in Fig. 13.3. Henestrictive
firewall protects the machines that support public web andileservices. TVA
shows how vulnerable services on a network can still be égaldhrough multi-
step attacks, when the attacker cannot access them directly

The firewall implements the following policy to restrict to the network
from the outside:

e Incoming web traffic is permitted only to the web server, vbhis running
Microsoft IIS.

e Incoming email traffic is permitted to the mail server.

e Incoming FTP is blocked because the mail server is runnindtpads which
has a history of vulnerabilities.

e All other incoming traffic is blocked.

For this example, we populate the TVA network model througis$lis scans.
In particular, we scan the web server and mail server footsidethe firewall, to
obtain vulnerable connectivity from the initial attack vage point. We also scan
these two servers frormehindthe firewall, showing any subsequent vulnerable
connectivity once the attacker gains entry into the netw@Hese scan results are
merged to form an overall model of the network for TVA.

The attack goal for this example is to obtain super user (raatess on the
mail server, starting from outside the network. This is nioectly possible be-
cause (1) there are no known vulnerabilities for the versiosendmail running
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Fig. 13.3 Small example network for illustrating TVA. Thesfivall allows web traffic to the web
server, allows email traffic to the mail server, and blockethler incoming traffic.

on the mail server, and (2) the firewall blocks access to theevable wuftpd
service from the attack machine. TVA analyzes whether ttecltgoal can be
realized indirectly, i.e., through a sequence of multipipleits.

Figure 13.4 shows the resulting TVA attack graph for the gxametwork in
Fig. 13.3. Here, shaded ovals are simulated attacker ¢gplbor each exploit,
incoming edges represent preconditions, all of which mastlet for the exploit
to be successful. Then for each exploit, outgoing edge®sept postconditions,
i.e., the conditions induced when the exploit is succes§ftdconditions with the
5-digit Nessus identifiers represent connections to valslernetwork services
detected by Nessus.

The initial conditionexecute(attackiepresents the fact that the attacker can
execute arbitrary code on his own machine. This enables #eparate exploits
from attackto the web server (machima20. Each of these exploits provides the
ability to execute arbitrary code on the web server. Thiseghently enables four
new exploits from the web server to the mail server (machité, each yielding
the ability to execute arbitrary code on the mail server. Diidhese exploits
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Fig. 13.4 Attack graph illustrating TVA. This graph showkssible ways an outside attacker can
obtain the ability to execute arbitrary code as a super usén@mail server.

provide access at a super user level of privilege. The otheriploits provide
user-level privilege only, but two subsequent local pegi escalation exploits on
the mail server provide other paths to super user.

Finding such attack paths is a unique TVA capability. Vuéislity scanning
tools connected outside the firewall report only the IS eusbilities on the web
server. Such scans from inside the firewall would report thleerable wuftpd
service, but TVA is required to build an attack path from thisae through the
web server to the mail server. While easy enough for an expeeid penetration
tester on such a small network, it becomes unmanageablesfarorks where
voluminous outputs must be analyzed for large numbers ohines.

TVA can not only find attack graphs, but can also use thesenhgriap finding
optimal solutions for hardening the network. In particuthough TVA we can
find combinations of network-hardening measures that prtevgiven attack sce-
nario, while requiring a minimal number of changes to thevoek configuration.
Figure 13.4 illustrates this. For this network, one suchutsoh is to remediate
(e.g., patches or firewall blocking) the three vulneraletitfromattackto m2Q
Hardening these three vulnerabilities is necessary arfidisuft for preventing the



Topological Vulnerability Analysis 293

attack

NIS server NIS client
- = 5] B E
homer Ethernet bart
ssh(RSAkeyauth)  SWIN oo macsword auth)
fhome nfs export to bart homer:/home autofs

homefroot/.ssh for RSA keys

Fig. 13.5 Network illustrating TVA minimal-cost network ftgening. Complicated interdependen-
cies among exploits are to be resolved to optimal hardeniegsores.

attack goal. The other solution is to harden the two vulniétials on m10that
enable the four exploits yielding super user access. Istiagdy, TVA shows that
hardening the other two vulnerabilities amlO (yielding user-level access only)
has no impact on blocking access to the goal, i.e., hardeherg is neither nec-
essary nor sufficient.

The next section describes the TVA process for optimal ndtlardening in
more detail.

13.4 Minimal-Cost Network Hardening

Attack graphs reveal threats by predicting combinationattzfcker exploits that
compromise given critical resources. But alone, they doditctly provide a
solution to remove the threat. Finding such solutions méyaoan be tedious and
error prone, especially for larger and less secure networks

TVA automates the task of hardening a network against niejtiattacks. Un-
like previous approaches whose solutions are in terms atkat exploitd?12
our solutions are in terms of network configuration elemenkese solutions are
therefore more enforceable, because the configuratioreslsncan be indepen-
dently hardened, whereas exploits are usually consegseficther exploits and
cannot be disabled without removing the root causes. Algpsolutions are op-
timal in the sense that they incur minimal cost in terms ofhgjes to the network.

Consider the network in Fig. 13.5, which we model using rpldtiayers of
the TCP/IP stack. This example shows how complicated irfggddencies among
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Table 13.1 Exploits for network shown in Fig. 13.5.

Exploit Description

arp_spoof Spoof (impersonate) machine identity via ARP poison
attack

ypcatpasswd Dump encrypted NIS password file

crack passwd Crack encrypted user password(s)

scpupload pw Secure shell copy, upload direction, using password
authentication

scpdownloadpw Secure shell copy, download direction, using password
authentication

sshlogin_pw Secure shell login using password authentication

rh62_glibc_bof Red Hat 6.2 buffer overflow in glibc library

createnfs homesshpksu  Exploit NFS home share to create secure shell key pair
used for super user authentication
sshlogin_pk_su Secure shell login using public key authentication

exploits can be resolved to an optimal set of hardening nreasit also demon-
strates how purely exploit-based hardening approachemsuwéicient for net-
work hardening, i.e., that solutions in terms of networkfguration elements are
needed.

In Fig. 13.5, an Ethernet switch provides connectivity atlihk layer. At the
transport layer, unused services have been removed, ssleltereplaces FTP,
telnet and other cleartext password-based services, anel ithtcpwrapper pro-
tection on RPC services. Application-layer trust relastoips further restrict NFS
and NIS domain access. The exploits and network configuratements (exploit
conditions) for this example are described in Table 13.1Eafdle 13.2, respec-
tively.

Figure 13.6 shows the attack graph for the network in Figs h3odeled via
the exploits and network conditions in Table 13.1 and TaBI&.1Using our previ-
ously described algorithm for minimal-cost hardeniig?#we traverse the attack
graph to construct a logical expression for the attack ggekecute code as super
user on machinbome) in terms of the initial network conditions:

g = (apx +aBxde).(gy).(apx).n
= apxeyn

The attack graph has been reduced to an expression that tieegilsiple
choices for network hardening. Note that two initial coiais in the graph do
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Fig. 13.6 Attack graph illustrating TVA minimal-cost netwohardening. A logical expression is
formed for the attack goal g in terms of initial network cdiafhis.

not appear in the expression for goal
(i) d=transsshpwbart,attack, and
(i) &=apppwauthbart,attack).
These drop out in this fashion:
rh62glibc_bof(bart,bart) = afx + apxde
= apx(1+ d¢)
= apx
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Table 13.2 Configuration elements for network shown in F&51

Network Condition

Description

link_arp Attacker shares link-level connectivity with victim (bodim
same LAN)

trans.yp Transport layer connectivity to NIS server

trans.sshpw Transport layer connectivity to secure shell server that
supports password authentication

trans.sshpk Transport layer connectivity to secure shell server that
supports public key authentication

trans.nfs Transport layer connectivity to NFS server

app.nfshomesu Application "connection” representing sharing super lsser
home directory

appyp.domain Application "connection” representing NIS domain

appyp_passwd

membership
Application "connection” representing acquisition of
encrypted NIS password database

app.pwauth Application "connection” representing acquisition of
unencrypted user password

app.sshpk.su Application "connection” representing acquisition/diea
of key pair used for super user authentication

pgmglibc_bof Program used to exploit glibc library buffer overflow
vulnerability

execute Ability to execute arbitrary code

superuser super user privilege

Through our approach, such irrelevant condition® ande do not get con-
sidered for network hardening. Overall, our goal expressiantains initial con-
ditions that are both necessary and sufficient for netweanidéning decisions.

This kind of sufficiency is not present in previous approadbenetwork hard-
ening via exploit set minimization. These approaches sef@arcminimal sets of
exploits, in which every exploit is needed in reaching thalgan this example,
there are two such minimal exploit sets:

o All exploits excepscpuploadpw(attack,bartyand
o All exploits excepsscpdownloadpw(bart, attack)

For network hardening using these minimal exploit sets, wetrassume that
all exploits in the union of the minimal exploit sets must liepped. In this
example, we would therefore conclude tisapdownloadpw(bart,attack)must
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be stopped, even though stopping it has no effect on thekattaeaching the
goal.

Also, hardening initial conditiortrans.sshpw(attack,bart)simultaneously
stops two exploits, i.escpupload(attack,bartand sshlogin_pw(attack, bart)
This would not be apparent by considering minimal explois sly. In other
words, a single initial condition could control many expoiln general, relation-
ships among initial conditions and exploits can be manyatory and complex.
To solve the network-hardening problem, analysis must ligesievel of network
elements rather than exploits.

Our TVA network-hardening solutions not only prevent gtgagainst given
critical resources, but also allow choices with minimaltdasnetwork changes.
In Fig. 13.6, the expressian= apx@yn implies that hardening any one of these
will protect the goal:

(1) link_arp(attack,bart)

(2) transyp(attack,homer)

(3) transsshpw(attack,bart)

(4) appnfshomesu(bart,homer)
(5) trans.nfs(bart,homer)or

(6) trans.sshpk(bart,homer)

Implementing Solutions 2, 5, or 6 would require shutting dasritical net-
work services. Solution 1 requires hard-coding IP/MAC a&ddrrelationships.
Solution 4 requires removing the super user home directtasfiare. Solution
3 requires using public-key authentication rather tharswasd authentication.
Among all these options, Solution 3 is the best (lowestjad®bice.

13.5 Attack Graph Visualization

One of the greatest challenges in TVA is managing the contglekthe resulting
attack graphs, particularly for larger and less secure oiddsv Visualization is a
natural choice for conveying complex graph relationshapthée user. Still, attack
graphs in their raw form often yield overly cluttered viewst are difficult to
understand, as in Fig. 13.7. Therefore, in developing ouk $ystem, we have
devoted considerable effort in managing attack graph Visaraplexity.

Our TVA attack graphs scale quadratically rather than egptally *° so that
graphs such as Fig. 13.7 can be computed in a fraction of andeddowever,
when shown in their full complexity, such graphs are too clicafed for easy
comprehension.
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Fig. 13.7 Attack graph visual complexity. In their raw forfiiyA attack graphs can overwhelm an
analyst.

To manage visual complexity of attack graphs, our TVA systnploys so-
phisticated methods of recursive graph clustetfh@his is illustrated in Fig. 13.8.
Here, Fig. 13.8(a) is the original attack graph in its fullmquexity. Figure 13.8(b)
shows the same attack graph, this time aggregated to tHefawachines and the
sets of exploits between each pair of them. In Figure 13.8(i5)is further aggre-
gated to sets of machines with unlimited connectivity to anether’s vulnerabil-
ities (e.g., subnets). In Figure 13.8(d), subnets are gsdld to single vertices, as
are the exploits between them. Thus each level of aggregatavides a progres-
sively summarized (less complicated) view of the attaclphgra

In our TVA system, analysts can start with high-level ovews, and drill
down through successive levels of detail as desired. Thersylegins with the
graph automatically aggregated based on known netwoikwatits. The analyst
can also interactively aggregate graph elements as desBeaph visualization
and interaction is done through our custom Visio-style ugerface.

In this way, arbitrarily large and complex attack graphs t&nexplored
through manageable, meaningful interactive displays.uriéid.3.9 shows such
interactive attack graph visualization, showing how thalgst can show arbitrary
levels of detail across the graph all within a single viewtHis example, several
hundred host machines are included in the attack graph.
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Fig. 13.8 Recursively clustered attack graphs. At eachl lef/elustering, the attack graph view
becomes progressively summarized and simplified.

13.6 Real-Time Event Correlation

Once actual attacks are detected, the TVA attack graph geevhe necessary
context for correlating intrusion detection events andljmténg next possible at-
tack steps. In other words, we embed incoming intrusiomasan the TVA attack
graph, which is based on known vulnerabilities across tivwaré. While multi-
step intrusion alarm correlation has been proposed in teg' pit lacks predic-
tive power without the context provided by our vulneraliitased attack graphs.
Further, using our pre-computed attack graphs, we canlater@arms faster than
typical intrusion detection systems can generate tHe®.

From the TVA attack graph predicting all possible attackspiming intrusion
alarms are assigned to their corresponding predicted ixpMye then visualize
the joint predicted/observed attack graph, as shown in1&8dL0. Here, red ovals
are detection events placed in the predicted attack grapthid example, one
red event immediately follows another in the graph, thusetating these as a
possible two-step attack. In this way, isolated detectienes can be quickly
assessed as possible multi-step attacks. This approactedisces false alarms,
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Fig. 13.9 Interactive TVA attack graph visualization. Arbrily complex attack graphs can be ex-
plored through interactive displays, with mixed levels efaldl within a single graph view.

i.e., the graph contains only those attacks that the netigaaiktually vulnerable
against.

With TVA attack graphs, we can also provide recommendafiorssponse to
detected attacks. For example, in Fig. 13.10 the orangs avapredicted exploits
that immediately follow intrusion alarms in the attack dnajsince these are the
next possible exploits an attacker could take (based on knavnerabilities),
stopping them is a high-priority for containing the attadie blue ovals in this
figure are predicted exploits that are further away from teected attacks, and
are therefore less time-critical. Without the predictiesver of our vulnerability-
based TVA attack graphs, we could perform alarm correldtied ovals) only.

Our attack response recommendations are optimal in the skasthey ad-
dress the exact next-step vulnerabilities in the network e-more and no less.
For example, rather than blocking traffic from an entire ®ilfan overly cautious
and disruptive response based on limited information),responses could give
precise blocking rules down to a single vulnerable host port
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Fig. 13.10 Graph of predicted and actual attacks. Attacktsveetected in real time are embedded
in TVA graph of predicted attacks, providing context for etveorrelation and attack response.

With TVA attack graphs, we can also predict missed eventsgfaegatives)
when correlating detection events into multi-step attatkshis way, we account
for uncertainty in the accuracy of our intrusion detectigatems. For example,
we can use attack graph distances as measures of causédtomnrbetween de-
tection eventd® This is illustrated in Fig. 13.11. Here, real-time intrusievents
are assigned to their corresponding predicted exploitsre@dion scores are then
computed as the inverse of event distance in the graph (higgreelation for
shorter distances).

In the case of Fig. 13.11(a), the two intrusion events arectliy connected in
the graph (unity distance), giving the maximum possibleelation score (unity)
between the events. In Fig. 13.11(b), rather than beingtijreonnected, there
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Event 1 Distance = 1 Event 2 (a)
—_—

machine1->machine2 . _ . machine2->machine3
signature 1 Correlation = 1 signature2

(b)

Event 1 Distance =2 . Event?’

machinel1->machine2 K ¥ machine3-=machined
signature Correlation = 142 signature3

Fig. 13.11 TVA attack graph for intrusion event correlatiddistance between incoming alarms in
predicted attack graph provides a measure of correlation.

is an intervening predicted exploit between the two evemts, they are separated
by a distance of 2. For this pair of events we compute the l@weelation score
of 0.5 (the inverse of distance 2).

We thus have a numerical score that measures how stronghysease con-
nected in the attack graph. We can then select a threshald wélcorrelation to
form multi-step attack attacks from isolated alarms. Thatvent pairs that are
sufficiently well correlated can be combined into a singldtivatep attack. This
is an extension of the idea shown in Fig. 13.10, now taking atcount missed
detections.

We can further refine this analysis by including recent evestiory when
computing correlations. The idea is that occasional mistelctions should be
scored higher than isolated events that happen to occubyeBor example, a
missed detection (distance of 2) within a series of unistatice events should be
scored higher than a pair of distance-2 events among uade(irge-distance)
ones. As shown in Fig. 13.12, we can apply local signal avegagperations to
enhance the contrast between regions of higher and lowezlation. In this way,
we detect multi-step attacks with greater confidence, toem$dhe uncertainty of
our intrusion detection systems.
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Fig. 13.12 Signal averaging to improve event correlatioores. Averaging attack-graph distances
for recent events provides robust event correlation indlee bf intrusion detection uncertainties.

13.7 Conclusions and Outlook

To protect our critical networks, we must understand noy amdividual system
vulnerabilities, but also their interdependencies. Thé& Byproach places vul-
nerabilities and their protective measures within the extnof overall network
security by modeling their interdependencies via atta@plys. The analysis of
attack graphs provides alternative sets of protective oreashat guarantee safety
of critical systems, ranked by cost, e.g., maximum serwedability and/or min-
imum number of required protective measures. Through thigue new capabil-
ity, administrators are able to determine the best setsaiéptive measures that
should be applied in their environment.

Our TVA system monitors the state of network assets, maiataiodels of
network vulnerabilities and residual risk, and combineshto produce models
that convey the impact of individual and combined vulnditds on overall secu-
rity posture. The central product of this system is a graasedd model showing
all the ways an attacker can penetrate a network, built fravdets of network
vulnerabilities and attacker exploits.

TVA is not a mere cross-referencing of security data — it igamework
for general-purpose modeling, analysis, and visualimadifonetwork penetration.
Our TVA system provides a unique new capability, transfoignraw security data
into a roadmap that lets one proactively prepare for attanksmage vulnerability
risks, and have real-time situational awareness. It supfath offensive (e.g.,
penetration testing) and defensive (e.g., network handgrapplications, across
all phases (protect, detect, react) of the information sclifecycle.
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The portrayal of attack paths through a network via TVA pdea a concrete
understanding of how individual and combined vulnerabkaiimpact overall net-
work security. For example, it is possible to

e Compare possible expenditures of resources to determiiehwdill have the
greatest impact on overall security,

e Graphically determine how much a new vulnerability will ieagh overall se-
curity,

e Determine whether risk-mitigating efforts have a significanpact on overall
security, or

e Immediately observe any changes to individual machine gardiions that
increase the overall risk to the enterprise.

Our TVA system transforms raw security data into a model lgpas$sible at-
tack paths into a network. In providing this new capabilitg, have met key tech-
nical challenges, including the design of appropriate ngadficient model pop-
ulation, effective visualizations and decision suppodigpand the development
of scalable mathematical representations and algoritfs. system addresses
all these challenges, and delivers a product that offefg tmique capabilities
among security tools.
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Chapter 14

New Malicious Code Detection Using Variable Lengtm-Grams

Subrat Kumar Dash D. Krishna Sandeep Redtgnd Arun K Pujari
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Most of the commercial antivirus software fail to detect nokn and new ma-
licious code. In order to handle this problem generic viratedtion is a viable
option. Generic virus detector needs features that are @mmmviruses. Re-
cently Kolter et al'® propose an efficient generic virus detector usirgrams

as features. The fixed lengthgrams used there suffer from the drawback that
they cannot capture meaningful long sequences. In thisrpe@@ropose a new
method of variable-length-grams extraction based on the concept of episodes
and demonstrate that they outperform fixed lengiframs in malicious code
detection. The proposed algorithm requires only two scaes the whole data
set whereas most of the classical algorithms require scaygogional to the
maximum length ofi-grams.

Contents
14.1 Introduction . . . . . . . e 308
14.2 Episode Discovery Algorithm . . . . . . . ... 311
14.3 Relevant Episodes . . . . . . . . . e 314
14.4 Experimental Setup . . . . . . . .. e e 316
14.4.1 Classifier . . . . . . . e 317
1442 ROCCUIVES . . . o vt o i e e e e e e e e e e s e s e 318
14.5 Experimental Results and DisSCUSSIiONS . . . . . . . . . o e 318
14.6 Conclusion . . . . . . L 321
References . . . . . . L 321

*subrat.dash@gmail.com
Tkrishnasandeep.reddy@yahoo.co.in
*akpcs@uohyd.ernet.in

307



308 S. K. Dash, D. K. S. Reddy and A. K. Pujari

14.1 Introduction

Malicious code is any code added, changed, or removed frooftaage sys-
tem to intentionally cause harm or subvert the system’'sidete functior?! Any
computer system is vulnerable to malicious code whethepbitiis attached to
other systems. Examples of malicious code include virdsegn horses, worms,
back doors, spyware, Java attack applets, dangerous Xctind attack scripts.
Combining two or more of these categories can lead to fatatlktools. Re-
centGartnerreport* ranked viruses and worms as top security threats and hence
detecting malicious code has become one of the prime rds@arrests in the
field of information security. In this paper, we concentr@atenew malicious code
detection especially computer viruses. These are sdlitaging software enti-
ties that attach themselves to other programs. There arapywmaches that are
poles apart in virus detection. One approach is too gendrichwincludes Activ-

ity monitors and Integrity management systems. The othprageh,Signature
based virus detectiqiis too specific and also popular. Almost all the commercial
antivirus products rely on this approach. In this, a datalmdwirus signatures is
maintained and a program is detected as a virus program badée presence of
these virus signatures. There are two main disadvantageisitechnique?

e Unknown and new viruses will easily escape the detectiorirbgle defenses,
like code obfuscation, as their signatures are not presgheidatabas@.

e This technique is not scalable. As the number of known vsusereases, the
size of the signature database increases and also the tcheaKing a file for
virus signatures increases.

Generation of virus signature is a cumbersome process @nans to generat-
ing false positives on benign programs. Unlike signatusetaletection, generic
virus detector uses features that are common to most of thees and that char-
acterize only the virus programs. The assumption here tsvihases have cer-
tain typical characteristics in common and these chariatitesy are not present
in benign programs. For instance, most of the virus writeses wirus generating
toolkits 28 for example PS-MPC (Phalcon-Skism Mass-Produced Coder&ene
tor), to write and compile their code. It is believed that mtitan 15,000 variants
of viruses were generated using this kit alone and there are than 130 such
kits available. The viruses generated using a toolkit havteam features that are
specific to the toolkit, the compiler and also the programyeinvironment. Fred
Cohen, in his seminal papéproved that there is no algorithm that can detect the
set of all possible computer viruses (returning “true” ilaonly if its input is an
object infected with some computer virus).
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Itis clear from the foregoing discussion that a generics/tatector is though
desirable is very difficult to accomplish in its true form. faptical approachis to
develop a machine learning based detector where the detguticess learns the
generic characteristics from a set of known examples butlavdentifying any
specific signatures. Recently there have been several siechps for detection
of malicious code.

Kephart et ak’ propose the use of Neural Networks to detect boot sector
malicious binaries. Using a Neural Network classifier withbgtes from the
boot sector malicious executables as input, it is shownuhkhown boot sector
malicious executables can be successfully identified withfalse positive rate.
Later, Arnold et af apply the same techniques to Win32 binaries. Motivated by
the success of data mining techniques in host based and nkdtased intrusion
detection system, Schultz et?8l.propose several data mining techniques to de-
tect different types of malicious executables. In a compapiapet’ the authors
develop a UNIX mail filter that detects malicious Windows exables based on
the above work. Byte sequences are used as the set of featuneschine codes
are most informative to represent executables. The RIPRERitam of rule dis-
covery and Naive Bayes classifiers are used for classifitatithis study. Abou-
Assaleh et af. observe than-grams extracted from byte sequences can be used as
effective features. They use Commgram (CNG) as the features and propose
a k-NN classification for detecting computer virus. Kolteak!'® independently
realise thah-grams can possibly be used as a set of features. Howevég astt
of all n-grams is very large, it is proposed to use few of them sealelotesed on
their information gain. Kolter et &® also investigate several classification tech-
niques, which are implemented in WERR®and boosted J48 algorithm reportedly
gave good results. In a recent papeMichael Cai et al. compared seven different
feature selection measures and four different classifinaigorithms in identify-
ing malicious executables. Surprisingly, they did notud information gain,
which is very popular, in their comparision. Static anayisialso attempte®i1®
where analysis of program is done without executing it. Dyitaanalysis which
combines testing and debugging to detect malicious aetiviily running a pro-
gram includes wrappefssandboxing etc. Behavior blocker is a method used in
Bloodhound technology (Symantec) and ScriptTrap tecten{@uend Inc.).

Itis also interesting to note that many of these technigsedyten-grams as
the basic features to detect malicious codes. Bygeams are overlapping contin-
uous substrings, collected in a sliding-window fashion retiee windows of fixed
size ofn slides one byte at a time. N-grams have the ability to captapdicit
features of the input that are difficult to detect explicitByte n-grams can be
viewed as features in the present context when an execyiedgeam is viewed
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as a sequence of bytdd-grams have been successfully used for a long time in a
wide variety of problems and domains, including informatietrieval, language
identification, automatic text categorization, compuwtadl immunology, author-
ship attribution etc. In many domains, techniques based-grams gave very
good results. For instance, in natural language processigigms can be used to
distinguish between documents in different languages ittiimgual collections
and to gage topical similarity between documents in the damguage. Some
of the good features af-grams are simplicity, robustness and efficiency. On the
other hand, the problem which can appear in using n-gramgisnential explo-
sion. It is clear that many of the algorithms wittgrams are computationally too
expensive even far=5orn= 6.

Importance of byte-gram in detecting computer virus has been realised more
than once in the computer virology research. In 1994, amygieam-based method
is used for automatic extraction of virus signatutésThe major difficulty in
considering byter-grams as a feature is that the set of all hytgrams obtained
from the set of byte strings of virus as well as of the benigogpams is very
large. There are several feature selection technique®ped and the important
ones aralocument frequencgndinformation gain Recently, it is shows? that
class-wise document frequency can be a better featurdiseléechnique.

The main disadvantage of fixed-lengtkgrams is that they cannot capture
meaningfuln-gram sequencé? of different lengths. Though variable length
n-grams are previously used in intrusion detectitht®2%and text categoriza-
tion,>13 no attempts have been made to use them in malicious codetidatec
Recently, we have demonstrafdtat episodes as variable lengtigrams can be
used for IDS. In this paper we propose a very elegant and mogtiod of detec-
tion of malicious codes by extracting the common featuregrfs programs as
variable lengtm-grams, based on the concept of episdti@he proposed detec-
tion technique works as follows.

We use an efficient method of extracting variable lengtrams €pisodeys
and select class-wise relevamgrams. We taken relevantn-grams from each
of the two classes, virus and benign, to iefeatures which are used in vector
space model representation. We use supervised classifid¢athniques such as
boosted J48 and demonstrate that variable lenggham method of detection is
better than fixed length approach.

The rest of the paper is organized as follows. In Section 2pm@ose an
episode discovery algorithm that is used for a set of seqegenthe episode dis-
covery algorithm given by Dash et &lis only for one sequence at a time. But
in the present case, it is necessary to find episodes for af setgoences. In
Section 3 we describe the concept of relevant episodesioSetand 5 describe
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the experimental setup and results of the proposed methtbdamparative study
with earlier methods. Conclusion follows in Section 6.

14.2 Episode Discovery Algorithm

Episodes are meaningful subsequences of a continuousrsegueny method of
finding episodes in a large sequence is essentially findiadteak points in the
sequence and hence can be viewed as sequence segmentétiodIh&here are
many proposals of segmenting sequence in general and spégiBegmenting
time series in the fields of telecommunications, speechgsging, signal process-
ing, text processing etc. The objective of sequence segtienican be different
in different context$? In the present context, we are interested in segmenting
categorical sequence into meaningful subsequences. Gtaf proposed an
efficient method of sequence segmentation based on votpeytapproach. We
adopt this algorithm for the present context and extendaheego handle multiple
sequences.

The main idea of Cohen et &lalgorithm is that it has two experts who vote
their inference for break points. The frequency expert messthe likelihood of a
subsequence to be an episode based on its frequency ofemcerhe higher the
frequency of subsequences, the lower is the chance thattiios a break point.
Similarly the entropy expert measures the entropy at a ptfiah element asso-
ciates (precedes) itself with several other elements thieas higher probability
of being a break point compared to an element which precedg$aw elements.
This phenomenon is captured by computing the entropy of $secation. The
original algorithm combines the frequency and entropyasait each location of
the sequence and identifies the possible location of breiakgpd he subsequence
between two consecutive break points is an episode. In todsficiently handle
the computation of entropy and frequency along differecatmns in a sequence,
it is proposef to represent this information in a trie structure.

In order to build the trie for a sequence, a user specifiechpeterd, the depth
of the trie is needed. The sequence is read one symbol at atichitgs preceding
d —1 symbols are also taken. Each of theubsequences are inserted into the trie
with frequency value set to 1 if, the subsequence is not =gt in the trie. Else,
the frequency of the subsequence is incremented by 1. Dasfl bave given the
complete algorithm for construction of trie.

Definition 14.1 Entropy of a node€(x)) refers to the entropy of the sequence
from the root node to the concerned nodg (Let f(x) be the frequency of the
nodex andxy, X, ..., X, be its child nodes. The probability of the subsequence
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represented at node, denoted ap(x1), is given by

Px1) = ff(();l))

The entropy ok is given by
14
e(x) =— p(xi)logp(x)
i; | |

It can be noted that the entropy for the leaf nodes is zero., daeh of the nodes
in the trie has two parameters, frequendy é&nd entropy €). We standardize
these parametétfor each of the level in the trie taking mearfs €) and standard
deviations ¢, 0g). Both the parameters contribute equally in finding the brea
points by assigning scores to the probable positions.

In the present context, we extend the algorithm to determpigodes from a
set of sequences. The simple extension would mean that veéraonone trie for
each sequence. But we propose to store the information ségllences in a sin-
gle trie structure. Thus we can capture the frequency arrd@nof any element
over all the sequences together. The method of construcfitme for multiple
sequences is illustrated in Example 1.

Example 1: Let us consider the following set of four sequences.
S; = (bf Oe 3a bf d8 3a 3a bf)

S = (3a bf bf Oe 3a 3a bf bf d8 3a)

S = (bf d8 3a bf Oe 3a bf Oe 3a Oe 3a)

S, = (0e 3a bf d8 3a 3a bf 3a bf Oe 3a)

The trie structure foiS; can be obtained by using the trie construction al-
gorithm® with d = 4 as shown in Figure 14.1. From the trie structure we note
that (bf) appears 3 times i, (3a bf) appears twice and3a 3a) appears
once. The structure captures the frequencyr-girams of different lengths (at
mostd — 1). We embed; on this structure to get the trie representicgandS,
(Figure 14.2). The trie witls;, S andSg is shown in Figure 14.3. The final trie
structure after considering all the sequences is shownguar€il4.4. The algo-
rithm for finding episodes from each of the sequences, usiagbove obtained
combined trie structurél), is given in Figure 14.5.

For each of the sequen& we take a sliding window of length(=d — 1).
Letxy, %, ..., Xk be the elements falling in the window at one instance. Fadn eéc
thek possible break points in the window, we examine the frequand entropy
as follows.
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root

(3a] 1] [sal 1] [bf] 1] a8 1| [bf] 1] [za 1]

Fig. 14.1 Trie forS, in Example 1 with depth=4.

root
bf| 7 OeF‘ 3a 7 dsg
[oe] 2| [ag] 2] bf | 2 3al 2 (of| 4] [3a] 2] [s4] 2]

(3a] 2| [3a] 2] [oe]| 1] [a8] 1] [bf| 1] [3a] 1] [a8] 1] [bf] 2] [bf] 2| [3a] 1

Fig. 14.2 Trie after inserting in Fig.14.1.

o [

oe| 2| [bf] 2] [3a] 1] [3a] 1] [of] 4]

s
3| [oe] 1] [ag| 2] [bf] 2] [3a] 2] [oe] 1] [ag] 2] [bf] 2]

Fig. 14.3 Trie after insertin@s in Fig. 14.2.

Fig. 14.4 Trie after insertin@s in Fig. 14.3.
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The entropy at location(betweerx;, X 1) is the entropy of the nodeg at level
i of the trie along patly, X2, ...,X;. For example, fo6;, with k=3 we get a window
(bf]0e|3a|) with 3 positions for break points. The entropy at the firsalimn is
entropy of the node labelle®£) at the first level of the trie. Similarly entropy at
the second location is the entropy of the node labelded &t level 2 with pf) as
the parent at level 1 in the trie. The location correspontirihe highest entropy
in the window is identified and its score is incremented by 1.

The frequency at locationis calculated by the sum of the frequencies of
subsequencexy(...X) and &i1...Xc). For example, the frequency at the first
location of the window(bf|0e|3a|) is f(bf) + f(0Oe 3a), wheref(bf) refers
to frequency of the node labelledf() at the first level of the trie and(0e 3a)
refers to frequency of the node labellexh) at the second level of the trie whose
parent node isOe) at level 1. The score at the location with highest frequaacy
incremented by 1. In this case, our goal is to maximize thealitme frequencies
of the left and right subsequences of the probable break.poin

After sliding the window across the sequence, we end up withes for each
location in the sequence. In a stream &f 1-grams, there args| — 1 positions
within the sequence. If a position is repeatedly voted fekrpoint by different
windows then it is likely to accrue a locally-maximum scovée choose the po-
sitions with local maximum of the score as break points ofgpisode.

Example 1 (Contd.): Continuing Example 1, we can find the list of episodes from
each of the four sequences using the algorithm given in Eigdr5. These are as
follows.

E1= ((bf Oe 3a), (bf d8 3a), (3a bf))
E>=((3a bf), (bf Oe 3a), (3a bf), (bf d8 3a))
Esz= ((bf d8 3a), (bf 0Oe 3a), (bf Oe 3a), (0e 3a))
Es= ((0e 3a), (bf d8 3a), (3a bf), (3a bf Oe 3a))

Observing the above episodes, it is clear that episode \isgalgorithm
gives meaningful sequences. If we consider fixed lemgghams, say n = 2, then
obviously we lose valuable information by missing 3-grams.

14.3 Relevant Episodes

We observe that there can be large number of episodes fogk girogram and
when we consider all the programs in the training set the fsgistinct episodes
becomes very large. We introduce here two novel concegtssant episodefor

a class and a new feature selection measure, nattesdg-wise episode frequency
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Algorithm: to find episodes for a set of sequenges
Input: Ty (trie of depthd) andS

do for each of the nodee Ty
calculate entropg(x)
enddo
do for each level; of Ty
find mean frequencyf() and mean entropyg|
find standard deviationg¢ andog) taking f ande respectively

() = LM for xe Ly

e(x) = w for x € L

e

enddo
do for each sequen&(s;, %, . .. ,qa‘) €S
Episodes; = @

initialize scorei) = 0, for 1< i < |S]
dofori=1to(|S|—k+1)
take a window of lengtl starting at positiomin S
do for each of thé possible boundary positions in the window
find Max;j{f(s,...,S+j) + f(S4j+1,---,S+k-1)}, 0< j <K
incrementscorgi + j)
find Max;{e(s,...,s4j)}, 0< j <k
incrementscorgi + j)
enddo
enddo
start=1
dofori=2to(|S|—1)
if (scorei) > scordi — 1)) and(scorgi) > scorgi+ 1))
end=
add(sstart, - - - , Send) 10 E¢
start=end
endif
enddo
add(sstart, ... ’%S{\) to &
enddo

Fig. 14.5 Episode discovery algorithm for a set of sequenségy a combined trie.
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The main aim of feature selection is to identify a smallercfeeatures that are
representative of the virus and benign classes.
Let the set of virus programs beand the set of benign programsBe

Definition 14.2 The class-wise episode frequency of an episode with respact
class V (or, B) is the number of times it occurs in the class iV B).

While the term frequency is a kind of global measure, theselgise episode fre-
qguency is a local measure with respect to a class. The maenéatye of class-
wise episode frequency is that we can analyze each claspandently. This
saves memory requirement as we handle only episodes of aseat a time.

For each executable progranmn a classT of programs, leg; be the set of
all episodes. The set of all episodes foIEL;T ) is UieT E;. We assume that the
elements oE(T) are arranged in the non-increasing order of class-wis@égis
frequency.

Definition 14.3 We defineEX(T) as therelevant episodefor T which is a subset
of E(T) containing only firsk elements.

Thus the relevant episodes for clasgeandB areEX(V) andEKX(B), respectively.
We get the set of relevant episodes for the whole training dsiE¥(V) JEX(B).

With the set of relevant episodes for the data set, we buédvittor space
model which is a concept derived from information retrievah executable pro-
gram is represented as a vectortofty, ..., tu, wheretj(1 <i < M) is a binary
(0-1) value denoting the occurrence of iHerelevant episode. The value 1 repre-
sents the occurrence of an episode and its absence is nejgetby 0. Thus each
unigue relevant episode corresponds to a dimension. QOunirtgaset consists of
a set of labeled vectors — the vector representation of thef peograms together
with the respective class label (virus or benign).

As we observed, the detection problem reduces essentialyervised clas-
sification problem. Several algorithms exisfor supervised classification like
support vector machine, decision tree, neural networksvéécuse the metaclas-
sifier Ada Boost with J48 as base classifier available in WERA&he reason for
choosing this particular classifier is that the authors e¥jmus work?®in this area
claimed that they got the best results for this classifier.

14.4 Experimental Setup

No standard data set is available for the detection of nalgexecutables unlike
intrusion detection. Data sets (i.e. viruses) collectedifthe website VX Heav-
eng® were used previousf/8 The benign executables were collected from their
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respective laboratories. We collected 250 viruses from \&&¥ené® and 250 be-
nign executables from our lab. For viruses, we used onlydhddr programs; we
did not use the infected programs in our analysis. At presembnly concentrate
on viruses.

Each executable in the dataset is converted to hexadecodasdn an ASCII
format. Before training, the set of programs for each clasndB are used to
build the trie and from the tries, the set of episodes for éadividual executables
are extracted. The tom episodes in order of class-wise frequency are selected
from each class. These are combined to get a set of relevianties of cardinality
M with duplicates removed. This result in a vector space mofitle dataset of
size 500 rowsx M columns. For unbiased evaluation of our approach, we used
stratified ten-fold cross-validation. In this cross-vation method, we partition
the data into ten disjoint sets of equal size and select ortgipa as testing set
and the remaining nine are combined to form the training 3éiis process is
repeated 10 times.

14.4.1 Classifier

The classification is done with the metaclassifier AdaBoostviith J48 as base
classifier. AdaBoost, short for Adaptive Boosting, is a madggorithm that and can
be used in conjunction with many other learning algorithmsritprove their per-
formance. AdaBoost is adaptive in the sense that subseqlasstfiers built are
tweaked in favor of those instances misclassified by previtassifiers. It is less
susceptible to the overfitting problem than most learniggathms. These algo-
rithms are implemented in WEKA? which is a collection of machine learning al-
gorithms for solving data mining problems implemented wvaJand open sourced
under the GPL. For the classifier we use the default valuesngdy WEKA to
evaluate our approach.

We compared our method with that of the method proposed bieKet al'®
for two reasons. First, this method is so far the best metfigderic virus detec-
tion usingn-grams. The other reason is that this method takes fixedHengtams
as features and information gain as the measure for featigeton. We use the
same dataset for both the methods for comparison. In the yoKolter et al.®
the experiments are done on two data sets, one with 476 madieind 561 benign
executables and the other set contains 1971 malicious astlHéhign executa-
bles. Information gain is used as feature selection meadfter extracting all
n-grams along with the information gain value, thgrams are sorted in decreas-
ing order of information gain and tdpn-grams are taken and vector space model
is formed. Out of several classifiers, it is claimed that tastlesults are obtained
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for boosted J48 algorithm. In order to compare our work, wplémented their
technique of using information gain as feature selectiomsuee and J48 algo-
rithm as classifier on our data. We give the results as ROGesurv

14.4.2 ROC Curves

In Data Mining, ROC (Receiver Operating Characteristias)ves are used to
compare classification capability of different algorithrAs ROC curve is a tech-
nique for visualizing, organizing and selecting classifibased on their perfor-
mancet! It is a two-dimensional depiction of classifier performaribe compare
classifiers we may need to reduce ROC performance to a sicaller s/alue rep-
resenting expected performance. A common method is toleddcthe area under
the ROC curve. The area under ROC curve specifies the prdaipdbdt, when
we draw one positive and one negative example at random gitision function
assigns a higher value to the positive than to the negatimple. The more the
area under the ROC curve of an algorithm, the more robust attelrfit is in clas-
sification. Infact, just visual inspection of ROC graphsn®egh to compare the
performance of classifiers.

14.5 Experimental Results and Discussions

We experimented witlh as 2, 3 and 4, whereas the profile lendth,is taken as
100 and 500. We give the ROC curves in Figures 14.6-14.9.

Figure 14.6 shows the ROC curves of the proposed method antixdd-
lengthn-gram approach (with = 2) with profile length as 100. It is evident from
the graph that the proposed method gives a 100% detectiomvitt a false pos-
itive rate of 0.11 whereas the fixed-length method attaimgth a false positive
rate of 0.216. Even for fixed-length o£3 and 4, proposed method gives consis-
tantly better results in comparison to fixed-lengtgram approach as can be seen
from figures 14.7 and 14.8.

For profile length of 500, as given in Figure 14.9, the acopodour method is
more pronounced than the fixed-length approach. The prdpos#hod achieved
a detection rate of 70.8% with zero false positive, and 10@%ation with 2.6%
false positive rate. For the same profile length fixed-lemgtfram method, for
n=4, shows the lowest detection rate of 15% with 1.5% falsetipesate and
attains 100% detection rate with 20% false positive rate.

Taking area under ROC curve as performance criteria, fragnvtbual in-
spection of the ROC curves it is clear that our proposed niethdperforms
the method proposed by Kolter et’8l.in all cases. Based on the experimen-
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Fig. 14.6 Fixed vs Variable lengtiirgrams: Profile length = 100, = 2 for fixed lengthn-grams.
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Fig. 14.7 Fixed vs Variable lengtikrgrams: Profile length = 10@, = 3 for fixed lengthn-grams.

tation we infer the following. The variable-lengthgrams approach is better than
fixed lengthn-grams approach as the fixed-lengtrams do not capture the long
meaningful sequences while keeping the size and numiregcdms manageable.
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Fig. 14.8 Fixed vs Variable lengtiirgrams: Profile length = 100, = 4 for fixed lengthn-grams.

NI |

0.7F 1

0.5 q

True Positive Rate

0.31 1

021 — EpisodeDiscoveryAlgorithm|
Fixed-Length Approach

0.1 . . n
0 0.2 0.4 0.6 0.8 1

False Positive Rate

Fig. 14.9 Fixed vs Variable lengtirgrams: Profile length = 500, = 4 for fixed lengthn-grams.

Moreover it is also observed that possibly class-wise elgisequency is a better
measure for feature selection than the information gaiis iBhalso demonstrated
in detail in the context of fixed lengtirgrams in a recent work by Reddy et?l.
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When it comes to advanced computer viruses like polymonphises, static
analysis methods do not work. To tackle these virusescsaatilysis methods
should be combined with dynamic analysis methods for efftaietection. For
example, polymorphic virus consists of three componentscryghtion routine,
mutation engine and virus body. Since the mutation engiddlaavirus body are
encrypted and decryption routine is different in each cggion, it is not possible
to directly apply any static analysis method (including method) to detect this
virus. Instead we can use a dynamic analysis technique gikelboxing) that
trick a polymorphic virus into decrypting and revealingifs’* On this decrypted
virus we can use the static analysis method. Here we asswanha golymorphic
virus must decrypt before it can execute normally.

14.6 Conclusion

The main objective of the present work is to establish thaper feature extrac-
tion and selection technique can help in efficiently detertiirus programs. We
showed here that episodes as variable lemggfnams is better than usual fixed
length n-grams. We also showed that selecting frequent episodesriimst of
class-wise relevance is a better feature selection teabnig/e demonstrate that
a supervised classification by the proposed feature setentethod gives better
accuracy and less false positives in comparison to eargrgsed methods.

In n-gram approach attaching semantic meaning for the relevagrams
(episodes) is not yet explored by us. Our future work willddévelop a semantic
aware method and include different kinds of malicious anuddreexecutables in
our training data.
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Chapter 15

Overview of State-of-the-Art in Digital Image Forensics

H. T. Sencar and N. Memon

Department of Computer and Information Science,
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Brooklyn, NY 11201, USA

Digital images can now be easily created, altered, and méatgd with no ob-
vious traces of having been subjected to any of these opesatiThere are cur-
rently no established methodologies to verify the autleé@gtiand integrity of
digital images in an automatic manner. Digital image foirengs an emerging
research field with important implications for ensuring tredibility of digi-
tal images. In an attempt to assist these efforts, this ehaqirveys the re-
cent developments in the field of digital image forensicsopBsed techniques
in the literature are categorized into three primary areagt on their focus: im-
age source identification, discrimination of synthetic ges, and image forgery
detection. The main idea of the proposed approaches in edegay is de-
scribed in detail, and reported results are discussed toategthe potential of the

methods.
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15.1 Introduction

In the analog world, an image (a photograph) has generaéiy laecepted as a
“proof of occurrence” of the depicted event. In today’s thyage, the creation
and manipulation of digital images is made simple by lowtbasdware and soft-
ware tools that are easily and widely available. As a resdtare rapidly reaching
a situation where one can no longer take the authenticityirstedrity of digital
images for granted. This trend undermines the credibilitgligital images pre-
sented as evidence in a court of law, as news items, as parhetiacal record or
as financial documents since it may no longer be possiblestmduish whether
a given digital image is the original or a (maliciously) midelil version or even a
depiction of a real-life occurrences and objects.

This is especially true when it comes to legal photograp¥idence. The Fed-
eral Rules of Evidence are shaped and drafted to deal withecional (analog)
photography. Digital photography, on the other hand, islamentally different
from conventional photography in the way it is created,esipand edited. Federal
Rules do not currently set forth requirements for the adimigy of digital im-
ages, and, therefore, traditional notions of relevancyaurttientication currently
govern. Moreover, the problem becomes much more comptiqatith possibly
far more severe consequences) when the digital image ibetycally generated
to convey the depiction of a non-existent scene or objedtasxisting safeguards
are not well suited to verify the integrity and authenticfysuch visual evidence.
The struck down of a 1996 child pornography law that prokibithe posses-
sion and distribution of synthetically generated imagethited States Supreme
Court, in April 2002, is very important in this contekiThis ruling brought with it
an immediate need for tools and techniques that can reldibtyiminate natural
images from the synthetic ones in order to be able to proseduisers. Another
pressing issue concerning digital imagery is the ease whilsiwprocessing tools
and computer graphics algorithms can be used to modify imafjee increasing
appearance of digitally altered forgeries in mainstreardienand on the internet
is an indication of the serious vulnerability that cast daurbintegrity of all digital
images. Ik some well known examples of digital tampering can be found.

To address these immediate problems, digital image forenssearch aims at
uncovering underlying facts about an image. For exampligadignage forensics
techniques look for authoritative answers to questionh sisc

¢ |sthis image an "original” image or was it created by cut aastp operations
from different images?
e Does this image truly represent the original scene or wagitiadly tampered
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to deceive the viewer?

What is the processing history of the image?

What parts of the image has undergone processing and up tewieat?
Was the image acquired by a source manufactured by vendow&nator Y?
Did this image originate from source X as claimed?

The above questions are just a few examples of issues faoédely by inves-
tigation and law enforcement agencies. However, there &la of techniques
and methodologies that could determine the origin and pi@leauthenticity of a
digital image. Although digital watermarks have been psgibas a tool to pro-
vide authenticity to images, it is a fact that the overwhelgminajority of images
that are captured today do not contain a digital watermaukd this situation is
likely to continue for the foreseeable future. Hence in theemce of widespread
adoption of digital watermarks, we believe it is imperatiwalevelop techniques
that can help us make statements about the origin, verawitynature of digital
images.

The past few years have seen a growth of research on imagesicse The
work has focused mainly on three types of problems:

(1) Image source identification to determine through whed daquisition device
a given image is generateel.g.,digital-camera or scanner. This entails as-
sociating the image with a class of sources that have comimaracteristics
(i.e.,device model) and matching the image to an individual sodesgce.

(2) Discrimination of synthetic images from real images deritify computer
generated images which does not depict a real-life occoeren

(3) Image forgery detection to determine whether a givergienaas undergone
any form of modification or processing after it was initiatigptured.

To address these problems several techniques have beasedopn this chapter,
we will give an overview of state-of-the-art digital imagerénsics techniques.
The outline of the chapter is as follows. In Section 15.2, exéaw various image

source identification techniques. This is followed by anresav of techniques

for differentiating syntheticimages in Section 15.3. Iradégrgery (tamper) detec-
tion techniques are described in Section 15.4. Finally,caumclusions and open
problems will be given in Section 15.5.
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15.2 Image Source Identification

Image source identification research investigates thgdegitechniques to iden-
tify the characteristics of digital data acquisition devie.g.,digital camera, cam-
corder, and scanner) used in generation of an image. Thelseidees are ex-
pected to achieve two major outcomes. The first is the clasgléth properties
of the source, and the second is the individual source ptiegelEssentially, the
two outcomes refer two different operational settings. é&tedmining the class
properties, typically, a single image is available for exion and the source in-
formation is extracted through analyzing the image. Iniolitg individual source
properties, however, both an image and the potential saleeee or a number
of images known to be acquired by the source is availableviauation, and the
analysis determines if the characteristics of the image&ston matches to those
of the source.

The success of image source identification techniques depethe assump-
tion that all images acquired by an image acquisition dewiitleexhibit certain
characteristics that are intrinsic to the acquisition degibecause of their (propri-
etary) image formation pipeline and the unique hardwarepmomants they deploy
regardless of the content of the image. (It should be notagstich devices gen-
erally encode the device related information, like modgiet date and time, and
compression details, in the image headey,,EXIF header. However, since this
information can be easily modified or removed, it cannot bedusr forensics
purposes.) Due to prevalence of digital camera imagesares@as primarily fo-
cused on source digital camera identification and scaneatifitation research
is just starting.

15.2.1 Image Formation in Digital Cameras and Scanners

The design of image source identification techniques reqain understanding of
the physics and operation of these devices. The generatsteuland sequence of
stages of image formation pipeline remains similar for atradl digital cameras
and scanners, although much of the details are kept as ptagrinformation of
each manufacturer. Below, we will describe the basic stinedor a digital camera
and scanner pipeline.

Digital Camera Pipeline:Consumer level digital cameras consist of a lens
system, sampling filters, color filter array, imaging sensmod a digital image
processof. The lens system is essentially composed of a lens and theamech
nisms to control exposure, focusing, and image stabitimett collect and control
the light from the scene. After the light enters the cameraithh the lens, it goes
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through a combination of filters that includes at least tfi@ined and anti-aliasing
filters to ensure maximum visible quality. The light is theedsed onto imaging
sensor, an array of rows of columns of light-sensing elemealied pixels. Dig-
ital cameras deploy charge-coupled device (CCD) or congiiary metal-oxide
semiconductor (CMOS) type of imaging sensors. Each lighsisg element of
sensor array integrates the incident light over the whodespm and obtains an
electric signal representation of the scenery. Since eaelging sensor element
is essentially monochromatic, capturing color images ireguseparate sensors
for each color component. However, due to cost considerstiom most digital
cameras, only a single sensor is used along with a color élti@y (CFA). The
CFA arranges pixels in a pattern so that each element hafeeedhif spectral filter.
Hence, each element only senses one band of wavelengtthenrat image col-
lected from the imaging sensor is a mosaic of different codord varying intensity
values. The CFA patterns are most generally comprised efreein-blue (RGB)
and cyan-magenta-yellow (CMY) color components. The meakoolor values
are passed to a digital image processor which performs a euafiloperations to
produce a visually pleasing image. As each sub-partitiopixels only provide
information about a number of color component values, thesimg color values
for each pixel need to be obtained through demosaicing GperaThis is fol-
lowed by other forms of processing like white point correntiimage sharpening,
aperture correction, gamma correction and compressighoigh the operations
and stages explained here are standard stages in a digitata@ipeline, the ex-
act processing detail in each stage varies from one manuédd the other, and
even in different camera models manufactured by the sameaayn

Scanner PipelineConventional consumer scanners are composed of a glass
pane, a bright light source (often xenon or cold cathode éscent) which illu-
minates the pane from underneath, and a moving scan heaid¢hates lenses,
mirrors, a set of filters, and the imaging sensor, whether CCROS or con-
tact image sensors (CI$)(Drum scanners which have been typically used for
high-end applications use photomultiplier tubes.) To wbtalor scans, typically,
three rows (arrays) of sensors with red, green, and bluesfittee utilized. Dur-
ing scanning, the imaging sensor and light source move a¢hespane (linear
motion). The light strikes the image, reflects, and is thélected by a series of
mirrors to the scanner lens. The light passes through ttseded is focused onto
imaging sensors to be later digitized. The resolution ofeaser depends on both
the number of elements of the imaging sensor (horizontaluésn) and the step
size of the scan head motor (vertical resolution). The hardwesolution of the
scanner can be reduced down by either down-sampling oréessonly through
activating only some elements of the CCD array.
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15.2.2 Source Model Identification

The work in this field has been primarily focused on digitahesas. The features
that are used to differentiate camera-models are deriveeiban the differences
in processing techniques and the component technologasexXample, the op-
tical distortions due to a type of lens, the size of the imggiansor, the choice
of CFA and the corresponding demosaicing algorithm, andrquiocessing algo-
rithms can be detected and quantitatively characterizeahlajysis of the image.
The deficiency of this methodology, in general, is that mamgets and brands
use components by a few manufacturers, and processindadtgpghms remain
same or very similar among different models of a brand. Hered@mble identi-
fication of a source camera-model depends on characterizativarious model
dependent features as briefly explained below.

15.2.2.1 Image Features

Inspired by the success of universal steganalysis techajd{harrazi et a. pro-
posed a similar approach to identify source camera-mocdheessence, a select
number of features designed to detect post-processingemeporated with new
features to fingerprint camera-models. The 34 featuresdeatolor features(g.,
deviations from gray world assumption, inter-band cotietes, gamma factor es-
timates), image quality metrics, and wavelet coefficieatistics. These features
are then used to construct multi-class classifiers. Thétsasiotained on moderate
to low compressed images taken by 4 different camera-mgasted an identi-
fication accuracy of 97%. When experiments are repeated ercdimeras where
three of them are of the same brand, the accuracy is measubed38%. Tsai et
al 8 later repeated this study using a different set of camerdseported similar
results. In their workK, Celiktutan et al. took a similar approach to differentiate
between cell-phone camera-models by deploying binarylaiityi measures as
features In this case, the identification accuracy among nine cefighmodels
(of four different brands) is determined as 83%. There acerhain concerns re-
garding this type of approaches. First is that as they peoaidoverall decision, it
is not clear as to what specific feature enables identificatioich is very impor-
tant in forensic investigations and in expert witness mestiies. Second concern
is the scalability of performance with the increasing nundialigital cameras in
the presence of hundreds of digital cameras. Hence, in gkitleis approach is
more suitable as a pre-processing technique to clusterdsntadken by cameras
with similar components and processing algorithms.
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15.2.2.2 CFA and Demosaicing Artifacts

The choice of CFA and the specifics of the demosacing algoritte some of the
most pronounced differences among different digital casmeodels. In digital
cameras with single imaging sensors, the use of demosadgagdtams is crucial
for correct rendering of high spatial frequency image dgtaind it uniquely im-
pacts the edge and color quality of an image. Essentialigodaicing is a form of
interpolation which in effect introduces a specific typemer-dependency (cor-
relations) between color values of image pixels. The spefafin of these de-
pendencies can be extracted from the images to fingerpffatelit demosaicing
algorithms and to determine the source camera-model of agemin? Popescu
et al. demonstrated that expectation/maximization (ENpathm can be used
to estimate the (linear interpolation) filter coefficients te-interpolating digi-
tal camera images (after down-sampling to remove existiaces of interpola-
tion) with eight different CFA interpolation algorithms. h& average accuracy
in pair-wise differentiation over all pairs of interpolati algorithms is obtained
as 97%. To fingerprint demosaicing algorithms used in déffedigital camera-
models Bayram et @11 deployed EM algorithm, assuming a linear model for
interpolation within a 5x5 window, and analyzed patternpefiodicity in sec-
ond order derivates of rows and columns of pixels in modgrataooth and very
smooth image parts, respectively. The estimated filterfiodgrfts and the peri-
odicity features are used as features in construction séiflars to detect source
camera-model. The accuracy in identifying the source ofnaagie among four
and five camera-models is measured as 86% and 78%, respectsirg images
captured under automatic settings and at highest compregsality levels.

Alternatively, Long et al? considered analyzing the modeling error due to
the linear interpolation model and identifying demosajcaigorithm based on
the characteristics of this error, rather than using thieneséd interpolation filter
coefficients. [.e., the difference between the actual pixel values in the image a
their reconstructed versions as a weighted sum of 13 neigitpixels.) They
realized this by computing the autocorrelation of the eon@r all image. Then,
the (13x13) autocorrelation matrices obtained from mangges are combined
together and subjected to principal component analysistirohine the most im-
portant components which are then used as features in ibgigdclassifier. They
reported that an accuracy of more than 95% can be achievettimifying the
source of an image among four camera-models and a class thfesignmages
and studied the change in performance under compressise, axdition, gamma
correction and median filtering types of processing.

Later, Swaminathan et &%. enhanced this approach by first assuming a CFA
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pattern, thereby discriminating between the interpolatediun-interpolated pixel
locations and values—an advantage over EM algorithm, ami&ng the inter-
polation filter coefficients corresponding to that patterss{iming a linear model
within a 7x7 window) for each of three activity regioresg.,smooth, horizontal
gradient, and vertical gradient. Then, the un-interpadla@or values are inter-
polated with respect to the assumed CFA pattern with theirdddilter and the
error with the resulting newly interpolated image and theialcimage is com-
puted. The CFA pattern of an image is determined by searahieg all valid
CFA patterns to minimize the resulting error, and the dencasaalgorithms are
differentiated through the use of classifiers built base@stimated filter coeffi-
cients. The corresponding identification accuracy is deitged by applying the
method to images taken by 16 camera-models under diffeoempression levels
and it is reported to be 84%.

15.2.2.3 Lens Distortions

In their work 14 Choi et al. proposed the utilization of lens radial distamtiwhich
deforms the whole image by causing straight lines in objeats to be rendered
as curved lines. Radial distortion is due to the change inntizgje magnification
with increasing distance from the optical axis, and it is enexplicit in digital
cameras equipped with spherical surfaced lenses. Therefanufacturers try
to compensate for this by adjusting various parametersigumage formation
which yields unique artifacts. To quantify these distaripthe paper extends
a first-order radial symmetric distortion model, which eegges undistorted ra-
dius (from optical axis) as an infinite series of distortediug, to second order.
These parameters are computed assuming a straight lindl imo@lest identify-
ing line segments which are supposed to be straight in theesmed computing
the error between the actual line segments and their idesag/ist forms. Later,
these parameters are used as features to build classifiarfamework similar
to.> The measurements obtained from images captured with noahanaming
and flash and at best compression level by three digital camedels resulted
with an identification accuracy of approximately 91%. Thiesgures are also in-
corporated with those of earlier proposed orasd similar overall identification
accuracy is reported.

15.2.3 Individual Source Identification

The ability to match an image to its source requires idemifyinique character-
istics of the source acquisition device. These charatiezimay be in the form
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of hardware and component imperfections, defects, ordaniftich might arise
due to inhomogeneity in the manufacturing process, matwiag tolerances,
environmental effects, and operating conditions. For edapthe aberrations
produced by a lens, noise in an imaging sensor, dust speckslems will in-
troduce unique but mostly imperceptible artifacts in inmgdich can later be
extracted to identify the source of the image. The main ehgk in this research
direction is that reliable measurement of these minutesdifices from a single
image is very difficult and they can be easily eclipsed by thage content itself.
Another challenge is that these artifacts tend to vary iretand depend on op-
erating conditions. Therefore, they may not always yieldijpce identification.
Following approaches are proposed to utilize such chaiatits in image source
identification.

15.2.3.1 Imaging Sensor Imperfections

This class of approaches to source matching aims at idemgifgnd extracting
systematic errors due to imaging sensor, which reveal teles on all images
acquired by the sensor in a way independent of the scenentorithese errors
include sensor’s pixel defects and pattern noise whichwasrtajor components,
namely, fixed pattern noise and photo response non-unif@mise. The initial
work in the field has been done by Kurusowa et°ah which fixed pattern noise
caused by dark currents in (video camera) imaging sensdetésted. Dark cur-
rent noise refers to differences in pixels when the sensmtisxposed to light and
it essentially behaves as an additive noise. Thereforanibe easily compensated
within the camera by first capturing a dark frame and subitrgdt from the ac-
tual readings from the scene, thereby hindering the agpligaof the approach.
Geradts et al® proposed matching the traces of defective pixelg,,hot pixels,
cold/dead pixels, pixel traps, cluster defects, for debeimy the source camera.
Their experiments on 12 cameras showed the uniquenessaétbet pattern and
also demonstrated the variability of the pattern with opegaconditions. How-
ever, ultimately, such defects also cannot be reliably irsedurce identification
as most cameras deploy mechanism to detect such defectompeesate them
through post-processing.

The most promising and reliable approach in this field is ps&gl by Lukas
et all’ to detect the pixel non-uniformity noise, which is the doarihcompo-
nent of the photo-response non-uniformity pattern noiggrgy due to different
sensitivity of pixels to light. The main distinction of thigpproach as compared
to earlier ones is that the correction of this noise compbreguires an operation
called flat-fielding which in essence requires division &f #ensor readings by
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a pattern extracted from a uniformly lit scene before any-livo@ar operation is
performed. Since obtaining a uniform sensor illuminatiogamera is not trivial,
most digital cameras do not flat-field the resulting imageke Key idea of the
method is to denoise the image by wavelet based denoisiogthln so that the
resulting noise residue contains the needed noise commémwever, since the
underlying image model used in denoising is an idealistie the residue signal
also contains contributions from the actual image signa&nd¢ to eliminate the
random component of the noise, denoising is applied to afsetages (captured
by the same camera) and the corresponding noise residuageaeged to obtain
the reference pattern of a given digital camera. Later, terd@ne whether a given
image is captured by a digital camera, the noise patteraebel from the indi-
vidual image is correlated with the reference pattern offigegal camera. A deci-
sion is made by comparing the measured correlation stattst pre-determined
decision threshold. The results obtained from (high gyiihages taken by 9
cameras yielded 100% identification accuracy.

To determine the false-positive and true-detection peréorce of the scheme
proposed ih’ under a more realistic setting Sutcu etbperformed experiments
on an image dataset with roughly 50K randomly selected imame observed
that some of the tested cameras yield false-positive rateshrhigher than the
expected values. To compensate for false-positives thmesiproposed coupling
the approach af with source-model identification methodology. In this gase
during the extraction of the pattern the demosaicing charatics of the source
camera-model are also determined as describéd M/hen a decision is to be
made in matching an image to a potential source camera, lédsraquired that
the class properties of the camera extracted from the ishgialiimage is also in
agreement with those of the source camera. It is shown thsaapiproach is very
effective in reducing the false-positive rate with a maagireduction in the true-
detection rate. 1A? Fridrich et al. proposed enhancements to the noise exracti
scheme by deploying pre-processing techniques to redeamtitributions of im-
age noise and to gain robustness against compression.

Khanna et af%?! extended sensor noise extraction methodology to also in-
clude scanned images and to enable source scanner ideiatificahe main dif-
ference between the imaging sensors deployed in digitakcarand (flatbed)
scanners is that in the former sensor is a two-dimensionayawhereas in the
latter it is a one-dimensional linear array, and a scan igiggad by translating
the sensor over the image. As a result the noise patterrceadir&rom a scanned
image is expected to repeat itself over all rows. Therefamrew reference noise
pattern can be obtained from a single scanned image by angréme extracted
noise (via denoising) over all rows. In [20], the authorsgbd that this difference
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in the dimension of the array can be used to distinguish batvaigital camera
and scanner images. In realizing this, classifiers are baged on (seven) statis-
tics computed from averaged row and column reference patextracted from
both scanned images at hardware resolutéog.(no down-sampling) and digital
camera images. In experiments, various training scenarmsonsidered and an
average accuracy of more than 95% is achieved in discrimipaigital camera
images from scanned images. The methodology is also agplsalirce scanner
identification problem with the inclusion of new featuresciassifier desigi!
When identifying the source scanner of an image among fanrsers an average
classification accuracy of 96% is achieved and when the imagecompressed
with JPEG quality factor 90 an accuracy of 85% is obtained.

Gou et aP? proposed another approach to fingerprint the scanning asise
sociated with different models of (flatbed) scanners. Théhote characterizes
scanning noise by three sets of features. The first set afireesatare obtained
by denoising the scanned images and obtaining first and demaier moments
of the log-absolute transformed version of the noise residihe second set of
features are obtained as the mean, variance and error duént fiormal distri-
butions to high frequency sub-band coefficients of onellerewelet decomposed
version of the (normalized) scanned image. The third sesistmof features ex-
tracted from the first two moments of prediction error appbie@ smooth regions.
The most distinctive of the resulting 60 features are usembtwstruct classifiers,
which yielded an identification accuracy of 90% among sewamier models
with relatively smaller size of datasets (27 uncompresseaes per model). The
distinguishability of the features are also compared toelecoefficient statis-
tics?® and image quality metriééand shown to be better. In the context of scanner
identification, one issue that needs to be further studitekisariability of scanner
noise among individual scanners and determining the qooreting false-alarm
rates in identifying the source scanner.

15.2.3.2 Sensor Dust Characteristics

Dirik et al.?® proposed another method for source camera identificatisadoa
on sensor dust characteristics of single digital singtes-leflex (DSLR) cameras
which are becoming increasingly popular because of thegréhangeable lenses.
Essentially, the sensor dust problem emerges when the demsnioved and the
sensor area is opened to the hazards of dust and moisturh afgiattracted to
the imaging sensor due to electrostatic fields, causingguerdust pattern before
the surface of the sensor. Sensor dust problem is persmtehinost generally
the patterns are not visually very significant. Thereforaces of dust specks
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can be used for two purposes: to differentiate images taketéaper consumer
level cameras and DSLR cameras and to associate an image \pinticular
DSLR camera. However, it should be noted that the lack of almbetween
dust patterns does not indicate anything since the duskspaght have been
cleaned. Devising an empirical dust model characterizethtansity loss and
roundness properties; the authors proposed a techniquegdotchoise specks on
images through match filtering and contour analysis. THisrmation is used in
generation of a camera dust reference pattern which isdataked in individual
images. In the experiments, ten images obtained from th&eRDcameras are
used in generating a reference pattern which is then testedmixed set of 80
images (20 taken with the same camera and 60 with other cajngedding an
average accuracy of 92% in matching the source with no fadsitives.

15.3 Identification of Synthetic Images

A great deal of progress has been made in both fields of comyisien and com-
puter graphics and these two fields have now begun to convergeapidly. Con-
sequently, more realistic synthetic imagery became aahiev Today, generative
algorithms are able to produce realistic models of naturahpmenag.g.,waves,
mountains, sky, plants, objects with geometric structatieulate the behavior
of light, e.g.,ray tracing and subsurface scattering methods, and takecant-
sideration sensitivities of human perceptual system. lhegg the sophistication
of these algorithms parallels the increasing computatmmes. These advances
in a way defeat the whole purpose of imagery and put the diigibf digital
imagery at stake. Therefore, distinguishing photo-réalsomputer generated
(PRCG) images from real (natural) images is a very challengnd immediate
problem. Several approaches have been proposed to addiegsdblem. Es-
sentially, all proposed approaches are based on machimgrlganethods, which
express the relations between features extracted from plea®t of PRCG and
real images in the form of classifiers. These classifiersades lsed to differen-
tiate between the two types of images. Hence, the main diffax between the
proposed approaches lie in the features they use in cotiegyube classifiers.
Another concern with this class of methods is the image sed during training
and test phases as the true performance of the method wéehdepn how well
their characteristics represent the overall class of im#égey belong to.

The first approach to differentiating natural (photograplimages from
PRCG images was proposed by Lyu et@lbased primarily on a model of nat-
ural images. In this technique, the features are designedpure the statistical
regularities of natural images in terms of statistics oé#tevel discrete wavelet
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transform coefficients. The features include first orddisttes (€.g.,mean, vari-
ance, skewness, and kurtosis) of both sub-band coeffi@eatxh orientation and
scale and of the errors in a linear predictor of coefficiengnitude (of all spatial,
scale, orientation, and color neighbors) to capture highger statistical correla-
tions across space, scales and orientations, resultihgi&iteatures in each color
band. The experiments are done on 40K real and 6K PRCG imdgekich
32K+4.8K images were used for training the classifiers aaddit for the testing
which yielded an identification accuracy of 67% at 1% fallsea rate.

In their work?’ Ng et al. proposed another promising approach based on
identifying the distinctive (geometry-based) charastés of PRCG images, as
compared to natural images. Their technique takes intoustdbe differences in
surface and object models and differences in the acquigitiocess between the
PRCG and real images. The selection of their features isvatetl by the obser-
vations that generation of PRCG images, mostly due to isstiesmputational
complexity, is based on polygonal surface models and sfiapllight transport
models, and does not exhibit acquisition characteristidsacdware device.g.,
cameras and scanners. The 192 features used in the design dbssifier are
extracted by analyzing local patch statistics, local fibdimension, and (normal-
ized) differential geometry quantities,g.,surface gradient, quadratic geometry,
and Beltrami flow. The authors used 800 PRCG images and 1.&8Kmages
to test their features and obtained an average identifitaocuracy of 83% in
comparison to an accuracy of 80% by Lyu et al.'s featdPdsis also shown that
when classifiers are trained to identify the CG images thataptured by digital
camerasi(e., recapturing attack), a similar performance can be achibydabth
feature sets.

Another wavelet transform based method was proposed by Warag?®
where features are obtained from characteristic functaingavelet-coefficient
histograms. The features are obtained by first applyingetleeel wavelet de-
composition at each color channel and further decomposiagdiagonal sub-
band into four second-level sub-bands, yielding a total®&$db-bands, and then
by obtaining the normalized histograms in each sub-band DRT transform
of the normalized histograms are filtered by three filterso(tvigh-pass filters
and a band-pass filter) to determine their energy at diffédrequency component
ranges. Hence, a total of 144 features are obtained. Th&f@asrained on half
of the 4.5K natural and 3.8K PRCG images yielded detecti@hfalse-positive
results comparable to those Bf. However, it is reported the classifier did not
perform uniformly (much higher false-alarm rate) on theadat used by iR’

Motivated by the fact that majority of the real images aretesgal by digi-
tal cameras, Dehnie et &l. presented an approach that aims at discriminating
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synthetic images from digital camera images based on ttkeolaartifacts due to
acquisition process by focusing on the imaging sensorepahoise. Although
each digital camera has a unique noise pattésince the underlying sensor tech-
nology remains similar, it is very likely that pattern nois&roduced by different
digital cameras may have common statistical properties.th@rother hand, to
avoid lack of real-life details, such as textures and ligdptigeneration of PRCG
requires methods that add noise to simulate such phenomenghysically con-
sistent manner.g.,ray tracing algorithms. Similarly, it is very likely thateh
noise introduced by these methods to have certain stafigiioperties. To test
the discriminative ability of the approach, a 600 PRCG insaaygd more than 600
digital camera images have been denoised and the statitios resulting noise
residues are analyzed. It is shown that the first-ordessitzg] like skewness and
kurtosis, for the two noise components are distinct andwioetypes of image can
be discriminated with an average accuracy of 75%.

Later, Dirik et al*® extended this approach to also include demosaicing ar-
tifacts'? by proposing new features to detect the use of Bayer coler fitray
during demosaicing and and to detect traces of chromaticatim. These fea-
tures are later incorporated with the feature® aind tested on 1.8 K PRCG and
digital camera images half of which were used for trainingstTesults obtained
on high quality images show that the classifier designedcdas@nly four demo-
saicing features perform as good as wavelet transform casffistatistics based
features aloné® The results obtained from both high quality and medium level
compressed images show that On the other hand, the propogkfeature based
on traces chromatic aberration is shown to perform sligivbyse but with less
sensitivity to compression in highh to medium compresséerls. The results for
combined features show that the proposed five features carefumprove the
performance of the existing methods.

15.4 Image Forgery Detection

Due to the ease with which digital images can be altered andpukated us-
ing widely available software tools, forgery detection igranary goal in image
forensics. An image can be tampered in many ways and at vpdggrees, like
compositing, re-touching, enhancing, with various intenflthough, many of
the tampering operations generate images with no visuédad, they will, nev-
ertheless affect the inherent statistics of the image. hieantore, the process of
image manipulation very often involves a sequence of pgingsteps to produce
visually consistent images. Typically, a forged image (artg of it) would have
undergone some common image processing operations like &ffinsformations
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(e.g.,scaling, rotation, shearing), compensation for color arightness varia-
tions, and suppression of detaitsd.,filtering, compression, noise addition). As
aresult, it is very likely that tampered image statisticl also exhibit variations
due to such operations. In what follows, we briefly revienwioas techniques pro-
posed to determine whether the image has undergone any fenmodification or
processing after it has been captured.

15.4.1 Variations in Image Features

These approaches designate a set of features that arésetiositnage tampering
and determine the ground truth for these features by amsabfspriginal (unal-
tered) and tampered images. These values are stored andfealues and later
tampering in an image is decided based on deviation of thesuned features
from the ground truth. These approaches most generallyarlglassifiers in
making decisions. For example, to exploit the similaritiween the steganalysis
and image manipulation detection, Avcibas et'aproposed an approach similar
to? by utilizing image quality metrics to probe different quglaspects of im-
ages, which could be impacted during tampering?limage quality metrics are
used in cooperation with classifiers to differentiate bemveriginal and altered
images based on measures obtained between a supposediigthindage and its
estimated original (obtained through denoising) in terngixel and block level
differences, edge distortions, and spectral phase dmtsrt To ensure that the
features respond only to induced distortions due to tampgenmd not be confused
by the variations in the image contentimetrics are also measured with respect
to a fixed set of images. Results obtained on 200 images bgdirg them to
various image processing operations at a global scaleedeld average accuracy
of 80%. When the same classifiers are given 60 skillfully tared images, the
detection accuracy is obtained to be 74%.

Based on the observation that non-linear processing ofrebigery often in-
troduced higher-order correlations, Ng. efaktudied the effects image splicing
on magnitude and phase characteristics of bicoherenc&gpeg.e.,normalized
bispectrum which is the Fourier transform of the third ordesment of a sig-
nal). The authors modeled the discontinuity introducedatsplicing point as a
perturbation of a smooth signal with a bipolar signal andssttbthat bipolar sig-
nals contribute to changes in bicoherence spectrum of alsigihen tested the
magnitude and phase features provided a classificationramcof 62% which
can be attributed to strong higher order correlations etddlby natural images.
Later33 the authors augmented the existing bicoherence featutesiaiver ones
that take into consideration the sensitivity of bicoherstocedge pixel density and
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the variation in bicoherece features between the splicédiarspliced parts of the
image. With the inclusion of the new features the accuragpliting detection
is reported to increase to 72%. Bayram ef%l® compiled three fundamen-
tal sets of features that have been successfully used iensailvsteganalysis and
rigorously tested their sensitivity in detecting varioasmemon image processing
operations by constructing classifiers to identify imadyd have undergone such
processing. The tested features include image qualityicsgfrwavelet coeffi-
cient statisticg? binary similarity measureithe joint feature set which combines
all the three sets, and the core feature set which is a redugsibn of joint fea-
ture set. Different types of classifiers built from thesetdeas are tested under
various image manipulations, like scaling up/down, rotaticontrast enhance-
ment, brightness adjustment, blurring/sharpening andbhawations, with varying
parameters. Results on 100 locally tampered images, @at&iom Internet, show
that joint feature set performs best with an identificatioousacy of around 90%.

15.4.2 Image Feature Inconsistencies

This class of techniques tries to detect image tamperingcbas inconsistent
variations of selected features across the image. Thesdigas may be in the
form of abrupt deviations from the image norm or unexpecimdarities over the
image. One of the earliest methods in this class exploitptheence of double
JPEG compression artifacts. Recompression of an (alreadpiessed) image at
a different quality factor distorts the smoothness of DCE&fficient histograms
and creates identifiable patterns in DCT coefficient histotg. When the second
guantization step size is smaller, some bins in the regulistogram will be
empty (zero valued) yielding a periodic peaks-and-valfegtsern. On the other
hand, if the second quantization step is larger than thedinst all histogram
values will be present but due to uneven splitting and mergirbins, histogram
will show periodic peak patterns.

This phenomenon has been observed and studi@ainf’ to determine the
initial compression parameters and to detect double cosspteimages. Essen-
tially, the most common form of image tampering involvesi@dpy of images
which are very likely to be compressed at different quakbigtoérs. Therefore, the
spliced parts in the recompressed image will have diffedentole compression
characteristics as compared to other parts. He &t déveloped a workable algo-
rithm for automatically locating the tampered parts. Intiethod, the coefficient
histogram of each DCT channel is analyzed for double corsfpeeffects and to
assign probabilities to each (8x8) DCT block of its being atdoed block. The
probabilities for each block are later fused together t@imbhormality map of
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blocks, and tampering is decided based on presence aniblocdtclusters on
this map. Experiments performed on a small number of tandderages demon-
strate the success of the algorithm. Further experimeataegded to determine
how the method performs under various types of image tamgeri

Popescu et al° proposed a method for detecting resized (parts of) images
which might potentially indicate image tampering. The pijite of their method
is based on the fact that up-sampling (interpolation) dpmrantroduces peri-
odic inter-coefficient correlationg€.,all interpolated coefficients depend on their
neighbors in the same manner) and re-sampling at arbitadeg requires a com-
bination of up-sampling and down-sampling operations tie@ the intended
rate. Hence, the presence of correlation between pixelbearsed to determine
which parts of images underwent resizing. To extract theifipdorm of cor-
relations, the authors assumed probabilistic models ferptiediction errors of
both interpolated and un-interpolated coefficients. Thienadion of distribution
parameters and grouping of coefficients are performed simebusly by EM al-
gorithm. Results obtained on high quality JPEG images bjestihg images to
global transformations such as scaling, rotations and gawcormrection yielded
detection accuracy close to 100% in most cases. Howeveactheacy of detect-
ing locally tampered regions have to be further tested.

Johnson et &9 considered the use of lighting direction inconsistencizess
an image to detect image tampering, as it is often difficutrisure (physically)
consistent lighting effects. The crux of the method lies iteehnique that es-
timates the light source direction from a single image. Assig a point light
source infinitely far away, a surface that reflects lightrispically and has a con-
stant reflectance, and the angle between the surface nonchéi@ light direction
is less than 90 degrees, the image intensity is expressedctidn of surface
normal, light source direction, and constarite.( reflectance and ambient light
terms). Surfaces of known geometry in the image( plane, sphere, cylinder,
etc.) inthe image are partitioned into many patches and lngthe formulation
for all patches and combining the results to obtain the lifjigtiction. Formulation
is also applied to local light sources and multiple lights®s by combining them
into a single virtual light source. The applicability of theeethod is demonstrated
on a smaller set of images.

Image tampering very often involves local sharpness/iniess adjustments.
Hence, the blurriness characteristics in the tampered paet expected to differ
in non-tampered parts. I, Sutcu et al. proposed the use of regularity proper-
ties of wavelet transform coefficients to estimate sharpbésriness of edges to
detect variations and to localize tampering. The decay oBleatransform coef-
ficients across scales has been employed for edge detenti@juality estimation
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purposes previously. The proposed method first employs ge @ettection algo-
rithm to determine edge locations which is then followed bydti-scale wavelet
decomposition of the image. Edge locations are located byyaimg the edge
image and corresponding maximum amplitude values of waseleband signals
are determined. Then, a linear curve is fitted to the log adghmaximum ampli-
tude values and the goodness of the fit is used an indicattiappsess/blurriness
value. The potential of the method in detecting variationsharpness/blurriness
is demonstrated on both globally blurred images and tandgerages with local
adjustments.

Another common form of forgery is content repetition whintidlves copying
and pasting part(s) of an image over other parts of the samgdito disguise some
(contextual) details in the image. Although this type of peaming can be easily
detected by exhaustive search and analysis of correlatiopepties of the im-
age (autocorrelation function) due to introduced coriehalby content repetition,
these methods are not computationally practical and do edbpn well when
the copied pasted parts are smaller in region. To addresptbblem Fridrich
et al#? proposed a better performing (faster and accurate) methioe.method
obtains DCT coefficients from a window that is slid over theoleghimage in an
overlapping manner and quantizes them. The resulting caeffs are arranged
and inserted into a row matrix. The rows (of quantized DCTffazients) are then
sorted in a lexicographical order and through row-wise carispns similar blocks
are determined. The main computational cost of this algoriis due to sorting
which requires significantly less time steps as comparedie fiorce searcle.g.,
an O(nlogn) algorithm. To further improve the robustnesthizf method to possi-
ble variations Popesctu et#.used an alternative representation of blocks based
on principal component analysis to identify the similardis in the image. Sim-
ilar to,*! the coefficients in each block are vectorized and insertechiatrix and
the corresponding covariance matrix is computed. By fintliregeigenvectors of
the covariance matrix, a new linear basis for each imagekhtoobtained and a
new representation is obtained by projecting each imageklgoto selected basis
vectors with higher eigenvalues to reduce dimensiondiitgn, the representation
of each block is lexicographically sorted and compared terdene the similar
blocks. The robustness of the method in detecting tampexngsd is demonstrated
under ranging JPEG compression qualities and additiveneigls.

15.4.3 Inconsistencies Concerning Acquisition Process

As discussed earlier, image acquisition process intragloegain distinguishing
characteristics in each acquired image which can be usedtwce identification.
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Since these characteristics will be fairly uniform over #ieole image, their con-
sistency across the image can also be used for detectingealizing tampering.
Hence, this group of techniques is extensions of sourcdifabation techniques
with some minor differences. For example, Swaminathan.& alsed incon-
sistencies in color filter array interpolation to detect peemed parts of an image
based on their approach 4. After estimating the CFA pattern and the interpo-
lation filter, the demosaiced image is reconstructed andpened to the image
itself. Modeling the linear part of the post-processing aarapering filter, its
coefficients are obtained by deconvolution. These coeffiisiare then used in
design of a classifier to detect tampering by comparing thaioéd filter coeffi-
cients with a reference pattern obtained from direct caretput {.e., unaltered
images). Results obtained by subjecting test images taaspaeraging, rotation,
compression and resampling is reported to yield averagectien accuracy of
more than 90%.

Similarly, based ot/ Lukas et al. proposed to detect and localize tampering
by analyzing the inconsistencies in the sensor patterrereigacted from an im-
age® The noise patterns obtained from various regions are eeeiwith the
corresponding regions in the camera’s reference pattatraatecision is made
based on comparison of correlation results of region ofé@ste(potentially tam-
pered region) with those of other regions. Along the same Ropescu et 4F
proposed to detect the presence of CFA interpolation, asribesl in? in over-
lapping blocks of an image to detect tampering. Experimeste performed on
a limited number of digital camera images to identify tracE€FA interpolation
in each block with no tampering.

Johnson et &7 proposed a new approach by inspecting inconsistencies in
lateral chromatic aberration as a sign of tampering. Lagdrerration is due to in-
ability of the lens to perfectly focus light of all wavelehgtonto imaging sensor,
causing a misalignment between color channels that wonséhsthe distance
from the optical center. The method treats the misalignrhetween color chan-
nels as an expansion (or contraction) of a color channelnegpect to one another
and tries to estimate the model parameterg.(center and aberration constant) to
attain alignment. The estimation of these model parameté&amed as an image
registration problem and a mutual entropy metric is usechtbtfie exact aberra-
tion constant which gives the highest mutual entropy betwaegor channels. To
detect tampering, image is partitioned into blocks and thexration estimated in
each block is compared to global estimate. Any block thatades significantly
from the global estimate is deemed to be tampered. The thicbsleviation is
determined experimentally under varying compressionitiesil however, further
experiments are needed to generalize the results and die¢gite dependency on
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image content.

Alternatively, Lin et al*® proposed a method to recover the response function
of the camera by analyzing the edges in different patcheseofmhage and ver-
ifying their consistency. Camera response function definegelation between
radiance values from the scene and measured brightnegswalkeach color chan-
nel and due to this non-linear response a linear variatidghepixel irradiance at
the edges will be distorted. The main idea of the method igtitzes this phe-
nomenon by computing the inverse response function andéordme its confor-
mance to known properties of response functions (whichlshmimonotonically
increasing with at most one inflexion point and similar toleather in each color
channel). The normality of the estimated functions, frorohepatch, is decided
by comparing them to a database of known camera responsioiusicFor this,
classifiers are designed by extracting features from thepoted and available
response functions and tested on a few example images tondérae the feasi-
bility of the idea. Although the success of the method rezgiimages to be of
high contrast so that the color range in each patch is widegmahis assump-
tion can be relaxed by applying the method to source camedehidentification
problem.

15.5 Conclusions and Outlook

There is a growing need for digital image forensics techesquand many tech-
nigues have been proposed to address various aspectstaf ditage forensics
problem. Although many of these techniques are very pramiand innovative,
they all have limitations and none of them by itself offerseéimitive solution. Ul-
timately, these techniques have to be incorporated togettobtain reliable deci-
sions. However, there are still two major challenges to belipwémage forensics
research.

e Performance Evaluation and Benchmarkifiggsentially the foremost concern
that arises with respect to forensic use of proposed teaksics the achiev-
able performance in terms of false-alarm and true-detefidientification
rates and clear understanding of the factors that affeqgi¢hfermance. From
this point of view, many of the proposed techniques can besraocurately
defined as proof of concept experiments. To further refineehmethods,
performance merits have to be defined more clearly and ptepeand eval-
uation datasets have to be designed and shared.

e Robustness IssueFhe most challenging issue that image forensics research
faces is the robustness to various common and maliciouseimpearessing
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operations. Proposed methods are not designed and tegbedusly to per-
form under the most difficult conditions, and, moreover, tteshniques can
be easily circumvented by a novice manipulator. Since tharimation uti-

lized by the image forensics techniques is mostly in impatibée detail, it

can be easily removed. It is a matter of time for such toolstavailable for
public use. Techniques have to be designed and evaluatedhigtcaveat in
mind.

Overcoming these challenges requires the developmenvefaleovel method-

ologies and thorough evaluation of their limitations unah@re general and prac-
tical settings. This can be achieved in collaboration witehsics experts and
through their continuous feedback on the developed metiddsresearch effort
in the field is progressing well in these directions.
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Recent web-based applications offer users free serviceaha@ge for access
to personal communication, such as on-line email servindsirgstant messag-
ing. The inspection and retention of user communicatioreisegally intended
to enable targeted marketing. However, unless specifistdited otherwise by
the collecting service’s privacy policy, such records haweindefinite lifetime
and may be later used or sold without restriction. In thisgpapre show that
it is possible to protect a user’s privacy from these risksekploiting mutu-
ally oblivious, competing communication channels. We redrtual channels
over online services (e.g., Google’s Gmail, Microsoft'stiail) through which
messages and cryptographic keys are delivered. The messzig®nt uses a
shared secret to identify the shares and ultimately redtweoriginal plaintext.
In so doing, we create a wired “spread-spectrum” mechanismrbtecting the
privacy of web-based communication. We discuss the designmplementa-
tion of our open-source Java applet, Aquinas, and considgs that the myriad
of communication channels present on the Internet can beiesghto preserve

privacy.
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16.1 Introduction

Internet users hemorrhage personal information. Almostyewnteraction on the
web is scanned (directly or indirectly) by some party otla@ntthose directly in-
volved in the transaction. Tracking cookies, web bugs, ghdraools are used
by advertisers to follow users as they move from site to sitess the Internet.
Less scrupulous groups rely upon spyware to surreptitjocasuire personal in-
formation. Such information can be warehoused, collateéd ather sources, and
stored indefinitely.

Recently, however, a more active means of collecting paisoformation
has become common: users expose their personal commongdt service
providers in exchange for free online applications suchnaaileand instant mes-
saging. As promoted, access to this information allowsnenfiroviders to per-
sonalize the user experience by offering targeted adeengsits: The revenue
generated by connecting users and vendors has historfcallgd much of the
growth of the Internet, and is the major source of revenuarfany websites.
Hence, user profiling is an often positive and possibly nesgselement of online
life.

However, the communications provided by users of these eevices such
as free email can be used to develop profiles that extend jamidesimply on-
line habits. By allowing these services to scan the conteh&s/ery message
that passes through their system, they provide commertiasts with insight
into their daily and sometimes highly personal lives. Theteats of such com-
munications are further susceptible to interception arash@ration by repressive
regimes>— Such practices are becoming the norm in web-based applisatun-
fortunately, the legal devices for protecting user privagginst abuse or sale of
this information are few, and those that do exist are oftefféctive®

We assert that users need not sacrifice their right to priimexchange for
any service. Just as customers of the postal service have woaxpect that their
messages will only be read by the intended recipient, sohoald users of web-
based services be guaranteed privacy in their communitsatid/e demonstrate
that strong confidentiality is attainable for all Internsets, regardless of the pri-
vacy policy of these online services.
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In this paper, we introduc&quinas an open source tool designed to provide
email privacy while maintaining plausible deniability agst the existence of the
unobservable (covert) communication. The Aquinas clieatioles privacy using
a hybrid scheme; we employ cryptography to secure commtioigateganogra-
phy to hide the existence and substance of ciphertext, ariibath delivery to
ensure compromised accounts or intercepted messages@iitie information
to an adversary. All email messages are initially encrypted protected with a
message authentication coddAC) to ensure confidentiality and integrity. The
key and ciphertext are then carefully divided isteares The shares are embed-
ded in emails using steganographic tools and sent to thpieativia multiple
email accounts established at competing services suchtas¥YaMail, Gmail,
and Hotmail. When the recipient receives the ciphertexti@ydshares, Aquinas
reconstructs the key and ciphertext. The ciphertext isygged and the contents
validated to obtain the plaintext message.

Aquinas is an open-source Java applet. While the mechamischdistributed
nature of content delivery make the current iteration of iga highly robust
against multi-party collusion and third-party scannirtgisiour intention to al-
low anyone to contribute additional algorithms and funaility to the codebase.
This diversity of operation means that ultimately, the iabibf any entity to de-
tect or prevent private communications through web-basalleservices will be
severely curtailed.

Through its use of multiple channels for message deliveqyias’s design
mimics wireless “spread-spectrum” protocols, which usseupo-random pattern
of radio channels in order to prevent eavesdropping and jaguniEven with the
observation of some subset of channels, an adversary gainsafle information
about the true nature of a message’s contents. In Aquinaaghaersary needs to
intercept email on all used mail accounts to gaiy information about the user
communication. Because no web service can feasibly inte@decommunica-
tion, user profiling is not possible.

Aquinas differs significantly from existing email privaaydis such as PGP.
Existing tools seek to secure the missives between knowrs tggically using
highly secure keys, i.e., public keys. Conversely, Aquseeks to enable mobile
and lightweight communication; users need not have anyighlydata beyond a
single password in their head. Moreover, Aquinas seeksciare&ommunication
in environments where integration with existing tools is aailable, such as with
free email accounts. Thatis not to say that Aquinas pro\adegperset of features
of these tools. Specifically, Aquinas does not provide algbarantees that other
systems may, e.g., non-repudiation. However, Aquinashssbto compromise
due to the generation of new keys for each message. We b#t@ihis forward-
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security in combination with portability make this mechania highly attractive
means of addressing privacy.

The remainder of this paper is organized as follows: Secti®2 gives an
overview of our approach to solving these issues; Sectioa discusses addi-
tional issues facing the use of privacy preserving softp@eetion 16.3 examines
the specifics of the our implementation; Section 16.5 examthe related work
in this field; Section 16.6 offers concluding thoughts andfe directions for this
work.

16.2 Design

We first define the goals of Aquinas and consider the threatsdaersaries we
seek to protect against. The latter parts of this sectionriesthe protections in
Aquinas and the mechanisms for their implementation.

16.2.1 Goals

The high-level design goals of Aquinas include:

Confidentiality: No adversary should be able to obtain information about the
existence or content of email communication.

Integrity: The integrity of all communication must also be preserves, any
modification of the message should be detectable by theieatip

Ease of use:Aquinas should not require that the user understand orttirese
any sophisticated concepts such as cryptography or stgggptyy. Addition-
ally, the tool should provide a user experience consistéhttvaditional email
applications.

The systemic requirements of Aquinas are somewhat more amendNVe do
not want to place a requirement on the user for having tolirsiftware beyond
a simple web browser, or to provide complex data, e.g., ramrkeyrings. The
implications of this are that all security-relevant dataded to receive email from
a single user should be derivable from a password. The secgiidation is that
the tool should be able to execute on arbitrary platforms.

In addition, we want to maximize the flexibility of the sergg&that can be
used; to that end, we wish to be able to easily integrate Axpuimith any com-
munication service available on the Internet. Finally, wgquire the tool to be
extensible in order to accommodate future functionality.
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16.2.2 Threat Analysis

Users of web-based email services are subject to a varigtyedits against their
privacy and security. Below, we consider possible adversand the motivation
and attacks they may employ.

Threats may arise from corporate adversaries. For thecgpiolh providers
that run web-based email services, there is a strong inferpeofiling their users
for revenue generation. Information about users can beigofthrketing agencies
or directly to other companies interested in advertisirggpcts to their target de-
mographics. The information gleaned about a user througfilipg email can be
arbitrarily detailed; through sufficiently optimized daténing techniques, even
users reticent to reveal personal information may unvgtyirdivulge many more
personal details than they realize. If information is seitheut any form of ob-
fuscation, it is trivial for the adversary to intercept conmmtations; any party
between the user and the application provider will also hafettered access to
this information.

There are environments where protections such as messafjdectiality
may not be allowed: the email provider may disallow encrgigie unrecogniz-
able content, or the network used for information transimismay have similar
restrictions. Even when hidden channels are used, vulitigiesbmay still be
manifested. As information flows to and from an email accptivg account will
be subject tehannel decapver time: an adversary collecting copies of the trans-
ferred information will be able to use the amassed data teereasily mount an
attack against the channel. In addition, the probabilitgrofidversary learning of
a channel’s existence will increase with time.

An additional adversary with a similar reward model to thelagation
provider can be the webmail user’s ISP. Defending agairstetattacks presents
a tangential set of challenges. We consider adversaria lSBreater detail in
section 16.2.5.

While the goals of adversarial companies are largely firslyebased, politi-
cal adversaries may represent a greater threat to some &epressive political
states have shown little compunction about using Interatdtity logs to target
and persecute dissideritS. These adversaries can be significantly more deter-
mined to discover information about their target than bes$es, and have full
access to all records and logs of activity. We can considemptiitical adver-
sary to have all of the same tools at their disposal as theocatpadversary, plus
the ability to compel multiple application providers toruover all information
they possess, or force those companies into collusion.cbhikl create very seri-
ous consequences for a dissident attempting to keep theimcmications hidden
from a regime.
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Fig. 16.1 A sample message and key delivery flow. The sendeym@s the plaintext and then
embeds it into carefully select covertext using stegarggra The message containing the hidden
content is then sent as shares to one or more accounts owrkd tBcipient. Each of the key shares
used to create the encryption key are then sent to differestirsition email accounts. The recipient’'s
client checks all of the accounts, reassembles the key ghertext from the shares, and recovers the
plaintext. The separate emails from different SMTP sert@mevent reassembly by adversaries.

16.2.3 Email Protection

Figure 16.1 provides an overview of how email messages aveegqied by
Aquinas. After a message is composed, the email is encrapigdteganographic
techniques are applied to conceal the nature of the inféombaeing sent. We use
symmetric cryptographgs the encryption mechanism, in contrast to alternative
email schemes, which use public-key cryptography. Becpub#c-key systems
require the use of a trusted third party for endorsing usemtitles, selecting pa-
rameters for key encryption, and proving credentials—atnivial problem that
has not been entirely solved in a satisfactory mafnes well as a full associated
infrastructure, we found that this architecture would nowfthin the goals of our
system. While use of symmetric cryptography necessitatgaliestablishment of
a shared secret (typically in an out-of-band fashion), itetiés was an adequate
tradeoff.

Symmetric cryptography requires both the sender and estipd agree on a
key. Obviously, we do not want to send the key in the same eandiie ciphertext.
A simple solution is to send the key and ciphertext is sepagatails, but if both
are sent through the same mail service, the adversaryasilbbcess to both. The
solution is to split both the key and ciphertext into mukighares and send each
part through multiple mail services.

The encryption process is straightforward. The sendenisdmi creating some
number of keys. These keys are combined via XOR (herein ras€®) to create
the encryption ke¥/ Using some symmetric cryptographic algorithm, e.g. AES,
the message ciphertext is created. However, encryptiameat not sufficient

aThe encryption key cannot be determined unkdssf the key shares are known.
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protection for the email, as a service provider could eakhgct that an encrypted
message was sent. A sender may wish to plausibly deny thsitigerinformation
has been transmitted, and the presence of ciphertext in sageslludes to the
transmission of unknown information. To make the emailseapjnnocuous, the
message and key shares are passed through a steganogt@plted., SNOW),
obscuring the email witkkovertexthat provides no insight as to the real message
contents.

Once the message has been encrypted and protected with aiMi&egano-
graphically obscured with covertext. The resulting messagent in an email to
one of the recipient’'s accounts. The key shares are als@hittdough stegano-
graphic techniques, and these messages are sent to diff@msunts. At this
point, the message and key shares are distributed amonipleuithdependently
administered email servers, and the message contents,colission notwith-
standing, are secured from unauthorized observers.

The recipient begins the decryption process by downloaolirtly the message
and key shares. From the recipient’s point of view, the kegidorypt the mes-
sage is the recipient email accounts. Once downloadedetigient applies the
steganographic filter to eliminate the covertext and re¢ri@e ciphertext and key
shares. The key shares are combined @tlo create the decryption key, and the
ciphertext is decrypted.

16.2.4 Design Detail

Our key distribution approach is an examplenatditipath delivery This method
leverages the distributed nature of Internet services eaterand multiplex or-
thogonal channels in the form of multiple email accounts. aalogous means
of communications, known apread spectrughas been used for more than fifty
years. Given some range of radio spectrum wittiscernible frequencies, mes-
sages are transmitted using some pseudorandom sequemegquricies known
only to sender and receiver. An adversary attempting tosslee on commu-
nications has a probabilityl/x)P of overhearing the entire message opaime
periods. Asx andp increase, the ability of an attacker to successfully irgptc
communications quickly approaches zero. The applicaticuoh a technique to
the Web makes interception by an adversary an even moreidguask. While
the radio spectrum arguably has a limited number of fregesnthe number of
channels in which data can be injected into and across teenkttare arguably
infinite. We demonstrate the use of Aquinas with key sharesechacross mul-
tiple email addresses; however, with little additionalegdion, we can store key
shares and messages in web log comments, chat rooms, napsgaad a variety
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of other locations. If we consider each of these particutannels equivalent to a
different frequency in the spread-spectrum analogy, thesee the vast number
of virtual frequencies afforded to us.

Each of these email accounts used to send the shares shdalthbed at do-
mains operated by different providers. This method of kdively is robust to
collusion for a number of reasons. Competition will detdiu=ion: any informa-
tion about a user that a provider is able to garner or derigeighnot known to
the provider’s competitors generates a competitive adwgntBecause providers
are competing for revenue from advertisers, having unigsigits into customer
profiles will be rewarded by allowing more targeted markgtio those users,
making advertising more lucrative and profitable. Henceyjulers desire to keep
this information as private as possible, and colluding wettier providers would
necessitate providing information on the user. This ceeatsompetitive disin-
centivefor the provider to engage in collusion. Additionally, evean adversary
is to discover that a message is hidden within an email, thest still recover all
n key shares along with the message in order to decrypt it, mgatkiis system
robust to the compromise of up to- 1 key shares.

The recipient, using the Aquinas client, checks her digparessageand
keyemail accounts for shares. Aquinas downloads all of the agessand then
searches through the headers for a flag identifying the kanas$pecific message.
Demultiplexing via the operation is performed on atl key shares, providing
the recipient with keX. The actual data contained within the email is then uncov-
ered and decrypted usiig The real message from the sender is then displayed
for the recipient.

The communication process is no more difficult from a useaadpoint than
using a traditional mail program. Specifically, a user mums¢ethe multiple out-
going (SMTP) and incoming (POP3) email servers that are toseel to deliver
messages. With theddress bookeature in Aquinas, allowing storage of multiple
users per email address, this information only needs to tezeshonce.

16.2.5 Adversarial ISPs

Many users rely on a single service provider to transit tirdisrmation to the
greater Internet. The consequence, however, is that tRih#s access to all of
the information sent through its network. By implicatiohistmeans that all of
the messages sent by the Aquinas user will pass throughibreie provider who
can collect data, even though the destinations of theseagessnay be disparate
email services providers.
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Key management does not help in this case becausehtinnels are implic-
itly revealed. However, the user has recourse through usieec8SL protocol.
SSL provides end-to-end data protection between the usegharemail provider,
making information unreadable to an ISP attempting to pelsieavesdrop on
messages. Aquinas supports the use of SSL in order to thveal$P threat. With
SSL, however, there is some information leakage; the adwecsin learn the des-
tination of the packets (but not the destination of the enimilexamining the IP
header. Thus, while the content of the messages will be wnble, the fact that
information is being transferred to an email provider wélleaked. By observing
this information, the ISP could learn all of the providersdignd instantiate col-
lusion with them. To hide evidence of the destination, ther eeuld make use of
proxies, such as anonymous remailers and other anonymetisgservices%-11
Additionally, to lower the probability of an adversary detiag the existence of
a channel formed by the email account, the user can peribdataandon their
accounts and set up new ones for communication.

An alternative solution to the ISP threat exists that dodsr@equire the use
of SSL between a user and their email provider. Security @inplemented
throughchaffing and winnowinf with email accounts. By including email ac-
counts not used during the email communication, the adsiat$8P will have to
choose the correct subset of accounts that correspond tssage A brute-force
approach based on combinatorics rapidly becomes infeaiblthe adversary.
For example, if the user transmits a message with 40 sharesnly 20 of those
are used to construct the message, the adversary will beedda search through

the (30), or nearly 138 billion, combinations.

16.2.6 Key Negotiation and Management

Bootstrapping communication between users requires a anésth outside of
Aquinas to be used. Out-of-band key communication througthods such as
speaking over the phone or meeting in person is possiblkernaltely, a mecha-
nism such as PGP could be used for the initial setup. Whileiglee would have
to be on a trusted machine that has PGP installed to perfasrirémsaction, once
the initial key setup was complete, the user can then comeateusing any ter-
minal with the recipient.

We propose that a directory of users be stored in a publidgssible repos-
itory. Each set of email addresses associated with a usebeatored within
this space. The addresses can be public because it is tingdufsr combination
used for an email transmission that is the secret. Part ohitigl communication
between two users can include transmission of a sharedt sestreeen the two
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parties. This can be very simple, such as the phrase “sesstprd®. A permu-
tation sequence can then be calculated by using this seceekey. For example,
AES-128 has a keyspace ot? entries. Encoding the secret as a value (e.g.,
converting “secretpassword” in its decimal representatadlows us to use it as a
key. If there are 40 email addresses associated with a hgekelyspace can be
binned into 40 intervals, and the generated number wilifiddl one of these bins,
generating one of the email addresses that will compris&dlgeshare. The re-
sulting value is then encrypted with the key and anothervatas selected based
on the new output. This process is repeated until there ateR{ue addresses
selected. By negotiating a new secret (for example, thrargail communica-
tion), a new combination of addresses used as key sharesecseldrted. The
following matrix illustrates the series of transformatdhat generates the values
to be binned:

ko = h(*secret password
ki = E(ko, ko)
ko = E(kg, ki)

koo = E (K19, k1g)

Note that email is not the only method by which keys and cifgxtmmay
be delivered. The open functionality inherent to the Ingé¢rallows any means
of sending data to become a covert channel for communicafiotombination
of keys placed in weblog referrer logs, instant message$pBent? and other
P2P file sharing systems, streaming audio and video, newg@stings, and any
number of disposable or community email accounts can betodeskbp the con-
tents of any message secret. This method of key and consribdtion creates a
wired “spread-spectrum” effect, effectively using sesvacross the Internet like
unique “frequencies”. This technique thereby obfuscadtesability to determine
that communication has occurred at all. Because of the staséness of the web,
the ability to prohibit privacy on this medium vartually impossible

16.3 Implementation

Aquinas is principally designed to support a simple and-frsendly interface.
In order to retain the convenience of web-based email, Aapiig required to be
accessible via the Internet. Ideally, this portability sliddbe machine independent
to allow use by the widest possible community. For theseoressve developed

bShared secrets should be picked carefully to avoid dictioatiacks.
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Aquinas using Java. Our goals, however, were not merelyldavalse on their
primary home or work machines (although this use is encadpgather, we
wanted to ensure that users could protect their commuaitatio matter where
they were or what machine they were using, such as a termirat dnternet
café. Accordingly, we have designed Aquinas to run as an apple¢. Aquinas
Java applet and source-code are freely available from:
http://siis.cse.psu.edu/aquinas.html

The fully functional applet is linked off this page and wasdiss a method of
communication by the authors during the writing of this pape

Mail services are handled through thevax .mail package. The current ver-
sion of the software includes support for POP3-based sesvi&hile a number of
domains offer IMAP connectivity, many of the major web-ldeenail providers
including Gmail do not currently include such functionglét the time of this
writing. We emulate IMAP via the POPRP command; the message headers are
all that is downloaded until a user requests the messageitsedf.

Because the client must communicate with a number of seotkes than the
one on which it is hosted and creates state with the addredsfeature, we were
forced to create Aquinas as a trusted applet. The disadyamtih this approach
is that the Java Virtual Machine’s sandboxing mechanisrastaned off, giv-
ing the applet access to the user’s file system. We provideesaode for our
application for inspection and a self-signed applet, alhgna per use exception
to sandbox restrictions. Note that the user must eitherpacbe certificate or
turn off sandboxing for the applet to be usable in a browseafoldunately, some
browsers do not have this capability and thus a native opgraystem Java VM
may be necessary.

Aquinas uses the SNOW steganographic foal,Java codebase that uses
whitespace at the end of lines to hide data. All steganogecapimsformations
are handled through a generic API. Hence, additional stegyaphic tools may
be quickly integrated into Aquinas with little effort. Thigrapper class also con-
tains multiple interfaces to accommodate the use of MIM@etiorgery. Both the
key and message emails make calls to this tool.

Figure 16.2 shows a screenshot of what the Gmail scanneraset® con-
tent of an email sent using Aquinas. The plaintext of the mgsshowever, is
displayed in Figure 16.3. We performed extensive tests aiithils protected by
different steganographic covertexts, to determine how tieuld be handled by

®Note that users must still be cognizant of their surrounsliaigd the machines they use if Aquinas is
used in an untrusted location such as a remote kiosk. We tandodo not protect against physical
attacks such as keystroke loggers on remote terminals.

4The POP3 command for downloading a message’s header, hits botly, iSTOP <message#> 0
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-
: | Search Mail | Search the Web |Shaw ssarch aotions
[ Create a fiter

Lompose Wall i i
Compose Mail 4« Backtolnbox  Archive |  ReportSpam | | More Actions ... |

Inbox =

s Julius Caesar and Rome inbox
Sent Mail ketu.mail@gmail.com

Drafis O, pardon me, thou bleeding piece of earth,

All Mail That | am meek and gentle with these butchers!
T Thou art the ruins of the noblest man

Spaiy That ever lived in the tide of times.

Trash Woe to the hand that shed this costly blood!

Over thy wounds no do | prophesy,

Contacts Which, like dumb mouths, do ope their ruby lips
S ahEE To beq the voice and utterance of my tongue

. Acurse shall light upon the limbs of men;

Edil labeis Domestic fury and fierce civil strife
Shall cumber all the parts of taly;
Elood and destruction shall be so in use
And dreadful objects so familiar
That mothers shall but smile when they behold
Their infants quarter'd with the hands of war;
All pity choked with custom of fell deeds:
And Caesar’s spirit, ranging for revenge,
With Ate by his side come hot from hell,
Shall in these confined with a monarch’s voice
Cry "Havoc," and let slip the dogs of war'
That this foul deed shall smell above the earth
With carrion men, groaning for burial.

Fig. 16.2 A screenshot of the content of an email sent fromikagito a Gmail account.

Gmail and other providers. While Gmail sometimes showedetements per-
taining to the content of the covertext, none of these atbesrtents reflected the
keywords or terms found in the plaintext message. This atdito us that the
real message transmitted stayed private and was proteotadgfofiling.

16.4 Discussion

Aquinas extends the confidential nature of email by allowimgssage contents
to remain secret until being read by the intended recipidmseby redefining
the endpoint of web-based email as the user. Its portahititgerceptibility and
forward-security through unique session keys make the tisgwnas more at-
tractive than many more traditional schemes. We therefomsider several issues
of the secure use and implementation of Aquinas in the faligwubsections.

16.4.1 Preserving Privacy

Although the mechanisms discussed in this paper can preeilgity against pro-
file generation and data mining, users of these solutions stili$e cognizant of

other privacy issues. Specifically, in spite of the use ofgption and steganog-
raphy, it is still possible for information leakage to occlihe selection of cover
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— | Read Mail | Compose  Account Setup | -

Read Mail Account

# From Date Subject
2 ketu.mail@gmail.com Jun 3, 2005 Julius Caesar and Rome

Get Mail ) Status: Idle

~Your Message

From: ketu.mail@gmail.com
Subject: Julius Caesar and Rome
Date: Fri, 3 Jun 2005 19:05:20 -0400 (EDT)

“Key 1A
Want to make 20 bucks? Meet me outside in half an
g+ From Date Subject hour. Bring your camera.
1 ketumail@safe-m... Jun 3, 2005 scene from Shakespeare
2 ketu.mail@hotpop.... Jun 3, 2005 Julius Caesar and Rome
3 ketuwmail@hotpop.... Jun 3, 2005 Julius Caesar and Rome

Key 2 Account

* From Date Subject
3 keruw.mail@hotpop.... Jun 3, 2005 scene from Shakespeare =

4 keru.mail ... Jun 3, 2005 Julius Caesar and Rome 4
5  ketu.mai ... Jun3, 2005 |Julius Caesar and Rome v
Key 3 Account
# From Date Subject
2
-
- Key 4 Account

# From Date Subject

~Key 5 Account

# From Date Subject

<

Encryption Key: '25d0c1577e713c3a7427ac7b53aa7f9

Fig. 16.3 A screenshot of the recovered plaintext of the bdigplayed in Figure 16.2.

text, for example, provides data that can be scanned andiagsbwith a user. If
a user were to select text from a website with radical palitstatements or adult
material, that information may still be affiliated with thear in spite of there
being no actual relationship between the two parties in ¢a world. To miti-
gate this threat, we suggest using neutral text, such asragren’s of Service” or
“Frequently Asked Questions” pages available at the websibsting the email.
By doing this, a user exposes only the fact that they use &csgwhich is already
known to the service provider).

The sender should also be aware of the paths that key sh&aeesFar ex-
ample, if all data were to cross a particular domain eitheinduthe sending or
receiving process, all of the data necessary to create trsftedecryption would
be readily available. It is therefore critical that usetgetadvantage of as many
unigue channels as possible to provide maximum security.

Users should take additional precautions when deciding mpmes for email
accounts. While identically named accounts at a number gbmieee email
providers would be easy for people to remember, they alsease the ease with
which collusion between providers can occur. The tradeefiveen ease and
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security must be carefully considered by each user. Muchisfttadeoff can be
mitigated by using the address book feature provided in Aagli As a standard
security practice, the use of unique passwords across atcioualso highly rec-
ommended. In addition to providing robustness to a singlegromise, the use
of unique passwords also prevents one service providerlfsgging in to a user’s
account at another provider (i.e., unapproved colli$)or8imple methods to in-
crease the security of password re-use include browsenggtes such as those
presented by Ross et Al.

The number of accounts used to achieve privacy can be setebystr and
should be based upon their perceived threats. For exanopieane simply want-
ing to avoid being profiled by free web-based email provideiadvertisers may
decide to rely upon two accounts. Because it is extremeifelglthat competing
forces including Hotmail and Gmail will willingly share da secrets (for eco-
nomic and potentially anti-trust reasons), the effort regplito protect the average
account using Aquinas is minimal. If the consequence of@@ntompromise
is more dangerous, the number of accounts used should Eaged. While the
Chinese government was able to put pressure on Yahoo! Mailtoover infor-
mation on suspected members of the political oppositianathility of a govern-
ment to achieve the same if Aquinas is used is minimized. Bexd is unlikely
that every provider will be compliant with foreign governm&, communications
can be protected from this sort of interception. One way atistically implement
a significant increase in the number of accounts would be $ersuto aggregate
and share accounts within larger communities. In a desigitesito the Crowds?
users could receive and forward mail on behalf of other usgtsn their com-
munity while maintaining plausible deniability of the comanication details.

Techniques leveraging the temporal spacing of messagedsmhelp to pro-
tect against traffic analysis attacks. As mentioned in 8edb.2.5, a user can in-
clude chaffing and winnowing techniques to increase theinrsy. For example,
slowly sending shares over the course of an hour forces agrsaty to consider
all egress traffic during that period. A small alterationte turrent version of
Aquinas would allow it to continuously emit low volumes oéffic to randomly
chosen websites and accounts. Shares included withintte&ns would be sig-
nificantly more difficult to detect.

Due to the nearly infinite number of ways in which data can feched into
the Internet, the probability of an adversary selectingfthe correct repositories
is incalculably small. Even in the unlikely event of an acay having perfect
knowledge of the accounts used for communication, a usestilhbe protected.
Assuming that 40 messages are again used, but that the nofkeys used is
decided out of band (perhaps as part of account selection@ecition 16.2.6), an
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adversary is would be required to try up tb-21, or nearly 1.1 trillion, combina-
tions of messages. The action of selecting accounts therbézomes equivalent
to encryption by an additional, unrelated key. If the acdsware unknown, the
size of this key is arguably infinite. In the worst case, thg &e of the sec-
ondary in this example is 40-bits. Users uncomfortable wiith a key length can
increase robustness by changing the algorithm used toatertee encryption key
from the key shares. If th€ operation is replaced by an order-dependent tech-
nigue (such as alternating multiplication and division eflshares according to
the account selection scheme in Section 16.2.6), the aatyesdll instead have to
try Yr_1nPk permutations, as between 1 amshares in the correct order could be
required to reassemble the key. This operation has time lexitypO(n!). With

40 messages, more thar6 % 10*8 permutations would be required to uncover the
key. As this is much larger than the number of brute-forcenafits to recover a
128-bit key, a user is sufficiently protected against eversttrongest adversaries.

16.4.2 Resiliency

While offering robustness to the collusion of multiple seevproviders, the mul-
tipath key and message delivery mechanism described ipalpisr is not without
its own limitations. For example, if an email service praiidvere to determine
that a message contained a key, simply deleting the messagje wrevent the
intended recipient from decrypting and reading their mailmessage mistakenly
classified as spam would have similarly deleterious effestthe user would have
difficulty differentiating real messages amongst the tarof spam messages most
email users receive.

Shamir'sthreshold secret sharidd could be used to make Aquinas robust
against share loss. This technique works by creating thekkeEgpm the combi-
nation ofn key shares.K can be reconstructed as longlakey shares (where
n= 2k —1) are in the possession of the recipient. The advantagéstetheme is
that it allows fork — 1 key shares to be lost (or delivered late) without affectirey
ability of the recipient to decrypt and read their email.gém filtering were to be-
come an issue, this scheme would be more robust, as it wdold e intended
recipient to still read their encrypted messages withdut &kys. While this ap-
proach is secure to the compromise of ufkte1 key shares, ik < n, messages
can be decrypted with fewer keys than in the currently imgetad scheme.

Robustness based upon the perceived threat of an advemad also be
incorporated as a keying mechanism. For example, a user ewgealthat the
overhead of increasing the number of email accounts is grélaan the protec-
tion offered from a keying scheme based on threshold seltaging. One simple
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extension to the multipath mechanism is to increase the eumbaccounts to
which copies of key shares are sent. A user could opt to sensaime key share
to multiple accounts. In so doing, fewer cooperating adu@es would be neces-
sary to reconstruct keys. A more elegant solution would hes®a mechanism
based orerror correcting codegECC). By attaching tags containing a few extra
bytes to the end of each key, it becomes possible to recah&tmith only a sub-
set of alln key shares. The size of this subset (and the attached ECG¢aé¢e
recreateK can be adjusted to suit the specific expected adversary.hféshiold
secret sharing, multi-share delivery and error correcatioge alternatives are all
under consideration for future versions of this software.

16.5 Related Work

Privacy on the Internet is not guaranteed for users in gé&reard can be ambigu-
ously defined even where it exists.Often, users believe that they have online
privacy but really have no guarantees to that eftédo mitigate these shortcom-
ings, many privacy-preserving tools have been created eptbged, protecting
numerous aspects of a user’s online activities.

Methods of securing non-web-based email have been exédynsiudied. So-
lutions such as Privacy Enhanced Mail (PERRnd its successor, Secure MIME
(SIMIME),?! provide confidentiality, integrity, and non-repudiatioor femail
messages. With PEM, this is accomplished through the agst&in of a full
certificate hierarchy within a public key infrastructurdl(P, this has proven to be
unwieldy in practice. For S/IMIME, cryptographically trdosmed messages are
sent as attachments within email, with key validation perfed through a PKI.
Pretty Good Privacy (PGP)s another system for providing confidentiality and
integrity of email that does not rely on the use of a PKI. A usems aweb of
trust by trusting certain entities she communicates with, whickurn has other
trusted relationships. The transitive certification pathsrust among these re-
lationships are used to authenticate the source of emaihfid@mtiality can be
provided by the mailer itself, with tools such s@mail a patch for thesendmaf?
mail transfer agent.

The Off-the-record EmailOTR) systerf® works at the user level, with dy-
namic key management performed between the two partieg itsindditionally,
OTR provides non-recoverability of email messages oncgtihge been deleted,
even if the private keys used to generate the cryptogragigcations have been
revealed. However, while forward secrecy is assured, jiliudeniability is not:
an agent monitoring traffic will observe that encrypted infation is being trans-
mitted to the recipient.
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While privacy within web-based email services has beerelgrgbsent, one
solution is offered by SAFe-mail.nét. This system supplies confidentiality and
integrity through the use of a PKI that is run by SAFe-mailtiselves. Because
the service handles both certificates and user email, honievas access to all
of a user’s information, allowing them to arbitrarily linka use this data.

Secure publication of data is another area where privacybeacrucial, in
order to protect the authors of controversial documents freprisal. The abil-
ity to publish without the fear of retribution has been trexeusly important to
citizens throughout history. The Federalist papers in thédd States brought
forth the ideals that ultimately became enshrined in thesGtution, but many of
the authors published anonymously to avoid reprisal. Meoenmtly, the former
Soviet-bloc countries witnessed the risesafmizdatthe process of anonymously
publishing and distributing information banned by the goweent?®> Publiug®
is a tool that facilitates secure publishing on the Interosing threshold keying
(discussed further in Section 16.4) to preserve anony@itiyer systems, includ-
ing Free Haverl/ provide anonymous storage and retrieval. Free Haven uses a
secure network of devices within a community of servers toage shares while
maintaining anonymity. Documents are broken into shar@snranner similar to
Publius, but shares keep track of server reliability, whess trust is afforded to
servers that drop shares. In this way, Free Haven offersahsocship-resistant
qualities of Publius while also providing greater serveraamtability. Similarly,
Freenet® a distributed system for storage, provides anonymous nbsterage
and dynamic growth of the network through the addition of medes.

Many of these tools have been useful in keeping communitsifloivate and
secure; in particular, PGP has been extensively used by muiglats organiza-
tions around the world. However, in virtually all cases, thet that communi-
cation has taken place can be divined through the preserecofpted data, or
information has been transferred through private services this point, there
have not been any solutions that allow for encrypted andastegyaphically con-
cealed communications that transmit information soletptigh public channels
and publicly available services.

16.6 Conclusion

This work has introduced Aquinas, an open source tool fosgmeng the privacy
of user communication carried by web-email services. Eaebksage is initially
encrypted with a random symmetric key. The resulting citghetrand key are
both divided into shares. Each share is hidden in randondge cover-text us-
ing steganography and sent through an independent web actailint. Clients
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reconstitute the ciphertext and keys from shares receiigethe appropriate ac-
counts. The result is decrypted to obtain the original ngssalMe use emalil
accounts in an analogous manner to the multiple channel$ogetpbin spread-
spectrum communications. More generally, we show that eébention of one’s
privacy is possible regardless of the policies imposed leypitoviders of these
web-based services.

Future extensions to this work will incorporate a varietynefv image and
linguistic steganography techniques, allowing users toenfidly obfuscate their
communications. Additionally, we will implement featutést support the distri-
bution of ciphertext shares across multiple accounts, d@thdentinue to improve
the usability of our interface as directed by user input. i5ae approach also
begs extension to the panoply of channels available throutghe Internet. Our
future work will not only explore these diverse channeld diso develop a formal
framework for reasoning about the security provided by them
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* Read Mail  Compose  Account Setup

Read Mail Account =
Get Mail ) Status: Idle

From Dat Subject
= 2 Your Message

Key 1 Account

From Date Subject

Key 2 Account

+ From Date Subject

Key 3 Account

From Date Subject

Key 4 Account

From Date Subject

Key 5 Account

From Date Subject

Encryption Key.

Fig. 16.4 A screenshot of the Aquinas client’'s window fordieg email. The left-hand side of the
panel displays the headers of waiting messages.

Appendix

Interface of Aquinas

The Aquinas GUI is written using thgavax . swing libraries and is separated into
three different panels. The first panel, shown in Figure J&ldws a user to view
their email. The left-hand side of the panel contains thesags and key email
accounts that display the downloaded headers of awaitirsgages. When a user
clicks on a message, its contents are displayed in the frantieecright-hand side
of the panel. As the user clicks on the key shares associatied given message,
the decoded contents of that message are displayed on #enscEhould the
integrity of the message be altered while in transit, thet@atnframe displays a
message warning the user of the change.

The second panel, shown in Figure 16.5, provides users gpac@mpose
new emails. The fields in the upper-left portion of the pahel‘fTo (Data):” field
(where the email containing the hidden content is sent), The(Keys):” field
(which specifies the comma-separated accounts to whichHargs will be sent)
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| Read Mail e | Account Setup
To (Data): ketu.mail @gmail.com  Stego Mime Type
® text/plain

To (Key):  hotpop.com, ketu.mail@safe—maul.ﬂ O application/pdf
Subject:  Julius Caesar and Rome| () application/msword
- Compose Email ~Cover Text

Want to make 20 bucks? Meet me outside in half an 0, pardon me, thou bleeding piece of earth, ~

hour. Bring your camera. That | am meek and gentle with these butchers!

Thou art the ruins of the noblest man

That ever lived in the tide of times.

Woe to the hand that shed this costly blood!
Over thy wounds no do | prophesy,

Which, like dumb mouths, do ope their ruby lips
To beg the voice and utterance of my tongue
A curse shall light upon the limbs of men;
Domestic fury and fierce civil strife

Shall cumber all the parts of Italy;

Blood and destruction shall be sa in use

And dreadful objects so familiar

That mothers shall but smile when they behald
Their infants quarter'd with the hands of war;
All pity choked with custom of fell deeds:

And Caesar's spirit, ranging for revenge,

With Ate by his side come hot from hell,

Shall in these confined with a monarch's voice 2
Cry 'Havoc,' and let slip the dogs of war' Y
Encrypt and Send

Fig. 16.5 A screenshot of the Aquinas client’'s window for gmsing new messages.

and a “Subject” field. The preferred methods of steganograpé currently se-
lectable through the radio buttons in the upper-right coaii¢he panel. The real
message to be delivered to the sender is composed in theviémgew on the
left-hand side of the panel. The cover text used to hide théer, is entered into
the pane on the right. It should be noted that because SNIQWés text within
whitespace at the end of a message, no actual cover textdeaaéethe current
version of Aquinas, i.e., the message will consist of natint whitespace. For
the purpose of maintaining plausible deniability, howeugzluding viable cover
text in this window is still suggested. The selection of $fiecover text is dis-
cussed in Section 16.4.

The third and final panel, shown in Figure 16.6, provides aerface for a
user to enter the accounts through which email is delivelredrder to simplify
this process, drop-down menus with account options inolydreset POP3 capa-
ble, web-based service (and their requisite informatioa)ircluded. The actual
process of registering for the accounts at multiple pro@de left to the user;
however, in order to facilitate this process, we list a nundi¢hese services with
which free POP3 email access is provifleAquinas supports both SSL and un-

€These services include, but are by no means limited to Gmail.@gmail.com), Hotmail
(www.hotmail.com), HOtPOP gww.hotpop.com), SAFe-mail fww.safe-mail.net)
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- | Read Mail | Compose A pt ~
S endfRead Account ~Key 1 Account

Account Type: . GMail | 2-] Account Type: Safe-Mail [ 3}
Full Name: Ketu Full Name: Ketu

Email Address: ketu.mail@gmail.com Email Address: ketu.mail@safe-mail.net

U‘é.éj:l!ﬂ'méz ketu.mail Username: ketu.mail

Pl‘&wﬂl’ﬂ‘ ““““““““ Password:  reersresiees

Incoming Server: g;nf 5 ||Incoming Server: wuwsafe-mailner 995 |
Outgoing Server: Blu:;:ultle 5 | Outgaing Server: Cwwwsafe-mailnet 2 465 |

____ Safe-Mail e

Key 2 Account——  HotPOP = rKey 3 Account

Manual POP (S5L)

Account Type: Account Type: None B
Full Name: Full Name:

Email Address: Email Address:

Username: Username:

Password: Passwaord:

Incoming Server: —: F Incoming Server: |
Outgoing Server: —; T Outgoing Server: | |
;M'4'A4_I;cnunt 17 Key 5 Account

Account Type: None +) Account Type: Nene 1)

Fig. 16.6 A screenshot of the Aquinas client’s window for@aut setup information.

encrypted connections to accounts. Additionally, Aquiat® allows users to
save these settings and addresses into a password-edargpteé. In so doing,

only an initial setup is required and future use is not encerad by having to
remember multiple passwords.

The current implementation allows for up to five key accofatsl therefore
five key shares) to be used to provide message confiden@aldyintegrity. As
is discussed in detail in Section 16.4, there are securiardges to using ad-
ditional accounts. Should the desire for a greater numb&epfaccounts exist,
simply modifying theMAX_KEYS constant and re-compiling the code automatically
recreates the Aquinas GUI with the desired number of keyatiso

We conducted experiments to better understand the scam@onfanisms as-
sociated with each web-based email provider. Seeding messaith commer-
cial keywords revealed that content within the “Subjectti aBody” fields of the
email is harvested for creating targeted advertisemenga I other fields in-
cluding “To”, “From” and miscellaneous X-Headers was nalued in the scan-
ning process. It was also discovered that the contents adhatients, regardless
of the name of those attachments were not examined. ForgbtENpes were

fThis cookie can be stored on any web server and be pointedas tpallow remote users the same
ease of use.
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similarly ignored. Plaintext messages hidden using thehawgisms in Aquinas
were also tested against spam filtration. After extenssfirtg, all messages were
delivered to the recipient address without being flagged.

At the time of writing, the mechanisms included with Aquirsas more than
sufficient to preserve the privacy of both sender and receive
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