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Foreword

The Indian Statistical Institute (ISI) was established on 17th December, 1931 by
Prof. Prasanta Chandra Mahalanobis, a great visionary, to promote research in the
theory and applications of statistics as a new scientific discipline in India. In 1959,
Pandit Jawaharlal Nehru, the then Prime Minister of India introduced the ISI Act
in the Parliament and designated it as an Institution of National Importance be-
cause of its remarkable achievements in statistical work aswell as its contribution
to economic planning for social welfare.

Today, the Indian Statistical Institute occupies a prestigious position in the aca-
demic firmament. It has been a haven for bright and talented academics working
in a number of disciplines. Its research faculty has done India proud in the arenas
of Statistics, Mathematics, Economics, Computer Science,among others. Over
the last seventy five years, it has grown into a massive banyantree, as epitomized
in the emblem of the institute. The Institute now serves the nation as a unified and
monolithic organization from different places, namely Kolkata, the Head Quar-
ters, Delhi and Bangalore, two centers, a network of six SQC-OR Units located at
Mumbai, Pune, Baroda, Hyderabad, Chennai and Coimbatore, and a branch (field
station) at Giridih.

The platinum jubilee celebrations of ISI had been launched by Honorable
Prime Minister Prof. Manmohan Singh on December 24, 2006, and the Govt. of
India has declared 29th June as the “Statistics Day” to commemorate the birthday
of Prof. Mahalanobis nationwide.

Prof. Mahalanobis was a great believer in interdisciplinary research, because
he thought that this will promote the development of not onlyStatistics, but also
the other natural and social sciences. To promote interdisciplinary research, major
strides were made in the areas of computer science, statistical quality control,
economics, biological and social sciences, physical and earth sciences.

The Institute’s motto of ‘unity in diversity’ has been the guiding principle of
all its activities since its inception. It highlights the unifying role of statistics in
relation to various scientific activities.

v
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vi Foreword

In tune with this hallowed tradition, a comprehensive academic program, in-
volving Nobel Laureates, Fellows of the Royal Society, and other dignitaries, has
been implemented throughout the Platinum Jubilee year, highlighting the emerg-
ing areas of ongoing frontline research in its various scientific divisions, centres,
and outlying units. It includes international and national-level seminars, sym-
posia, conferences and workshops, as well as several special lectures. As an out-
come of these events, the Institute is bringing out a series of comprehensive vol-
umes in different subjects under the title Statistical Science and Interdisciplinary
Research, published by the World Scientific Publishing, Singapore.

The present volume titled “Algorithms, Architectures, andInformation Sys-
tems Security” is the third one in the series. It has sixteen chapters, written by
eminent scientists from different parts of the world, dealing with three major top-
ics of computer science. The first part of the book deals with computational geo-
metric problems and related algorithms, which have severalapplications in areas
like pattern recognition and computer vision, the second part addresses the issues
of optimization in VLSI design and test architectures, and in wireless cellular net-
works, while the last part concerns with different problems, issues and methods
of information systems security. I believe, the state-of-the art studies presented in
this book will be very useful to the readers.

Thanks to the contributors for their excellent research articles and to volume
editors Dr. B. B. Bhattacharya, Dr. S. Sur-Kolay, Dr. S. C. Nandy and Dr. A.
Bagchi for their sincere effort in bringing out the volume nicely in time. Initial
design of the cover by Mr. Indranil Dutta is acknowledged. Thanks are also due
to World Scientific for their initiative in publishing the series and being a part of
the Platinum Jubilee endeavor of the Institute. Sincere efforts by Prof. Dilip Saha
and Dr. Barun Mukhopadhyay for editorial assistance are appreciated.

April 2008 Sankar K. Pal
Kolkata Series Editor and Director
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Preface

It is our great pleasure to compile the Platinum Jubilee Commemorative Mono-
graph Series of the Indian Statistical Institute: Volume 3,titled Algorithms,
Architectures, and Information Systems Security. This volume contains mostly a
collection of invited papers from leading researchers. It also includes the extended
versions of a few papers, which were presented at the Second International Con-
ference on Information Systems Security (December 18–20, 2006), and in Track I
of the International Conference on Computing: Theory and Applications (March
5–7, 2007), both held in Kolkata as part of the Platinum Jubilee celebration of the
Institute (1931–2006).

There are sixteen chapters in this volume. The first five chapters (Chapters
1–5) address several challenging geometric problems and related algorithms. The
next five chapters (Chapters 6–10) focus on various optimization issues in VLSI
design and test architectures, and in wireless cellular networks. The last six
chapters (Chapters 11–16) comprise scholarly articles on Information Systems
Security.

Chapter 1 by Li and Klette presents two important rubberbandalgorithms for
computing Euclidean shortest paths in a simple polygon, which have major ap-
plications in 2D pattern recognition, picture analysis, and in robotics. The second
chapter by Cheng, Dey, and Levine contains the theoretical analysis of a Delaunay
refinement algorithm for meshing various types of 3D domainssuch as polyhedra,
smooth and piecewise smooth surfaces, volumes enclosed by them, and also non-
manifold spaces. In Chapter 3, Pach and Tóth characterize the families of convex
sets in a plane that are not representable by a point set of thesame order type.
Further, they establish the size of the largest subfamily representable by points and
discuss related Ramsey-type geometric problems. The fourth chapter by Asano,
Katoh, Mehlhorn, and Tokuyama describes efficient algorithms for some gener-
alizations of least-squares method. These are useful in approximating a data set
by a polyline with one joint that minimizes the total sum of squared vertical er-
rors. A few other related geometric optimization problems have also been studied.
Chapter 5 by Wei and Klette addresses the depth recovery problem from gradient

vii
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vector fields. This has tremendous significance in 3D surfacereconstruction and
has several applications in computer vision. The authors present three schemes:
a two-scan method, a Fourier-transform based method, and a wavelet-transform
based method.

In Chapter 6, Börner, Leininger, and Gössel present a new design of a single-
output convolutional compactor for guaranteed 6-bit errordetection. In Electronic
Design Automation, such detectors are of importance for compressing test and
diagnostic data of large VLSI circuits. Bhattacharya, Seth, and Zhang address
the problem of low-energy pattern generation for random testing VLSI chips in
Chapter 7. The method suits well in scan-based systems, and reduces test appli-
cation time significantly. Chapter 8 by Taghavi and Sarrafzadeh has a review of
existing methodologies for estimation and reduction of routing congestion at the
floorplanning and placement phases of VLSI design cycle, followed by a novel
contribution on a more general and accurate approach. The ninth chapter by
Sinha and Audhya deals with the channel assignment problem in a hexagonal
cellular network with two-band buffering that supports multimedia services. New
lower bounds on minimum bandwidth requirement are derived and algorithms for
channel assignment are presented. Chapter 10 by Das, Das, and Nandy contains
an extensive survey on range assignment problems in varioustypes of wireless
networks, and their computational geometric solutions.

Focusing on the emerging problems of privacy in the electronic society,
Ardagna, Cremonini, Damiani, De Capitani di Vimercati, andSamarati have high-
lighted in Chapter 11, the issues related to the protection of personal data released
in an open public network. This chapter considers the combination of different
security policies and their enforcement against a laid downprivacy policy or a
possible privacy law. It also considers the protection of location information in
location-based services. In Chapter 12, Chen and Atluri discuss a situational role-
based access control and risk-based access control mechanism in a networked
environment where personal data often kept with third parties, need stringent
security measures to be relaxed only in case of an emergency.In Chapter 13,
Jajodia and Noel propose a framework for Topological Vulnerability Analysis
(TVA) of a network connecting individual components of a distributed system. It
simulates the possible ways for incremental network penetration and builds com-
plete maps of multi-step-attacks discovering all possibleattack paths. TVA also
computes network hardening options to protect critical resources against mini-
mal network changes. Chapter 14 by Dash, Reddy, and Pujari presents a new
malicious code detection technique using variable lengthn-grams based on the
concept of episodes. The authors have pointed out that proper feature extraction
and selection technique can help in efficiently detecting virus programs. The next
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chapter (Chapter 15) addresses an important area of research called digital image
forensics, which stems from the need for creation, alteration and manipulation
of digital images. Sencar and Memon provide an excellent survey of the recent
developments covering image source identification, discrimination of synthetic
images, and image forgery detection. The last chapter (Chapter 16) by Butler,
Enck, Traynor, Plasterr, and McDaniel deals with privacy preserving web-based
email. In spite of the privacy policies stipulated by the service providers of web-
based applications, personal information of the users collected by them may have
indefinite life and can later be used without restriction. The authors have proposed
a method to create virtual channels over online services, through which messages
and cryptographic keys are delivered for preserving privacy.

We take this opportunity to express our heartfelt gratitudeto all the eminent
contributors of this monograph on Algorithms, Architectures, and Information
Systems Security. We are also grateful to Prof. Sankar K. Pal, Director of the
Indian Statistical Institute, for his support and encouragement in preparing the
volume. We earnestly hope that this collection of technicalarticles would be of
archival value to the peer community. Finally, the help of Mr. Indranil Dutta to
prepare the camera-ready version is gratefully acknowledged.

Bhargab B. Bhattacharya
Susmita Sur-Kolay

Subhas C. Nandy
Aditya Bagchi
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Chapter 1

Euclidean Shortest Paths in a Simple Polygon

Fajie Li and Reinhard Klette

Computer Science Department, The University of Auckland,
Auckland, New Zealand

Let p andq be two points in a simple polygonΠ. This chapter provides two
rubberband algorithms for computing a shortest path between p and q that is
contained inΠ. The two algorithms use previously known results on triangular
or trapezoidal decompositions of simple polygons, and haveeitherO (n) or O (n
log n) time complexity (where the super-linear time complexity is only due to
preprocessing, i.e. for the trapezoidal decomposition of the simple polygonΠ).

Contents

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . 1
1.2 Basics of Rubberband Algorithms . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . 3
1.3 Decompositions and Approximate ESPs . . . . . . . . . . . . . . . .. . . . . . . . . . . 7

1.3.1 Triangulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 7
1.3.2 Trapezoidal Decomposition . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . 9
1.3.3 Two Approximate Algorithms . . . . . . . . . . . . . . . . . . . . . .. . . . . . 9

1.4 Improved and Exact Algorithms . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . 11
1.4.1 Proofs of Correctness . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . 14
1.4.2 A Proof Without Using Convex Analysis . . . . . . . . . . . . . .. . . . . . . . . 16
1.4.3 A Shorter Proof by Using Convex Analysis . . . . . . . . . . . .. . . . . . . . . 21
1.4.4 Computational Complexity . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . 22

1.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . 23
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 23

1.1 Introduction

Algorithms for computing Euclidean shortest paths (ESPs) between two pointsp
andqof a simple polygonΠ, where the path is restricted to be fully contained inΠ,
have applications in two-dimensional (2D) pattern recognition, picture analysis,
robotics, and so forth. They have been intensively studied.1–4

1
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There is Chazelle’s5 linear-time algorithm for triangulating a simple polygon,
or an easier to describe, butO (nlogn) algorithm for partitioning a simple polygon
into trapezoids.6 The design of algorithms for calculating ESPs within a simple
polygon may use one of both partitioning algorithms as a preprocess. This chapter
shows how rubberband algorithms7 may be used to calculate approximate or exact
ESPs within simple polygons, using either decompositions into triangles or into
trapezoids.

For a start we prove a basic property of exact ESPs for such cases; see also
Ref. 8:

Proposition 1.1 Each vertex(6= p, q) of the shortest path is a vertex ofΠ.

To see this, letρ = 〈p, p1, p2, . . . , pk,q〉 be the shortest path fromp to q com-
pletely contained in simple polygonΠ. Assume that at least onepi ∈ ρ is not a ver-
tex ofΠ. Also assume that eachpi is notredundant, which means thatpi−1pi pi+1

must be a triangle (i.e., three pointspi−1, pi and pi+1 are not collinear), where
i = 1,2, . . . ,k andp0 = p, pk+1 = q.

Case 1: Non of the two edgespi−1pi andpi pi+1 is on a tangent ofΠ (see Fig-
ure 1.1, left); then there exists a sufficiently small neighborhood ofpi , denoted by
U(pi), such that for each pointp′ ∈ U(pi)∩△pi−1pi pi+1 ⊂ Π• (the topological
closure of a simple polygonΠ), both edgespi−1pi andpi pi+1 are completely con-
tained inΠ. By elementary geometry, we have thatde(pi−1, p′)+ de(p′, pi+1) <

de(pi−1, pi) + de(pi , pi+1), wherede denotes Euclidean distance. Therefore we
may obtain a shorter path fromp to q by replacingpi by p′. This is a contraction
to the assumption thatpi is a vertex of the shortest pathρ.

Case 2: Bothpi−1pi andpi pi+1 are on tangents ofΠ (see Figure 1.1, middle);
then we can also derive a contradiction. In fact, letp′i−1 and p′i+1 be the closest
vertices ofΠ such thatp′i−1pi andpi p′i+1 are on tangents ofΠ. Analogous to the
first case, there exists a pointp′ such that the polygonal pathp′i−1p′p′i+1 is com-
pletely contained inΠ• and the length ofp′i−1p′p′i+1 is shorter thanp′i−1pi p′i+1.
This is a contradiction as well.

Case 3: Eitherpi−1pi or pi pi+1 is a tangent ofΠ (see Figure 1.1, right); then
we may arrive at the same result as in Case 2.

This chapter is organized as follows. At first we introduce into rubberband
algorithms. Then we recall briefly decompositions of simplepolygons and spec-
ify (as a preliminary result) two approximate rubberband algorithms; we provide
examples of using them. These two algorithms are finally transformed into two
exact rubberband algorithms; we analyze their correctnessand time complexity.
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Fig. 1.1 Illustration that each vertex of a shortest path is avertex of Π, wherev1v2v3v4v5... is a
polygonal part of the border of the simple polygonΠ. Left, middle, right illustrate Cases 1, 2, 3 as
discussed in the text, respectively.

Fig. 1.2 Two step sets with possible initializations of Algorithm 1, both fork = 3.

1.2 Basics of Rubberband Algorithms

We explain basic ideas of a rubberband algorithm by using thefollowing, very
simple 2D example. In general, rubberband algorithms are for exact or approxi-
mate calculations of ESPs for 2D or 3D applications.9

Let Π be a plane. Assume that there arek > 1 line segmentssi ⊂ Π (for i =

1,2, . . . ,k) such thatsi ∩sj = /0, for i 6= j andi, j = 1, 2,. . ., k; see Figure 1.2. The
following simple rubberband algorithm (see Figure 1.3) approximates a shortest
path fromp to q that intersects all the given segmentssi (at least once) in the given
order.
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The accuracy parameter in Step 1 can be chosen such that maximum possible
numerical accuracy (on the given computer) is guaranteed. The initial path in
Step 2 may, for example, be defined by centers of line segments. Vertices of
the calculated path move by local optimization, until the total length of the path
between two iterations only differs byε at most. The series of lengthsL calculated
for each iteration forms a decreasing Cauchy sequence lowerbounded by zero,
and is thus guaranteed to converge to a minimum length. The path defined by this
convergence is calledthe limit pathof Algorithm 1. In relation to Proposition 1.1,
we have the following for Algorithm 1:

Proposition 1.2 Each vertex(6= p, q) of the limit path of Algorithm 1 is a vertex
of Π.

Proof Let ρ = 〈p, p1, p2, . . . , pk,q〉 be the limit path fromp to q of Algorithm
1. Let i = 1, 2, . . ., or k and p0 = p, pk+1 = q. Assume that eachpi ∈ ρ is not
redundant. Thenpi must be an endpoint ofsi . (Otherwise,pi = pi−1pi+1∩ si .
This contradicts the assumption thatpi is not redundant.) It follows thatpi must
be a vertex ofΠ. �

1. Letε = 10−10 (the chosen accuracy).
2. Compute the lengthL1 of the initial pathρ = 〈p, p1, p2, . . . , pk,q〉.
3. Letq1 = p andi = 1.
4. While i < k−1 do:
4.1. Letq3 = pi+1.
4.2. Compute a pointq2 ∈ si such that

de(q1,q2)+de(q3,q2) = min{de(q1,q)+de(q3,q) : q∈ si}.
4.3. Updateρ by replacingpi by q2.
4.4. Letq1 = pi andi = i + 1.
5.1. Letq3 = q.
5.2. Computeq2 ∈ sk such that

de(q1,q2)+de(q3,q2) = min{de(q1,q)+de(q3,q) : q∈ sk}.
5.3. Updateρ by replacingpk by q2.
6. Compute the lengthL2 of the updated pathρ = 〈p, p1, p2, . . . , pk,q〉.
7. Letδ = L1−L2.
8. If δ > ε, then letL1 = L2 and go to Step 3.

Otherwise, stop.

Fig. 1.3 Algorithm 1: a simple rubberband algorithm for a given set of line segments.
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Fig. 1.4 Illustration of steps with joint endpoints.

The set{s1,s2, . . . ,sk} is astep setof a rubberband algorithm if its union con-
tains all the vertices of the calculated path, and eachsi is a step elementof the
rubberband algorithm that contains at least one vertex of the calculated path, for
i = 1,2, . . . ,k.

In this chapter, step sets are sets of line segments, which may have joint end-
points, but cannot have further points in common. Furthermore, in this chapter,
each step element contains exactly one vertex of the shortest path. For example,
if the input for Algorithm 1 is as in Figure 1.4, with

s1 = q1q2,s2 = q2q3,q1 = (0,0),q2 = (2,4),q3 = (3,0), p = (1,0),q = (2,0)

then we also have segments with joint endpoints. Assume a path initializa-
tion using p1 and p2, the centers ofs1 and s2, respectively [i.e.,p1 = (1,2),
and p2 = (2.5,2)]. We obtain that the length of the initialized polylineρ =

〈p, p1, p2,q〉 is equal to 5.5616 (rounded to four digits). Algorithm 1 calcu-
lates an approximate shortest pathρ = 〈p, p′1, p′2,q〉 wherep′1 = (0.3646,0.7291),
p′2 = (2.8636,0.5455) and the length of it is equal to 4.4944 (see Table 1.1, which
lists resultingδs for the numberI of iterations). That means, Algorithm 1 is also
able to deal with this input for the assumed initialization.

Table 1.1 NumberI of iterations and resultingδs for the initialization illustrated by Figure 1.4 [i.e.,
with p1 = (1,2) andp2 = (2.5,2) as initial points on the path].

I δ I δ I δ I δ

1 −0.8900 3 −0.0019 5 −8.4435e-008 7 −3.5740e-012
2 −0.1752 4 −1.2935e-005 6 −5.4930e-010
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Table 1.2 NumberI of iterations and resultingδs, for the example shown in Figure 1.4, with
p1 = (2−δ′,2(2−δ′)) andp2 = (2+δ′,−4((2+δ′)−3)) as initialization points andδ′ = 2.221e-16.

I δ I δ I δ I δ

1 −5.4831e-007 7 −1.2313 13 −7.0319e-010 19 8.8818e-016
2 −6.2779e-006 8 −2.0286 14 −4.5732e-012 20 8.8818e-016
3 −7.7817e-005 9 −0.2104 15 −3.0198e-014 21 −8.8818e-016
4 −9.6471e-004 10 −0.0024 16 −8.8818e-016 22 8.8818e-016
5 −0.0119 11 −1.6550e-005 17 8.8818e-016 23 −8.8818e-016
6 −0.1430 12 −1.0809e-007 18 −8.8818e-016 24 0

However, if we assume a different initialization, such thatp1 = p2 = q2; in this
case, Algorithm 1 will fail because the output of Step 4.2 in Algorithm 1 will be
false: the calculated path equalsρ = 〈p, p′1, p′2,q〉, wherep′1 = q2 and p′2 = q2,
and its length equals 8.1231. (Referring to Lemma 16,10 we see thatp1 6= p0 and
p2 in this example.)

We call a situation as in this initialization example adegenerate pathwithin
an application of a rubberband algorithm, and it may occur within initialization,
or at a later iteration of the algorithm. In general, it is defined by the occurrence
of at least two identical vertices of an initial or updated polygonal path. Such a
degenerate case causes Step 4.2 in Algorithm 1 to fail.

A degenerate path can be dealt with approximately: we will not allow p2 = q2.
To do so, we remove sufficiently small segments from both segmentss1 ands2.
The following shows how to handle such a degenerate case (forexample) for the
assumed data in Figure 1.4.

We modify the initial values ofx1 andx2, and ofy1 andy2 as follows:

δ′ = 2.221×10−16 (for a reason, see below)

x1 = 2− δ′ and y1 = 2×x1

x2 = 2+ δ′ and y2 =−4× (x2−3)

p1 = (x1,y1) and p2 = (x2,y2)

Furthermore, let the accuracy be equalsε = 1.0× 10−100. The length of the
initialized polyline ρ = 〈p, p1, p2,q〉 is equal to 8.1231. Algorithm 1 will ap-
proximate a shortest pathρ = 〈p, p′1, p′2,q〉, where p′1 = (0.3646,0.7291) and
p′2 = (2.8636,0.5455), and its length equals 4.4944 (see Table 1.2 for resulting
δs in dependency of the numberI of iterations).

Of course, if we leave the accuracy to be equalsε = 1.0× 10−10 then the
algorithm will stop sooner, after less iterations. – The algorithm was implemented
on a Pentium 4 PC using Matlab 7.04. If we changed the value ofδ′ into δ′ =



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

Euclidean Shortest Paths in a Simple Polygon 7

2.22×10−16 then we obtained the same wrong result as that for identical points
p1 = p2 = q2. This is because the computer was not able to recognize a difference
betweenx1 andx1 ∓ 2.22×10−16. However, for practical applications, the value
δ′ = 2.221× 10−16 should be small or accurate enough in general (for this or a
matching implementation environment).

With the example above we also illustrate that the approximate algorithm may
be alreadyde facto an exact algorithmif ε was chosen small enough (i.e., obtained
result are accurate within the given numerical limits of theused implementation
environment). But, later on, we even discuss (absolutely) exact algorithms.

1.3 Decompositions and Approximate ESPs

There are (at least) two ways of decomposing a simple polygon: into triangles5 or
trapezoids.6 In the first case, Theorem 4.35 says that it is possible to compute a
triangulation of a simple polygon in linear time (and the algorithm is “fairly com-
plicated”). In the second case, Theorem 16 says that a given (“simple”) algorithm
for the decomposition into trapezoids has time complexityO (n log n), wheren is
the number of vertices of the original simple polygonΠ.

Step sets can be defined by selecting edges of triangles or trapzoids of those
decompositions.

1.3.1 Triangulation

Let Π be a simple polygon. LetT1 = {△1,△2, . . . ,△m} be such thatΠ = ∪m
i=1△i

and△i ∩△ j = /0 or = ei j , whereei j is an edge of both triangles△i and△ j ,
i 6= j andi, j = 1,2, . . . ,m. We construct a corresponding simple graphG = [V,E]

whereV = {v1,v2, . . . ,vm} and each edgee∈E is defined as follows: If△i∩△ j =

ei j 6= /0, then lete= viv j (whereei j is an edge of both triangles△i and△ j ); and if
△i∩△ j = /0, then there is not an edge betweenvi andv j , i < j andi, j = 1,2, . . . ,m.
We say thatG is a (corresponding) graphwith respect to the triangulated simple
polygonΠ, denoted byGΠ.

Lemma 1.1 For each triangulated simple polygonΠ, its corresponding graph GΠ
is a tree.

Proof By contradiction. Suppose thatGΠ is not a tree. Then there is a
cycle u1u2 · · ·um′u1 in GΠ. Consequently, there are a sequence of triangles
{△′1,△′2, . . . ,△′m′} ⊆ T1 such that△′i ∩△′j 6= /0, wherei 6= j andi, j = 1,2, . . . ,m′.

It follows that there is a polygonal curveρ = w1w2 · · ·wm′w1 ⊂ ∪m′
i=1△′i . SinceΠ

is a simple polygon,ρ can be contracted into a single point inside ofΠ. Note that
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Input: the (original) treeT and two pointsp′, q′ ∈ V(T).

Output: a unique pathρ from p′ to q′ in T.

1. LetS1 = {v : d(v) = 1∧v∈V(T)} \ {p′,q′}.
2. If S1 = /0, stop (the currentT is already a path fromp′ to q′).

3. Otherwise, letV1 = /0.

4. Let the unique neighbor ofv∈ S1 benv.

5. For eachv∈ S1, do the following:

5.1. Whiled(nv) = 1 do:

5.1.1. Ifv = p′ or q′, then skip this while loop.

5.1.2. Otherwise, letV1 = V1 ∪ {v}.
5.1.3.v = nv

5.2. UpdateT by removingv from the set of neighbors ofnv.

5.3. UpdateT by removingV1 fromV(T).

5.4. LetV1 = /0.

6. Goto Step 1.

Fig. 1.5 Procedure 1: step set calculation for a given triangulation.

we can findρ such that there is a vertex of△′1, denoted byw, that is inside of the
region enclosed byρ. Therefore,w must be a redundant vertex. This contradicts
to the fact thatw is a vertex ofΠ. �

Let T be a tree andp 6= q, p, q∈V(T). The following procedure will compute
a unique path fromp to q in T. Although there exists a linear algorithm for
computing the shortest path between two vertices in a positive integer weighted
graph,11 our procedure below is much simpler because here the graph is(just) a
tree.

We apply Procedure 1 (see Figure 1.5) as follows: LetT = GΠ and p′, q′ be
the vertices ofT corresponding to the triangle containingp, q, respectively. Let
a sequence of triangles{△′1,△′2, . . . ,△′m′} correspond to the vertices of the path
calculated by Procedure 1. Let{e1,e2, . . . ,em′−1} be a sequence of edges such that
ei =△i ∩△i+1, wherei = 1, 2,. . ., m′−1. Let{e′1,e′2, . . . ,e′m′−1} be a sequence of
edges such thate′i is obtained by removing a sufficiently small segment (Assume
that the length of the removed segment isδ′.) from both endpoints ofei , wherei =
1,2, . . . ,m′−1. Set{e′1,e′2, . . . ,e′m′−1} is the approximate step set we are looking
for.
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1. Apply Chazelle’s algorithm to decomposeΠ into triangles.
2. Construct the corresponding graph with respect to the decomposedΠ, denoted

by GΠ.
3. Apply Procedure 1 to compute the unique path fromp′ to q′, denoted byρ.
4. Let δ′ = ε. Compute the step set fromρ, denoted byS, where removed

segments have lengthδ′.
5. Let S, p andq as input, apply Algorithm 1 to compute the approximate ESP

from p to q.

Fig. 1.6 Algorithm 2: approximate ESP after triangulation.

1.3.2 Trapezoidal Decomposition

Analogously to Section 1.3.1, letΠ be a simple polygon, and letT2 =
{t1, t2, . . . ,tm} be such thatΠ = ∪m

i=1ti and ti ∩ t j = /0 or ei j , whereei j is a part
(a subset) of a joint edge of trapezoidsti andt j , i 6= j andi, j = 1, 2, . . ., m. We
construct a corresponding simple graphG= [V,E] whereV = {v1,v2, . . . ,vm}, and
each edgee∈ E is defined as follows: Ifti ∩ t j = ei j 6= /0, then lete = viv j (where
ei j is a subset of a joint edge of trapezoidsti andt j ); and if ti ∩ t j = /0, then there
is not an edge betweenvi andv j , i < j and i, j = 1,2, . . . ,m. We say thatG is
a (corresponding) graphwith respect to the trapezoidal decomposition of simple
polygonΠ, denoted byGΠ.

Analogously to Lemma 1.1, we also have the following

Lemma 1.2 For each trapezoidal decomposition of a simple polygonΠ, its cor-
responding graph GΠ is a tree.

Following Section 1.3.1, we apply Procedure 1 as follows: Let T = GΠ andp′,
q′ be the vertices ofT corresponding to the trapezoids containingp, q respectively.
Let a sequence of trapezoids{t ′1,t ′2, . . . ,t ′m′} correspond to the vertices of the path
obtained by Procedure 1. LetE′ = {e1,e2, . . . ,em′−1} be a sequence of edges
such thatei = ti ∩ ti+1, wherei = 1,2, . . . ,m′ − 1. For eachi ∈ {1,2, . . . ,m′−
2}, if ei ∩ei+1 6= /0, then updateei andei+1 in E′ by removing sufficiently small
segments from both sides of this intersection point. Then the updated setE′ is the
approximate step set.

1.3.3 Two Approximate Algorithms

Figures 1.6 and 1.7 show the main algorithms having decomposition, step set
construction, and ESP approximation as their subprocedures. For Step 4, see the
description following Lemma 1.1. For Step 5 note that the approximation is not
due to Algorithm 1 but due to removing small segments of length δ′.
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Modify Step 1 in Algorithm 2 as follows:
Apply a trapezoidal decomposition algorithm6 to Π.

Fig. 1.7 Algorithm 3: approximate ESP after trapezoidal decomposition.

Table 1.3 Vertices of the simple polygon in Figure 1.8, wherep = (59,201) andq = (707,382).

vi v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12 v13 v14

xi 42 178 11 306 269 506 589 503 595 736 623 176 358 106
yi 230 158 304 286 411 173 173 436 320 408 100 211 19 84

We illustrate Algorithms 2 and 3 by a few examples, using the simple polygon
in Figure 1.8, with coordinates of vertices provided in Table 1.3.

Fig. 1.8 A possible triangulation of a simple polygon.

After illustrating triangulation and Algorithm 2, we also illustrate decomposi-
tion into trapezoids and Algorithm 3.

Table 1.4 Verticespi calculated by Algorithm 2 for the simple polygon in Figure 1.8. The length
of the path equals 1246.0330730004.

pi (xi ,yi ) pi (xi ,yi )

p1 (177.9999999928, 157.9999999926) p6 (374.5899740372, 188.1320635957)
p2 (178.000000018, 157.9999999861) p7 (506.0000000117, 172.9999999927)
p3 (176.9605570407, 185.5452384224) p8 (589.0000000034, 172.9999999927)
p4 (175.9999999835, 211.0000000093) p9 (589.0000000772, 173.0000001234)
p5 (176.000000013, 211.0000000075)
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Fig. 1.9 Another possible triangulation of the simple polygon of Figure 1.8.

Fig. 1.10 The step set of the triangulation shown in Figure 1.8.

Fig. 1.11 The step set of the triangulation shown in Figure 1.9.

1.4 Improved and Exact Algorithms

We present an improved version of Algorithm 1.
For initialization, letpi be the center ofsi ; let ai andbi be the endpoints ofsi ,

l i the line such thatsi ⊂ l i , for i = 1,2, . . . ,k. Now see Figure 1.19.
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Fig. 1.12 Top (bottom): the corresponding graph (tree) withrespect to the triangulated simple poly-
gon in Figure 1.8 (Figure 1.9).

Fig. 1.13 The approximate ESP with respect to the triangulated simple polygon of Figure 1.8.

Fig. 1.14 The approximate ESP with respect to the triangulated simple polygon of Figure 1.9.

Table 1.5 Verticespi calculated by Algorithm 2 for the simple polygon in Figure 1.9. The length
of the path equals 1323.510103408.

pi (xi ,yi ) pi (xi ,yi )

p1 (123.3191615501, 175.7014459270) p5 (420.0869708340, 167.6376763887)
p2 (178.000000018, 157.9999999861) p6 (510.0186257061, 170.4926523372)
p3 (176.9605570407,185.5452384224) p7 (589.0000000034, 172.9999999927)
p4 (175.9999999835, 211.0000000093) p8 (609.1637118080,208.7136929370)
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Fig. 1.15 A trapezoidal decomposition of the simple polygonof Figure 1.8.

Fig. 1.16 The step set of those trapezoids in Figure 1.15.

Fig. 1.17 Corresponding graph with respect to the trapezoidal decomposition in Figure 1.15.

Table 1.6 Verticespi calculated by Algorithm 3 for the simple polygon in Figure 1.15. The
length of the path equals 1356.7016610946.

pi (xi ,yi ) pi (xi ,yi )

p1 (170.9999999999, 149) p5 (504, 161)
p2 (171.0000000001, 149) p6 (584, 161)
p3 (171.9999999999, 202) p7 (669.1611374407582, 312)
p4 (172.0000000001, 202)
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Fig. 1.18 The approximate ESP with respect to the trapezoidal decomposition in Figure 1.15.

1. Compute the lengthL1 of the initial pathρ = 〈p, p1, p2, . . . , pk,q〉.
2. Letq1 = p andi = 1.
3. While i < k−1 do:
3.1. Letq3 = pi+1.
3.2. Letq′2 = l i ∩q1q3.
3.3. If q′2 ∈ si then letq2 = q′2. Otherwise, letq2 ∈ si such that

de(q1,q2)+de(q3,q2) = min{de(q1,q)+de(q3,q) : q∈ {ai,bi}∩V(Π)}.
3.4. Updateρ by replacingpi by q2.
3.5. Letq1 = pi andi = i + 1.
4.1. Letq3 = q.
4.2. Letq′2 = lk∩q1q3.
4.3. If q′2 ∈ sk then letq2 = q′2. Otherwise, letq2 ∈ sk such that

de(q1,q2)+de(q3,q2) = min{de(q1,q)+de(q3,q) : q∈ {ak,bk}∩V(Π)}.
4.4. Updateρ by replacingpk by q2.
5. Compute the lengthL2 of the updated pathρ = 〈p, p1, p2, . . . , pk,q〉.
6. Letδ = L1−L2.
7. If δ > 0, then letL1 = L2 and go to Step 3.

Otherwise, stop.

Fig. 1.19 Algorithm 1⋆: this allows to turn Algorithms 2 and 3 into exact algorithms.

We replace “Algorithm 1” by “Algorithm 1⋆” in Step 5 of Algorithm 2 and
3. Obviously, if Algorithm 1⋆ provides an exact solution for any step set, then
Algorithms 2 and 3 are provide exact ESPs.

1.4.1 Proofs of Correctness

In this subsection we present two versions of proofs to show that Algorithm 1 is
correct for any sequence of disjointed segments. The first one is longer but leads
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to a stronger result: we not only prove that the algorithm is correct but also show
that the ESP is unique. The second one is very short but without proving the
uniqueness of the ESP.

We start with introducing a few definitions used in those proofs. Some of
them are from mathematical analysis or multivariable calculus or from elementary
topology textbook.

Definition 1.1 An iteration of Algorithm 1 is a complete pass through its loop.
At the end of iterationn ≥ 1 we obtain thenth approximate ESP, denoted by
AESPn(S), for a given sequence of segmentsS= {s1,s2, . . . ,sk}.

We assume that the sequence of thenth approximate ESPs is converging to-
wards a polygonal path; let

AESP(S) = lim
n→∞

AESPn(S)

be this polygonal path.
Let pi(ti0) be thei-th vertex of theAESP(S), for i = 1,2, . . . ,k. Parameter

ti0 ∈ [0,1] identifies theith vertex ofAESP(S) that is on the segmentsi . Let p0 =
p, pk+1 = q, and

di = de(pi−1, pi)+de(pi , pi+1)

for i = 1, 2,. . ., or k. Let

d(t1,t2, . . . ,tk) =
k

∑
i=1

di

Obviously,d(t1, t2, . . . ,tk) is ank-ary function on the domain[0,1]k.
Let pi ∈ si , for i = 1,2, . . . ,k. We call thek tuple (p1, p2, . . . , pk) a point tuple

of S. We call it anAESP critical point tupleof S if it is the set of the vertices of
theAESPof S.

Now let P =(p1, p2, . . . , pk) be anAESPcritical point tuple ofS. Using P
as an initial point set, definingAESP0(S), andn iterations of Algorithm 1, we
get another critical point tuple ofS, sayP′ = (p′1, p′2, . . . , p′k), which defines (see
above) thenth approximate polygonal pathAESPn(S), or AESPn for short.

Definition 1.2 Let
∂d(t1,t2, . . . ,tk)

∂ti
|ti=ti 0 = 0

wherei = 1, 2,. . ., or k. Then we say that(t10,t20, . . . ,tk0) is acritical point of

d(t1,t2, . . . ,tk)
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Let P = (p1, p2, . . . , pk) be a critical point tuple ofS. Using P as an initial
point set,n iterations of the Algorithm 1, we calculate ann-rubberband transform
of P, denoted byP→rbn Q, or P→ Q for short, whereQ is the resulting critical
point tuple ofS, andn is a positive integer.

Let P = (p1, p2, . . . , pk) be a critical point tuple ofS. For sufficiently small
realε > 0, the set

{(p′1, p′2, . . . , p′k) : x′i ∈ (xi− ε,xi + ε) ∧ y′i ∈ (yi− ε,yi + ε)
∧ p′i = (x′i ,y

′
i)

∧ pi = (xi ,yi) ∧ i = 1,2, . . . ,k}
is theε-neighborhoodof P, denoted byUε(P).

Theε-neighborhood ofP is an open set in the Euclideank-dimensional topo-
logical space(Rk,T); T is the topology, that means the family of all open sets in
R

k. We also use the following definition [see Definition 4.1 in Ref. 12]:

Definition 1.3 Let Y ⊂ X, where (X, T) is a topological space. LetT ′ be the
family of sets defined as follows: A set W belongs toT ′ iff there is a setU ∈ T
such that W =Y∩U . The familyT ′ is calledthe relativization of T to Y, denoted
by T|Y.

1.4.2 A Proof Without Using Convex Analysis

We express a point

pi(ti) = (xi +kxi ti ,yi +kyi ti)

on si in general form, withti ∈ [0,1], wherei = 1, 2, . . ., or k. In the following,
pi(ti) will also be denoted bypi for short, wherei = 1, 2,. . ., or k.

The following is a multivariable version of Fermat’s Theorem in mathematical
analysis13 (see Theorem 8.8.1). We will use it for proving Lemma 1.3; this lemma
is then applied in the proofs of Lemmas 1.4 and Theorem 1.2.

Theorem 1.1 (Fermat’s Theorem)Let f = f(t1,t2, . . . ,tk) be a real-valued function
defined on an open set U inRk. Let C = (t10,t20, . . . ,tk0) be a point of U. Suppose
that f is differentiable at C. If f has a local extremum at C, then

∂ f
∂ti

= 0

where i = 1, 2,. . ., k.

Let pi(ti0) be i-th vertex of anAESP, wherei = 1,2, . . . ,k. Then we have the
following:
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Lemma 1.3 (t10, t20, . . . ,tk0) is a critical point of d(t1,t2, . . . ,tk).

Proof d(t1, t2, . . . ,tk) is differentiable at each point

(t1,t2, . . . ,tk) ∈ [0,1]k

BecauseAESPn(S) is thenth polygonal path ofS, wheren = 1,2, . . ., and

AESP= lim
n→∞

AESPn(S)

it follows that d(t10, t20, . . . ,tk0) is a local minimum ofd(t1,t2, . . . ,tk). By Theo-
rem 1.1,

∂d
∂ti

= 0

where i = 1, 2, . . ., k. By Definition 1.2,(t10, t20, . . . ,tk0) is a critical point of
d(t1, t2, . . . ,tk). �

By Lemmas 1.2 and 1.3, we have the following:

Lemma 1.4 Any sequence S of pairwise disjoint segments has only a finitenumber
of AESP critical point tuples.

This is our first important lemma in this subsection. In the rest of this subsec-
tion, based on Lemma 1.4, we show a much stronger result:S has actually only
one (!)AESPcritical point tuple.

Let pi = (pi1, pi2) be onsi , for i = 1,2,3. The proof of the following lemma
specifies an explicit expression for the relation between parametert and the opti-
mum pointp2.

Lemma 1.5 Optimum point p2 ∈ s2, defined by

de(p2, p1)+de(p2, p3) = min{p′2 : de(p′2, p1)+de(p′2, p3)∧ p′2 ∈ s2}

can be computed inO (1) time.

Proof Let the two endpoints ofs2 be a2 = (a21,a22) andb2 = (b21,b22). Let
p1 = (p11, p12). Pointp2 can be written as

(a21 +(b21−a21)t,a22 +(b22−a22)t)

The formula

de(p2, p1) =

√
2

∑
i=1

[(a2i − p1i)+ (b2i −a2i )t]
2
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can be simplified: We can rotate the coordinate system such that s2 is parallel to
one of the two coordinate axes. It follows that only one element of the set

{b2i −a2i : i = 1,2}

is equal to a real numberα 6= 0, and the other is equal to 0. Without loss of
generality we can assume that

de(p2, p1) =
√

(αt +A1)2 +B1

whereA1 andB1 are functions ofa2i ,b2i andp1i , for i = 1, 2. – Analogously,

de(p2, p3) =
√

(αt +A2)2 +B2

whereA2 andB2 are functions ofa2i ,b2i and p3i , for i = 1, 2. In order to find a
point p2 ∈ s2 such that

de(p2, p1)+de(p2, p3) = min{p′2 : de(p′2, p1)+de(p′2, p3), p2 ∈ s2}

we can solve the equation

∂(de(p2, p1)+de(p2, p3))

∂t
= 0

The unique solution is

t =−1/α× (A1B2 +A2B1)/(B2 +B1)

This proves the lemma. �

By the proof of Lemma 1.5, assuming the representation

pi = (ai1 +(bi1−ai1)ti ,ai2 +(bi2−ai2)ti)

we have defined a functionf , t2 = f (t1,t3), for which we have the following:

Lemma 1.6 The function t2 = f (t1,t3) is continuous at each tuple (t1,t3) ∈ [0,1]2.

This is used to prove the following:

Lemma 1.7 If P→rb1 Q, then for every sufficiently small realε > 0, there is a
sufficiently small realδ > 0 such that P′ ∈ Uδ(P) and P′ →rb1 Q′ implies Q′ ∈
Uε(Q).

Proof By Lemma 1.5 and note thatShask segments; thus we use Lemma 1.6
repeatedlyk times, and this proves this lemma. �



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

Euclidean Shortest Paths in a Simple Polygon 19

By Lemma 1.7, we have the following:

Lemma 1.8 If P→rbn Q, then, for every sufficiently small realε > 0, there is a
sufficiently small realδε > 0 and a sufficiently large integer Nε , such that P′ ∈
Uδε(P) and P′→rbn′ Q′ implies Q′ ∈Uε(Q), where n′ is an integer and n′ > Nε.

This lemma is used to prove Lemma 1.12; the latter one and the following
three lemmas are then finally applied to prove the second important lemma (i.e.,
Lemma 1.13) in this section. Lemmas 1.13 and 1.3 imply then the main theorem
(i.e., Theorem 1.2 below) of this section.

By Lemma 1.4, letQ1,Q2, . . . ,QN with N ≥ 1 be the set of allAESPcritical
point tuples ofS. Let ε be a sufficiently small positive real such that

Uε(Qi)∩Uε(Q j) = /0

for i, j = 1,2, . . . ,N andi 6= j. Let

Di = {P : P→Q′∧Q′ ∈Uε(Qi)∧P∈ [0,1]k}

for i = 1,2, . . . ,N.
The statements in the following two lemmas are obvious:

Lemma 1.9 If N > 1 then Di ∩D j = /0, for i, j = 1,2, . . . ,N and i 6= j.

Lemma 1.10
⋃N

i=1Di = [0,1]k

We consider the Euclidean topologyT on R
k, and its relativizationT =

R
k|[0,1]k.

Lemma 1.11Di is an open set of T , where i= 1,2, . . . ,N with N≥ 1.

Proof By Lemma 1.8, for eachP∈ Di , there is a sufficiently small realδP > 0
such that

UδP
(P)⊆ Di

So we have
⋃

P∈Di

UδP(P)⊆ Di

On the other hand, forP∈UδP(P), we have

Di = ∪ P⊆
⋃

P∈Di

UδP(P)
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Note thatUδP
(P) is an open set ofT. Thus,

Di =
⋃

P∈Di

UδP(P)

is an open set ofT. �

The following basic lemma is characterizing open sets in general14 (see Propo-
sition 5.1.4).

Lemma 1.12Let U⊂R be an arbitrary open set. Then there are countably many
pairwise disjoint open intervals Un such that U= ∪Un.

Now we are prepared to approach the second important lemma inthis subsec-
tion:

Lemma 1.13S has a unique AESP critical point tuple.

Proof By contradiction. Suppose thatQ1,Q2, . . . ,QN with N > 1 are all the
AESPcritical point tuples ofS. Then there existsi ∈ {1,2, . . . ,N} such that

Di |sj ⊂ [0,1]

wheresj is a segment inS, for i, j = 1,2, . . . ,N. Otherwise we have

D1 = D2 = · · ·= DN

This is a contradiction to Lemma 1.9.
Let

E = {sj : Di |sj ⊆ [0,1]}

wheresj is any segment inS. We can select a critical point tuple ofSas follows:
go through eachs∈ {s1,s2, . . . ,sk}. If e∈ E, by Lemmas 1.11 and 1.12, select
the minimum left endpoint of the open intervals whose union is Di |s. Otherwise
select the midpoint ofs. We denote the resulting critical point tuple as

P = (p1, p2, . . . , pk)

By the selection ofP, we know thatP is not in Di . By Lemma 1.10 there is a
j ∈ {1,2, . . . ,N}−{i} such thatP ∈ D j . Therefore, there is a sufficiently small
realδ > 0 such thatUδ(P)⊂D j . Again by the selection ofP, there is a sufficiently
small realδ′ > 0 such thatU ′δ(P)∩Di 6= /0. Let δ′′ = min{δ,δ′}. Then we have
U ′′δ (P) ⊂ D j andU ′′δ (P)∩Di 6= /0. This implies thatDi ∩D j 6= /0, and this is a
contradiction to Lemma 1.9. �
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Let S be a sequence of pairwise disjoint segments. LetAESPn(S) be thenth
approximate polygonal path ofS, for n = 1,2, . . .. The subsection has shown that

AESP= lim
n→∞

AESPn(S)

exists, and we can conclude the following main result of thissection:

Theorem 1.2The AESP of S is the ESP of S, or, in short AESP= ESP.

Proof By Lemma 1.13 and the proof of Lemma 1.3,d(t1,t2, . . . ,tk) has a unique
local minimal value. This implies that theAESPof S is the ESP ofS. �

1.4.3 A Shorter Proof by Using Convex Analysis

This subsection gives a shorter proof of the correctness of Algorithm 1⋆ by apply-
ing some basic results from convex analysis (but without obtaining the uniqueness
result for the ESP). We cite a few basic results of convex analysis:15–17

Proposition 1.3 (Ref. 15, page 27)Each line segment is a convex set.

Proposition 1.4 (Ref. 15, page 72)Each norm onRn is a convex function.

Proposition 1.5 (Ref. 15, page 79)A nonnegative weighted sum of convex func-
tions is a convex function.

Theorem 1.3 (Ref. 17, Theorem 3.5)Let S1 and S2 be convex sets inRm andR
n,

respectively. Then

{(x,y) : x∈ S1∧y∈ S2}
is a convex set inRm+n, where m, n∈ N.

Proposition 1.6 (Ref. 17, page 264)Let f be a convex function. If x is a point
where f has a finite local minimum, then x is a point where f has its global
minimum.

By Proposition 1.3, the interval [0, 1] is a convex set. By Theorem 1.3,[0,1]k

is a convex set. For anyp, q ∈ R
n, de(p,q) is a norm (see, for example Ref. 18,

page 78). By Proposition 1.4 and 1.5,d(t1,t2, . . . ,tk) (see Section 1.4.2) is a
convex function on[0,1]k. Sinced(t1,t2, . . . ,tk) is continuous on[0,1]k, so its
minimum is attained. It is clear that, for any sequence of pairwise disjoint seg-
mentsS, Algorithm 1 will always produce an exact local minimum of the function
d(t1, t2, . . . ,tk). By Proposition 1.6, each local minimum ofd(t1,t2, . . . ,tk) is its
global minimum. Therefore, we have proved Theorem 1.2 once again.
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To recall, we proved that Algorithm 1⋆ is correct for the family of sequences
of pairwise disjoint segments, and that there is unique ESP for a given sequence
of pairwise disjoint segments.

Although the proof in Subsection 1.4.2 is much more complicated than the
one in Subsection 1.4.3, we proved a stronger result there, namely, that for each
sequence of pairwise disjoint segments, Algorithm 1⋆ will converge to a unique
ESP.

See also Ref. 19 Lemma 1, Ref. 20 Lemma 3.3, and Ref. 21 Lemma 1,for
proofs of the uniqueness of an ESP. Our proof is actually alsocompletely suitable
for the “curve case”, wherep = q.

1.4.4 Computational Complexity

Lemma 1.14Algorithm 1⋆ can be computed inκ(ε) ·O (k) time, whereκ(ε) =

(L−L0)/ε , L be the true length of the ESP of S, L0 that of an initial polygonal
path, and k is the number of segments of the set S.

Proof Let Ln be the true length of the polygonal path aftern iterations. We
slightly modify Algorithm 1⋆ as follows:a

For each iteration, we update the vertices with odd indices first and then update
those with even indices later (i.e., for each iteration, we update the following
verticesp1, p3, p5, . . ., then the following verticesp2, p4, p6, . . ..

Thus,{Ln}n→∞ is a strict decreasing sequence with lower bound 0, sinceL0−
L can be written asak+ b (i.e., it is a linear function ofk), wherea, b are constants
such thata 6= 0. Because Algorithm 1⋆ will not stop if Ln−Ln+1 > ε (see Step
8, Algorithm 1⋆), it follows thatLn−Ln+1 will also depend onk. Again, since
Ln−Ln+1 can be written asck + d, wherec andd are constants such thatc 6= 0.
Then we have that

lim
k→∞

ak+b
ck+d

=
a
c

Therefore, Algorithm 1⋆ will stop after at most⌈a/(cε)⌉ iterations. (Note that,
if we would not modify Algorithm 1, then it stops after at most

⌈(L0−L)/ε⌉

iterations.)
Thus, by Lemma 1.5, the time complexity of the original rubberband algorithm

equals⌈(L0−L)/(ε)⌉ · O (k) = κ(ε) ·O (k), whereκ(ε) = (L−L0)/ε , L be the true

aThis is just for the purpose of time complexity analysis. By experience, Algorithm 1⋆ runs faster
without such a modification.
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length of the ESP ofS, L0 that of an initial polygonal path, andk is the number of
segments of the setS. �

1.5 Conclusions

This chapter provided two exact algorithms for calculatingESPs in simple poly-
gons. Depending on the used preprocessing step (triangularor trapezoidal decom-
position), they are either linear time orO (nlogn). But note that the trapezoidal de-
composition algorithm6 is substantially simpler than the triangulation algorithm.5

The chapter illustrates that rubberband algorithms are of simple design, easy to
implement, and can be used to solve ESP problems not only approximate but also
in an exact way.
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Chapter 2

Theory of a Practical Delaunay Meshing Algorithm
for a Large Class of Domains

Siu-Wing Cheng∗, Tamal K. Dey† and Joshua Levine†

∗Department of Computer Science and Engineering, HKUST, Hong Kong
†Department of Computer Science and Engineering, Ohio StateUniversity, USA

Recently a Delaunay refinement algorithm has been proposed that can mesh do-
mains as general as piecewise smooth complexes. These domains include poly-
hedra, smooth and piecewise smooth surfaces, volumes enclosed by them, and
above all non-manifold spaces. The algorithm is guaranteedto capture the input
topology at the expense of four tests, some of which are computationally inten-
sive and hard to implement. The goal of this paper is to present the theory that
justifies a refinement algorithm with a single disk test in place of four tests of the
previous algorithm.

The algorithm is supplied with a resolution parameter that controls the level
of refinement. We prove that, when the resolution is fine enough (this level is
reached very fast in practice), the output mesh becomes homeomorphic to the
input while preserving all input features. Moreover, regardless of the refinement
level, eachk-manifold element in the input complex is meshed with a triangulated
k-manifold. Boundary incidences among elements maintain the input structure.
Implementation results reported in a companion paper corroborate our claims.
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2.1 Introduction

Delaunay meshing of geometric domains is sought in a number of applications in
science and engineering. Since its introduction by Chew,1 the Delaunay refine-
ment technique has been growing in its application to meshing geometric domains.
Starting with polygonal and polyhedral complexes2–6 where quality of elements
were of prime concern, the technique has been extended to smooth domains where
topology preservation is a major issue.7–11 Non-smooth curved domains, the next
in the order of difficulty, pose some fundamental obstacles to Delaunay refinement
on which research results have started to appear.

There are two main challenges faced in extending Delaunay refinement to non-
smooth domains. First, the sampling theory developed for smooth surfaces12 is
not applicable to non-smooth surfaces. Secondly, as in the polyhedral case,13–16

small input angles possibly present at non-smooth regions pose problems for the
termination of Delaunay refinement. Boissonnat and Oudot17 successfully ex-
tended their algorithm for smooth surfaces to non-smooth ones but failed to admit
small input angles. Cheng, Dey, and Ramos18 removed this constraint on input
angles enabling their algorithm to work on a large class of domains called piece-
wise smooth complex (PSC). This class includes polyhedral domains, smooth and
piecewise smooth surfaces, volumes enclosed by them, and even non-manifolds.
This algorithm protects non-smooth curves and vertices in the input complex with
balls that are turned into weighted points during refinementstage. Staying away
from non-smooth regions, the algorithm can afford to admit arbitrary small input
angles. Notwithstanding its theoretical success, practical validity of the algorithm
remains questionable since it employs costly computationsduring iterative refine-
ment. The goal of this paper is to develop the theory further so that a simpler
refinement strategy can be devised making it viable in practice.

The refinement procedure of Cheng, Dey and Ramos18 performs four tests to
guarantee topology preservation, namely (i) a Voronoi edgedoes not intersect the
domain more than once, (ii) normals on the curves and surfacepatches do not vary
beyond a threshold within Voronoi cells, (iii) no Delaunay edge in the restricted
triangulation (defined later) connect vertices across different patches, and (iv) the
restricted Delaunay triangles incident to points in a patchmake a topological disk.
After collecting restricted triangles, that is, trianglesdual to the Voronoi edges
intersecting the input domain, tests (i) and (iv) are only combinatorial. However,
test (ii) is quite expensive and is a major obstacle in makingthe algorithm prac-
tical. Also, test (iii) requires recognizing intersections of Voronoi facets with the
domain which is computationally harder than recognizing Voronoi edge-domain
intersections.
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We replace four tests with a single test that checks a topological disk condition
similar to (iv). As long as the restricted triangles incident to each point do not form
a topological disk, the refinement routine samples a new point from the domain.
We argue that this procedure terminates. We prove the following guarantees. The
algorithm is supplied with an input resolution parameter that determines how re-
fined the output mesh should be. We prove that, regardless of the refinement level,
a k-manifold in the input is meshed with a simplicialk-manifold. Boundary inci-
dences among different manifold elements in the input complex are maintained in
the output. Furthermore, if the refinement is sufficiently dense, homeomorphism
between input and output is reached. More importantly, thisrefinement level is
achieved very fast in practice giving us a provable practical algorithm for Delau-
nay meshing for a vast array of domains. We report the practical results in detail
in a companion paper19 (a sample is in Figure 2.1).

Fig. 2.1 Meshed PSCs, METABALL (Smooth), PART (Manifold PSC), and WEDGE (Non-manifold,
PSC with small angles). Top row: surface mesh, bottom row: volume mesh.
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2.2 Preliminaries

2.2.1 Domain

Throughout this paper, we assume a generic intersection property that ak-
manifoldσ⊂ R

3, 06 k 6 3, and aj-manifoldσ′ ⊂ R
3, 06 j 6 3, intersect (if at

all) in a (k+ j −3)-manifold if σ 6⊂ σ′ andσ′ 6⊂ σ. We will use both geometric
and topological versions of closed balls. Ageometricclosed ball centered at point
x∈ R

3 with radiusr > 0, is denoted asB(x, r). We use intX and bdX to denote
the interior and boundary of a topological spaceX, respectively.

The domainD is a piecewise smooth complex (PSC) where each element is a
compact subset of a smooth (C2) k-manifold, 06 k 6 3. Each element is closed
and hence contains its boundaries (possibly empty). We useDk to denote the
subset of allk-dimensional elements, thekth stratum.D0 is a set ofvertices; D1

is a set of curves called1-faces; D2 is a set of surface patches called2-faces;
D3 is a set of volumes called3-faces. For 16 k 6 2, we useD6k to denote
D0∪ . . .∪Dk.

The domainD satisfies the usual proper requirements for being a complex:(i)
interiors of the elements are pairwise disjoint and for anyσ ∈D, bdσ ⊂ D; (ii)
for anyσ,σ′ ∈D, eitherσ∩σ′ = /0 or σ∩σ′ is a union of cells inD. We use|D|
to denote the underlying space ofD. For 06 k 6 3, we also use|Dk| to denote
the underlying space ofDk.

For any pointx on a 2-faceσ, we usenσ(x) to denote a unit outward normal to
the surface ofσ at x. For any pointx on a 1-faceσ, nσ(x) denotes a unit oriented
tangent to the curve ofσ atx. (We assume a consistent orientation of the tangents.)

2.2.2 Complexes

We will be dealing with weighted points and their Delaunay and Voronoi diagram.
A weighted pointp is represented as a ball ˆp = B(p,wp). The squared weighted
distance of any pointx∈R

3 from p̂ is given by‖x− p‖2−w2
p. Under this distance

metric, one can define weighted versions of Delaunay and Voronoi diagram. For
a weighted point setS⊂ R

3, let VorSand DelSdenote the weighted Voronoi and
Delaunay diagrams ofSrespectively. Each diagram is a cell complex where each
k-face is ak-polytope in VorS and is ak-simplex in DelS. Eachk-simplexξ in
DelS is dual to a(3−k)-faceVξ in VorSand vice versa.

Let S be a point set sampled from|D|. For any sub-collectionX ⊂ D we
define DelS|X to be the Delaunay subcomplex restricted toX, i.e., each simplex
ξ ∈ DelS|X, called a restricted simplex, is the dual of a Voronoi faceVξ where
Vξ|X =Vξ∩|X| 6= /0. By this definition, for anyσ∈D, DelS|σ denote the Delaunay



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

Theory of a Practical Delaunay Meshing Algorithm for a LargeClass of Domains 29

subcomplex restricted toσ and

DelS|Di =
⋃

σ∈Di

DelS|σ, DelS|D =
⋃

σ∈D

DelS|σ.

An i-faceσ ∈Di should be meshed withi-simplices. However, DelS|σ may
have lower dimensional simplices not incident to any restrictedi-simplex. There-
fore, we compute special sub-complexes of restricted complexes. Forσ ∈Di , let
Skli S|σ denote the followingi-dimensional subcomplex of DelS|σ:

Skli S|σ = closure{t |t ∈DelS|σ is ani-simplex}.
We extend the definition to strata:

Skli S|Di =
⋃

σ∈Di

Skli S|σ.

2.2.3 Refinement

Our strategy is to run Delaunay refinement with only thedisk conditionformulated
as follows. See Figure 2.2 for more explanations.

Let p be a point on a 2-faceσ. Let UmbD(p) and Umbσ(p) be the set of trian-
gles in Skl2S|D2 and Skl2S|σ respectively which are incident top. The following
disk condition is used for refinement. Once the restricted Delaunay triangles are
collected, this check is only combinatorial.
Disk Condition(p) : (i) UmbD(p) =

⋃

σ∋pUmbσ(p), (ii) for eachσ ∈ D2 con-
taining p, underlying space of Umbσ(p) is a 2-disk which has all vertices inσ.
Pointp is in the interior of this 2-disk if and only ifp∈ intσ. Also, if p is in bdσ,
it is not connected to any other point onD1 which is not adjacent to it.

2.3 Protection

The neighborhoods of the curves and vertices inD61 are regions of potential
problems for Delaunay refinements. First, if the elements incident to these curves
and vertices make small angles at the points of incidence, usual Delaunay refine-
ment may not terminate. Second, these curves and vertices represent ‘features’ in
the input which should be preserved in the output for many applications. Usual
Delaunay refinement may destroy these features.17,21 To overcome these prob-
lems Cheng et al.18 protect elements inD61 with balls. We will not repeat the
algorithm for computing these protecting balls here but mention only some of the
key properties these balls satisfy.
PROTECTION PROPERTIES: Let ω 6 0.076 be a positive constant andBp denote
the protecting ball of a pointp.
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p

p

q

p

Fig. 2.2 Disk condition: (left):pointp∈σ has a disk inσ and another disk inτ 6= σ violating condition
(i) (middle): point p∈ σ has a topological disk but some of its vertices (lightly shaded) belong toτ
violating condition (ii), (right): Pointsp andq satisfy disk condition. Pointp, an interior point inσ,
lies in the interior of its disk inσ. Point q, a boundary point, has three disks for each of the three
2-faces.

(1) Any two adjacent balls on a 1-face overlap significantly without containing
each other’s centers.

(2) No three balls have a common intersection.
(3) Let p∈ σ be the center of a protecting ball. Further, letB = B(p,R) be a ball

with radiusR and centerp whereR6 cradius(Bp) for somec 6 8.

(a) Forτ = σ or any 2-face incident toσ, ∠nτ(p),nτ(z) 6 2ω for anyz∈B∩τ.
(b) B intersectsσ in a single open curve and any 2-face incident toσ in a

topological disk.

In practice, balls satisfying (1) and (2) can be computed easily. If they are
chosen small enough (3) is satisfied as well. After computingthe protecting balls,
each of them is turned into a weighted vertex. That is, for each protecting ball
Bp, we obtain the weighted point(p,wp), wherewp = radius(Bp). For technical
reasons that will be clear later, we need to ensure that each 2-face is intersected
by some Voronoi edge in the Voronoi diagram VorSof the current point set. The
weighted vertices ensure it for 2-faces that have boundaries. For 2-faces with-
out boundary, initially we place three weighted points satisfying the protection
properties.
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After protection the meshing algorithm inserts points for further Delaunay re-
finement. These points are not weighted. Also, the refinementstep never attempts
to insert a point in the interior of any of the protecting balls. This is because
no Voronoi point (equidistant from three or more points) canlie inside any pro-
tecting ball since no three of them have a common intersection. In essence, our
algorithm maintains a point setS with the following two properties : (i)S con-
tains all weighted points placed during protection phase, and (ii) other points in
S are unweighted and they lie outside the protecting balls. Wecall such a point
setadmissible. The following Lemma proved in Cheng et al.18 is an important
consequence of the protection properties.

Lemma 2.1 Let S be an admissible point set. Let p and q be adjacent weighted
vertices on a 1-faceσ. Letσpq denote the curve segment between p and q. Vpq is
the only Voronoi facet inVorS that intersectsσpq, and Vpq intersectsσpq exactly
once.

2.4 Algorithm

During refinement the size of the restricted triangles determines the location of
the point to be inserted. For any trianglet ∈ Skl2 S|σ, define size(t,σ) to be the
maximum weighted distance between the vertices oft and points inVt |σ. Notice
that if all vertices oft are unweighted, the maximum weighted distance is just the
maximum Euclidean distance.

When we mesh volumes, we use the standard technique of inserting circum-
centers of tetrahedra that have radius-edge ratio (denotedρ()) greater than a
threshold,ρ0 > 1. If the insertion of the circumcenter threatens to delete any
triangle in Skl2S|D2, the circumcenter is not inserted. In this case we say that
the triangle isencroachedby the circumcenter. Essentially, this strategy allows
refining most of the tetrahedra except the ones near boundary. The following
pseudo-code summarizes our algorithm.

DelPSC (D,λ,ρ0)

(1) PROTECTION. Protect elements inD61 with weighted points. Insert three
weighted points in each element ofD2 that has no boundary. LetS be the
current admissible point set.

(2) Mesh2Complex.

(a) Let(p,σ) be any tuple wherep∈ Skl2S|σ. If Disk Condition(p) is vio-
lated, find the trianglet ∈ UmbD(p) that maximizes size(t,σ) over allσ
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containingp and insertx∈Vt |σ that realizes size(t,σ) into S. Go to step
2(c).

(b) If size(t,σ) > λ for some tuple(t,σ), wheret ∈ Skl2S|σ, insertx∈Vt |D
that realizes size(t,σ) into S.

(c) Update DelSand VorS.
(d) If Shas grown in the last execution of step 2, repeat step 2.

(3) Mesh3Complex. For any tuple(t,σ) wheret is a tetrahedron in Skl3S|σ
(a) If ρ(t) > ρ0 insert the orthocenter of the Delaunay ball (orthoball) oft

into S if it does not encroach any triangle in Skl2S|D or any ballB(p,2r)
whereB(p, r) is a protecting ball.

(b) Update DelSand VorS.
(c) If Shas grown in the last execution of step 3, repeat step 3.

(4) Return
⋃

i Skli S|D.

2.4.1 Guarantees

The analysis of the algorithm establishes two main facts: (i) the algorithm termi-
nates, (ii) at termination the output mesh satisfies properties T1-T3:

(T1) For eachσ ∈D1, Skl1S|σ is homeomorphic toσ and two vertices are joined
by an edge in Skl1S|σ if and only if these two vertices are adjacent onσ.

(T2) For 06 i 6 2 andσ ∈ Di , Skli S|σ is a i-manifold with vertices only inσ.
Further, bdSkli S|σ = Skli−1S|bdσ. For i = 3, the statement is true only if the
set Skli S|σ is not empty at the end ofMesh2Complex.

(T3) There exists aλ > 0 so that the output mesh ofDelPSC(D,λ,ρ0) is home-
omorphic toD. Further, this homeomorphism respects stratification with
vertex restrictions, that is, for 06 i 6 3, Skli S|σ is homeomorphic toσ ∈Di

where bdSkli S|σ = Skli−1S|bdσ and vertices of Skli S|σ lie in σ.

2.5 Termination

We prove that during refinementDelPSC maintains a positive distance between
each inserted point and all other existing points. Then the compactness ofD
allows the standard packing argument to claim termination.We need some results
from sampling theory.8,12,22Let Σ⊂ R

3 be a smooth (C2-smooth) closed surface.
The local feature sizef (x) at a pointx∈ Σ is its distance to the medial axis ofΣ.

Lemma 2.2 (8,12,22) Letε ∈ (0,1/3) be some constant.
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(i) For any two points x and y inΣ such that‖x−y‖6 ε f (x),

(a) the angle between the surface normals at x and y is at mostε/(1−3ε);
(b) the angle between xy and the surface normal at x is at least arccos(ε/2).

(ii) Let pqr be a triangle with vertices onΣ and circumradius no more thanε f (p).
The angle between the normal of pqr and the surface normal at pis less than
7ε.

We use Lemma 2.2 to prove the next result. This result says that if restricted
triangles incident to a point in a 2-faceσ have small sizes,Vp intersectsσ nicely.
Figure 2.3 explains more about its implications.

Lemma 2.3 Let p∈ S be a point on a 2-faceσ. Let σp be the connected compo-
nent in Vp|σ containing p. There exists a constantλ > 0 so that following holds:

If some edge of Vp intersectsσ andsize(t,σ) < λ for each triangle t∈ Skl2S|σ
incident to p, then

(i) there is no2-faceτ where p6∈ τ andτ intersects a Voronoi edge of Vp;
(ii) σp = Vp ∩ B ∩ σ where B= B(p,2λ) if p is unweighted and B=

B(p,2radius(Bp)+2λ) otherwise;
(iii) σp is a 2-disk;
(iv) any edge of Vp intersectsσp at most once;
(v) any facet of Vp intersectsσp in an empty set or an open curve.

Proof Observe that, because of protection,p has a positive minimum distance
to any 2-faceτ not containing it. Therefore, any Voronoi edge ofVp intersectingτ
violates the size condition whenλ is sufficiently small. This proves (i).

Considerp is unweighted. For any facetF of Vp, we useHF to denote the
plane ofF . Assume thatλ is less than 1/32 the local feature size of the surface of
σ at p. Let B = B(p,2λ). It is known thatB∩σ is a 2-disk.

First, we claim that for any facetF of Vp, if HF intersectsB∩σ, then the an-
gle between the normal toσ at p and the plane ofF is at most arcsin(1/16),
that is, ∠nσ(p),HF 6 arcsin(1/16) and bothHF ∩ B∩ σ and F ∩ B∩ σ con-
tains no closed curve. The dual Delaunay edgepq of F has length at most 4λ,
which is less than 1/8 the local feature size. By Lemma 2.2(ib), ∠nσ(p),HF =

π/2−∠nσ(p), pq6 arcsin(1/16). There is no closed curve inHF ∩B∩σ because
such a closed curve would bound a 2-disk inB∩σ, which would contain a point
x such that∠nσ(x),HF = π/2. This is a contradiction because∠nσ(x),HF 6

∠nσ(x),nσ(p) + ∠nσ(p),HF 6 1/13+ arcsin(1/16) < π/2 by Lemma 2.2(ia).
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Fig. 2.3 (left): A 2-faceτ wherep 6∈ τ intersects some edge ofVp. This is not possible according to
Lemma 2.3(i), (middle): also not possible since there is another component ofσ within B∩Vp other
thanσp, (right): Within B, σ intersectsVp in a topological disk. It is possible that there is a different
component (τ) which does not intersect any Voronoi edge and hence does notcontribute any dual
restricted triangle incident top.

SinceHF ∩B∩σ contains no closed curve, neither doesF ∩B∩σ. This proves
the claim.

Second, we claim that for any facetF of Vp, if HF is within a distance ofλ
from p, HF ∩B∩σ is a single open curve. Consider the diskHF ∩B. Let ~d be
the projection ofnσ(p) onto HF . Let L ⊂ HF be the line through the center of
HF ∩B orthogonal to~d. Let x be any point inHF ∩B∩σ. The angle betweenpx
and the tangent plane atp is at most arcsin(1/32) by Lemma 2.2(ib). We already
proved that∠nσ(p),HF 6 arcsin(1/16). So the distance betweenx andL is less
than‖p− x‖sin(2arcsin(1/16)) 6 2λsin(2arcsin(1/16)) < 0.25λ. Let L∗ ⊂ HF

be the strip of points at distance 0.25λ or less fromL. Since radius ofB is 2λ
andHF is at mostλ distance fromp, the radius ofHF ∩B is at least

√
3λ. It

follows that the boundary ofHF ∩B intersectsL∗ in two disjoint circular arcs. We
already proved that there is no closed curve inHF ∩B∩σ. It can be shown that
if HF ∩B∩σ contains two open curves, one of the curves, sayC, must have both
endpoints on the same arc inHF ∩B∩L∗. The radius ofHF ∩B is at least

√
3λ.

So some tangent toC must make an angle at most arcsin(0.25/
√

3) < 0.15 with
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~d. But this implies that the angle between the surface normal at some point onC
andnσ(p) is at leastπ/2−0.15−∠nσ(p),HF > π/2−0.15−arcsin(1/16) > 1,
contradicting Lemma 2.2(ia). This proves the claim.

Third, we claim that for any facetF of Vp, if F intersectsB∩σ, F ∩B∩σ is
a single open curve with endpoints in bdF . We already proved that there is no
closed curve inF ∩B∩σ. SinceF does not have any tangential contact withσ,
F ∩B∩σ is a set of open curves and the endpoints of any open curve inF ∩σ
thus lie in bdF . Assume to the contrary thatF ∩B∩σ contains two open curves,
sayξ andξ′. By our assumption,HF is within a distance ofλ from p. We have
shown before thatHF ∩B∩σ is a single open curve. FollowHF ∩B∩σ from ξ to
ξ′. When we leaveξ, we must leaveF at a Voronoi edgee⊂ bdF . Afterwards,
we stay in the planeHF and we must cross the support line ofe again in order
to reachξ′. Therefore, some tangent toHF ∩B∩σ is parallel toe. However, the
angle between the surface normal at some point onHF ∩B∩σ andnσ(p) would
then be at leastπ/2−∠nσ(p),e> π/2−7/32 by Lemma 2.2(ii). This contradicts
Lemma 2.2(ia). This proves the claim.

Each facet ofVp that intersectsB∩σ intersects it in a single open curve. Every
curve endpoint is dual to some triangle incident top. Thus, our assumption about
sizes of restricted triangles incident top ensures that every curve endpoint lies
strictly insideB. This implies that the facets ofVp intersectB∩σ in a set of simple
closed curves. We have analyzed this situation in Cheng et al.9 and showed that
exactly one face in this arrangement of closed curves lies insideVp and it is a 2-
disk. Of course, this face isσp. This proves thatσp =Vp∩B∩σ and it is a 2-disk.
Take an edgee of Vp that intersectsB∩σ. By Lemma 2.2(ii),∠nσ(p),e6 7/32.
Then, by Lemma 2.2(ia),B∩σ is monotone in the direction ofe. Therefore,e
intersectsB∩σ exactly once. It follows that any edge ofVp intersectsσp at most
once. The correctness of (iii) follows from the third claim.

The above proves the lemma for the case thatp is unweighted. The case of
p being weighted can be handled similarly by settingB to beB(p,2radius(Bp)+

2λ). �

Now, we are ready to prove the termination ofDelPSC.

Theorem 2.1DelPSC terminates.

Proof Consider a vertexp on a 2-faceσ. Let λ be a constant that satisfies
Lemma 2.3. By Lemma 2.3(i), no restricted triangle incidentto p connects it to
a vertex inτ wherep 6∈ τ. Notice that, because of protection, we can assumeλ
to be so small that no triangle incident top connects two non-adjacent weighted
vertices. This satisfies parts of disk condition. The only thing we need to show is
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that the restricted triangles incident top form a topological disk if size(t,σ) < λ
for each such trianglet.

Observe that if no edge of the Voronoi cellVp intersectsσ, there is no restricted
triangle incident top and hencep does not exist in Skl2S|D2 and can be ignored.
So, assume that some edge ofVp intersectsσ. Letσp be the connected component
of Vp|σ containingp. By duality the conclusions in Lemma 2.3(ii)-(v) imply that
the restricted triangles incident top form a topological disk which containsp in
the interior if and only ifp lies in the interior ofσ. In other words, disk condition
is satisfied. Therefore, if disk condition is not satisfied for some pointp, we can
assume there is a trianglet incident top for which size(t,σ) > λ > 0. In that case
the new inserted point byMes2Complex has a positive weighted distanceλ from
all other existing points.

Consider a tetrahedront whose orthocenter is inserted byMesh3Complex.
Sinceρ0 > 1, closest point distance cannot decrease whent has all vertices un-
weighted. Whent has a weighted vertex, the inserted orthocenter has a positive
weighted distance from all other existing points. This is because the orthocenter is
inserted only if it lies at least 2r distance away from any protecting ball of radius
r. In sum, all points are inserted with a fixed lower bound on their distances to
all existing points. A standard packing argument establishes termination of the
refinement process. �

2.6 Topology Guarantees

Let M denote the output mesh ofDelPSC. Property T1 follows immediately from
Lemma 2.1.

Theorem 2.2M satisfies T1.

Theorem 2.3M satisfies T2.

Proof
Case(i):σ ∈D61. It follows trivially from property T1.
Case(ii): σ ∈ D2. At the end ofMesh2Complex if Skl2S|σ is not empty, the
Disk Condition ensures that Skl2 S|σ is a simplicial complex where each ver-
tex v belongs toσ and has a 2-disk as its star. Ifσ has a non-empty boundary,
the weighted points on bdσ have some edge in their Voronoi cells which inter-
sectsσ (by Lemma 2.1). Ifσ has empty boundary, the same is guaranteed by
the three weighted points which are initially placed onσ. In both cases Skl2S|σ
remains non-empty. Insertions inMesh3Complex does not disturb Skl2S|bdσ′ for
anyσ′ ∈D3. Therefore, Skl2S|σ retains the disk property at each vertex even after
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Mesh3Complex terminates. It follows from a result in PL topology that Skl2S|σ
is a 2-manifold whenDelPSC terminates.

Now we show that the boundary of Skl2S|σ is Skl1S|bdσ. Each vertex
v∈ Skl2S|σ is an interior vertex if and only if it belongs to the interiorof σ. Thus,
the only vertices which are on the boundary of the manifold are the vertices on
bdσ. These are the vertices of Skl1S|bdσ by T1. The edges of bdSkl2S|σ can then
connect only vertices in Skl1S|bdσ. Because of disk condition, these edges can-
not connect non-adjacent vertices in bdσ. Therefore, they connect only adjacent
vertices on bdσ and are exactly the edges of Skl1S|bdσ by T1.

Case (iii): σ ∈ D3. Let K = Skl3S|σ. First we argue that ifK is not empty
then it has vertices only inσ. Suppose not. Then there is a tetrahedron inK one
of whose vertex, sayp, is in σ′ ∈D whereσ′ 6⊆ σ. The dual Voronoi vertex, say
v, of this tetrahedron is inσ by definition. The Voronoi cell ofp intersects bothσ
andσ′. Therefore there is a Voronoi edge of this Voronoi cell that intersects bdσ.
But then Skl2S|σ has a triangle with vertexp∈ σ′. This contradicts property T2.

Next we establish that Skl2S|bdσ is a 2-manifold which will help provingK is
a 3-manifold. By definition Skl2S|bdσ = ∪Skl2S|σi where eachσi is a 2-face in
bdσ. By property T2 any vertexp ∈ Skl2S|bdσ is in someσ′ ⊆ bdσ. If p is in
the interior ofσ′, Umbbdσ(p) is a 2-disk by property T2. Ifp is in bdσ′ we have
two cases. Ifp is not a 0-face, it is incident to exactly two 2-faces,σ′ and, sayσ′′,
in bdσ. The two 2-disks Umbσ′(p) and Umbσ′′(p) meet along two edges to form
a 2-disk withp in its interior. If p is a 0-face, this construction generalizes to all
2-faces incident top on bdσ. All 2-disks aroundp meet along common edges to
form a 2-disk withp in its interior. Therefore, all vertices in Skl2S|bdσ have a star
which is a closed 2-disk with the vertex in its interior. It implies from PL topology
that Skl2S|bdσ is a closed 2-manifold.

Now we show that bdK = Skl2S|bdσ as required. LetT be the set of triangles
in K that are incident to only one tetrahedron inK. We claim thatT = Skl2S|bdσ.
The dual Voronoi edge of any trianglet ∈ T intersects bdσ. Otherwise, its two
endpoints lie inσ whose two dual tetrahedra being incident tot contradict thatt is
incident only to one tetrahedron. Therefore,t ∈Skl2S|bdσ by definition. It follows
thatT ⊆ Skl2S|bdσ. Being on the boundary of a union of tetrahedra, each edge of
the triangles inT is incident to positive and even number of triangles inT. If T is a
strict subset of Skl2S|bdσ some edge inT will have only a single triangle incident
to it since Skl2S|bdσ is a connected closed manifold. ThereforeT is exactly equal
to Skl2S|bdσ. �

To prove T3 we need a result of Edelsbrunner and Shah20 about the topological
ball property (TBP). For smooth surface meshing, the TBP played a key role in
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Fig. 2.4 F is a Voronoi facet (k = 2). In (a), F intersects a 2-face (j = 2) in a closed topological
interval (1-ball). Voronoi edges (k = 1) intersectσ in a single point, a 0-ball. In (b),F intersects the
1-face (σF ) in a single point, and for 16 i 63, F ∩σi are closed topological 1-balls.F intersects only
2-faces that are incident toσF .

proving topological guarantees.7,9 It turns out that an extended version of the TBP
(also given in Edelsbrunner and Shah20) is needed to prove topological guarantees
for PSCs. It can be shown that the following two properties P1and P2 imply the
extended TBP.18 Therefore, according to Edelsbrunner-Shah20 result, DelS|D has
underlying space homeomorphic to the|D| if P1 and P2 hold (see Figure 2.4).

Let F be ak-face of VorSwhereS is the output vertex set.

(P1) If F intersects an elementσ∈D j ⊆D, the intersection is a closed(k+ j−
3)-ball.

(P2) There is a unique lowest dimensional elementσF ∈D so thatF intersects
σF and only elements that are incident toσF .

Lemma 2.1 and Lemma 2.3 together almost provide condition P1except that
the precondition of intersecting Voronoi edges of Lemma 2.3needs to be proved
and the case of a surface patch avoiding all Voronoi edges as in Figure 2.3(right)
needs to be avoided. These two facts are proved in Lemma 2.4 and Lemma 2.5 re-
spectively. Notice that we require stronger condition on triangle sizes for proving
these results. Both Lemma 2.4 and Lemma 2.5 require that all restricted triangles
have small sizes in contrast to restricted triangles incident to a particular point as
in Lemma 2.3. It is interesting to note that the termination guarantee does not
require this stronger condition.

Lemma 2.4 There exists a constantλ > 0 for which following holds. If
size(t,σ′) < λ for each tuple(t,σ′), t ∈ Skl2S|σ′ , then for each point p∈ S and
each2-faceσ where p∈ σ, an edge of Vp intersectsσ.

Proof Suppose that no edge ofVp intersectsσ. Let q∈ σ be a weighted point.
By the initialization step each 2-face has at least one such point. Because of
Lemma 2.1 an edge ofVq has to intersectσ. Consider walking on a path inσ from
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p to q. Let p = p0, p1, .., pk = q be sequence of vertices whose Voronoi cells are
encountered along this walk. Since no edge ofVp intersectsσ and some edge of
Vq intersectsσ, there exists two consecutive verticespi andpi+1 in this sequence
so that no edge ofVpi intersectsσ whereas some edge ofVpi+1 does intersectσ.
By Lemma 2.3 we can claim thatσpi+1 is a disk. A boundary cycle ofσpi overlaps
with the boundary ofσpi+1. This is impossible as the curves on the boundary of
σpi+1 intersect Voronoi edges whereas those on the boundary ofσpi do not. �

Lemma 2.5 There exists a constantλ > 0 such that ifsize(t,σ′) < λ for each tuple
(t,σ′), t ∈ Skl2 S|σ′ , then for each point p and2-faceσ where p∈ σ

(i) Vp|σ is a 2-disk;
(ii) any edge of Vp intersects Vp|σ at most once;
(iii) any facet of Vp intersects Vp|σ in an empty set or an open curve.
(iv) Vp does not intersect anyσ′ where p6∈ σ′.

Proof Recall thatσp denotes the connected component inVp|σ containingp.
Because of Lemma 2.4 we can apply Lemma 2.3 to claim thatσp satisfies
properties (i)-(iii) for eachσ containingp. Therefore, it suffices to prove that
Vp|D =

⋃

σ∋p σp to claim (i)-(iv).
Assume to the contrary that

⋃
σp ⊂ Vp|D. By Lemma 2.3,σp = Vp∩B∩σ

and no edge ofVp intersectsD outsideB. This implies that for any connected
componentC∈Vp|D \

⋃
σp, bdC lies inside facets ofVp. Also,Vp can intersect a

1-face only if it containsp (by Lemma 2.1). Therefore, bdC cannot have endpoints
implying that bdC is a set of closed curves not intersecting any Voronoi edge.

Let C⊂ σ′. Voronoi cells partitionσ′. A path onσ′ from bdC to a sample
point q∈ σ′ passes through the connected components of this partition.We must
encounter two adjacent components along this path, sayC′ andC′′, whereC′ 6= σ′s
for anysandC′′= σ′r for somer ∈σ′. This is because the first and last components
satisfy this property. Then, we reach a contradiction sincebdC′′ = bdσ′r intersects
Voronoi edges by Lemma 2.3 whereas bdC′ does not. �

Lemma 2.1 and Lemma 2.5 establish two facts forσ ∈ D62 before
Mesh3Complex begins : (i)σ intersectsVp if and only if p∈ σ, and (ii) property
P1 holds forσ. SinceMesh3Complex does not insert any point which encroaches
a triangle in Skl2S|σ, (i) and (ii) still hold for anyσ ∈D62. This means (i) also
holds for any 3-faceσ at termination. Letp be in the interior ofσ ∈D3. Then,Vp

cannot intersect bdσ due to (i). In this caseσ satisfies P1 withVp trivially. If p
is in bdσ, the intersectionVp∩σ should satisfy P1 again since bdσ∩Vp does so.
This establishes P1. Next lemma establishes Property P2.
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Lemma 2.6 There exists aλ > 0 so that ifsize(t,σ) < λ for each tuple(t,σ),
t ∈ Skl2S|σ, then the following holds. Let F be a k-face inVorS. There is an
elementσF ∈D so that F intersectsσF and only elements inD that haveσF on
their boundary.

Proof Case 1:F is a Voronoi cellVp. Let σF ∈ D be the lowest dimensional
element containingp. We claim all elements inD intersectingF haveσF in
their boundaries and thusσF is unique. If not, let there be anotherσ′ ∈D where
σF 6⊂ bdσ′. Notice thatp 6∈ σF ∩σ′ since otherwiseσF ∩σ′ is either an element
of D whose dimension is lower thanσF or σF ∩σ′ = σF both of which are impos-
sible. It follows thatp 6∈ σ′. But we already argued above thatVp intersects only
elements inD that containp.

Case 2:F is a Voronoi facetVpq. Let σF be a lowest dimensional element that
F intersects. Assume there is anotherσ′ intersectingF whereσF 6⊂ bdσ′. We go
over different dimensions ofσ′ each time reaching a contradiction. Ifσ′ ∈ D3,
bdσ′ must intersectF . Otherwise,F intersects onlyσ′ contradicting that it also
intersectsσF 6= σ′. Renaming bdσ′ asσ′ we can use the contradiction reached for
the case below.

Assumeσ′ ∈D62; σ′ intersectsF and does not containσF on its boundary.
Two cases can arise. Either (i)σF andσ′ are disjoint withinVp or Vq, or (ii) σF

andσ′ have a common boundary inVp andVq. Case (i) cannot happen due to
the claim in Case 1. For (ii) to happen bothp andq have to be on the common
boundaries ofσF andσ′. This means thatp andq have to be on some element in
D61. Observe thatp andq are non-adjacent since otherwiseVpq has to intersect
the common boundary ofσF andσ′ whose dimension is lower than that ofσF .
But this would contradict the disk condition that no two non-adjacent vertices in
D1 is connected by a restricted edge.

The above argument implies that all elements intersectingF haveσF as a
subset.

Case 3:F is a Voronoi edge. CertainlyF cannot intersect a 2-faceσF more
than once due to Lemma 2.5. The other possibility is thatF = Vt , t ∈ Skl2S|σF ,
andF intersectsσ′ 6= σF . But then a Voronoi cell adjacent toF would intersect
two 2-facesσF andσ′ andt is in both Skl2S|σF and Skl2S|σ′ violating the disk
condition. �

Theorem 2.4M satisfies T3.

Proof For sufficiently smallλ > 0, the triangles in Skl2S|D satisfy the con-
ditions for Lemma 2.5 and Lemma 2.6. This means that properties P1 and P2
are satisfied whenλ is sufficiently small. Also when P1 and P2 are satisfied
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⋃

i Skli S|D = DelS|D. It follows that Edelsbrunner-Shah conditions are satisfied
for the outputM of DelPSC. Thus,M has an underlying space homeomorphic
to |D|. The homeomorphism constructed by Edelsbrunner and Shah actually re-
spects the stratification, that is, for eachσ ∈ Di , Skli S|σ is homeomorphic to
σ. Furthermore, property T2 holds for any output ofDelPSC. This means, for
06 i 6 2, Skli S|σ = Skli−1S|bdσ and Skli S|σ has vertices only inσ. We can claim
the same condition even fori = 3 since Skl3S|σ, σ ∈D3, is not empty at the end
of Mesh2Complex whenλ is sufficiently small. A Voronoi edge intersecting bdσ
cannot intersect it more than once as we argued in Case 3 of Lemma 2.6. �

2.7 Conclusions

We have presented a practical algorithm to mesh a wide variety of geometric do-
mains with Delaunay refinement technique. The output mesh maintains a man-
ifold property and with increasing level of refinement captures the topology of
the input. An interesting aspect of the algorithm is that theinput ‘non-smooth
features’ are preserved in the output.

A number of experimental results that validate our claims. This is the first
practical algorithm to produce Delaunay meshes for a large class of three dimen-
sional geometric domains with theoretical guarantees. It can handle arbitrarily
small input angles and preserve input features. When applied to volumes, the al-
gorithm guarantees bounded radius-edge ratio for most of the tetrahedra except
near boundary. It can be easily extended to guarantee bounded aspect ratio for
most triangles and bounded radius-edge ratio for most tetrahedra except the ones
near non-smooth elements.

An obvious open question is to analyze the time and space complexity of the
algorithm. Is it possible to claim non-trivial or even optimal bounds for these
complexities. Very few results exist for optimal Delaunay refinement.23 Finally,
can the algorithm be improved even more by incorporating easier primitives?
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Chapter 3

Families of Convex Sets not Representable by Points

János Pach∗ and Géza Tóth†

City College of New York, CUNY and
Rényi Institute, Hungarian Academy of Sciences, Budapest, Hungary

Let (A,B,C) be a triple of disjoint closed convex sets in the plane such that each
of them contributes at least one point to the boundary∂ of the convex hull of their
union. If there are three pointsa ∈ A,b ∈ B,c ∈C that belong to∂ and follow
each other in clockwise (counterclockwise) order, we say that theorientation
of the triple(A,B,C) is clockwise (counterclockwise). We construct families of
disjoint closed convex sets{C1, . . . ,Cn} in the plane whose every triple has a
unique orientation, but there are no pointsp1, . . . , pn in general position in the
plane whose triples have the same orientations. In other words, these families
cannot be represented by a point set of the sameorder type. This answers a
question of A. Hubard and L. Montejano. We also show the size of the largest
subfamily representable by points, which can be found in anyfamily of n disjoint
closed convex sets in general position in the plane, isO(nlog8/ log9). Some related
Ramsey-type geometric problems are also discussed.
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3.1 Introduction

Let C be a family of disjoint closed convex sets in the plane ingeneral position,
that is, assume that
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(1) nothreeof them have a common tangent line, and
(2) the convex hull of the union of two membersA,B∈ C never contains a third

memberC ∈ C, that is, conv(A∪B∪C) 6= conv(A∪B) holds for every triple
of distinct membersA,B,C∈ C.

Analogously, we say that a set of pointsP in the plane is in general position if no
threeelements ofP are collinear.

The type tp(A,B,C) of an ordered triple of members ofC is defined as+1
(or −1) if there are three pointsa ∈ A,b ∈ B,c ∈ C belonging to the boundary
Bd conv(A∪B∪C) that follow each other in clockwise (counterclockwise) order
along this boundary. Notice that the same triple(A,B,C) may havetwo types at
the same time if one of the sets contributes two arcs to Bd conv(A∪B∪C).

A point setP in general position in the plane is said torepresentthe order type
of C if there is a one-to-one correspondencef : C→ P such that

tp( f (A), f (B), f (C)) = tp(A,B,C) for all A,B,C∈ C with a unique type.

As far as we know, order types of set families were first studied by Bisztriczky
and G. Fejes Tóth.1,2 They generalized a famous conjecture of Erdős and Szek-
eres3,4 to families of convex sets in the plane as follows: Any familyC of at least
2n−2 + 1 disjoint closed convex sets in general position hasn members in con-
vex position. Recently, A. Hubard and L. Montejano suggested that this stronger
conjecture may actually be equivalent to the original one. More precisely, they
suspected that the order type of every familyC with the above property can be
represented by points. In the present note, we show that thisis not the case.

Theorem 3.1There exists a family ofninepairwise disjoint segments in general
position in the plane, whose order type cannot be represented by points.

Let r = r(n) denote the largest integer such that every familyC of n disjoint
closed convex sets in general position in the plane hasr members whose order
type can be represented by points. By definition, the order type of any subfamily
of C in convex position can be represented by points. According to Pach and
Tóth,5 every familyC with the above property has at least log16n members in
convex position. Therefore, we haver(n) > log16n. Iterating the construction in
Theorem 3.1, we obtain

Theorem 3.2For every n, there exists a family of n pairwise disjoint segments in
general position in the plane which has no subfamily of size⌊nlog8/ log9⌋ whose
order type is representable by points.

A collection of two-way infinite (unbounded) non-selfintersecting curves in
the plane is called a family ofpseudolinesif any two curves have precisely one
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point in common, at which they properly cross. It is said to besimpleif no three
pseudolines pass through the same point. A family of pseudolinesP is stretchable
if there exists a family of linesL such that the cell decompositions induced byP

andL are topologically isomorphic. It was known already to Hilbert6 and Levi7

that there are nonstretchable families of pseudolines. Thefirst example of a non-
stretchablesimplearrangement was given by Ringel.8 It was shown by Mnev9,10

that it is a computationally hard (NP-hard) problem to decide whether an arrange-
ment of pseudolines is stretchable (see also Shor.11)

In complete analogy to the above problem, we can try to determine the size
of the largest stretchable subfamily contained in every simple family ofn pseudo-
lines.

Theorem 3.3Let s= s(n) denote the largest integer such that every simple family
P of n pseudolines has a stretchable subfamily of size s. For every n, we have

log4n 6 s(n) 6 ⌊nlog8/ log9⌋.

Theorem 3.1 is established in Section 3.2, Theorems 3.2 and 3.3 are proved in
Section 3.3. In the last section, we discuss some related problems.

3.2 A Nonrepresentable Order Type of Segments

The aim of this section is to establish Theorem 3.1. The proofis based on
Ringel’s8 construction of a nonstretchable arrangement ofninepseudolines, that
can be obtained by modifying thePappus configuration; see Figure 3.1. It is
known that every arrangement of fewer than nine pseudolinesis stretchable.12,13

Let S = {S1, . . . ,Sn} be a family of disjoint segments in general position in
the plane. We say thatS can beflattenedif for any ε > 0 there are two disks
of radiusε at unit distance,D1 andD2, and another family of disjoint segments
S′ = {S′1, . . . ,S′n} with the same order type such that eachS′i ∈ S′ has one endpoint
in D1 and one inD2.

Lemma 3.1 There exists a familyS of nine segments in general position in the
plane

(i) which can be flattened, and
(ii) the order type of which cannot be represented by points.

Proof Start with the Pappus configuration (see Figure 3.1), and slightly perturb
its points so that its originally collinear triples receivethe following orientations:

tp(p1
1, p1

2, p1
3) = +1, tp(p2

1, p2
2, p2

3) = +1, tp(p3
1, p3

2, p3
3) = +1,
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p

p p p

ppp

2

3 3 3
21 3

3

p2

2 2

32
1 1 1

p
1

1

Fig. 3.1 The Pappus configuration.

tp(p1
1, p2

1, p3
2) = +1, tp(p1

1, p2
2, p3

3) =−1,

tp(p1
2, p2

1, p3
1) =−1, tp(p1

2, p2
3, p3

3) = +1,

tp(p1
3, p2

3, p3
2) =−1, tp(p1

3, p2
2, p3

1) =−1.

This can be achieved, for example, by taking

p1
1 = (−2,1), p1

2 = (0,1+110δ), p1
3 = (2,1),

p2
1 = (−1,−2δ), p2

2 = (0,−δ), p2
3 = (1,−2δ),

p1
1 = (−2,−1−50δ), p3

2 = (0,−1−20δ), p3
3 = (2,−1).

It follows from Ringel’s result,8 by duality, that there are no pointspi
j (1 6

i, j 6 3), for which the abovenine triples have the same types (orientations) as
for the pointspi

j (1 6 i, j 6 3), except that the orientation of the last triple is
opposite, that is, tp(p1

3, p2
2, p3

1) = +1. In other words, this modified order typeτ is
not representable by points (see Figure 3.2).

Next we show that there is a family of segments whose order type isτ.
Let L be a fixed very large number. For any 16 i, j 6 3, let Si

j be a segment
of lengthL with slope 1/2, whose right endpoint ispi

j . Observe that the set of
segments{Si

j | 1 6 i, j 6 3} has the same order type as the point set{pi
j | 1 6

i, j 6 3}. Now slightly rotateS1
3 aboutp1

3 in the clockwise direction to a position in
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Fig. 3.2 The set{pi
j | 1 6 i, j 63}.

which p2
2, p3

1, and hence the entire segmentS3
1, lie below it. Next, applying a small

counterclockwise rotation aboutp2
2, bring the segmentS2

2 into a position where it
lies belowS3

1. See Figure 3.3. With a slight abuse of notation, the new segments
are also denoted bySi

j . Notice that during the above transformation no triple of
segmentsSi

j switched orientations, except one: the orientation of(S1
3,S

2
2,S

3
1) has

become clockwise. That is, we have

tp(S1
1,S

1
2,S

1
3) = +1, tp(S2

1,S
2
2,S

2
3) = +1, tp(S3

1,S
3
2,S

3
3) = +1,

tp(S1
1,S

2
1,S

3
2) = +1, tp(S1

1,S
2
2,S

3
3) =−1,

tp(S1
2,S

2
1,S

3
1) =−1, tp(S1

2,S
2
3,S

3
3) = +1,

tp(S1
3,S

2
3,S

3
2) =−1, tp(S1

3,S
2
2,S

3
1) = +1.

Consequently, we found a family of segments whose order typeτ is not repre-
sentable by points.

It remains to argue that the familyS = {Si
j | 1 6 i, j 6 3} can be flattened.

To see this, notice that for anyε > 0, one can choose a sufficiently smallδ and a
sufficiently largeL so that, after appropriate scaling, all left endpoints and all right
endpoints of the segments lie in two disks of radiusε at unit distance from each
other. �
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Fig. 3.3 The triple(S1
3,S

2
2,S

3
1) switched its orientation.

3.3 The Iteration Step

Theorem 3.2 is an immediate corollary of Lemma 3.1 and the following statement.

Lemma 3.2 Suppose there exists a familyS of k disjoint segments in general posi-
tion in the plane, which can be flattened and which has an ordertype that cannot
be represented by points. Then, for every i= 1,2, . . . , there is a familySi of ki

segments in general position in the plane, which can be flattened and which does
not have any subfamily of size larger than(k−1)i whose order type can be repre-
sented by points.

Proof For anyδ > 0, letS1(δ) be a family ofk unit segments whose order type
cannot be represented by points and their left endpoints andright endpoints lie in
two disks of radiusδ. Let i > 1 and suppose, recursively, that we have already
constructed a familySi = {S1, . . . ,Ski} of unit segments such that their left and
right endpoints lie in two disks of radiusε/2 andSi has no subfamily of size
larger than(k−1)i, whose order type can be represented by points.

Let δ be a small positive number to be specified later. Replace eachsegment
Sj ∈ S

i by a congruent copyS1
j (δ) of S

1(δ), with the same orientation, in such
a way thatSj coincides with a member ofS1

j (δ). Let Si+1 be the union of these
copies. Obviously, we have|Si+1| = ki+1. Furthermore, ifδ > 0 is sufficiently
small, then

(1) the members ofSi+1 are disjoint and are in general position;
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(2) the left endpoints and the right endpoints of the segments in Si+1 lie in two
disks of radius at mostε/2+ δ 6 ε;

(3) for any three distinct indicesj, j ′, j ′′, the orientation of any triple of segments
belonging to the subfamilies replacingSj ,Sj ′ ,Sj ′′ , respectively, is the same as
the orientation of the triple(Sj ,Sj ′ ,Sj ′′).

It is easy to show that one cannot select more than(k−1)i+1 segments from
Si+1 such that their order type can be represented by points. Indeed, by prop-
erty 3 above and by the induction hypothesis, such a set cannot contain segments
belonging to more than(k− 1)i subfamiliesS1

j (δ) replacing distinct elements
Sj ∈ Si . On the other hand, from each subfamilyS1

j (δ), we can select at mostk−1
segments. �

In the same way, as Theorem 3.2 can be deduced from Theorem 3.1us-
ing Lemma 3.2, one can establish the upper bound in Theorem 3.3 by iterating
Ringel’s construction of a nonstretchable arrangement of nine pseudolines.8 By
the result of Goodman14 every arrangement of pseudolines can be represented
such that all pseudolines arex-monotone curves, in particular, it follows that
Ringel’s construction can be ”flattened” in the following sense: An arrangement
of pseudolinesP = {πi | i ∈ I} can beflattenedif for any ε > 0, there exist real
functions fi : R→R, i ∈ I satisfying two conditions.

(1) The graphs of the functionsfi form an arrangement of pseudolines such that
the cell decomposition of the plane induced by them is isomorphic to the cell
decomposition induced byP.

(2) For everyi ∈ I andx∈ R, we have| fi(x)|< ε.

To prove the upper bound in Theorem 3.3, instead of Lemma 3.2 we have to
use the following statement (the straightforward recursive proof of which is left to
the reader).

Lemma 3.3 Suppose there exists a simple nonstretchable arrangementP of k
pseudolines in the plane, which can be flattened. Then, for every i = 1,2, . . .,
there is a simple nonstretchable arrangementPi of ki pseudolines which can be
flattened and which does not have any stretchable subarrangement of size larger
than(k−1)i.

It was first pointed out by Goodman and Pollack15 that every finite arrange-
ment of pseudolines is isomorphic to an arrangement ofx-monotonepseudolines
(see also Goodman and Pollack13 and Goodman et al.16 for a much stronger state-
ment). Therefore, to prove the lower bound in Theorem 3.3, itis enough to restrict
our attention to families ofx-monotone pseudolines.
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Let P = {ℓ1, ℓ2, . . . , ℓn} be a simple arrangement ofx-monotone pseudolines.
We say thatℓ1, ℓ2, . . . , ℓn form acap(acup) if

(1) in the cell decomposition determined by them there is an unbounded cell
whose boundary contains a piece of each member ofP, in this clockwise
(counterclockwise) order, and

(2) this cell lies below (above) every pseudolineℓi ∈ P.

It is clear that all caps and cupsP are stretchable, since the cell decomposition of
the plane induced by them is isomorphic to the cell decomposition induced by|P|
distinct tangent lines of an open semicircle.

Thus, the lower bound in Theorem 3.3 follows from

Lemma 3.4 Any simple arrangementP of more than
(k+m−4

m−2

)
x-monotone pseu-

dolines contains a cap of size at least k or a cup of size at least m.

Proof The statement can be established by dualizing and adapting the original
proof of the Erdős-Szekeres theorem.3 The lemma holds ifk 6 2 or m6 2. Sup-
pose thatk,m> 2 are fixed and that we have already proved the statement for all
pairs(k′,m′) with k′ < k or m′ < m.

Let P be a simple arrangement of
(k+m−4

m−2

)
+ 1 x-monotone pseudolines. Us-

ing the induction hypothesis and the fact that
(k+m−4

m−2

)
+ 1 >

(k+m−5
m−2

)
+ 1, we

obtain thatP contains a cap of size(k− 1) or a cup of sizem. In the latter
case we are done. So we may assume thatP contains a cap of size(k− 1).
Delete the first member of such a cap from the arrangement. We still have
more than

(k+m−5
m−2

)
+ 1 pseudolines, soP must have another cap of size(k−1).

Again, delete its first member, and repeat this procedure as long as there are
more than

(k+m−5
m−2

)
pseudolines left. Then stop. We have deleted altogether

(k+m−4
m−2

)
+ 1−

(k+m−5
m−2

)
=
(k+m−5

m−3

)
+ 1 pseudolines. Therefore, by the induction

hypothesis, the set of deleted pseudolines must contain a cap of sizek or a cup of
size(m−1). In the first case, we are done. In the second case, there exists a cup
C1 of size(m−1) such that its first member is also the first member of a capC2

of size(k−1). It is easy to verify (see Figure 3.4) that

(1) either one can extendC1 by the second member ofC2 to a cup of sizem,
(2) or one can extendC2 by the second member ofC1 to a cap of sizek.

This completes the proof. �
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Fig. 3.4 A cap and a cup of size four, having the same first member.

3.4 Concluding Remarks

The lower bounds for the functionsr(n) ands(n) (in Theorem 3.3) follow from
Erdős-Szekeres type results: from the existence of largeconvexsubconfigurations.
To further improve these bounds, we need to find larger classesΓ of “unavoidable”
configurations, representable by points, such that for anyk, every sufficiently large
system contains a subconfiguration of sizek belonging toΓ. To improve theup-
per bounds, on the other hand, we have to define more complicated operations
for building large nonrepresentable order types or nonstretchable arrangements of
pseudolines, using smaller examples.

One can extend the definition oforder typeto arbitrary families of disjoint
convex sets, no three of which have a common tangent line, as follows. Suppose
that a member ofC is allowed to lie “between” two other members, that is, it can
be contained in the convex hull of the union of two others. If,for example,B⊂
conv(A∪C) for someA,B,C∈ C, let tp(A,B,C) and the type of every permutation
of these three members bezero. In all other cases, let us define tp(A,B,C) as
before.

We can now say that a point setP in general position in the plane represents
the order type ofC if there is a one-to-one correspondencef : C→ P such that

tp( f (A), f (B), f (C)) = tp(A,B,C) for all A,B,C∈ C with a unique nonzero type.

Note that, according to this definition, any set ofn points in general position rep-
resents the order type of a family of disjoint convex bodies lying between and
touching the graphs of two functionsf ,g : R→ R, where f is strictly concave,
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g is strictly convex, andf (x) 6 g(x) for everyx∈ R.
By Ramsey’s theorem for three-uniform hypergraphs, every family C of n dis-

joint convex sets in the plane contains a large (that is, roughly log logn size) sub-
family C′ ⊆ C, in which either the type of every triple is zero or the type ofno
triple is zero (see Grahamet al.17). In the former case, the order typeC′ can be
represented by any set of points in general position, in the latter one, we can apply
the results of Pach and Tóth5 to argue thatC′ has a large subfamily, the order type
of which can be represented by points.
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sets,Discrete and Computational Geometry19 (1998) 437–445.

6. D. Hilbert,The Foundations of Geometry, 2nd edn. (Open Court, Chicago, 1910).
7. F. Levi, Die Teilung der projektiven Ebene durch Gerade oder Pseudogerade,Ber.
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Chapter 4

Some Generalizations of Least-Squares Algorithms

Tetsuo Asano∗, Naoki Katoh†, Kurt Mehlhorn‡ and Takeshi Tokuyama§

∗Japan Advanced Institute of Science and Technology, Nomi, 923-1292, Japan
†Kyoto University, Kyoto, 606-8501, Japan

‡Max-Planck-Institut f̈ur Informatik, D-66123, Saarbrücken, Germany
§Tohoku University, Sendai, Aobaku, 980-8579, Japan

Least-squares method is often used for solving optimization problems such as
line fitting of a point sequence obtained by experiments. This paper describes
some extensions of the method and presents an application tosome completely
different geometric optimization problem. Given a sorted sequence of points
(x1,y1),(x2,y2), . . . ,(xn,yn), a line y = ax+ b that optimally approximates the
sequence can be computed by determining the constantsa andb that minimizes
the sum of squared distances to the line, which is given by∑n

i=1(axi +b−yi)
2. It

suffices to solve a system of linear equations derived by differentiating the sum by
a andb. In this paper we extend the problem of approximating a pointsequence
by a 1-joint polyline. Another problem we consider is a geometric optimization
problem. Suppose we are given a set of points in the plane. We want to insert
a new point so that distances to existing points are as close as those distances
specified as input data. If the criterion is to minimize the sum of squared errors,
an application of the same idea as above combined with a notion of arrangement
of lines leads to an efficient algorithm.

Keywords: Algorithm; computational geometry; least-squares method; combina-
torial optimization; polyline approximation of point sequence.
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4.1 Introduction

The least square method for approximating a set of data by a line that minimizes
the total sum of squared vertical errors is applied in various situations. It is a
natural idea to extend this idea so as to approximate a set of data points by a
piece-wise linear function, i.e., a polyline with bounded number of joints instead
of a single line. We consider the problem of approximating a set of points by a
polyline with one joint to minimize the sum of squared errors. We show that this
is also done in linear time.

In addition to the least-squares criterion, we could consider several different
optimization criteria. The second criterion is to minimizethe sum of absolute
error, and the third one to minimize the sum of the maximum error associated
with each edge of the resulting polyline. We show that these three problems can
be handled within a similar framework. An important observation is that our ob-
jective functions are all convex when a given point set is partitioned into subsets
each associated with an edge of a polyline. The computational complexities of
the polyline approximation may be different by the criteria. For one-joint case the
problem for the least sum of squared errors can be solved in linear time if points
are sorted in advance. On the other hand, it seems that no linear time algorithm
exists for other criteria. However, a good news is that a general k-joints case can
be solved in polynomial time both inn andk for the criterion of minimizing the
sum of the maximum errors.1

There are few related works. One important related work is Imai, Katoh and
Yamamoto2 which presents a linear-time algorithm for finding an optimal line
approximating a set of points to minimize the sum of absoluteerror instead of
squared errors.

Another problem we consider is a geometric optimization problem. Suppose
we are given a set of points in the plane. We want to insert a newpoint so that
distances to existing points are as close as those distancesspecified as input data.
If the criterion is to minimize the sum of squared errors, an application of the same
idea as above combined with a notion of arrangement of lines lead to an efficient
algorithm.
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4.2 Polyline Approximation of a Point Sequence

Experimental data are often accompanied by noise. A processof quantitatively
estimating the underlying function known as regression or curve fitting is required.
Most common is the least squares method. It is well known thatgiven a number
of 2-dimensional data the best line approximating the data is obtained in linear
time. A number of variations have been considered. One of thegeneralizations is
the following.a

• Approximate a set of points by a polyline with a bounded number of joints,
and
• Minimize the error defined under three different criteria: sum of least square

errors, sum of absolute errors, and sum of maximum errors, where error for
each point is measured by the vertical difference from the approximating poly-
line.

More formally, the problem is described as follows:

[Problem] Given a set of pointsS= {(x1,y1),(x2,y2), . . . ,(xn,yn)} such that
x1 < x2 < · · · < xn in the plane and an integerk, find anx-monotone polyline
P = ((u0,v0),(a1,b1),(u1,v1),(a2,b2), (u2,v2), . . . ,(uk+1, vk+1),(ak+1,bk+1),

(uk+2,vk+2)) where−∞ = u0 < u1 < .. . < uk+1 < uk+2 = +∞ andvi = aiui +bi =

ai+1ui +bi+1, i = 1,2, . . . ,k+1 for each of the following three optimization con-
ditions:

(A)
k+1

∑
i=0

∑
ui6xj <ui+1

(aix j +bi−y j)
2→min,

(B)
k+1

∑
i=0

∑
ui6xj <ui+1

|aix j +bi−y j | →min,

(C)
k+1

∑
i=0

max
ui6xj <ui+1

(aix j +bi−y j)→min,

subject toaix j +bi−y j > 0 for ui 6 x j < ui+1.

Figure 4.1 gives an example of a polyline approximating a setof points in the
plane.

The author developed a general theory to deal with those problems.1 In this
paper we focus on a special case of 1-joint polyline, which ismost interesting
among them.

aThe result described here is partially included in the paper.1
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xq
xq+1

L1

L2

Fig. 4.1 A 1-joint polyline consisting of two half lines approximating a set of points.

4.3 Known Results

4.3.1 Least Square Error

An algorithm for finding a line minimizing the sum of squared errors is well
known as a least squares method. Once we compute∑n

i=1x2
i ,∑

n
i=1xi ,∑n

i=1yi , and
∑n

i=1xiyi in linear time, we have an optimal approximating liney = ax+ b by
solving the system of equations defined by those values.

4.3.2 Minimum Absolute Error

A linear-time algorithm for finding an optimal line that minimizes the sum of
absolute errors is known. An idea behind the efficient implementation is prune-
and-search. See Imai, Katoh and Yamamoto2 for more detail.

4.3.3 Sum of Max Vertical Errors

The problem in this case is to find a pair of parallel lines of minimum vertical
width that contains all the given points between them. Such apair is characterized
by a minimum vertical gap between upper and lower envelopes of a set of lines
dual to the given points. Thus, if points are sorted, the gap can be computed in
linear time.

4.4 Approximation by a 1-joint Polyline

In this section we consider the problem of approximating a set of points by a 1-
joint polyline to minimize the objective functions defined above. For the time be-
ing we fix a partition of a given point set into subsets:S1 = {(x1,y1),(x2,y2), . . . ,

(xq,yq)} and S2 = {(xq+1,yq+1), . . . ,(xn,yn)}, where each pointpi is given by
(xi ,yi) throughout the paper. Our objective polyline consists of two half lines. The
left half liney= a1x+b1 approximates points ofS1 and the right oney= a2x+b2

those ofS2. We call a tuple(a1,b1,a2,b2) feasibleif the two linesy = a1x+ b1
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andy = a2x+ b2 meet in the interval[xq,xq+1]. Our goal here is to find a tuple
(a1,b1,a2,b2) for the following three problems:

R1(q) : minimize D1(a1,b1,a2,b2) =
q

∑
i=1

(a1xi +b1−yi)
2 +

n

∑
j=q+1

(a2x j +b2−y j)
2 (4.1)

R2(q) : minimize D2(a1,b1,a2,b2) =
q

∑
i=1

|a1xi +b1−yi|+
n

∑
j=q+1

|a2x j +b2−y j | (4.2)

R3(q) : minimize D3(a1,b1,a2,b2) =

max
16i6q

(a1xi +b1−yi)+ max
q+16 j6n

(a2x j +b2−y j) (4.3)

subject to a1xi +b1−yi > 0, 1 6 i 6 q,

and a2x j +b2−y j > 0, q+16 j 6 n.

A crucial observation here is the convexity of the objectivefunctions.

Lemma 4.1 Fixed a partition of a point set S into subsets S1 and S2, the problem
of finding (a1,b1,a2,b2) that minimizes three objective functions above are all
decomposed into two convex programming problems.

Proof It is an easy observation that each term (1)-(3) above is a convex function
in the(a1,b1,a2,b2) space. Thus, each function is the sum of two convex functions
and hence it is also convex in the space. Also, the constraintthat the two lines
y = a1x+ b1 andy = a2x+ b2 meet in the interval[xq,xq+1] can be expressed as
linear constraints depending on whethera1 6 a2 holds or not. Ifa1 6 a2 holds,
the constraint is

xq(a2−a1) 6 b1−b2 6 xq+1(a2−a1). (4.4)

Otherwise, it is

xq(a1−a2) 6 b1−b2 6 xq+1(a1−a2). (4.5)

Thus, the problemRi(q),q = 1,2,3 under the constraint of (4.4) or (4.5) is a con-
vex program. In particular, fori = 1, it is a convex quadratic program while for
i = 2,3 it is a linear program. �

From this lemma, all three problemsRi(q) are polynomially solvable, and thus
1-joint polyline approximation can be solved in polynomialtime.
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In order to solve a 1-joint problem more efficiently, let us consider the follow-
ing 0-joint (i.e. linear approximation) problems forS1 andS2.

Q1
1 : minimize

q

∑
i=1

(a1xi +b1−yi)
2 (4.6)

Q2
1 : minimize

n

∑
i=q+1

(a1xi +b1−yi)
2 (4.7)

Q1
2 : minimize

q

∑
i=1
|a1xi +b1−yi| (4.8)

Q2
2 : minimize

n

∑
i=q+1

|a1xi +b1−yi| (4.9)

Q1
3 : minimize

{

max
16i6q

(a1xi +b1−yi) | a1xi +b1−yi > 0, 1 6 i 6 q
}

(4.10)

Q2
3 : minimize

{

max
q+16i6n

(a1xi +b1−yi) | a1xi +b1−yi > 0, q+16 i 6 n
}

(4.11)

Lemma 4.2 Let (a∗1,b
∗
1) and(a∗2,b

∗
2) be optimal solutions of Q1i and Q2

i , respec-
tively. (i) If the two lines y= a∗1x+ b∗1 and y= a∗2x+ b∗2 do not meet in the open
interval(xq,xq+1), then an optimal 1-joint polyline for Ri(q) has its joint on x= xq

or x = xq+1. (ii) Otherwise,(a∗1,b
∗
1,a
∗
2,b
∗
2) is optimal to Ri(q).

Proof Let (â1, b̂1, â2, b̂2) be an optimal solution ofRi(q), and let us assume
a1 6 a2 without loss of generality. Suppose an optimal 1-joint polyline has its
joint in the open interval(xq,xq+1). Then the constraint (4.4) is not tight. This
means that an optimal solution ofRi(q) can be obtained without imposing the
constraint (4.4). Therefore,(â1, b̂1) = (a∗1,b

∗
1) and(â2, b̂2) = (a∗2,b

∗
2). This is a

contradiction. �

4.4.1 Least Square Error

From Lemma 4.2, we have a simple algorithm:

Algorithm for finding an optimal 1-joint polyline

(input) ((x1,y1),(x2,y2), . . . ,(xn,yn)),x1 < x2 < · · ·< xn.
(Step 0) Compute the followings:

n

∑
i=1

x2
i ,

n

∑
i=1

y2
i ,

n

∑
i=1

xi ,
n

∑
i=1

yi ,
n

∑
i=1

xiy j .
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(Step 1) for q=1 to n do{
(Step 2) update the summations: for example, addx2

i to ∑q−1
i=1 x2

i to get∑q
i=1x2

i .

(Step 3) Solve the left problem defined byS1 = {(x1,y1), . . . ,(xq,yq)} and
the right one byS2 = {(xq+1,yq+1), . . . ,(xn,yn)} independently.

(Step 4) If the resulting two linesy = a1x+b1 andy = a2x+b2 meet
betweenxq andxq+1, then continue to the nextq.

(Step 5) Solve the problem with additional constraint that the two lines
meet atx = xq.

}
(Step 6) return the best polyline found so far.

The problem with the additional constraint can be solved using the Kuhn-
Tucker condition.

Define

f (a1,b1,a2,b2) =
q

∑
i=1

(a1xi +b1−yi)
2 +

n

∑
j=q+1

(a2x j +b2−y j)
2,

g(a1,b1,a2,b2) = a1x+b1−a2x−b2,

L(a1,b1,a2,b2) = f (a1,b1,a2,b2)−λg(a1,b1,a2,b2),

where

x = xq.

Then, an optimal solution minimizing f (a1,b1,a2,b2) also minimizes
L(a1,b1,a2,b2). So, by the Kuhn-Tucker condition an optimal solution
(a∗1,b

∗
1,a
∗
2,b
∗
2) for a fixed partition ofS into S1 andS2 should satisfy

∂L
∂a1

(a∗1,b
∗
1,a
∗
2,b
∗
2) =

∂L
∂b1

(a∗1,b
∗
1,a
∗
2,b
∗
2) = 0,

∂L
∂a2

(a∗1,b
∗
1,a
∗
2,b
∗
2) =

∂L
∂b2

(a∗1,b
∗
1,a
∗
2,b
∗
2) = 0,

and

g(a∗1,b
∗
1,a
∗
2,b
∗
2) = a∗1x+b∗1−a∗2x−b∗2 = 0.

We can compute optimal parameter valuesa∗1,b
∗
1,a
∗
2 and b∗2 and further the

value of our objective function in constant time if the summations
q

∑
i=1

x2
i ,

q

∑
i=1

y2
i ,

q

∑
i=1

xi ,
q

∑
i=1

yi ,
q

∑
i=1

xiyi ,

n

∑
j=q+1

x2
j ,

n

∑
j=q+1

y2
j ,

n

∑
j=q+1

x j ,
n

∑
j=q+1

y j ,
n

∑
j=q+1

x jy j ,
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are all available. It is also obvious that we can update thosesummations in con-
stant time at each iteration of the loop in the algorithm.

Theorem 4.1The algorithm described above finds an optimal 1-joint polyline in
linear time.

4.4.2 Minimum Absolute Error

Let us now turn to the next criterion, minimization of the sumof absolute errors.
Given a setSof points{(x1,y1),(x2,y2), . . . ,(xn,yn)} such thatx1 < x2 < · · ·< xn

in the plane, find anx-monotone 1-joint polyline,P = ((a1,b1),(u1,v1),(a2,b2)),
such that

(1) each of two intervals[−∞,u1] and[u1,∞] contains at least one point fromS,
whereu1 gives the intersection of the two linesy= a1x+b1 andy= a2x+b2,

(2) ∑xi∈[−∞,u1] |a1xi +b1−yi|+∑xj∈[u1,∞] |a2x j +b2−y j | is smallest among those
satisfying the above conditions.

An optimal approximating polyline can be found in polynomial time using
linear programming. First of all we sort points in the increasing order of their
x-coordinate. So, we assumex1 < x2 < .. . < xn. Then, there aren− 1 cases
depending on the value ofu1: case 1:x1 6 u1 < x2, case 2:x2 6 u1 < x3, . . . ,
casen−1: xn−1 6 u1 < xn. In each case we can find an optimal approximating
polyline by solving the following problem:

Problem for Caseq

min
q

∑
i=1
|a1xi +b1−yi|+

n

∑
j=q+1

|a2x j +b2−y j |

subject to: xq 6
b2−b1

a1−a2
< xq+1.

This problem can be converted to the following two linear programs depending on
the sign ofa1−a2. Required optimal solution is obtained by taking a better one
among the two solutions.
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Linear Program P+(q) for Caseq

min
n

∑
i=1

zi

subject to: zi > a1xi +b1−yi, i = 1,2, . . . ,q,

zi >−a1xi−b1+yi, i = 1,2, . . . ,q,

zj > a2x j +b2−y j , j = q+1, . . . ,n,

zj >−a2x j −b2+y j , j = q+1, . . . ,n,

xq(a1−a2) 6 b2−b1 < xq+1(a1−a2).

Linear Program P−(q) for Caseq

min
n

∑
i=1

zi

subject to: zi > a1xi +b1−yi, i = 1,2, . . . ,q,

zi >−a1xi−b1+yi, i = 1,2, . . . ,q,

zj > a2x j +b2−y j , j = q+1, . . . ,n,

zj >−a2x j −b2+y j , j = q+1, . . . ,n,

xq(a1−a2) > b2−b1 > xq+1(a1−a2).

Each of the programs has 2n+2 constraints andn+4 variablesz1, . . . ,zn,a1, b1,
a2, b2. Thus, it is indeed solved in polynomial time inn. However, we have a
more efficient algorithm based on some useful observations.

Again, our objective is to find a 1-joint polyline that optimally approximates a
given set of points. Consider Caseq, that is, the case where the joint lies between
xq andxq+1. If q = 1 orq = n−1 then one of the parts contains exactly one point.
Thus, if we calculate an optimal approximating line for the other part, we can
easily obtain an optimal approximating monotone polyline by connecting the line
with the vertical line passing through the remaining one point. So, we assume that
each part contains two or more points. Now, byS1 we denote the set of the firstq
points in the sorted order, and byS2 the set of remaining points, that is,

S1 = {(x1,y1),(x2,y2), . . . ,(xq,yq)},
S2 = {(xq+1,yq+1), . . . ,(xn,yn)}.

Is there a more efficient algorithm? A framework similar to that for the least
square error also applies in this case. That is, when we partition a given point set
into left and right parts atxq, an optimal solution is obtained either by a combi-
nation of two independent optimal solutions in the both sides or by solving the
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problem with an additional constraint that the two lines must meet at the partition
point xq. For the first part we can apply a linear-time algorithm by Imai et al.2

Unfortunately, the second problem cannot be solved in a fashion similar to that
for the least square errors since it is hard to apply the Kuhn-Tucker condition to
our objective function defined by the absolute function. So,we need a different
scheme.

We present anO(min{n2 log2B,n2 log3n})-time algorithm where log2 B is a
problem size. A key lemma to the algorithm is the following: Let R+

2 (q) and
R−2 (q) be the problemR2(q) with the additional constraint (4.4) and the one with
(4.5), respectively.

Lemma 4.3 Let (a∗1,b
∗
1) and(a∗2,b

∗
2) be optimal solutions to Q12 and Q2

2, respec-
tively. If a∗1 < a∗2 then an optimal 1-joint polyline for the problem R−2 (q) is a
straight line without a joint, that is, a1 = a2. Otherwise, an optimal 1-joint poly-
line for the problem R+2 (q) is a straight line without a joint.

Proof We only prove the first part. The optimal solution toR+
2 (q) is

(a∗1,b
∗
1,a
∗
2,b
∗
2). Let (a′1,b

′
1,a
′
2,b
′
2) be an optimal solution toR−2 (q). Suppose

a′1 > a′2. The constrainta1 > a2 in R−2 (q) is not tight in the optimal solu-
tion. So,(a′1,b

′
1,a
′
2,b
′
2) remains optimal after removing the constrainta1 > a2.

However, it contradicts to the optimality of(a∗1,b
∗
1,a
∗
2,b
∗
2). Hence, the opti-

mal solution toR−2 (q) should satisfya′1 = a′2. If a′1 = a′2 holds, the constraint
(a1−a2)xq > b2−b1 > (a1−a2)xq+1 is meaningless since it is meaningful only
if a1 6= a2. Therefore, an optimal solution toR−2 (q) also satisfiesa′1 = a′2. �

Hereafter, we present an algorithm for solvingR+
2 (q) under the assumption

thata∗1 6 a∗2. If the two linesy = a∗1x+ b∗1 andy = a∗2x+ b∗2 meet in the interval
[xq,xq+1], then we have an optimal solution. So, hereafter we assume that their
intersectionx = u∗ lies outside the interval.
Case 1:If u∗> xq+1 then the joint of an optimal solution toP+(q) is xq+1 because
if the constraintb2− b1 6 xq+1(a1− a2) is not tight in the optimal solution to
R+

2 (q), then we have a contradiction as we had before.
Case 2:If u∗ < xq then the joint of an optimal solution toR+

2 (q) is xk.
In the following we describe an algorithm for solvingR+

2 (q) under the condi-
tion that the joint is atxq.

Let b be they-coordinate of the joint. Then, two lines becomey= a1(x−xq)+

b andy= a2(x−xq)+b. For simplicity we assumexq = 0. Note that this problem
is again a linear program.

Let D1 andD2 be the dual planes forS1 andS2, respectively. If we fixb, an
optimal a1 value corresponds to the median among those intersections between
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the horizontal line throughb and the dual lines inD1. This value can be computed
in O(n) time. An optimala2 value is also obtained inO(n) time. So, ifa1 6 a2

then we are done. Problem occurs whena1 > a2. However, an optimal solution to
R−2 (q) under the conditiona1 > a2 is a straight line(a1 = a2) by Lemma 4.3, and
hence ifa1 > a2 then it cannot be optimal toR2(q). Thus, we do not need to care
the conditiona1 6 a2.

Let f (b) be an optimal value whenb is fixed. Then,f (b) is a convex function
since it is a linear program. Thus,R2(q) can be computed inO(nlogB) time using
binary search onb, where log2 B is a problem size. Alternatively, we can apply
the parametric search which gives usO(nlog3n) time algorithm.

Theorem 4.2We can find an optimal 1-joint polyline with minimum absoluteer-
ror in O(n2 log3n) time.

4.4.3 Sum of Maximum Vertical Errors

Given a setSof points{(x1,y1),(x2,y2), . . . ,(xn,yn)} such thatx1 < x2 < · · ·< xn

in the plane, find anx-monotone 1-joint polyline,P = ((a1,b1),(u1,v1),(a2,b2)),
such that

(1) each of two intervals[−∞,u1] and[u1,∞] contains at least one point fromS,
whereu1 gives the intersection of the two linesy= a1x+b1 andy= a2x+b2,
that is,a1u1 +b1 = a2u1 +b2,

(2) ∑xi6u1
(a1xi +b1−yi)+ ∑xj >u1

(a2x j +b2−y j)→min,

subject toa1xi +b1−yi > 0 for eachxi 6 u1 anda2x j +b2−y j > 0 for each
x j > u1 among those satisfying the above conditions.

Given a partition of a point set into left and right parts atx = xq, we construct
arrangements of dual lines for the two parts and find upper andlower envelopes
for both of them. Then, an optimal solution to the constrained problem is charac-
terized as a pair of two vertical segments satisfying the following condition:

(1) one segment spans the upper and lower envelopes of the arrangement for the
left point set, and the other segment spans them in the right one,

(2) the two segments have the same length,
(3) the slope of the line passing through the upper (resp. lower) endpoints of the

segments is betweenxq andxq+1,
(4) the pair of segments has a shortest possible length amongall those satsifying

the above conditions.

See Figure 4.2 for pictorial illustration.
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Fig. 4.2 Two arrangements of dual lines and two vertical segments to span the upper and lower
envelopes in both sides.

We want to optimize the sum (not the max) of the two vertical widths. The
feasible region is convex (namely the region above the upperenvelope) and for
each point in the feasible region the objective value is the distance to the lower
envelope of the dual lines.

The algorithm: The algorithm follows the general outline. For eachq, we de-
termine the optimal solution of both subproblems (the unconstrained optima) and
also the optimal solution under the assumption that the lines intersect onx = xq

(the constrained optima).
We observe first that envelopes can be obtained in amortized constant time.

Assume we add the point(xi ,yi). The dual line has larger slope than all preceding
lines. We can therefore update the upper envelope by walkingalong it from the
right and the lower envelope by walking along it from the left.

If we maintain the envelopes in a binary tree structure, we can determine the
closest points in timeO(logn) by binary search.

Lemma 4.4 The unconstrained optima can be determined in total time O(nlogn).

We turn to the constrained optima. The lines(a1,b1) and(a2,b2) have to meet
at x = xq.

Lemma 4.5 The vertical width of the left solution is a convex function of the y-
coordinate of its intersection with x= xq.
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Proof A line (a1,b1) intersectsx = xq at y = a1xq +b1. A fixed value ofy, say
y = y0, therefore, restricts consideration to the pairs(a,b) with y0 = a1xq +b1 or
b1 = y0−a1xq. This line intersecting the feasible region is a sloped linesegment.
The slope is−xq. The lower envelope minus this sloped line is a convex function.
The minimum distance between the sloped line is either at an interior point (if
there is a vertex on the lower envelope within the range of theline segment where
on of the incident edges has slope larger than−xq and one has slope smaller than
−xq) or at one of the endpoints. Rest of the proof is easier. �

The Lemma above paves the way for finding the optimal height ofthe inter-
section withx = xq. We use binary search. For a fixed height, the lemma above
tells us the optimal slope, the vertical width and also the derivative of the vertical
width. Adding the derivatives for both sides tells us in which direction to proceed.
We have thus shown.

Theorem 4.3The 1-joint sum of vertical widths problem can be solved in time
O(nlogn).

Proof For each partition of a point set we can determine the optimalconstrained
optimum in timeO(logn). �

4.5 Inserting a Point with Designated Distances to ExistingPoints

In this section we show a similar idea applies to a completelydifferent geo-
metric problem. Suppose that we are given a setS of n points in the plane,
S= {p1, . . . , pn} and we are requested to insert a new pointp. When a target
distanceδi from the new pointp to each existing pointpi is given as input, we
want to insertp at the distance as close as the given distanceδi , as shown in
Figure 4.3. More exactly, our objective function is given by

f (p) =
n

∑
i=1
|d(p, pi)

2− δ2
i |, (4.12)

whered(p, pi) is the Euclidean distance between the two pointsp and pi . We
could define an objective function without squares, that is,

g(p) =
n

∑
i=1

|d(p, pi)− δi|. (4.13)

In this case the problem is harder since a special case where all target distances
are 0 is a hard problem known as the Fermat-Weber problem.3
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new point

pi
≃ δi

Fig. 4.3 Inserting a point so that the distances to existing points are roughly preserved.

Let (x,y) be the coordinates of the new pointp and (xi ,yi) be those of the
existing pointpi . Then, the equation (4.12) becomes

f (x,y) =
n

∑
i=1

|(x−xi)
2 +(y−yi)

2− δ2
i |. (4.14)

A serious difference from the previous sections is the absolute symbols in the
right terms. Without them we can differentiate the objective function byx andy.
In other words, we can use the least-squares method if we can remove the absolute
symbols.

We use a standard technique in computational geometry. Thatis, we draw a
circle Ci of radiusδi centered at each pointpi in the plane. Then, the plane is
partitioned intoO(n2) cells (connected regions bounded by thosen circles). Each
region (cell, hereafter)R is characterized by two sets: one of all circles that contain
R in it and the other of all other circles.

Let p(x,y) be any point in a cellR. To characterize the cellR we define a
variableσi by

σi =

{
1, if the point p (or the cellR) is outside the circleCi ,
-1, otherwise.

(4.15)

Then, the objective function valuefR(x,y) at the pointp(x,y) in cell R can be
calculated by

fR(x,y) =
n

∑
i=1

σi [(x−xi)
2 +(y−yi)

2− δ2
i ]. (4.16)
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The resulting expression has no absolute symbol, and thus wecan find an
optimal solution within the cellR by solving a system of equations obtained by
differentiating the objective function byx andy.

∂ fR
∂x

= 2

( n

∑
i=1

σi

)

x−2

( n

∑
i=1

σixi

)

= 0,

∂ fR
∂y

= 2

( n

∑
i=1

σi

)

y−2

( n

∑
i=1

σiyi

)

= 0,

that is,

p∗(x,y) =

(
∑n

i=1 σixi

∑n
i=1 σi

,
∑n

i=1 σiyi

∑n
i=1 σi

)

. (4.17)

If the point p∗ giving the solution lies in the cell, it is the solution for the cell.
Otherwise, there are two cases depending on the sign of the objective function
fR(x,y). Recall that

fR(x,y) =

( n

∑
i=1

σi

)

(x2 +y2)−2

( n

∑
i=1

σixi

)

x−2

( n

∑
i=1

σiyi

)

y

+
n

∑
i=1

(σix
2
i + σiy

2
i −σiδ2

i ). (4.18)

If the coefficient of the leading term,∑n
i=1 σi , is positive, the function is convex,

and otherwise it is concave. If it is convex, a point on the cell boundary that is
closest to the pointp∗ minimizes the objective function. On the other hand, if
it is concave, a point that is farthest fromp∗ is optimal. See Figure 4.4. The
coefficient∑n

i=1 σi may happen to be 0. In Figure 4.4 the cell painted dark is
contained in exactly two circles and outside exactly two circles, and thus we have
∑n

i=1 σi = 0 for the cell. In the case the objective function is a linear function inx
andy. Indeed, it is

fR(x,y) =−2

( n

∑
i=1

σixi

)

x−2

( n

∑
i=1

σiyi

)

y+
n

∑
i=1

(σix
2
i + σiy

2
i −σiδ2

i ). (4.19)

Thus, a point in the cell that minimizes the objective function is either a ver-
tex on the cell boundary or a tangent point of a line of the form(∑n

i=1 σixi)x+

(∑n
i=1 σiyi)y= c for some constantc with a circular arc forming the cell boundary.

Thus, if we compute an optimal point for each cell, then we geta global optimum.
Implementing the algorithm above in a naive manner requiresO(n2) space. It

is also very slow since it takesO(n3) time in total although it is not so hard to
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p∗

cell R

q

q′

Fig. 4.4 An arrangement of four circles. The pointp∗ is a point that minimizes the objective function
defined for the cellR. The pointsq andq′ are those closest to and farthest fromp∗, respectively, on
the cellR. The cell painted dark is contained by exactly two circles and outside exactly two circles.

improve the time complexity toO(n2 logn). To improve it further toO(n2) is a
challeging open problem.

We can save the space complexity by using a plane sweep technique which is
a standard technique to reduce the space complexity and alsothe running time.
It moves a vertical sweep line from left to right while maintaining a set of circles
intersecting the sweep line and also information about the current cell. The system
of equations derived by differentiating the objective function by x andy can be
updated in constant time at each event point where the sweep line starts to hit
some circle, leaves some circle and arrives at intersectionof two circles. Since
the status of the sweep line (insertion and deletion) can be maintained inO(logn)

time at each event point, the total time we need isO(n2 logn).
It is still open whether we can improve the time complexity toO(n2). Arrange-

ment of straight lines instead of that of circles can be searched in linear time using
a technique called Topological Sweep4 or Topological Walk.5 It is not known
whether a similar algorithm can be applied to an arrangementof circles.

4.6 Conclusion

In this paper we have revisited the least-squares method to extend it to approxi-
mate a point sequence by two half lines and also to solve a completely different
geometric problem. Extension to a more general case is stillopen. The algorithm
for the geometric problem given in this paper is just a draft and more detailed
description and analysis will be needed.
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Appendix

Denote

D1(a,b) =
n

∑
i=1

(axi +b−yi)
2 (4.20)

D2(a,b) =
n

∑
i=1

|axi +b−yi| (4.21)

D3(a,b) = max
16i6n

(axi +b−yi) | axi +b−yi > 0, i = 1,2, . . . ,n. (4.22)

Lemma 4.6 The three functions are all convex.

Proof It suffices to show

θD j(a1,b1)+ (1−θ)D j(a2,b2) > D j(θa1 +(1−θ)a2,θb1 +(1−θ)b2)) (4.23)

holds for j = 1,2,3 for anyθ,0 6 θ 6 1 and for any(a1,b1,a2,b2).

θD1(a1,b1)+ (1−θ)D1(a2,b2)−D1(θa1 +(1−θ)a2,θb1 +(1−θ)b2))

=
n

∑
i=1

[θ(a1xi +b1−yi)
2 +(1−θ)(a2xi +b2−yi)

2

−((θa1 +(1−θ)a2)xi + θb1+(1−θ)b2−yi)
2

>

n

∑
i=1

[θ(a1xi +b1−yi)+ (1−θ)(a2xi +b2−yi)]
2

−((θa1 +(1−θ)a2)xi + θb1+(1−θ)b2−yi)
2

since (θA2 +(1−θ)B2 > (θA+(1−θ)B)2

=
n

∑
i=1

[2θ(a1xi +b1−yi)+2(1−θ)(a2xi +b2−yi)]×0

= 0.

θD2(a1,b1)+ (1−θ)D2(a2,b2)−D2(θa1 +(1−θ)a2,θb1 +(1−θ)b2))

=
n

∑
i=1

[θ|a1xi +b1−yi|+(1−θ)|a2xi +b2−yi |

−|(θa1 +(1−θ)a2)xi + θb1 +(1−θ)b2−yi|

>

n

∑
i=1

|θ(a1xi +b1−yi)+ (1−θ)(a2xi +b2−yi)|

−|(θa1 +(1−θ)a2)xi + θb1 +(1−θ)b2−yi|
since (|A|+ |B|> |A+B|)

= 0.
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θD3(a1,b1)+ (1−θ)D3(a2,b2)−D3(θa1 +(1−θ)a2,θb1 +(1−θ)b2))

= max
16i6n

θ(a1xi +b1−yi)+ max
16i6n

(1−θ)(a2xi +b2−yi)

− max
16i6n

(θa1 +(1−θ)a2)xi + θb1+(1−θ)b2−yi)

> max
16i6n

[θ(a1xi +b1−yi)+ (1−θ)(a2xi +b2−yi)]

− max
16i6n

(θa1 +(1−θ)a2)xi + θb1+(1−θ)b2−yi)

(since two maxs are independent)

= 0.
�

Define

D+
1 (a1,b1,a2,b2) =

q

∑
i=1

(a1xi +b1−yi)
2 +

n

∑
j=q+1

(a2x j +b2−y j)
2, (4.24)

D+
2 (a1,b1,a2,b2) =

q

∑
i=1
|a1xi +b1−yi|+

n

∑
j=q+1

|a2x j +b2−y j |, (4.25)

D+
3 (a1,b1,a2,b2) = max

16i6q
(a1xi +b1−yi)+ max

q+16 j6n
(a2x j +b2−y j). (4.26)

For j = 1,2,3, D+
j (a1,b1,a2,b2) is defined only if the intersection of the two

lines y = a1x+ b1 and y = a2x+ b2 lies in the interval[xq,xq+1] and a1 > a2.
Moreover,D+

3 (a1,b1,a2,b2) is defined only ifa1xi + b1− yi > 0, i = 1,2, . . . ,q
anda2x j +b2−y j > 0, j = q+1, . . . ,n.

Similarly we define D−1 (a1,b1,a2,b2),D
−
2 (a1,b1,a2,b2), and D−3 (a1,b1,

a2,b2) by the same conditions excepta1 6 a2 instead ofa1 > a2.

Lemma 4.7 The six functions are all convex.

Proof Let Γ+(q) is a set of all tuples(a1,b1,a2,b2) such that their associated
intersections lie in the interval[xq,xq+1] anda1 > a2. Γ−(q) is defined similarly
but with a1 6 a2.

We can rewriteD+
1 (a1,b1,a2,b2) as

D+
1 (a1,b1,a2,b2) = D11(a1,b1)+D12(a2,b2), (4.27)

where

D11(a1,b1) =
q

∑
i=1

(a1xi +b1−yi)
2, (4.28)

D12(a2,b2) =
n

∑
j=q+1

(a2x j +b2−y j)
2. (4.29)
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Then,D11(a1,b1) andD12(a2,b2) are both convex. Here note that the distinction
betweenD+

1 andD−1 arises in distinct sets of feasible solutions, but the formula
for computation are just the same.

For anyθ,0 6 θ 6 1, if (a1,b1,a2,b2) ∈ Γ+(q) and(a′1,b
′
1,a
′
2,b
′
2) ∈ Γ+(q),

then so is(θa1 + (1− θ)a′1,θb1 + (1− θ)b′1,θa2 + (1− θ)a′2,θb2 + (1− θ)b′2).
Thus, for anyθ,0 6 θ 6 1 and for any such(a1,b1,a2,b2) and(a′1,b

′
1,a
′
2,b
′
2), we

have

θD1(a1,b1,a2,b2)+ (1−θ)D1(a
′
1,b
′
1,a
′
2,b
′
2)

−D1(θa1 +(1−θ)a′1,θb1 +(1−θ)b′1,θa2 +(1−θ)a′2,θb2 +(1−θ)b′2)

= θ(D11(a1,b1)+D12(a2,b2))+ (1−θ)(D11(a
′
1,b
′
1)+D12(a

′
2,b
′
2))

−(D11(θa1 +(1−θ)a′1,θb1 +(1−θ)b′1)

+D12(θa2 +(1−θ)a′2,θb2 +(1−θ)b′2))

> 0.

Just the same argument applies toD+
2 andD+

3 and others. �

Note that if (a1,b1,a2,b2) ∈ Γ1 and (a′1,b
′
1,a
′
2,b
′
2) ∈ Γ2 and Γ1 6= Γ2, that

is, a1 6= a2 and a′1 6= a′2 and there exists somexq between(b2− b1)/(a1−
a2) and (b′2− b′1)/(a′1− a′2) then we may not haveθD1(a1,b1,a2,b2) + (1−
θ)D1(a′1,b

′
1,a
′
2,b
′
2)−D1(θa1 +(1−θ)a′1,θb1 +(1−θ)b′1,θa2 +(1−θ)a′2,θb2 +

(1−θ)b′2) > 0.
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Chapter 5

On Depth Recovery from Gradient Vector Fields

Tiangong Wei and Reinhard Klette

CITR, Department of Computer Science, The University of Auckland,
Tamaki Campus, Auckland, New Zealand

Depth recovery from gradient vector fields is required when reconstructing a
surface (in three-dimensional space) from its gradients. Such a reconstruction
task results, for example, for techniques in computer vision aiming at calculat-
ing surface normals (such as shape from shading, photometric stereo, shape from
texture, shape from contours and so on). Surprisingly, discrete integration has
not been studied very intensively so far. This chapter presents three classes of
methods for solving problems of depth recovery from gradient vector fields: a
two-scan method, a Fourier-transform based method, and a wavelet-transform
based method. These methods extend previously known techniques, and related
proofs are given in a short but concise form.

The two-scan method consists of two different scans througha given gradi-
ent vector field. The final surface height values can be determined by averaging
these two scans. Fourier-transform based methods are noniterative so that bound-
ary conditions are not needed, and their robustness to noisygradient estimates
can be improved by choosing associated weighting parameters. The wavelet-
transform based method overcomes the disadvantage of the Fourier-transform
based method, which implicitly require that a surface height function is periodic.
Experimental results using synthetic and real images are also presented.
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5.1 Introduction

Discrete integration maps a dense but discrete gradient vector field into a surface
representation, normally identified as “height” or “depth”. The authors studied
discrete integration in the context of computer vision. Here, this way of surface
recovery may be part of techniques such as shape from shading(SFS), photomet-
ric stereo, shape from texture, or shape from contours. The SFS problem is to
reconstruct the 3D shape of an object from a single 2D image ofthe object using
shading and or lighting models for surface normal calculation. Algorithms for
solving the SFS problem (see, for example,1–5) consist typically of two steps: the
first step is to obtain the estimates of surface gradients or surface normals for a
discrete set of visible points on the object surface (i.e., discrete gradient vector
fields), and the second step is to recover the surface height from the estimated sur-
face orientation. This second step results in the problem ofdepth recovery from
gradient vector fields.

The problem of depth recovery from gradients also arises when applying the
photometric stereo method (PSM).6 PSM is to recover the 3D shape of an object
from more than one image taken at the same attitude but for varying illumina-
tion. PSM allows an approximate solution for surface normals.6–8 A subsequent
integration step (i.e., depth recovery from gradients) is again required to convert
estimated surface normals into an estimate of the surface shape.

Shape from texture is another area that leads to the depth recovery from gradi-
ents problem. Smithet al.9,10 proposed a technique for the recovery of a surface
texture relief. The recovered texture relief has an useful potential for both visu-
alization and numerical assessments of surface roughness,or for obtaining other
parameters such as peak height or peak count. The technique utilizes three or
more images to determine a dense gradient field at first. This gradient field is then
integrated to obtain the surface texture relief. On the other hand, texture gradient
is related to surface shape parameters (orientation, curvature). Shape recovery is
made possible by measuring the texture gradient in the image.

The problem of depth recovery from gradients also results when inferring sur-
face shape from a Gauss map or surface shape from the Hessian matrix,11 where
the task is the estimation of an unknown surface height from aset of measure-
ments of the gradients of some surface function. Therefore,it turns out that the
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entire shape reconstruction process can often be decomposed into two indepen-
dent steps: gradient computation and gradient integration.

As mentioned above, several active fields of research related to computer vi-
sion produce gradient values for a discrete set of visible points on object surfaces.
In order to achieve the relative height or depth values of thesurface, these surface
gradients have to be integrated by using gradient integration techniques.

Only a few numerical methods for the depth recovery from gradients problem
have been developed. These methods have been classified traditionally into two
categories:local integration methods12–16andglobal integration methods.17–19

So far, the problem of depth recovery from gradients has not been studied
often. Just for illustration, recent papers20,21 still apply algorithms for discrete
integration as proposed about 20 years ago. In this chapter,we present theory,
algorithms, and experiments for three classes of methods (different o those two
categories mentioned before) for depth recovery from gradients.

The structure of the chapter is as follows. Section 5.2 analyzes the integra-
bility of vector fields, and gives a brief review of related numerical methods for
depth recovery from gradients. Section 5.3 discusses a two-scan method. Sec-
tion 5.4 deals with the Fourier-transform based method for depth recovery from
gradients. Section 5.5 presents a wavelet-transform basedmethod. Section 5.6
presents experimental results using synthetic and real images. Section 5.7 con-
cludes the chapter.

5.2 Depth Recovery from Gradient Vector Fields

It is a nontrivial problem of computing a surface height function Z(x,y) from an
estimated surface gradient field(p(x,y),q(x,y)). First, given a vector field(p,q),
it may not correspond to a gradient field of any surface heightfunctionZ(x,y) at
all. Second, different surface height functions will have the same gradients (for
example, looking orthogonally onto a stair case may producethe same gradient
field as looking onto a plane). Therefore, the problem of depth recovery from
gradients is ill-posed. It is only reasonable to determine the surface height function
up to an additive constant, (i.e., therelative surface height). Notice that the relative
surface height map is sometimes sufficient to recognize or inspect an object (e.g.,
for surface planarity tests in industrial surface inspection); and the relative surface
height map may be transformed into absolute values if heightvalues are available
for proper scaling.
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5.2.1 Integrability of Vector Fields

Generally, a given gradient fieldp(x,y),q(x,y) may not correspond to any sur-
face height function at all. In order ofp(x,y),q(x,y) to be the gradients of a
surface height function, the given gradient field must be integrable. A vector field
(p(x,y),q(x,y)) over a simply connected domainΩ is integrableif there exists
some surface height functionZ(x,y) ∈C1(Ω) such that it satisfies theweak inte-
grability condition

Zx(x,y) = p(x,y) (5.1)

Zy(x,y) = q(x,y) (5.2)

for all (x,y) ∈ Ω, where the subscripts denote partial derivatives. In otherwords,
a gradient vector field is integrable if it is the gradient field of some surface height
function.

Given a vector field(p(x,y),q(x,y)) over a simply connected domainΩ. Inte-
grability can be characterized for two slightly different cases:

(i) Assume that componentsp(x,y) andq(x,y) are continuously differentiable;
then the vector field(p(x,y),q(x,y)) is integrable if and only if

py(x,y) = qx(x,y) (5.3)

for all points inΩ; in other words, the surface height functionZ(x,y) ∈C2(Ω)

satisfies thestrong integrability condition

Zxy(x,y) = Zyx(x,y) (5.4)

(ii) Only assume that the componentsp(x,y) andq(x,y) are continuous; then the
vector field is integrable if and only if

∮

γ
p(x,y)dx+q(x,y)dy= 0

for any closed curveγ in Ω; in other words, the surface height function
Z(x,y) ∈C1(Ω) satisfies thepartial integrability condition

∮

γ
Zx(x,y)dx+Zy(x,y)dy= 0

If the components of a vector field are continuously differentiable, then it is easy
to determine whether or not it is integrable or nonintegrable by using the strong
integrability condition.
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5.2.2 Local and Global Integration Methods

In local integration methods,12–15an arbitrary initial height valueZ0 is preset for
a starting point(x0,y0) somewhere in the image of the surface. Then, the rela-
tive heights at every point(x,y), which are consistent with this arbitrarily given
height valueZ0, will be calculated according to a local approximation rule. There-
fore, local integration approaches strongly depend on dataaccuracy (to avoid error
propagation).

To compute surface heightZ(x,y) from the estimated surface gradient fields
(p(x,y),q(x,y)), global integration techniques1,17 are based on minimizing the
quadratic error functional (cost functional) between ideal and given gradient val-
ues:

W =

∫∫

Ω
[|Zx− p|2 + |Zy−q|2]dxdy (5.5)

The above functional is invariant when a constant value is added to the surface
heightZ(x,y). This expresses the fact that depth recovery from gradientscan only
reconstruct a surface height up to a constant.

Generally speaking, there are three possible methods to solve this optimiza-
tion problem: variational approaches, direct discretization methods, and expan-
sion methods. The variational approach1 results in an Euler-Lagrange equation as
the necessary condition for a minimum. Then there is a need tosolve this Pois-
son equation. In order to solve the minimization problem (5.5) numerically, the
continuous functionalW is converted into a discrete problem directly by a dis-
cretization method. The disadvantage of variational approaches or discretization
methods is the requirement of boundary conditions. But boundary information is
not easy to obtain when dealing with depth recovery from gradients.

The surface height is expressed as a linear combination of a set of basis func-
tions in expansion methods such as proposed and studied by Frankot and Chel-
lappa17 (and used by Klitt, Koschan and Schl ¨uns8 for formulating aFrankot-
Chellappa algorithm). Nevertheless, the errors of this algorithm are high for im-
perfect estimates of surface gradients, or noisy gradient vector fields.15 Also, the
algorithm is very sensitive to abrupt changes in orientation. In this chapter, we will
focus on expanding the surface height function using the Fourier basis functions
and third-order Daubechies’ scaling basis functions.

5.3 Two-Scan Method

This section presents a local method for depth recovery fromgradients. Suppose
that the surface normals at four grid points{(i, j),(i+1, j),(i, j +1),(i+1, j +1)}
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are represented by the following surface gradients:

ni, j = (pi, j ,qi, j ,−1)T

ni+1, j = (pi+1, j ,qi+1, j ,−1)T

ni, j+1 = (pi, j+1,qi, j+1,−1)T

ni+1, j+1 = (pi+1, j+1,qi+1, j+1,−1)T

Consider grid points(i, j + 1) and(i + 1, j + 1); since the line connecting points
(i, j + 1,Zi, j+1) and(i + 1, j + 1,Zi+1, j+1) is approximately perpendicular to the
average normal between these two points, the dot product of the slope of this line
and the average normal is equal to zero. This gives

Zi+1, j+1 = Zi, j+1 +
1
2

(pi, j+1 + pi+1, j+1)

Similarly, we obtain the following regressive relation forgrid points(i +1, j) and
(i +1, j +1):

Zi+1, j+1 = Zi+1, j +
1
2

(qi+1, j +qi+1, j+1)

Adding above two recursions together, and dividing the result by 2 gives

Zi+1, j+1 =
1
2

(Zi, j+1 +Zi+1, j)

+
1
4

(pi, j+1 + pi+1, j+1+qi+1, j +qi+1, j+1) (5.6)

Suppose further that the total number of points on the objectsurface beN×N. If
two arbitrary initial height values are preset at grid points (1,1) and(N,N), then
the two-scan algorithm consists of two stages; the first stage starts at the left-most,
bottom-most corner of the given gradient field, and determines the height values
alongx-axis andy-axis by discretizing (5.1) in terms of the forward differences

Zi,1 = Zi−1,1 + pi−1,1 (5.7)

Z1, j = Z1, j−1 +q1, j−1 (5.8)

wherei = 2, ...,N, j = 2, ...,N. Then scan the image vertically using (5.6). The
second stage starts at the right-top corner of the given gradient field and sets the
height values by

Zi−1,N = Zi,N− pi,N (5.9)

ZN, j−1 = ZN, j −qN, j (5.10)

Then scan the image horizontally using the following recursive equation

Zi−1, j−1 =
1
2

(Zi−1, j +Zi, j−1)−
1
4

(pi−1, j + pi, j +qi, j−1+qi, j)
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Since the estimated height values may be affected by the choice of the initial
height value, we take an average of the two scan values for thesurface height.

5.4 Fourier-Transform Based Methods

Frankot and Chellappa17 suggested a solution for the SFS problem to enforce the
weak integrability condition (5.1) by using the theory of projections onto con-
vex sets. Their method is to project the given (possibly, non-integrable gradient
field) onto the nearest integrable gradient field in the least-square sense. In order
to improve the accuracy and robustness, and to strengthen the relation between
the surface height function and the given gradient field, we introduce two new
constraints as follows:

Zxx(x,y) = px(x,y)

Zyy(x,y) = qy(x,y)

The two new constraints model the behavior of a change rate insecond-order
derivatives between the variables. Therefore, the changesof surface height will
be more regular. Having the new constraints, we consider thefollowing energy
functional

W =

∫∫

Ω

[
|Zx− p|2+ |Zy−q|2

]
dxdy

+λ
∫∫

Ω

[
|Zxx− px|2 + |Zyy−qy|2

]
dxdy

+µ1

∫∫

Ω

(
|Zx|2 + |Zy|2

)
dxdy

+µ2

∫∫

Ω

(
|Zxx|2 +2|Zxy|2 + |Zyy|2

)
dxdy (5.11)

where non-negative parametersλ, µ1, andµ2 establish a trade-off between those
constraints (i.e., they are used to adjust the weighting between the constraints).
This cost function reflects the relations amongZ(x,y), p(x,y), andq(x,y) more
effectively, and makes the best use of the information provided by the given gra-
dient field because it not only constraints the tangent line of the surface, but also
constraints its concavity and convexity. The following objective is to solve for
the unknownZ(x,y) subject to an optimization process which minimizes the cost
functionW.

To solve this minimization problem (5.11), Fourier-transform techniques can
be applied. The two-dimensional Fourier transform of the surface functionZ(x,y)
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is defined by

ZF(u,v) =
∫∫

Ω
Z(x,y)e− j(ux+vy)dxdy (5.12)

and the inverse Fourier transform is defined by

Z(x,y) =
1
2π

∫∫

Ω
ZF(u,v)ej(ux+vy)dudv (5.13)

where j =
√
−1 is the imaginary unit, andu andv represent the two-dimensional

frequencies in the Fourier domain. The following differentiation properties can be
obtained easily:

Zx(x,y)↔ juZF(u,v)

Zy(x,y)↔ jvZF(u,v)

Zxx(x,y)↔−u2ZF(u,v)

Zyy(x,y)↔−v2ZF(u,v)

Zxy(x,y)↔−uvZF(u,v)

where the sign↔means that the Fourier transform of the function on the left-hand
side is equal to the one on the right-hand side.

Let P(u,v) andQ(u,v) be the Fourier transforms of the given gradientsp(x,y)
andq(x,y), respectively. Taking the Fourier transform in the functional (5.11),
and using the differentiation properties of the Fourier transform and the following
Parseval’s formula

∫∫

Ω
|Z(x,y)|2dxdy=

1
2π

∫∫

Ω
|ZF(u,v)|2dudv (5.14)

we obtain that

1
2π

∫∫

Ω

[

| juZF −P|2 + | jvZF −Q|2
]

dudv

+
λ
2π

∫∫

Ω

[∣
∣−u2ZF − juP

∣
∣
2
+
∣
∣−v2ZF − jvQ

∣
∣
2
]

dudv

+
µ1

2π

∫∫

Ω

[

| juZF |2 + | jvZF |2
]

dudv

+
µ2

2π

∫∫

Ω

[∣
∣−u2ZF

∣
∣
2
+2|−uvZF |2 +

∣
∣−v2ZF

∣
∣
2
]

dudv

→ minimum
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whereZF = ZF(u,v), P= P(u,v), andQ= Q(u,v).The left-hand side of the above
expression can be expanded into

1
2π

∫∫

Ω

[
u2ZFZ∗F − juZFP∗+ juZ∗FP+PP∗

+v2ZFZ∗F − jvZFQ∗+ jvZ∗FQ+QQ∗
]
dudv

+
λ
2π

∫∫

Ω

[
u4ZFZ∗F − ju3ZFP∗+ ju3Z∗FP+u2PP∗

+v4ZFZ∗F − jv3ZFQ∗+ jv3Z∗FQ+v2QQ∗
]
dudv

+
µ1

2π

∫∫

Ω

(
u2 +v2)ZFZ∗Fdudv

+
µ2

2π

∫∫

Ω

(
u4 +2u2v2 +v4)ZFZ∗Fdudv

where the asterisk∗ denotes the complex conjugate. Differentiating the above
expression with respect toZ∗F and setting the result to zero, we can deduce the
necessary condition for a minimum of the cost function (5.11) as follows:

(
u2ZF + juP+v2ZF + jvQ

)
+ λ

(
u4ZF + ju3P+v4ZF + jv3Q

)

+µ1
(
u2 +v2)ZF +µ2

(
u4 +2u2v2 +v4)ZF = 0

A rearrangement of this equation then yields
[

λ
(
u4 +v4)+(1+µ1)

(
u2 +v2)+µ2

(
u2 +v2)2

]

ZF(u,v)

+ j
(
u+ λu3)P(u,v)+ j

(
v+ λv3)Q(u,v) = 0

Solving the above equation except for(u,v) 6= (0,0), we obtain that

ZF(u,v) =
− j
(
u+ λu3

)
P(u,v)− j

(
v+ λv3

)
Q(u,v)

λ(u4+v4)+ (1+µ1)(u2 +v2)+µ2(u2+v2)2 (5.15)

Therefore, a Fourier transform of the unknown surface height Z(x,y) is expressed
as a function of Fourier transforms of given gradientsp(x,y) andq(x,y). This
Fourier-transform based method can be summarized as follows:

Theorem 5.1Given a gradient field(p(x,y),q(x,y)); the corresponding surface
height function Z(x,y) can be computed by taking the inverse Fourier transform of
ZF(u,v) in (5.15), where ZF(u,v), P(u,v), and Q(u,v), respectively, are Fourier
transforms of Z(x,y), p(x,y), and q(x,y).
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Algorithm 5.1 Fourier-Transform Based Method

input gradientsp(x,y),q(x,y); parametersλ, µ1, andµ2

for 0 6 x,y 6 N−1 do
if (|p(x,y)|< pqmax & |q(x,y)|< pqmax) then

P1(x,y)=p(x,y); P2(x,y)=0;
Q1(x,y)=q(x,y); Q2(x,y)=0;

else
P1(x,y)=0; P2(x,y)=0;
Q1(x,y)=0; Q2(x,y)=0;

end if
end for
Calculate Fourier transform in place: P1(u,v), P2(u,v);
Calculate Fourier transform in place: Q1(u,v), Q2(u,v);
for 0 6 u,v 6 N−1 do

if (u 6= 0 & v 6= 0) then
∆ = λ

(
u4 +v4

)
+(1+µ1)

(
u2 +v2

)
+µ2

(
u2 +v2

)2
;

H1(u,v) = [(u+ λu3)P2(u,v)+ (v+ λv3)Q2(u,v)]/∆;
H2(u,v) = [−(u+ λu3)P1(u,v)− (v+ λv3)Q1(u,v)]/∆;

else
H1(0,0) = average height;H2(0,0) = 0;

end if
end for
Calculate inverse Fourier transform of H1(u,v) and H2(u,v)in place: H1(x,y),
H2(x,y);
for 0 6 x,y 6 N−1 do

Z(x,y) = H1(x,y);
end for

Our algorithm (see Algorithm 5.1) specifies the implementation details for
this Fourier-transform based method. The constantpqmax eliminates gradient es-
timates which define angles with the image plane close to 90◦, and a value such
as pqmax= 12 is an option. Real parts are stored in arrays P1, Q1, and H1,and
imaginary parts in arrays P2, Q2, and H2. The initializationin line 19 can be by
an estimated value for the average height of the visible scene. Parametersλ, µ1

andµ2 should be chosen based on experimental evidence for the given scene.
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5.5 Wavelet-Transform Based Method

Wavelet theory has proved to be a powerful tool, and has begunto play a serious
role in a broad range of applications, including numerical analysis, pattern recog-
nition, signal and image processing. The wavelet transformis a generalization of
the Fourier transform. Wavelets have advantages over traditional Fourier methods
in analyzing physical situations where the function contains discontinuities and
sharp spikes. In order to take the advantages of the wavelet transform, we present
a wavelets based method for depth recovery from gradients.

5.5.1 Daubechies Wavelet Basis

Let φ(x) andψ(x) are the Daubechiesscaling functionandwavelet, respectively.
They both are implicitly defined by the following, two-scalerelation:22

φ(x) = ∑
k∈Z

akφ(2x−k) (5.16)

and the equation

ψ(x) = ∑
k∈Z

(−1)ka1−kφ(2x−k) (5.17)

whereZ = {· · · ,−1,0,1, · · ·}, andak are called the Daubechies wavelet filter co-
efficients.

Connection coefficients (see, for example, Beylkin,23 Mallat24) play an impor-
tant role in representing the relation between the scaling function and differential
operators. Fork ∈ Z, the connection coefficients withMth ordervanishing mo-
ments(that is,

∫ +∞
−∞ xkφ(x)dx= 0, for 06 k 6 M) are defined by

Γ0
k =

∫

φ(x)φ(x−k)dx (5.18)

Γ1
k =

∫

φ(x)(x)φ(x−k)dx (5.19)

Γ2
k =

∫

φ(x)(x)φ(x)(x−k)dx (5.20)

Then we have the following properties:

(i) Γ1
0 = 0,

(ii) for the scaling functionφ(x), which hasMth order vanishing moments,Γ1
k =

Γ2
k = 0, k /∈ [−2M +2,2M−2], and

(iii) Γ0
k =

{
1, k = 0,

0, otherwise.
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Table 5.1 Connection coefficients forN = 3.

Γ1
k Γ2

k

Γ1
−4 = 0.00034246575342 Γ2

−4 =−0.00535714285714

Γ1
−3 = 0.01461187214612 Γ2

−3 =−0.11428571428571

Γ1
−2 =−0.14520547945206 Γ2

−2 = 0.87619047619052

Γ1
−1 = 0.74520547945206 Γ2

−1 =−3.39047619047638

Γ1
0 = 0.0 Γ2

0 = 5.26785714285743

Γ1
1 =−0.74520547945206 Γ2

1 =−3.39047619047638

Γ1
2 = 0.14520547945206 Γ2

2 = 0.87619047619052

Γ1
3 =−0.01461187214612 Γ2

3 =−0.11428571428571

Γ1
4 =−0.00034246575342 Γ2

4 =−0.00535714285714

The connection coefficients for Daubechies’ wavelet with 3rd order vanishing mo-
ments are shown in Table 5.1:

5.5.2 Iteration Formula for Wavelet-Transform Based Method

In order to discretize the functional (5.5), the tensor product of the third-order
Daubechies’ scaling functions is used to span the solution space. The surface
height is described as a linear combination of a set of scaling basis functions.
After discretization, the problem of depth recovery from gradients becomes a dis-
crete minimization problem. To solve the minimization problem, a perturbation
method will be used. The surface height is finally decided after finding the weight
coefficients.

We assume that the size of the domain of the surfaceZ(x,y) equalsN×N.
Suppose further that the surfaceZ(x,y) is represented by a linear combination of
a set of third-order Daubechies’ scaling basis functions inthe following format:

Z(x,y) =
N−1

∑
m=0

N−1

∑
n=0

zm,nφm,n(x,y) (5.21)

wherezm,n are the weight coefficients,φm,n(x,y) are the tensor products of the
third-order Daubechies scaling functions, with

φm,n(x,y) = φ(x−m)φ(y−n) (5.22)

For the known gradient valuesp(x,y) andq(x,y), we assume that

p(x,y) =
N−1

∑
m=0

N−1

∑
n=0

pm,nφm,n(x,y) (5.23)
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q(x,y) =
N−1

∑
m=0

N−1

∑
n=0

qm,nφm,n(x,y) (5.24)

where the weight coefficientspm,n andqm,n can be determined by

pm,n =

∫∫

p(x,y)φm,n(x,y)dxdy (5.25)

qm,n =

∫∫

q(x,y)φm,n(x,y)dxdy (5.26)

Substituting (5.21), (5.23) and (5.24) into (5.5), we have that

W =

∫∫





(
N−1

∑
m,n=0

zm,nφ(x)
m,n(x,y)−

N−1

∑
m,n=0

pm,nφm,n(x,y)

)2


dxdy

+

∫∫





(
N−1

∑
m,n=0

zm,nφ(y)
m,n(x,y)−

N−1

∑
m,n=0

qm,nφm,n(x,y)

)2


dxdy

= W1 +W2, (5.27)

where

φ(x)
m,n(x,y) =

∂φm,n(x,y)
∂x

,φ(y)
m,n(x,y) =

∂φm,n(x,y)
∂y

In order to derive the iterative scheme for computing the surface height function
Z(x,y), let ∆zi, j represent the updates ofzi, j in the iterative equation, andz′i, j be
the value after the update. Then we have that

z′i, j = zi, j + ∆zi, j (5.28)

Substitutingz′i, j into W1, W1 will be changed by∆W1, that is,

W′1 = W1 + ∆W1

=
∫∫
[(

N−1

∑
m,n=0

zm,nφ(x)
m,n(x,y)−

N−1

∑
m,n=0

pm,nφm,n(x,y)

)

+ ∆zi, jφ
(x)
i, j (x,y)

]2

dxdy

= W1 +2∆zi, j

N−1

∑
m,n=0

zm,n

∫∫

φ(x)
m,n(x,y)φ

(x)
i, j (x,y)dxdy

−2∆zi, j

N−1

∑
m,n=0

pm,n

∫∫

φm,n(x,y)φ
(x)
i, j (x,y)dxdy

+∆z2
i, j

∫∫

φ(x)
i, j (x,y)φ

(x)
i, j (x,y)dxdy (5.29)
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By using the tensor product (5.22) and the definitions of the connection coeffi-
cients (5.18), (5.19) and (5.20) yields

∫∫

φ(x)
m,n(x,y)φ

(x)
i, j (x,y)dxdy

=

∫∫

φx(x−m,y−n)φ(x)(x− i,y− j)dxdy

=

∫∫

φx(x−m)φ(y−n)φ(x)(x− i)φ(y− j)dxdy

=

∫

φx(x−m)φ(x)(x− i)dx
∫

φ(y−n)φ(y− j)dy

=

∫

φx(x)φ(x)(x− i +m)dx
∫

φ(y)φ(y− j +n)dy

= Γ2
i−mΓ0

j−n (5.30)

Using the same way, we obtain that

∫∫

φm,n(x,y)φ
(x)
i, j (x,y)dxdy= Γ1

i−mΓ0
j−n (5.31)

∫∫

φ(x)
i, j (x,y)φ

(x)
i, j (x,y)dxdy= Γ2

0 (5.32)

Substituting (5.30), (5.31) and (5.32) into (5.29) gives

W′1 = W1 +2∆zi, j

N−1

∑
m,n=0

zm,nΓ2
i−mΓ0

j−n

−2∆zi, j

N−1

∑
m,n=0

pm,nΓ1
i−mΓ0

j−n + ∆z2
i, jΓ

2
0 (5.33)

Using the same derivation, we have that

W′2 = W2 + ∆W2

= W2 +2∆zi, j

N−1

∑
m,n=0

zm,nΓ0
i−mΓ2

j−n

−2∆zi, j

N−1

∑
m,n=0

qm,nΓ0
i−mΓ1

j−n + ∆z2
i, jΓ

2
0 (5.34)

Substituting (5.33) and (5.34) into (5.27), it is shown thatthe energy change is
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given by

∆W = ∆W1 + ∆W2

= 2∆zi, j

N−1

∑
m,n=0

zm,n
(
Γ2

i−mΓ0
j−n + Γ0

i−mΓ2
j−n

)

−2∆zi, j

N−1

∑
m,n=0

pm,nΓ1
i−mΓ0

j−n−2∆zi, j

N−1

∑
m,n=0

qm,nΓ0
i−mΓ1

j−n +2∆z2
i, jΓ

2
0

In order to make the cost function decrease as fast as possible,∆W must be maxi-
mized. From∂∆W/∂∆zi, j = 0, we have that

∆zi, j =
1

2Γ2
0

2N−2

∑
k=−2N+2

[(
pi−k, j +qi, j−k

)
Γ1

k−
(
zi−k, j +zi, j−k

)
Γ2

k

]
(5.35)

Substituting (5.35) into (5.28) leads to the following iterative scheme:

zt+1
i, j = zt

i, j + ∆zi, j (5.36)

wheret is the iteration index. By taking zero as the initial values,we can itera-
tively solve the depth recovery from gradients problem using the iterative scheme
(5.36).

5.6 Experimental Results

To investigate the performance of the algorithms describedin the previous sec-
tions, we have done several computer simulations on both synthetic and real im-
ages.

5.6.1 Test on Noiseless Gradients

The two-scan method was tested on a synthetic vase image, which is generated
mathematically by the following explicit surface equation:

Z(x,y) =
√

f 2(y)−x2

where

f (y) = 0.15−0.1y(6y+1)2(y−1)2(3y−2)2,

−0.5 6 x 6 0.5, 0.0 6 y 6 1.0

The image of this synthetic vase object is shown on the left ofFigure 5.1. The 3D
plot of the reconstructed surface using the proposed two-scan algorithm is shown
in the middle of Figure 5.1. By comparing the 3D plots of the true surface (middle)
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Fig. 5.1 Results of a synthetic vase object. (a) Original image. (b) 3D plot of the vase object. (c)
Reconstruction result using the proposed two-scan method.

(a) (b) (c)

Fig. 5.2 Results for a torus object. (a) Original surface. (b) Gradient vector fields. (c) Reconstructed
surface using wavelet-transform based method.

and the reconstructed surface (right), we can see that they look very similar to each
other.

The wavelet-transform based method was applied to a torus image. The orig-
inal torus image is illustrated on the left of Figure 5.2. Thegradient fields of
the torus surface is shown in the middle of Figure 5.2. The reconstructed surface
height from this gradient fields by the proposed wavelet based method is shown on
the right of Figure 5.2. It can be seen that the shape of the torus object is correctly
reconstructed.

Figure 5.3 shows three captured images of a Beethoven plaster statue, using
a static camera but different light sources. The gradients were generated using
the albedo-independent photometric stereo method with three light sources (3S



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

On Depth Recovery from Gradient Vector Fields 91

Fig. 5.3 Image triplet of a Beethoven statue.

Fig. 5.4 Recovered surface using the Frankot-Chellappa method.

PSM) as specified in.8 Figure 5.4 illustrates both recovered surfaces. The left-
hand surface was calculated using the Frankot-Chellappa algorithm17 as specified
in,8 and the right-hand surface was calculated using our Fourier-transform based
method withλ = 0.5,µ1 = 0, andµ2 = 0. By comparing the reconstructed surfaces
shown in Figure 5.5, we see that the Fourier-transform basedmethod (with the
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Fig. 5.5 Recovered surface using our Fourier-transform based method, withλ = 0.5, andµ1 = µ2 = 0.

specified parameters) improves the recovered shape.

5.6.2 Test on Noisy Gradients

Generally speaking, local methods may provide an unreliable reconstruction,
since the errors can propagate along the scan paths. Therefore, we only test
the proposed Fourier-transform based method for noisy gradients. This method
was implemented with one synthetic image (peaks) and one real image (vase).
The discrete gradient vector fields were generated using an SFS algorithm.4 The
Gaussian noise (with a mean, set to zero, and a standard deviation, set to 0.01) was
subsequently added to the generated gradient field in order to test the sensitivity
to noise.

Figure 5.6 and Figure 5.7 show the reconstructed surfaces when the parameters
are given by some specific values. Figure 5.6 shows the original 3D height plot
of a synthetic peaks surface (left), the 3D plot of reconstructed surfaces using
the Frankot-Chellappa algorithm (middle), and the 3D plot of the reconstructed
surface using our Fourier-transform based method withλ = 0, µ1 = 0.1, andµ2 =

1. By comparing the true heights, we can see that the noise is reduced.
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(a) (b)

(c)

Fig. 5.6 Results of a synthetic image. (a) Original surface.(b) Reconstructed surface using the
Frankot-Chellappa algorithm. (c) Reconstructed surface using our Fourier-transform based method
with λ = 0,µ1 = 0.1 andµ2 = 1.

(a) (b)

(c)

Fig. 5.7 Results of a vase object. (a) Original surface. (b) Reconstructed surface using the Frankot-
Chellappa algorithm. (c) Reconstructed surface our Fourier-transform based method withλ = 0,µ1 =
0.1,µ2 = 10.

Figure 5.7 shows the 3D plot of the original vase surface (left). The recon-
structed surfaces withλ = 0, µ1 = µ2 = 0 andµ1 = 0.1,µ2 = 10 are shown in the
middle Figure 5.7 and on the right of Figure 5.7.
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5.7 Conclusion

This chapter proposed three classes of methods for solving the problem of depth
recovery from gradient vector fields, based on previous workby the authors (see,
for example,19). The derivation details of these approaches are given. Thederiva-
tion process of the two-scan method is very simple. The wavelet-transform based
method is derived by representing the surface height as a linear combination of
third-order Daubechies’ scaling basis functions. This method converts the depth
recovery from gradients problem to one of solving an iterative equation. Hence,
the method can be easily implemented. The mathematics is somewhat more com-
plicated, but the fact that fewer iterations are required isthe major advantage of
the wavelet-transform based method. The Fourier-transform based method has
some distinct advantages. The surface of the object is constructed in one pass
utilizing all of the given gradient estimates, and the robustness of the Fourier-
transform based method to noisy gradient fields can be improved by choosing
associated weighting parameters. The choice of parametersheavily affects the
surface reconstructed from gradients. Therefore, the criterion for the choice of
the parameters and the relation between the parameters and noise should be a fu-
ture topic of research. Generally speaking, a constrained minimization problem
can be formulated for an optimal choice of parameters. This is a problem which
many researchers have been trying to solve for several years, and so far there is no
systematic way derived for choosing parameters.
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In this paper a new convolutional compactor with a single output is introduced. It
is characterized by very good error masking properties: Allodd errors, all 2-bit,
4-bit and 6-bit errors at the inputs of the compactor are not masked. Addition-
ally, the depth of the compactor, i.e. the necessary number of flip flops, is only
O(log2n), which makes the proposed convolutional compactor of special interest
when a very large number of chip internal scan chains or test outputs are to be
compressed.

Contents

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . 98
6.2 A Convolutional Compactor with a Single Output . . . . . . . .. . . . . . . . . . . . . . 99

6.2.1 The Observer Canonical Form of a Convolutional Compactor . . . . . . . . . . . . 99
6.2.2 The Input-Output-Behavior of a Convolutional Compactor . . . . . . . . . . . . . 100
6.2.3 Linear Superposition and Errors . . . . . . . . . . . . . . . . . .. . . . . . . . . 102

6.3 Classification of Errors . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . 103
6.4 Construction of Parity Matrices for Error Detection . . .. . . . . . . . . . . . . . . . . . 104

6.4.1 First Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . 104
6.4.2 Detection of Even One–Column Errors . . . . . . . . . . . . . . .. . . . . . . . . 105
6.4.3 Optimal(m[62k]×n)-Matrices for Smalln . . . . . . . . . . . . . . . . . . . . . . 108
6.4.4 Recursive Determination of Larger[62k]-eed Matrices . . . . . . . . . . . . . . . 109

6.5 Detection of 2- and 4-Bit Errors . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . 110
6.6 Detection of 6-Bit Errors . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . 113
6.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . 114

97



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

98 F. Börner, A. Leininger and M. Gössel
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6.1 Introduction

To reduce the huge amount of test and diagnosis data of large circuits under test
recently convolutional compactors were investigated.1,4,7,8 These compactors are
called convolutional since their structure is the same as for convolutional encoders
in their observer canonical form.5

Motivated by low pin count testing, this paper focuses on convolutional com-
pactors with a single output. A convolutional compactor with a single output con-
sists of a set ofm (overlapping) XOR-trees and a Shift Register ofm Flips-Flops.
The outputs of the XOR-trees are connected to the inputs of the Shift Register
(Figure 6.1).

In a more abstract notation a convolutional compactor is a finite linear definite
automaton.6 The state of the compactor, i.e. the content of themflip-flops depends
only on the lastm inputs of the compactor.Therefore convolutional compactors
are very well-adapted to the compaction of data with X-states. In a convolutional
compactor a possible X-value is shifted through the flip-flops of the MISRs until it
reaches the outputs. No trace is left in the state or the contents of the flip-flops of
the convolutional compactor after the X-value reaches the outputs of the MISRs.

This is the main advantage of a convolutional compactor compared to a com-
pactor where the outputs of (non-overlapping) XOR-trees are connected to the
inputs of a multi-input linear feedback shift register MILFSR as described by
Savir.9 In the case of a MILFSR with feedback,x-values may corrupt the entire
signature of the MILFSR.

For the convolutional compactor with a single output, it wasproven that all odd
errors and all two-bit errors at the inputs are not masked.8 It was demonstrated
by extensive simulation experiments that a very high percentage of 4-bit errors
can also be detected by this compactor. But the detection of 4-bit errors and 6-bit
errors cannot be guaranteed.

In this paper it is shown how to systematically configure a convolutional com-
pactor based on generalized construction rules. Approaches for optimization to
ease the implementation are only mentioned briefly. In particular, a convolutional
compactor withn inputs is introduced,n > 6, which does not mask 2-bit, 4-bit,
6-bit and odd input errors at its output or tolerates a corresponding number of
unknown values. Thereby the necessary number of flip-flops orthe depth of the
convolutional compactor is only m∈O(log2n). For example, for 1000 outputs of
the CUT which are to be compacted the sequential depth or the necessary number
of flip-flops is only about 100 instead of 1000.
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A short introduction to convolutional compactors is given in in section 6.2.
Then the basic terminology and the theoretical approach to the theorems used
later for constructing the compactors are explained in section 6.2 and section 6.3.
Section 6.4 to 6.6 show how the convolutional compactor is constructed based on
these theorems. In section 6.7 conclusions are drawn.

6.2 A Convolutional Compactor with a Single Output

6.2.1 The Observer Canonical Form of a Convolutional Compactor

Figure 6.1 shows a feedback free convolutional compactor inits observer canon-
ical form.5 The compactor hasn inputs and a single outputout. The compactor
consists ofm (overlapping) parity treesP0, . . . ,Pm−1 and an m-stage MISR (Multi-
Input Signature Register) ofmflip-flopsFF0, . . . ,FFm−1.

For timet = 0,1, . . . we assume that the input signals are the test responses

~a(t) =






a0(t)
...

an−1(t)






of n scan-paths of the circuit under test CUT. The output signalsof the parity trees
P0,P1, . . . ,Pm−1 are denoted by

~b(t) =






b0(t)
...

bm−1(t)




 .

Thesebi(t) are the input signals of the MISR and the output signal of the MISR,
denoted byc(t), is the output of the compactor.

Formally the parity treesPi are described by a binary(m× n) parity–matrix
W = (wi, j ) with wi, j ∈ {0,1} for all 0 6 i 6 m−1, 06 j 6 n−1. The jth input of
the compactor is connected to a corresponding input of theith parity treePi if and
only if wi, j = 1. In Figure 6.1 the parity trees are described by horizontallines. If
wi, j = 1, i.e. if the jth input is XORed to theith parity tree, then the crosspoint of
the jth input line and theith parity tree is marked with an⊕.

This is the observer canonical form of a feedback free convolutional com-
pactor with a single output. For a given numbern of inputs, different such com-
pactors differ only by their(m×n)-parity-matricesW.

Therebym determines the sequential depth or the number of flip-flops ofthe
MISR.



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

100 F. Börner, A. Leininger and M. Gössel
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Fig. 6.1 A Convolutional Compactor.

6.2.2 The Input-Output-Behavior of a Convolutional Compactor

We want to design parity–matricesW with special error detecting properties.
Therefore we first study the mathematical dependencies between inputs and out-
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put of the compactor. The signalsa j(t), bi(t), c(t) and the entrieswi, j of the
parity matrixW are elements of the two-element fieldF2 = {0,1} with addition
⊕modulo 2 and the usual multiplication.

For then-dimensional input vectors~a(t) at timet and the correspondingm-
dimensional output vectors~b(t) of the parity trees we have~b = W~a. If we define
the matrixA

A = (~a(0),~a(1),~a(2), . . . ,~a(t), . . .)

with the input vectors~a(t) of the compactor as columns and the matrixB

B = (~b(0),~b(1),~b(2), . . . ,~b(t), . . .)

with the vectors~b(t) as columns, then we have

B = W ·A. (1)

We assume that the initial state of the MISR is 0, i.e. the initial content of all
flip-flops is 0. Then the components of them-dimensional output vectors~b(t) of
them parity trees are compacted by the MISR according to the equation

c(t) = b0(t)⊕b1(t−1)⊕ . . .⊕bm−1(t−m+1), (2)

where we putbi(s) = 0 for s< 0.
Feedback free convolutional compactors are special cases of finite linear def-

inite automata (,63) which have a finite impulse response. Therefore we can de-
scribe their behavior with the help of the so calledD-transforms of the input and
output sequences. TheD-transformof an infinite sequence

(x(t))t>0 = (x(0),x(1), . . . ,x(t), . . .)

is the formal power series

TD[x(t)] := TD[(x(t)t>0] = x(0)⊕x(1)D⊕ . . .⊕x(t)Dt ⊕ . . . ,

i.e. an element ofF2[[D]]. (D is sometimes called thedelay operator.) We say that
themonomial Dk belongs to TD[x(t)] if x(k) = 1.

If the sequence(x(t)) is finite, then we consider theD-transformTD[x(t)] as
a formal polynomial inD, i.e. as element ofF2[D]. In the sequel, we will not
distinguish sharply between a sequence(x(t)) and itsD-transformTD[x(t)].

We denote theD-transform of the sequence(a j(t))t>0 (the jth row of the input
matrixA) by

gA
j (D) := TD[a j(t)],



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

102 F. Börner, A. Leininger and M. Gössel

and theD-transform of the output sequence(cA(t))t>0 for the input matrixA is
denoted by

hA(D) := TD[cA(t)].

Moreover, to thejth column~w∗, j of the parity matrixW (06 j 6 n−1) we assign
the formalD-polynomial

f j (D) := w0, j ⊕ f1, jD⊕ . . .⊕wm−1, jD
m−1.

Then equations (1) and (2) lead to

hA(D) = f0(D)gA
0 (D)⊕ f1(D)gA

1 (D)⊕ . . .⊕ fn−1(D)gA
n−1(D) (3)

= ( f0(D), . . . , fn−1(D))






gA
( D)
...

gA
n−1(D)




 . (4)

Consequently, theD-transform of the output sequence(cA(t)) is the convolution
of the n-tuple ( f0(D), . . . , fn−1(D)) with the D-transformsgA

j (D) of the rows of
the input matrisA. Equation 3 completely describes the input–output behaviour
of our compactor.

6.2.3 Linear Superposition and Errors

In this subsection it is investigated how errors in the inputsequence influence the
output sequence of the convolutional compactor. Since the convolutional com-
pactor is a linear automaton (with initial state 0), the deviation of the actual output
sequence from the expected correct output sequence is determined by the devia-
tion of the sequence of the actual input vectors from the correct sequence of input
vectors only and not by the concrete values of the inputs.

We consider the case when the (correct) input matrixA is changed into an er-
roneous input matrixA⊕E by aninput error matrixE = (~e(0),~e(1), . . . ,~e(t), . . .)
of the same size asA. So

~e(t) =






e0(t)
...

en−1(t)






are column-vectors of dimensionn.
We denote theD-transform of thejth row ofE with

gE(D) = ej(0)⊕ej(1)D⊕ . . .⊕ej(t)D
t ⊕ . . . .
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Then theD transform of thejth row of A⊕E is gA(D)⊕ gE(D). Let hA⊕E(D)

denote theD-transform of the output sequence for the inputA⊕E. Then equation
(3) yields

hA⊕E(D) = f0(D)(gA
0 (D)⊕gE

0(D))⊕ f1(D)(gA
1 (D)⊕gE

1(D))⊕ . . .

. . .⊕ fn−1(D)(gA
n−1(D)⊕gE

n−1(D))

= hA⊕ f0(D)gE
0 (D)⊕ f1(D)gE

1 (D)⊕ . . .⊕ fn−1(D)gE
n−1(D)

According to equation (3), the convolution

hE(D) = f0(D)gE
0 (D)⊕ f1(D)gE

1 (D)⊕ . . .⊕ fn−1(D)gE
n−1(D)

is theD-transform of the output sequence(cE(t)) for the inputE. So we have

hA⊕E(D) = hA(D)⊕hE(D), (5)

and the deviation of the (incorrect) output sequencehA⊕E(D) from the correct
sequencehA(D) is the sequencehE(D), and this sequence is independent from the
original input matrixA. Thisprinciple of superposition(equation (5)), which is a
consequence of the linearity of the automata, reduces the error discussion to the
consideration of the error matrixE (represented by theD-transformsgE

j (D)) and
the outputhE(D).

Errors of the input vectors of the convolutional compactor are described by
their corresponding binary error matrixE. In this paper, by anerror we mean an
error matrixE 6= 0, i.e. gE

j (D) 6= 0 for at least onej ∈ {0, . . . ,n}. An errorE is
maskedif hE(D) = 0, and it isdetectedif

hE(D) = f0(D)gE
0 (D)⊕ f1(D)gE

1 (D)⊕ . . .⊕ fn−1(D)gE
n−1(D) 6= 0. (6)

Our aim is the construction of parity matricesW (represented by the polynomials
f j (D)) such that as many errors as possible can be detected by the inequality (6).

In the sequel, we will suppress the superscriptE and writeh(D) for hE(D) and
g j(D) instead ofgE(D).

6.3 Classification of Errors

In order to detect errors, we first want to introduce a certainclassification of pos-
sible errors. For simplicity, we will assume thatE is of finite size, i.e. 06 t 6 s for
some (possibly large) numbers. In this case theg j(D) are polynomials of degree
< s.

Definition 6.1 A k-bit error (k > 1) is a matrixE where exactlyk entriesej(t) are
equal to 1. The columns ofE with at least one value 1 are called theerror columns
of E. An one column erroris a matrixE with exactly one error column.
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More generally we define: Letk1,k2, . . . ,kl > 1. Then a[k1,k2, . . . ,kl ]-error
corresponds to an error matrixE with exactlyl error columns, where therth error
column (16 r 6 l ) contains exactlykr values 1. Between error columns there may
be an arbitrary number of zero-columns.

Therefore a[k1,k2, . . . ,kl ]-error corresponds to an error matrixE with altogether
k1 +k2 + . . .+kl entries 1. The one-column errors withk errors are the[k]-errors.
In practice, a one column error means that all errors occur atthe same timet at
the inputs of the compactor.

6.4 Construction of Parity Matrices for Error Detection

The construction of parity matrices is based on some theorems concerning the
detection of special types of errors, the construction of parity matrices for specific
errors and a recursive determination of larger parity matrices from smaller ones.
In this paper, the proofs of these theorems are usually shortened or omitted. For
the detailed proofs we refer to Börner.2

6.4.1 First Observations

We start with a general negative result.

Theorem 6.1Let n> 2. Then for each choice ofW (or of f0(D), . . . , fn−1(D))
there exist error matricesE 6= 0 that are masked.

Proof If f j (D) = 0 for somej then all errors withg j(D) 6= 0,gi(D) = 0 for i 6= j
are masked. Iff j (D) 6= 0 for all j then chooseg0(D) = f1(D), g1(D) = f0(D) and
g j(D) = 0 for j > 2. �

Therefore we cannot detect all possible errors with our convolutional com-
pactor. But the next result is positive.

Theorem 6.2 If every column of the parity matrixW has an odd number of ones,
then all error matricesE with an odd number of errors are detected, i.e. all k-bit
errors with odd k are detected.

Proof We call aD-polynomialodd if the number of the occuring monomials
Dk is odd, otherwise we call iteven. By our assumption, all polynomialsf j (D)

are odd. Ifg j(D) is odd, thenf j (D)g j(D) is also odd, and ifg j(D) is even, then
f j (D)g j(D) is also even. If the number of 1s inE is odd, then an odd number of the
g j(D) must be odd. Consequently,h(D) = f0(D)g0(D)⊕ . . .⊕ fn−1(D)gn−1(D)

must be odd and thereforeh(D) 6= 0. �
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If not every column of a given parity matrixW has an odd number of ones,
then it is easy to insert an additional row such that the number of ones in every
column of the modified parity matrix is odd. We call such an additional row an
add-odd row. If we add an add-odd row toW, then a single flip-flop has to be
added to the convolutional compactor.

In particular, with the matrixW = (1,1, . . . ,1) we can already detect everyk-
bit error for oddk. (This corresponds to the simple parity observation of the input
signals at timet.) More general, a row(wi,0,wi,1, . . . ,wi,n−1) of W with wi, j = 1
for all j is called acomplete row. The existence of such complete rows inW has
consequences for the error detection.

Theorem 6.3 If the first row of the parity matrixW is a complete row, then all
[k1,k2, . . . ,kl ]-errors with odd k1 are detected.

If the last row of the parity matrixW is a complete row, then all[k1,k2, . . . ,kl ]-
errors with odd kl are detected.

Proof We only prove the first statement. W.l.o.g. we assume that thefirst er-
ror column in E is the first column inE. Then exactlyk1 of the polynomi-
als g j(D) have a monomial 1. By our assumption, allf j(D) have a monomial
1. Therefore there occur exactlyk1 monomials 1 inh(D) = f0(D)g0(D)⊕ . . .⊕
fn−1(D)gn−1(D), all other monomials have degree> 1. But ask1 is odd, an odd
number of 1s adds to 1, soh(D) 6= 0. �

If both, the first and the last row of the parity matrixW, are complete rows,
then the overall parity must be implemented only one time andhas to be connected
with the first and the last flip-flop of the MISR.

By Definition 6.1, a[k1, . . . ,kl ]-errorE remains such an error if we permute
the rows ofE. Consequently:

Theorem 6.4Let k1, . . . ,kl > 1 be fixed natural numbers. If all[k1,k2, . . . ,kl ]-
errors can be detected by use of the parity matrixW, then these errors are also
detected by a parity matrixW′, if W′ is derived fromW by a permutation of its
columns.

6.4.2 Detection of Even One–Column Errors

Because of Theorem 6.2 we have no problems with the detectionof k-bit errors
for oddk. So now we concentrate onk–bit errors for evenk. First of all we have
to consider the even one–column errors. We will design special parity matrices
only for the detection of such special errors. Later these matrices will appear as
parts of matricesW with more general error detection capabilities.
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Definition 6.2 Let k > 1. A parity matrixW is an [6 2k]-even-error-detection
matrix, (in short, a[6 2k]-eed-matrix), if W detects all one-column[2l ] errors for
all l with 16 l 6 k. (Sometimes we abbreviate this by writingW with index[6 2k]
asW[62k].)

The smallest valuem for which a[6 2k]-eed-matrix of size(m×n) exists, is
denoted by minsizen(k). (If n is fixed, we also denote this value bym[62k].)

Consequently a[6 8]-eed matrix can detect all[2]-, [4]-, [6]- and[8]-one-column
errors.

Since we are interested in a convolutional compactor with a small number of
flip-flops we try to find such[6 2k]-eed matrices of size(m×n) wherem is near
to minsizen(k). If E describes an one-column error, then we can w.l.o.g. assume
that the first column ofE is the error column. Then for allj ∈ {0, . . . ,n−1}, the
g j(D) are eitherg j(D) = 0 org j(D) = 1. Thereforeh(D) = ∑{ f j(d) | g j(D) = 1}.
Consequently,W is [6 2k]-eed if ∑ j∈J f j (D) 6= 0 for all J ⊆ {0, . . . ,n−1} with
|J| = 2l for somel with 1 6 l 6 k. This leads to the following easy but useful
criterion for such matrices.

Theorem 6.5An (m×n)-matrix W is an [6 2k]-eed matrix if and only if for all
index sets I,J⊆ {0, . . . ,n−1} with |I |= |J|= k and I 6= J holds

∑
i∈I

fi(D) 6= ∑
j∈J

f j (D). (7)

For the least possible m holds

minsizen(k) >

⌈

log

(
n
k

)⌉

. (8)

Proof The first part of the Theorem follows from the preceding remarks, for
details we refer to Börner.2 The lower bound for minsizen(k) follows from the fact
that all sums∑ j∈J f j (D) for |J| = k have to be different. There are

(n
k

)
possible

choices forJ, so the number 2m of possible column vectors of dimensionm must
be>

(n
k

)
. �

On the other hand, it is obvious that

minsizen(k) 6 n−1, (9)
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since the XOR-sums of arbitrary 2l pairwise different columns of the((n−1)×n)-
matrix










0 1
0 1
0 1

. . .

0 1










(10)

are never equal to zero.
In general everyH-matrix of a 2k error detecting code can be used as aW[62k]

matrix. But since odd errors are not necessarily to be detected, different matrices
are also possible and aW[62k] matrix can even contain a single 0-column.

If and only if all columns of a parity matrix are different, the parity matrix
is a W[62] matrix which detects all even [2]-errors. Such a matrix can be con-
structed from the columnsi(2), 0 6 i 6 n in binary representation (i.e. by a H-
matrix of a Hamming code with an additional 0-column). This parity matrix has
minsizen(1) = ⌈logn⌉ columns.

If we add to this matrix an add-odd row to make the number of ones in every
column odd then this parity matrix will detect all [2]-errors and all odd errors
within the error matrixE. An example of such a parity matrix forn = 4 is the
following (3×4)-matrix:





0 1 0 1
0 0 1 1
1 0 0 1



 (11)

A consequence of 6.5 is the following Theorem.

Theorem 6.6Let W be a[6 2k]-eed matrix. If the parity-matrixW′ is obtained
from W by the following operations,

• insertion of additional rows,
• interchanging of rows,
• adding a row to another row,
• adding a complete row(1,1, . . . ,1) to an arbitrary row,
• permutation of columns,

thenW′ is also a[6 2k]-eed matrix.

Proof All these operations do not influence the criterion in Theorem 6.5. �

If a [6 2k]-eed matrixW is of minimal size, i.e.m = minsizen(k), thenW
cannot contain a row with only zero entries. Consequently, using the operations
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of Theorem 6.6, we can apply a Gaussian elimination algorithm to W to obtain a
matrixW′ in a special “diagonal form”, without losing the[6 2k]-eed property. If
we note that even the addition of a complete row is allowed, then we obtain the
following Theorem.

Theorem 6.7 If m = minsizen(k), then there exists a[6 2k]-eed matrix of size
(m×n) of the following form:










0 1 0 0. . . 0
0 0 1 0. . . 0
0 0 0 1. . . 0
...

...
0 0 0 0. . . 1

submatrix R










(12)

Here every column of the(m× (n−m− 1)) (and possibly empty) submatrix R
must have at least2k ones.

6.4.3 Optimal(m[62k]×n)-Matrices for Small n

Using the normal form of Theorem 6.7, we can determine optimal [6 2k]-eed
matrices for small values ofn.

We start withk = 2. (The casek = 1 was already solved in subsection 6.4.2.)
Because of 2k 6 n the smallest value forn is n = 4. In this case (9) and (8) yield
3 = ⌈log

(4
2

)
⌉6 minsize4(2) 6 3, therefore minsize4(2) = 3. According to (12), a

possible[6 4]-eed-matrix is:




0 1 0 0
0 0 1 0
0 0 0 1



 (13)

Similarly, we obtain minsize5(2) = minsize6(2) = 4.
The corresponding[6 4]-eed matrices of the form (12) are:







0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1







and







0 1 0 0 0 1
0 0 1 0 0 1
0 0 0 1 0 1
0 0 0 0 1 1







It is easy to verify that these matrices are in fact[6 4]-eed matrices. In these three
cases we have minsizen(k) = ⌈log

(n
k

)
⌉. But this lower bound is not always sharp.

Forn = 8 we have⌈log
(8

2

)
⌉= 5, but there is no[6 4]-eed matrix of the form (12)

with 8 columns and 5 rows. In this case we obtain minsize8(2) = 6.
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In this manner we can proceed fork= 3. In particular we obtain minsize6(3)=

5, minsize7(3) = 6. The corresponding[6 6]-eed-matrices for these values are
of the form (10), i.e. the submatrixR in (12) is empty. Forn = 8 we obtain
minsize8(3) = 6, and it is easy to verify that the matrix












0 1 0 0 0 0 0 1
0 0 1 0 0 0 0 1
0 0 0 1 0 0 0 1
0 0 0 0 1 0 0 1
0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 1












(14)

is a [6 6]-eed matrix.

6.4.4 Recursive Determination of Larger[62k]-eed Matrices

The next Theorem shows, how a 2k-eed matrix with 2n columns can be con-
structed from matrices withn columns.

Theorem 6.8Let W[62k] be a[6 2k]-eed-matrix of size(m0×n), and let U be a
[6 2⌊k/2⌋]-eed-matrix of size(m1×n) with an additional add-odd row. Then the
matrix

V =










W[62k] W[62k]

(zero-matrix) U










is a [6 2k]-eed matrix of size((m0 +m1)×2n).

Proof We have to verify the validity of the criterion in Theorem 6.5. For details
we refer to Börner.2 �

Let k = 2. Then we can start with a small matrixW[64], e.g. with the(3×4)

matrix of (13). As matrixU we choose the[6 2]-eed matrix with an add-odd row
from (11). Then we obtain the following(6×8)-matrix:












0 1 0 00 1 0 0
0 0 1 00 0 1 0
0 0 0 10 0 0 1
0 0 0 00 1 0 1
0 0 0 00 0 1 1
0 0 0 01 0 0 1











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This matrix is again a[6 4]-eed matrix, i.e. the sum of two or four different
columns is never a zero-column.

We can iterate this construction. Each step doubles the number n of columns
to 2n, but the number of rows grows only by 1+ ⌈logn⌉. In this way we obtain
matrices where the number of columns is a power of 2. If the desired number
of columns is not a power of 2, then we simply can omit some columns, without
weakening the property to be a[6 4]-eed matrix. (This follows once more from
6.5.) A careful count of the numbers of rows in the new matrices leads to the
bound

minsizen(2) 6
(⌊logn⌋)2 + ⌊logn⌋

2
+1+ r(n) (15)

Here we abbreviater(n) = ⌈log(n−2⌊logn⌋)⌉ if n 6= 2⌊logn⌋, andr(n) =−1 other-
wise.

It is a bit surprising, that we obtain the same bound also fork = 3. In this case
we start e.g. with the(6×8) matrixW[66] of (14). Because of⌊2/2⌋= ⌊3/2⌋= 1
we can use the same matricesU in the construction of Theorem 6.8 as in the case
k = 2. Therefore we have forn > 6:

minsizen(3) 6
(⌊logn⌋)2 + ⌊logn⌋

2
+1+ r(n) (16)

6.5 Detection of 2- and 4-Bit Errors

Now we use our results for the detection of several classes oferrors. We start with
the following parity matrix.

W =

1 1 1 1 1 1 1 complete row
0 1 0 1 0 1 0
0 0 1 1 0 0 1
0 0 0 0 1 1 1

[6 2]-eed-matrix
(⌈logn⌉ rows)

0 1 1 0 1 0 0 add-odd row

(17)

(In our example we haven= 7 inputs, but the following holds for all valuesn> 2.)
The add-odd row assures that each column inW has an odd number of ones.
Therefore by Theorem 6.2, all odd errors will be detected with this parity matrix.
A 2-bit error can occur in the form of a[1,1] error or as a[2]-error. A [1,1]-error
will be detected by the complete row inW by Theorem 6.3. A[2] error will be
detected because the⌈logn⌉ rows in the middle ofW form a[6 2]-eed matrix. So
we have:
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Theorem 6.9 If the matrixW of (17) is used as the parity matrix in the convolu-
tional compactor with n inputs of Fig. 6.1, then all odd errors and all 2-bit errors
are detected. The compactor needs⌈logn⌉+2 flip-flops.

But there are undetectable 4-bit errors for the simple matrix of (17). Therefore
we now turn to a design of a parity matrix that can detect all odd errors and all 2-
and 4-bit errors.

We need an additional notation: LetV be a matrix. Then themirrored matrix
V⋆ is the matrix with the same rows as inV, but in reverse order.

Theorem 6.10Consider a matrixW with the structure as shown in Fig. 6.2.

1 1 1 1 1 1 1 complete row of ones
0 1 0 1 0 1 0
1 0 0 1 1 0 0
1 1 0 0 0 0 1

[6 2]-eed matrixV, (⌈logn⌉ rows)

1 0 0 0 1 1 1 add–odd row
0 1 0 0 0 0 1
0 0 1 0 0 0 1
0 0 0 1 0 0 1
0 0 0 0 1 0 1
0 0 0 0 0 1 1

[6 4]-eed matrix,

(6
(⌊logn⌋)2 + ⌊logn⌋

2 +1+ ⌈log(n−2⌊logn⌋)⌉ rows)

1 1 0 0 0 0 1
1 0 0 1 1 0 0
0 1 0 1 0 1 0

mirrored matrixV⋆, (⌈logn⌉ rows)

1 1 1 1 1 1 1 complete row of ones

Fig. 6.2 Parity Matrix for 4-Bit Error Detection.

(The example has only n= 7 inputs, but the structure is valid for all values
n > 4.)

If the matrixW of Fig. 6.2 is used as the parity matrix of the convolutional
compactor with n inputs in Fig. 6.1, then the compactor detects all odd errors and
all 2-bit and 4-bit errors. This compactor needs

(⌊logn⌋)2 + ⌊logn⌋
2

+2⌈logn⌉+4+ r(n)

flip-flops. (The number of different parity trees is lower, because some rows occur
twice inW, and the corresponding trees must be realized only once.)

Proof The add-odd row assures that each column inW has an odd number of
ones. Consequently, by Theorem 6.2 all odd errors will be detected with this parity
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Fig. 6.3 A Convolutional Compactor for 4-Bit Error Detection.

matrix. The first and last rows of this matrix are complete rows of ones. Therefore,
by Theorem 6.3 all[k1, . . . ,kl ]-errors with oddk1 or oddkl are detected. Every[2]-
error and every[4]-error will be detected by the[6 4]-eed matrix in the middle of
W.

This shows already that all 2-bit errors and all 4-bit errorswill be detected,
with the possible exception of the[2,2]-errors. The detectability of these[2,2]-
errors is a consequence of the symmetric arrangement of the[6 2]-eed matricesV
andV⋆, we refer to Börner.2 �

We want to mention, that our parity matrix detects a lot more errors. E.g. all
[2,4]-errors and all[4,2]-errors are also detectable. Moreover, there are many pos-
sible modifications of our structure. Figure 6.3 shows a convolutional compactor
for 7 inputs, based on the parity matrix of Fig. 6.2. If the parity matrix contains



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

Convolutional Compactors for Guaranteed 6-Bit Error Detection 113

W =

1 1 1 1 1 1 1 complete row of ones
0 1 0 1 0 1 0
1 0 0 1 1 0 0
1 1 0 0 0 0 1

[6 2]-eed matrixV

1 0 0 0 1 1 1 add-odd row
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

[6 6]-eed matrix

1 1 0 0 0 0 1
0 0 0 0 0 0 0
1 0 0 1 1 0 0
0 0 0 0 0 0 0
0 1 0 1 0 1 0

mirrored matrixV⋆

with additional zero-
rows

0 0 0 0 0 0 0 complete row of zeros
1 1 1 1 1 1 1 complete row of ones
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

zero matrix
with 2⌈logn⌉
rows

1 1 1 1 1 1 1 complete row of ones
1 1 0 0 0 0 1
1 0 0 1 1 0 0
0 1 0 1 0 1 0

mirrored matrixV⋆

1 1 1 1 1 1 1 complete row of ones

Fig. 6.4 Parity Matrix for 6 Bit Error Detection.

identical rows, then the parity tree according to such a row must be realized only
once.

6.6 Detection of 6-Bit Errors

It is possible to extend our approach also to the detection ofall 6-bit errors.
Fig. 6.4 shows the structure of a corresponding parity matrix. Similar arguments
as in the last section show that this matrix detects all odd errors, all 2-bit errors,
all 4-bit errors, all[2,4]-errors and all[4,2]-bit errors. Every[6]-error is recog-
nized with the help of the[6 6]-eed matrix in the middle ofW. For the remaining
[2,2,2]- and[2,1,1,2]-errors we refer to Börner.2
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Table 6.1
n number of flip-flops number of different rows inW
7 29 11
10 37 14
20 48 20
50 62 29
100 75 37
200 89 46
500 104 56
1000 120 67
2000 137 79
5000 164 96

Theorem 6.11If the matrix of Fig. 6.4 is used as parity matrix of the convolu-
tional compactor in Fig. 6.1, then all odd errors, all 2-bit errors, all 4-bit errors
and all 6-bit errors are detected.

For n inputs this compactor needs
(⌊logn⌋)2 + ⌊logn⌋

2 + 6⌈logn⌉+ 6+ r(n)

flipflops.
Finally, in Table 6.1 we give values for the number of flip-flops and the num-

ber of different rows (without zero rows) in the parity matrix if the compactor is
structured as described in the last Theorem.

6.7 Conclusions

This paper shows how to systematically configure a convolutional compactor
based on generalized construction rules. We investigated how the capability for
error-detection of the compactor depends on the structure of its parity matrix. In
particular, we proposed a special design with the ability todetect all odd errors and
all 2-bit, 4-bit and 6-bit errors at the inputs. The number offlipflops in the shift
register of the compactor is inO(log2n), Therefore this compactor is of interest
for the test of circuits with a large number of scan-pathes.
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Chapter 7

Low-Energy Pattern Generator for Random Testing

Bhargab B. Bhattacharya∗, Sharad C. Seth, and Sheng Zhang

Department of Computer Science and Engineering
University of Nebraska-Lincoln Lincoln

NE 68588-0115, USA

A new built-in self-test (BIST) scheme for scan-based circuits is proposed for
reducing energy consumption during testing. In a random testing environment,
a significant amount of energy is wasted in the LFSR and the circuit-under-test
(CUT) by useless patterns that do not contribute to fault dropping. Another ma-
jor source of energy drainage is the loss due to random switching activity in the
CUT and in the scan path between applications of two successive vectors. In this
work, a pseudorandom test sequence is generated by a linear feedback shift reg-
ister (LFSR), and useless patterns are identified by fault simulation. Switching
activity of the remaining (useful) patterns in the CUT including the scan path is
estimated, and their optimal reordering that minimizes switching activity, is de-
termined. Two components of switching activity, namely intrinsic (independent
of test ordering) and variable (dependent on test ordering)are identified. An effi-
cient technique of computation of switching activity occurring in the scan path is
reported. Next, we design a mapping logic, which modifies thestate transitions
of the LFSR such that only the useful vectors are generated bythe LFSR accord-
ing to the desired sequence. Earlier techniques of energy reduction were based
on blocking of useless vectors at the inputs to the CUT after being produced by
the LFSR. Similarly, test reordering was used for low-energy BIST design, but
only in the context of deterministic testing. The novelty ofthis approach lies in
the fact that it not only inhibits the LFSR from generating the useless patterns,
but also enforces the patterns to appear in a desired sequence. Further, it reduces
test application time without affecting fault coverage. Experimental results on
ISCAS-89 benchmark circuits reveal a significant amount of energy savings in
the LFSR during testing. The design is simple and is applicable to a general
scan-based test scheme like the STUMPS architecture.

∗While on leave from Indian Statistical Institute, Kolkata,India
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7.1 Introduction

With the emergence of mobile computing and communication devices, such as
laptops, cell-phones, portable multimedia and video equipments, design of low-
energy VLSI systems has become a major concern in circuit synthesis.1,2 A sig-
nificant component of the energy consumed in CMOS circuits iscaused by the
total amount ofswitching activity(SA) at various circuit nodes during operation.
The energy dissipated at a circuit node is proportional to the total number of 0→ 1
and 1→ 0 transitions the logic signals undergo at that node multiplied by its ca-
pacitance (which depends on its fanout, and its transistor implementation). The
allowable energy is limited by the battery and the thermal capacity of the pack-
age. The higher device densities and clock rates of the deep submicron technology
further exacerbate the thermal dissipation problem.

It has been observed that energy consumption in an IC may be significantly
higher during testing due to increased switching activity than that needed during
normal (system) mode, which can cause excessive heating anddegrade circuit re-
liability.3 The average-power optimization has to do with extending thebattery
life in mobile applications. The maximum-power optimization, on the other hand,
can be in terms of sustained or instantaneous power. Maximumsustained power,
over a specified limit, can cause excessive heating of the device and even burnout.
Maximum instantaneous power, on the other hand, may cause excessive (induc-
tive) voltage drop in the power and ground lines because of current swing. Thus,
the logic states at circuit nodes may erroneously change.4

Conventional built-in self-test (BIST) schemes with random patterns may need
an excessive amount of energy because of the length of the test set and randomness
of the consecutive vectors applied to the CUT. Further, in a scan-based system, a
significant amount of energy may be wasted during just the scan operations. Al-
though extensive research has been done for designing low-power circuits while
operating in the system mode,1,2 many issues of reducing power/energy consump-
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tion are still open while the circuit is in the test mode. In this paper, we focus on
the factors that influence the energy consumption during testing and propose a
new scheme for scan-BIST architecture that minimizes it during pseudorandom
testing. The test application time is also significantly reduced andhence, we
may lessen the chances of burnout due to sustained maximum power. Design-
ing a pseudorandom test pattern generator (TPG) that produces vectors in a (de-
sired)deterministicsequence, in order to minimize switching activity, is an open
problem.

7.2 Related Works

BIST techniques are widely used in IC testing for their cost-effectiveness, conve-
nience and ease of implementation.5,6 They provide on-chip test pattern genera-
tors (TPG) for applying a pseudorandom test sequence to the CUT, and multiple
input signature analyzers (MISR) to capture the test responses. The TPG is usually
implemented by a linear feedback shift register (LFSR). They are widely used for
testing scan-based systems employing, for example, the STUMPS architecture.6

To improve fault coverage in a BIST scheme, several approaches are known - use
of weighted random patterns,7 reseeding or redefining transition functions of the
LFSR,8,9 synthesis for testability,10 arithmetic BIST11,12and embedding of deter-
ministic test cubes for hard-to-detect faults generated byATPG tools in the pseu-
dorandom sequence using deterministic BIST,13 bit flipping,14 or bit fixing.15,16

With the emergence of deep submicron technology, minimizing instantaneous
peak power, sustained peak power, or total energy consumption during testing
(both for manufacturing and routine field tests) has become an important goal of
BIST design. The existing techniques include distributed BIST and test schedul-
ing,3,17 toggle suppression and blocking useless patterns,18 designing low-power
TPG,19,20 and low-transition random pattern generator,21 optimal vector selec-
tion,22 designing new scan path architecture,23 use of Golomb coding for low-
power scan testing with compressed test data,24 and BIST for data paths.25 For
deterministic testing, energy reduction can be achieved byreordering scan chains
and test vectors to minimize switching activity.26,27 Compaction of test vectors
for low power in scan-based systems is available in the literature.28 Several com-
mercial BIST design tools are also available.29 Other low power design schemes
for scan-based BIST30 and for system-on-chip31 have been reported recently.
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7.3 Proposed Scheme

We assume atest-per-scanBIST scheme as in STUMPS architecture (Figure 7.1)
and further assume that a netlist description of the scan-based CUT is known. A
modulo-m bit-counter keeps track of the number of scan shifts, wherem is the
length of the longest scan path. Test energy reduction by toggle suppression and
pattern blocking approaches were considered earlier.18 In the latter, random pat-
terns generated by the LFSR that do not contribute to fault dropping (useless pat-
terns) are suppressed at the input to the CUT, using a patterncounter and blocking
logic. Since the number of useful patterns is known to be a very small fraction of
all generated patterns, a significant amount of energy is still wasted in the LFSR
while cycling through these useless patterns. Further, test-vector reordering can
be used to save energy in a deterministic testing environment, but is challenging
to implement in a pseudorandom setting. In this paper, we propose a new tech-
nique of BIST design that prevents the LFSR to cycle through the states generating
useless patterns, as well as reorders the useful patterns ina desired sequence for
application to the CUT.

To estimate the consumed energy, we compute the total switching activity as
the number of 0→ 1 and 1→ 0 transitions in all the circuit nodes including the
LFSR, CUT, and the scan path over a complete test session. Thevarious steps of
the proposed method are now summarized below:

(i) A pseudorandom test sequence is generated by an LFSR, andits fault cover-
age in the CUT is determined through forward and reverse fault simulation; let
Sdenote the test sequence up to the last useful vector (beyondwhich fault cov-
erage does not improve significantly); we assume single stuck-at fault model.

(ii) Identify the setU of useless patterns inS that do not contribute to fault drop-
ping.

(iii) For all ordered pairs of test vectors in the reduced setSr = (S\U), determine
the switching activity (SA) in the scan path and the CUT.

(iv) Reorder the vectors inSr to determine an optimal orderS′ to minimize energy.
(v) Modify the state table of the LFSR such that it generates the new sequenceS′.
(vi) Synthesize a mapping logic (ML) with minimum cost, to augment the LFSR;

the state transitions of the LFSR are modified undercertain conditionsto
serve two purposes: (a) to prevent it from cycling through the states generating
useless patterns, and (b) to reorderSr to S′; for all other conditions, the LFSR
runs in accordance to its original state transition function. Figure 7.2 shows
a simple MUX-based design that can be used for this purpose (explanation of
the scheme will be provided shortly).
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Fig. 7.1 Proposed low-energy BIST design.

It may be noted that determining an optimal order was implemented earlier
only for a set of pre-computeddeterministic test vectors,26,27and hence these ap-
proaches are unsuitable for random testing. The proposed work aims atchanging
the natural order of the test vectors of apseudorandom sequencegenerated by
an LFSR to adesired order, andskippingthe useless patterns by adding a mini-
mum amount of additional mapping logic. Since the useless test patterns are not
generated by the LFSR, no blocking logic is needed at the inputs to the CUT.18

Thus, power is saved both in the LFSR and the CUT. A similar idea of skipping
certain LFSR states is used earlier in order to embed a set of deterministic tests,32

whereas, our objective here is to compact random tests from alow-power perspec-
tive. Further, we identify two components of switching activity in the scan-path
and the CUT: theintrinsic part (the portion that does not depend on vector or-
dering, but depends only on the test set), and thevariable part (the portion that
depends on vector ordering). Based on this, we propose a veryefficient technique
for computing theSA in the scan path (as listed in Step (iii) earlier) for all or-
dered vector pairs. This is especially important for a circuit with a large scan path,
where simulation ofscan-shift switching activity(SSSA) is extremely time con-
suming. SSSAoccurs in the scan flip-flops during shifting in a test vector while
shifting out the CUT response of the preceding test vector. For example, for a scan
chain with 1000 FF’s, and with 500 test vectors, in order to determineSSSAfor all
ordered pairs of vectors, simulation for(1000∗500∗500)= 25,000,00,00 cycles
(approx.) is needed. In general, forT tests, and a linear scan chain of lengthf ,
the complexity of naive simulation isO( f ∗T2), which is unacceptably high. The
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proposed method improves this complexity toO( f ∗T +T2). Thus, for the above
example, our method will need around(1000∗ 500)+ (500∗ 500) = 75,00,00
simulation cycles for computingSSSA.

0

1

0 0 0

1 1 1

Yk-1 yk-1 Y i yi c y0

M

to CUT

Modulo-m
bit-counter

Mapping logic (ML)       E
(Enable)

LFSR

i-th FF

Fig. 7.2 Modification to the LFSR.

The following simple example of a TPG (Figure 7.3) illustrates the underlying
idea of state-skipping technique.

s5(0101) s10(1010) s13(1101) s6(0110) s3(0011)

s11(1011) s7(0111) s15(1111) s14(1110) s12(1100)

s9(1001) s4(0100) s2(0010)

s8(1000) s1(0001)

p5 p4 p3 p2 p1 p00 1 0 1

y3 y2 y1 y0

LFSR scan path

Fig. 7.3 An example LFSR and its state diagram.

The least significant bit of the LFSR is shifted serially intothe scan path gen-
erating the following test sequence:

Let us assume that the above test sequenceS is applied to the CUT. The to-
tal energy consumed in the LFSR, the CUT, and the scan-chain is determined by
the switching activity summed over all successive test applications. The num-
ber of transitions between applications of two consecutivevectors depends on a
complex distance function determined by the CUT, and the test and response func-
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Table 7.1 Test vectors and their start- and end-states.

Test p0 p1 p2 p3 p4 p5 start-state end-state

sequenceS of LFSR of LFSR

t1 1 0 1 0 1 1 s5 s9

t2 0 0 1 0 0 0 s4 s14

t3 1 1 1 1 0 1 s15 s13

t4 0 1 1 0 0 1 s6 s1

t5 0 0 0 1 1 1 s8 s11

tion. We will demonstrate shortly that some component ofSAis intrinsic, and the
rest isvariable. Hence, in a test session, switching activity can be represented
as a directed complete graph called activity graph (see Figure 7.4b, where a bi-
directional edge means two directed edges in opposite directions). Each node in
the graph represents a test vector, and the directed edge (ei j ) represents applica-
tion of test vectort j following the test vectorti . The weightw(ei j ) on the edge
ei j denotes the variable component of switching activity corresponding to the or-
dered pair of tests(ti , t j). The intrinsic component may be represented as a node
weight, and being invariant over a test session, may be ignored as far as determi-
nation of optimal ordering is concerned. As an example, let us consider an activity
graph as in Figure 7.4b. The edge weights are represented as acost matrix in Fig-
ure 7.4a, which in general is asymmetric, because the variable component ofSA
strongly depends on ordering of test pairs. Thus, for the above test sequenceS
(t1→ t2→ t3→ t4→ t5), the variable component of switching activity is (8 +
10 + 10 + 9) = 37. Let us now assume thatt3 is found to be a useless test pattern
by fault simulation. Thus, ift3 is blocked at the input to the CUT, it saves some
energy. Further, ift3 is not generated by the LFSR, a significant amount of energy
is saved, because the LFSR has to cycle through six states in order to generate a
test vector. Thus, the nodet3 along with all incident edges on it can be deleted.
An optimal ordering of test vectors that minimizes the energy consumption can
now be found by determining a min-cost Hamiltonian path, which in this example
is S′ (t1→ t2→ t5→ t4), the path cost being equal to 23 (= 8 + 7 + 8), as shown
in Figure 7.4c.

The activity in the LFSR, not shown here, will also reduce significantly, if it
does not generate the useless patterns. To achieve these twogoals, we design our
mapping logic as follows.

In the new sequenceS′, for the ordered pair(t1→ t2), no action is required,
ast2 is generated by the LFSR as a natural successor vector oft1. So, for s9 (end-
state oft1), we set theY-outputs of the mapping logic (see Figure 7.2) to don’t
cares (d), and the control lineC to 0 (see Table 7.2). However, we need an addi-
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Fig. 7.4 (a) Cost matrix, (b) Activity graph, and (c) OptimalH-path in the reduced graph.

s5(0101) s10(1010) s13(1101) s6(0110) s3(0011) s9(1001) s4(0100) s2(0010)

s11(1011) s7(0111) s15(1111) s14(1110) s12(1100) s8(1000) s1(0001)

Fig. 7.5 State skipping transitions for suppressing useless patterns and reordering useful patterns.

Table 7.2 Truth table of mapping logic.

Present State of the LFSR
(inputs to mapping logic) Outputs of the mapping logic

y3 y2 y1 y0 Y3 Y2 Y1 Y0 C

s9: 1 0 0 1 d d d d 0

s14: 1 1 1 0 s8: 1 0 0 0 1

s11: 1 0 1 1 s6: 0 1 1 0 1

all other states: d d d d d

tional transition froms14 (end-state oft2) to s8 (start-state oft5), and similarly
from s11 (end-state oft5) to s6 (start-state oft4). For these combinations, theY-
outputs are determined by the corresponding start-states,andC is set to 1. For all
other remaining combinations, all outputs are don’t cares.These transitions will
not only generate the useful test patterns in a desired sequence, but also prevent the
LFSR to cycle through the states that generate useless patterns (in this example,
testt3). Further, the outputM of themodulo-mbit counter assumes 1 only when
scan path (whose length ism) is filled, i.e., at the end-states of the test vectors.
Thus, in order to generate the altered sequenceS′, we need to skip the natural next
state of the LFSR and jump to the start state of the desired next test pattern. These
are called state skipping transitions and are shown with dotted lines in Figure 7.5.
The truth-table description of the mapping logic (ML) for this example is shown
in Table 7.2, from which the required functions can be synthesized.
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Table 7.3 General description of the mapping logic.

Present State of the LFSR

(inputs to mapping logic) Outputs of the mapping logic

yk−1 . . . y0 Yk−1 . . . . . . Y0 C

Case (i)* End state oft ′i d d d d 0

Case (ii) End state oft ′i start-state(t ′i+1) 1

all other states d d d d d

* Case(i) is applicable if the consecutive test pair(t ′i ,t
′
i+1) of S′ appears in

consecutive order in the original test sequenceSas well; otherwise, case (ii)
is applicable.

In general, the mapping logic can be described as follows:
Given a seed, letS denote the original test sequence generated by the LFSR,

andS′= {t ′1, t ′2, . . . ,t ′i ,t ′i+1, . . .} denote the optimally ordered reduced test sequence
consisting of useful vectors only. Letyi denote the output of thei-th flip-flop of
the LFSR, andYi denote the output of the mapping logic feeding thei-th flip-flop
through a MUX (see Figure 7.2). The mapping logic is a combinational circuit
with k inputs{y0,y1, . . .yk−1}, andk+ 1 outputs{Y0,Y1, . . .Yk−1,C}, wherek is
the length of the LFSR, andC is a control output. For every testt ′i in S′, there is a
corresponding row in the truth table given in Table 7.3

Thus, the next-state of the LFSR follows the transition diagram of the original
LFSR when eitherC = 0, or M = 0, and is determined by the outputs of the
mapping logic if and only ifC∗M = 1. Since these additional transitions emanate
only from the end-states of test patterns, their occurrences can be signaled by
the outputM of the bit-counter, and also whenC = 1. In order to prevent the
switching activity from occurring inML for every scan shift cycle, the inputs to
ML can be made transparent to it by using an enable signalE controlled byM.
Thus, they-inputs become visible toML if and only if M = 1. Further, all the
patterns generated by the LFSR are distinct and hence each state can have at most
one additional outgoing and one incoming transition. This mapping logic enforces
the LFSR to generate only the useful vectors in a desired sequence. Most of the
entries in the specification of mapping logic will be don’t cares, as shown in Table
7.3. Termination of the test session can be signaled when theend-state of the
last useful pattern inS′ is reached. Determination of optimal reordering of test
patterns is equivalent to solving a traveling salesman problem (TSP) in a directed
graph, which being an NP-hard problem, needs heuristic techniques for quick
solution.33 However, finding a suitable test order which minimizes the overall
switching activity and which can be synthesized in a cost-effective way, is a major
problem.
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Upadhyaya and Chen32 used the skipping of LFSR states in a scenario, where
the order of test application was immaterial. In our case, some component of
power dissipation depends strongly on the order. The synthesis of mapping logic
takes care of don’t care states to minimize cost.

7.4 Modeling and Computation of Switching Activity

We assume fully isolated scan-path architecture (see Figure 9.21, p. 368 of ref-
erence35), in which the scan register (SCAN) is completely separatedfrom the
CUT by a buffer register (BUFFER), and SCAN has read/write access to the CUT
only through BUFFER. This eliminates the switching activity rippling through the
CUT while shifting in a test pattern. When all the bits of a test pattern are shifted
in, the content of SCAN is copied to BUFFER, and then applied to the CUT. Dur-
ing the system mode, the CUT outputs are captured in BUFFER, and then copied
to SCAN. In the next shift cycle, the response vector is shifted out while shifting
in the next test pattern to SCAN.

For application of tests, primary inputs (PI) are scanned in, along with the
current state. Similarly, primary outputs (PO) are scanned out, along with the next
state. This requires extending the length of the SCAN register by max{#PI,#PO},
where #PI and #PO indicate the number of primary inputs and the number of
primary outputs respectively.

A test cyclecorresponds to applying a particular test vector to the CUT and
capturing its response. In the context of fully isolated scan, the test cycle can be
broken down as follows. Assume that the test vectort j is applied following the
vectorti , and letr i denote the response vector whenti is applied to the CUT.

Step Action Number of cycles SAoccurs in

1 Scan-int j in SCAN, and scan out last m LFSR, SCAN, MAP
response (r i )

2 Copy SCAN to BUFFER, and evaluate 1 BUFFER, CUT
the response (r j ) of the CUT

3 Capture the response (r j ) in BUFFER 1 BUFFER

4 Copy BUFFER to SCAN 1 SCAN

Notice that unlike the full serial integrated scan designs,the isolated scan adds
to more clock cycles (in Steps 2 and 4) per test cycle. Now we analyze the depen-
dence of these steps on the test vectors. At the beginning of Step 1, the states of
SCAN and BUFFER are determined by the response (r i) of the preceding test vec-
tor (ti). Therefore theSAin Step 1 depends on the ordered pair(ti ,t j). The same
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is true for Step 2 because the BUFFER holds the response vector of the previ-
ously applied test vector. However, in Step 3 when the CUT response is captured
in BUFFER, the state we overwrite is determined completely by the response of
current test vector. Similarly, in Step 4, the scan-register state being overwritten
depends only on the current test vector (t j ). In other words, the switching activity
in Steps 1 and 2 depends on vector ordering (variable component), whereas, that in
Steps 3 and 4 depends on the current test vector, and invariant on vector ordering
(intrinsic). We will show in the next subsection, that a major component ofSAoc-
curring during scan shift (Step 1) although being dependenton consecutive vector
pairs, remains invariant over a complete test session. Hence, this portion may also
be treated as intrinsic as far as TSP optimization is concerned. Thus, the variable
part ofSAfor a vector pair(ti ,t j) contributed by Steps 1 and 2 will be treated as a
weight on the corresponding directed edgeei j in the activity graph, and theSAin
Steps 3 and 4, as well as the intrinsic part of Step 1, will be associated as a weight
to the nodet j of the activity graph.

Efficient computation of scan-shift switching activity (SSSA)
The computation ofSSSAis most complex, as for all pairs of useful vectors,

the test patterns are to be shifted in the scan chain while shifting out the response
of the previous pattern. This is particularly true when the length of the scan path
is large. An example was given in Section 7.3.

Assume the length of the scan chain = max{(#PI + #FF),(#PO+ #FF)}.
Let ti andt j denote two consecutive test vectors (t j follows ti ), and letr i denote
the response vector ofti . Since the test vectors (response vectors) are applied
(captured) via the scan chain, we consider for the sake of computation ofSSSA,
that both a test and its response vector have the same number of bits (= f , the
length of the scan chain); if #PI 6= #PO, then the content of the scan chain can be
determined accordingly from the knowledge of test and response vectors, and the
difference of #PI and #PO. Let us now assume that the test vectorst j is applied
afterti , i.e., in the scan chain, the contents ofr i will be replaced byt j as shown in
the Figure 7.6.

ritj

Scan chain

Fig. 7.6 Scan chain.

Thus,SA(ti, t j) = # transitions for shiftingr i out while shiftingt j in. In this
section, we show that althoughSSSAdepends on vector ordering, a major compo-
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nent of it is intrinsic in nature, which remains invariant over a test session, and is
independent of test vector ordering.

Method
For each testti and its response vectorr i compute the following:
Let v denote a bit vector; scan v from left-to-right and observe the maximal

run weights.

Example: let v = 0011001110
Run weight W: 2 2 2 3 1

This means that the stringv starts with a 0-run of length 2, followed by a 1-run
of length 2, and so on. Letx(v) denote the number of transitions in the stringv.
Thus,x(v) = 4. We also index the run weightW with the increasing value ofx
by looking into them from the left side. Thus, for the above example, we say,
w(0) = 2, w(1) = 2, w(2) = 2, w(3) = 3, w(4) = 1.

For a bit vectorv, we define a parameterIT (v), namelyintrinsic transition, as
follows:

IT (v) = 1.w(1)+2.w(2)+3.w(3)+4.w(4)+ .+x.w(x)
(It may be noted thatw(0) is not needed in computation.)
For the above example,IT (v) = (1∗2)+ (2∗2)+(3∗3)+(4∗1)= 19.
The following theorem can now be easily proved.

Theorem 7.1The number of transitions for shifting ri out while shifting tj in is

SA(ti , t j) = IT (t j)+ IT(r i), if LSB(t j) = MSB(r i);
= IT (t j)+ IT(r i)+ f , if LSB(t j) 6= MSB(r i),

where, f is the length of the scan chain, and LSB (resp. MSB) denotes the least
(resp. most) significant bit.

Example: Let f = 10; consider the following two test and corresponding
response vectors:

t1 = 0111000111 r1 = 0011001110
t2 = 0111010001 r2 = 1000111000

IT (t1) = (1∗3)+ (2∗3)+(3∗3)= 18; IT (r1) = (1∗2)+ (2∗2)+ (3∗3)+(4∗
1) = 19;
IT (t2) = (1∗3)+ (2∗1)+(3∗1)+(4∗3)+(5∗1)= 25; IT (r2) = (1∗3)+ (2∗
3)+ (3∗3) = 18.
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Computation of SA(t1,t2)

SA(t1, t2) = # transitions for shiftingr1 out while shiftingt2 in
= IT (t2)+ IT(r1)+ f , sinceLSB(t2) 6= MSB(r1);
= 25 + 19 + 10 = 54.

Computation of SA(t2,t1)

SA(t2, t1) = # transitions for shiftingr2 out while shiftingt1 in
= IT (t1)+ IT(r2), sinceLSB(t1) = MSB(r2);
= 18 + 18 = 36.

Complexity: For each test vectorti and its response vectorr i , we calculate
IT (ti) andIT (r i). This needsO( f ∗T) time, whereT is the total number of useful
tests. Then, for each ordered pair(ti ,t j), SA(ti , t j) can be computed in constant
time. Since, we haveT(T−1) ordered pairs, the total complexity of computing
SAfor all ordered pairs isO( f ∗T +T2).

It may be noted in this context thatSA(t1,t2) apparently depends strongly on
the vector pair(t1, t2), but it is not true. A major component ofSSSAcontributed
by the term{IT (t2)+ IT (r1)} is indeed intrinsic in nature, because the contribu-
tion due toIT (t2) or IT (r1) will appear elsewhere even ift2 is not immediately
preceded byt1 in the test sequence. Therefore, the total contributions toSAdue
to {IT (t2)+ IT (r1)} remains invariant over a complete test session (considering
a Hamiltonian cycle in the TSP; a little variation might occur because a test se-
quence is a Hamiltonian path in the activity graph). The variable component of
SSSAdepends only on the match/mismatch ofMSB(previous response vector) and
theLSB(current test vector), the computation of which is straightforward. Hence,
for every pair of useful vectors, this can be performed quiteeasily.

7.5 Experimental Results

Experiments were carried out on several ISCAS-89 scan benchmark circuits, and
results are reported in Tables 7.4 through 7.7. A 25-bit LFSRis used to generate
20,000 pseudorandom test vectors, and the useful vectors (i.e., those contributing
to fault dropping, under the stuck-at fault model) are identified by running the
HOPE fault simulator.39 The reduced sequenceSr thus consists of only the useful
vectors. Table 7.4 shows for each circuit, the numbers ofFF ’s, PI’s, andPO’s,
the number of useful patterns obtained after forward and reverse fault simulation,
the last useful pattern position in the random sequence, andfault coverage. Since
the modified LFSR generates only the useful patterns, a significant amount of test
application time is saved as shown in the last column of Table7.4. Next, for
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Table 7.4 Useful patterns and savings in test application time.

Number of Last useful Savings in test
Number Number Number useful pattern Fault application

Circuit of FF ’s of PI’s of PO’s patterns position coverage time (%)

s27.scan 3 4 1 7 23 100.000 69.56

s208.scan 8 11 2 31 2992 100.000 98.96

s208.1.scan 8 10 1 38 9612 100.000 99.60

s298.scan 14 3 6 38 313 100.000 87.86

s344.scan 15 9 11 26 182 100.000 85.71

s349.scan 15 9 11 26 182 99.429 85.71

s382.scan 21 3 6 33 394 100.000 91.62

s386.scan 6 7 7 74 1756 100.000 95.79

s400.scan 21 3 6 34 394 98.585 91.37

s420.scan 16 19 2 47 16244 93.953 99.71

s420.1.scan 16 18 1 59 15552 89.011 99.62

s444.scan 21 3 6 38 273 97.046 86.08

s510.scan 6 19 7 63 1479 100.000 95.74

s526.scan 21 3 6 72 10864 99.820 99.34

s526n.scan 21 3 6 72 10864 100.000 99.34

s641.scan 19 35 24 53 5691 98.056 99.07

s713.scan 19 35 23 53 5691 91.910 99.07

s820.scan 5 18 19 121 19856 99.529 99.39

s832.scan 5 18 19 119 19856 97.931 99.40

s838.scan 32 35 2 62 9755 85.764 99.36

s838.1.scan 32 34 1 57 15893 64.662 99.64

s953.scan 29 16 23 103 18306 99.907 99.44

s1196.scan 18 14 14 141 18473 97.907 99.24

s1238.scan 18 14 14 147 18473 92.989 99.20

s1423.scan 74 17 5 75 19449 98.878 99.61

s1488.scan 6 8 19 150 5089 100.000 97.05

s1494.scan 6 8 19 148 5089 99.203 97.09

s5378.scan 179 35 49 267 19950 98.682 98.66

s9234.1.scan 211 36 39 290 19567 85.347 98.52

s13207.1.scan 638 62 152 443 19863 95.751 97.77

s15850.1.scan 534 77 150 307 19984 91.616 98.46

s35932.scan 1728 35 320 71 197 89.809 63.96

s38417.scan 1636 28 106 620 19879 94.403 96.88

s38584.1.scan 1426 38 304 719 19885 95.160 96.38

each pair of useful test vectors, switching activity in the CUT and the scan path is
computed. We assume a single linear scan chain. As mentionedin Section 7.4, a
major component ofSAthat occurs in the BUFFER and the scan path, is intrinsic
in nature, i.e., it remains invariant over a complete test session and is independent
of vector ordering. The intrinsic components ofSAdue to scan shift and capturing
the responses in the BUFFER are shown in Table 7.6. To determine an optimum
reordering of useful test vectors, we therefore, consider only the variable compo-
nent ofSAoccurring in the CUT and the scan path for every ordered pair of useful
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Table 7.5 Energy savings in the LFSR.

Cost of SAin the TotalSAin
Circuit SAin the SAin the mapping the modified savings (%) Energy

original LFSR modified LFSR mapping logic (# literals) logic (ML) LFSR (3+5) (2−6)/2

s27.scan 2316 1037 61 185 1222 47.24

s208.scan 784901 7763 342 1937 9700 98.76

s208.1.scan 1338742 9469 421 2565 12034 99.1

s298.scan 80006 9952 447 2728 12680 84.15

s344.scan 44787 9310 298 1700 11010 75.42

s349.scan 44787 9369 296 1459 10828 75.82

s382.scan 172935 13281 435 2627 15908 90.8

s386.scan 485417 14720 885 6939 21659 95.54

s400.scan 172935 13254 438 2713 15967 90.77

s420.scan 7954725 21767 529 3724 25491 99.68

s420.1.scan 7467193 24633 619 4563 29196 99.61

s444.scan 103058 12649 422 2640 15289 85.16

s510.scan 311036 22271 754 5939 28210 90.93

s526.scan 3468273 25972 836 6804 32776 99.05

s526n.scan 3468273 25827 825 6590 32417 99.07

s641.scan 3818782 38766 608 4470 43236 98.87

s713.scan 3818782 38786 607 4421 43207 98.87

s820.scan 4769896 38213 1422 14141 52354 98.95

s832.scan 4769896 38178 1413 14456 52634 98.95

s838.scan 15114313 56628 794 5951 62579 99.59

s838.1.scan 13984169 46522 639 4818 51340 99.63

s953.scan 10852686 52480 1100 9426 61906 99.43

s1196.scan 7824730 67033 1791 21846 88879 98.86

s1238.scan 7824730 68701 1791 21427 90128 98.85

s1423.scan 18304013 77295 779 5718 83013 99.55

s1488.scan 1832949 29089 1593 17395 46484 97.46

s1494.scan 1832949 28850 1557 17215 46065 97.49

s5378.scan 47336298 733053 3161 48422 781475 98.35

s9234.1.scan 61658727 896855 3292 52314 949169 98.46

s13207.1.scan 173384645 3746163 4975 94014 3840177 97.79

s15850.1.scan 149195549 2533658 3799 65599 2599257 98.26

s35932.scan 6235825 1594065 841 6523 1600588 74.33

s38417.scan 41575505 12348460 7301 152168 12500628 69.93

s38584.1.scan 360243110 12719030 8580 187308 12906338 96.42

vectors. Determination of such activity in the scan path is simple as shown in Sec-
tion 7.4, and that in the CUT can be computed by true-value simulation inO(T2)

iterations, whereT is the number of useful vectors. We then construct a complete
directed graphG (activity graph) where each node represents a useful test pat-
tern; a directed edge with a weightdi j between from nodeti to nodet j is drawn
if the variable component of switching activity occurring in the CUT and the scan
path isdi j when the test patternt j is applied following a testti . A minimum-cost
Hamiltonian path inG (or equivalently solving a TSP), corresponds to a reordered



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

132 B. B. Bhattacharya, S. C. Seth and S. Zhang

Table 7.6 Intrinsic (order-independent component) switching activity
due to useful patterns.

Circuit Scan path Capture Total intrinsicSA

s27.scan 145 93 238

s208.scan 3599 998 4597

s208.1.scan 5402 1795 7197

s298.scan 6979 2533 9512

s344.scan 8800 2327 11127

s349.scan 8720 2524 11244

s382.scan 12178 2779 14957

s386.scan 3927 3977 7904

s400.scan 12337 3038 15375

s420.scan 19091 2673 21764

s420.1.scan 29173 4967 34140

s444.scan 12839 3445 16284

s510.scan 17559 4511 22070

s526.scan 24584 7315 31899

s526n.scan 25156 7605 32761

s641.scan 73604 10768 84372

s713.scan 70670 10640 81310

s820.scan 24823 13424 38247

s832.scan 23725 12171 35896

s838.scan 101053 6394 107447

s838.1.scan 109426 9705 119131

s953.scan 110958 10489 121447

s1196.scan 64924 29069 93993

s1238.scan 66057 22573 88630

s1423.scan 246292 18631 264923

s1488.scan 30821 30096 60917

s1494.scan 27610 25163 52773

s5378.scan 5683786 299625 5983411

s9234.1.scan 8884279 631840 9516119

s13207.1.scan 132363299 1440921 133804220

s15850.1.scan 75741475 1362104 77103579

s35932.scan 140635082 569135 141204217

s38417.scan 870769045 5770204 876539249

s38584.1.scan 1021004396 5403604 1026408000

test sequenceS′ with minimum overall switching activity in the scan path andthe
CUT. We run a very efficient heuristic TSP solver35 to find a nearly-optimal order-
ing. Based on the ordering, the mapping logic (ML) for the LFSR is synthesized
using ESPRESSO36 and SIS.37 In Table 7.5, we report switching activity (SA) in
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the original LFSR in column 2. Reordering of test patterns and modification to
the LFSR, yield the new values ofSAin the LFSR (column 3), and in the mapping
logic (column 4). The last column in Table 7.5 indicates a significant amount of
total energy savings in the LFSR. The overhead of mapping logic in terms of liter-
als as computed by SIS is also shown in the table. It is apparent that the logic cost
is determined by the size of the LFSR, the number of useful patterns, and how
many of them are out-of-consecutive-order relative to the original test sequence.
A general objective would be to determine a test sequence that reduces switching
activity, and at the same time, requires fewer changes in thenatural sequence gen-
erated by the original LFSR. For small-sized circuits, the relative overhead is high
compared to the cost of the CUT, as we have used a 25-bit LFSR. However, for
large circuits, e.g., s35932, overhead of mapping logic is low.

Table 7.7 depicts the reduction of order-dependent component of switching
activity by optimal ordering of useful patterns. In columns2 and 3, we report
the SA in the scan path and the CUT if the useful test vectors are applied in the
natural order as generated by the LFSR. Our simulation considers only application
of useful vectors to the CUT via scan path, not the useless vectors, which are
already skipped by the modified LFSR. The optimal activity after reordering of
test vectors as determined by the TSP solver is shown in columns 5, 6 and 7. The
corresponding energy savings are shown in columns 8, 9 and 10. The CPU time
on SUN Ultra 10 (233 MHz) for solving the TSP is reported in thelast column.

Table 7.5 shows that most of the energy consumed during testing is wasted
in the LFSR while cycling through states generating uselesspatterns, and hence
blocking them at the inputs to the CUT is not enough. The proposed method
inhibits the LFSR from producing those useless patterns andthus a significant
amount of energy is saved during pseudorandom pattern generation even if the
additional energy consumed in the mapping logic is accounted for. Table 7.6
depicts a pessimistic observation that a major component ofSA in the scan path
is intrinsic in nature, which cannot be reduced by test vector reordering. Table
7.7 shows the energy savings of the variable component achieved by changing the
order.

7.6 Prediction of Energy Savings in the LFSR and the CUT

Comparison of the last column of Table 7.4 to that of Table 7.5reveals that the
energy savings in the LFSR is roughly proportional to the fraction of useless pat-
terns. On the other hand, statistical distribution of switching activity in a CUT
may be used to estimate a priori the potential energy savingsobtainable by test
vector reordering. For each pair of useful test patterns we compute by simulation,
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Table 7.7 Reduction of order-dependent component of switching activity by optimal ordering of use-
ful patterns.

SAin the natural LFSR order SAin the optimal TSP order Energy savings (%) CPU
Circuit Scan Scan Scan time

path CUT Total path CUT Total path CUT Total (sec.)

s27.scan 49 67 116 14 36 50 71.4% 46.3% 56.9% 58

s208.scan 958 958 1916 114 759 873 88.1% 20.8% 54.4% 90

s208.1.scan 378 1856 2234 162 1177 1339 57.1% 36.6% 40.1% 99

s298.scan 340 2317 2657 360 1393 1753 −5.9% 39.9% 34.0% 104

s344.scan 468 2166 2634 468 1580 2048 0.0% 27.1% 22.2% 86

s349.scan 156 2289 2445 156 1467 1623 0.0% 35.9% 33.6% 84

s382.scan 567 2687 3254 567 1978 2545 0.0% 26.4% 21.8% 107

s386.scan 325 3920 4245 312 2687 2999 4.0% 31.5% 29.4% 195

s400.scan 621 2747 3368 564 1973 2537 9.2% 28.2% 24.7% 107

s420.scan 875 2688 3563 350 2167 2517 60.0% 19.4% 29.4% 125

s420.1.scan 952 4638 5590 646 3403 4049 32.1% 26.6% 27.6% 146

s444.scan 486 3077 3563 459 2271 2730 5.6% 26.2% 23.4% 104

s510.scan 625 4312 4937 500 3066 3566 20.0% 28.9% 27.8% 169

s526.scan 999 6370 7369 1026 4811 5837 −2.7% 24.5% 20.8% 190

s526n.scan 999 6520 7519 999 5098 6097 0.0% 21.8% 18.9% 189

s641.scan 1296 8965 10261 216 6890 7106 83.3% 23.1% 30.7% 138

s713.scan 1296 8762 10058 108 6760 6868 91.7% 22.8% 31.7% 133

s820.scan 648 12798 13446 672 10737 11409 −3.7% 16.1% 15.1% 351

s832.scan 600 11543 12143 624 7672 8296 −4.0% 33.5% 31.7% 351

s838.scan 1943 6206 8149 1072 5338 6410 44.8% 14.0% 21.3% 173

s838.1.scan 1320 9170 10490 924 7803 8727 30.0% 14.9% 16.8% 152

s953.scan 2704 10198 12902 2652 8162 10814 1.9% 20.0% 16.2% 255

s1196.scan 2144 24582 26726 1536 18307 19843 28.4% 25.5% 25.8% 456

s1238.scan 2304 22684 24988 1344 17631 18975 41.7% 22.3% 24.1% 481

s1423.scan 2821 19689 22510 546 16739 17285 80.6% 15.0% 23.2% 169

s1488.scan 75 28602 28677 75 13713 13788 0.0% 52.1% 51.9% 422

s1494.scan 425 26889 27314 425 15745 16170 0.0% 41.4% 40.8% 417

s5378.scan 30388 298565 328953 4280 276382 280662 85.9% 7.4% 14.7% 1283

s9234.1.scan 38750 646794 685544 39000 559996 598996 −0.6% 13.4% 12.6% 1418

s13207.1.scan167480 1435071 1602551 167480 1346817 1514297 0.0% 6.1% 5.5% 2985

s15850.1.scan110124 1338785 1448909 110124 1208780 1318904 0.0% 9.7% 9.0% 1912

s35932.scan 67584 582776 650360 67584 503881 571465 0.0% 13.5% 12.1% 181

s38417.scan 498212 5745334 6243546 496470 5521566 6018036 0.3% 3.9% 3.6% 5611

s38584.1.scan598580 5389292 5987872 600310 5169447 5769757 −0.3% 4.1% 3.6% 7803

its switching activity (distance) in the CUT when these two patterns are applied
consecutively. A plot of normalized distance vs. frequencyof vectors is then
drawn to estimate potential energy savings. For example, the plots for circuits
s832ands9234.1are shown in Figure 7.7. Reordering of test vectors fors832
yields 33.5% energy savings compared to 13.4% ins9234.1(see Table 7.7) as the
variance of the former is larger than that of the second.
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Fig. 7.7 Distribution of switching activity fors832ands9234.

7.7 Conclusion and Future Problems

A new BIST design is proposed for saving energy both in the LFSR and CUT in a
random testing environment. To improve fault coverage further, traditional tech-
niques of embedding deterministic test vectors for hard-to-detect faults,14–16 can
be adopted in the proposed scheme. An open problem in this area is to find a max-
imal set of consecutive useful vectors in a pseudorandom sequence by changing
the order of fault simulation. Preservation of their ordering in the final sequence
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will in turn, reduce the cost of mapping logic. Application of these techniques to
energy reduction in arithmetic BIST11,12 designs needs further investigation. We
also report a very efficient technique of computingSAin the scan path for vector
pairs. A significant component of theSA is observed to be intrinsic in nature,
which given a test set, cannot be reduced by vector reordering. To reduce this
component, either a different set of useful test vectors is to be selected from the
random sequence, or the scan path architecture is to be radically redesigned. We
are currently working on implementation of both these approaches with a goal to
reduce instantaneous peak power, sustained peak power, andtotal energy demand.
Another intrinsic source of power consumption is the clocking circuitry which is
not considered in this work. Finally, these ideas may be useful in designing BIST
for IP cores and system-on-a-chip. For such systems, the internal descriptions may
not be known, and fault simulation cannot be performed. Several testing schemes
are reported by Zorian et al.38 However, from a viewpoint of power/energy re-
duction, new BIST designs are needed for core-based systems. Reusability of
mapping logic and BIST hardware for different cores on a chipshould preferably
be ensured.
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Chapter 8
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In this paper we summarize different methodologies which have been proposed
for congestion estimation and reduction in floorplanning and placement steps for
large-scale circuits. Moreover, we formulate the problem of congestion and wire-
length minimization in a given initial floorplan to alleviate congestion in the early
design cycle. A number of flow-based approaches, to concurrently move con-
gested regions to non-congested regions, have been proposed. These techniques
are highly inaccurate due to interference between the blockmovements. Fur-
thermore, large changes in the floorplan will not preserve region and wirelength
constraints. To solve this problem, we propose a novel approach by using a min-
imum perturbation zero slack assignment for distributing the congestion while
preserving the wirelength quality of the design. The proposed technique employs
an effective congestion estimator and uses a variation of the ZSA for congestion
distribution. Our experimental results show that by applying our method we can
reduce congestion by 40% while having less than 11% increasein the wirelength
on average.
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8.1 Introduction

Minimizing the total routed wirelength is one of the fundamental goals in VLSI
placement stage.1 Half-perimeter wirelength has emerged as the most typical ob-
jective in placement because it adequately models the routed wirelength, espe-
cially for two-terminal and three-terminal nets. In general it is believed that there
is a positive correlation between half-perimeter wirelength and routed wirelength.
Many successful placement tools are based on half-perimeter wirelength mini-
mization.2,3

So far, most of the congestion estimation methods perform post-placement
congestion estimation. However in the presence of IP blocks, alleviating conges-
tion after placement may result in abrupt increase in wirelength; therefore, con-
gestion needs to be estimated early enough to guide placement to avoid generating
highly-congested and hence un-routable designs.

Due to the increasing size of the circuits, many industrial integrated circuits
have very high utilization factor. They have a huge number oflogic blocks inside
the chip area and so congestion is very likely to happen in many areas of the chip
after placement. If one area of the chip is very congested, itis very likely that
most of the wires may need to have a detour around the congested area although
no IP blocks are present in that area. Hence, wirelength estimation may need to
know the congestion map of the circuit, and consider calculating the detour for the
congested areas. As a result, congestion and wirelength estimation are dependent
and should be performed concurrently, early in design flow.

In this paper, our main contribution is to study different methodologies for
congestion estimation and reduction. Furthermore, we propose a novel congestion
reduction method early in design cycle to improve the quality of floorplanning and
placement.

The remainder of this paper is organized as follows. Sections 8.2 and 8.3
present an overview of the previous research on congestion estimation and reduc-
tion. In Section 8.4, we discuss our new methodology for early congestion estima-
tion and reduction. Section 8.5 represents the experimental results. Concluding
remarks are described in Section 8.6.
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8.2 Congestion Estimation

Congestion can be modeled as the summation of linear4 or quadratic5 function
of difference between routing demand and routing resource.Existing conges-
tion reduction techniques include incorporating congestion into cost function of
simulated annealing,5 combining a regional router into placement tool,6 and per-
forming a cost placement processing step.7 While congestion reduction at late
or post placement stage is empirically effective, congestion estimate achieved in
early placement stage would be equally valuable.

8.2.1 Overview of Published Work in Congestion Estimation

As VLSI system complexity continues to increase, physical design is getting more
and more difficult.8 Traditional placement tools focus on minimizing total wire-
length to obtain better routability and smaller layout area.9–11 Despite the per-
vasive use of half perimeter wirelength objective, there isa mismatch between
wirelength and congestion objectives in placement;12 a placement with less total
wirelength does not necessarily mean a better layout after routing. Congestion,
an important objective indicating routability, has not drawn enough research at-
tention in placement related studies. Dealing with congestion is widely addressed
in routing algorithms. However, in most cases, a portion of routing violation can-
not be removed given fixed cell locations. It is of value to consider routability in
placement stage where the effort on congestion reduction would be more effec-
tive.13

In order to increase routability of a circuit, a routabilitymodel should be con-
sidered and the congestion should be estimated based on thismodel. Routability
is usually modeled on a global routing grid on the whole die area. In,14 the authors
categorize routability modeling into two major categories: topology-free, where
no explicit routing is done, and topology-based, where routing trees are explicitly
constructed on some routing grid.

8.2.1.1 Topology-Free Modeling

Several methods have been proposed for topology-free modeling of routing con-
gestion. In RISA modeling proposed by Cheng,5 the routing supply for each bin
in the routing grid structure is modeled according to how theexisting wiring of
power or clock nets, regular cells, and macros (macros are referred to as mega
cells) are placed, and the routing demand of a net is modeled by its weighted
bounding box length.5
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The routing resource demand model proposed in this paper is based on net
bounding box. The wire crossing at a specific cut line througha bounding box
depends on not only pin count of the net but also the location of the cut line.
Optimal Steiner tree is not used for estimating routing demand because routers
might not route nets in similar patterns and it is more expensive to calculate than
bounding box. The probability of having a wire at location(x,y) within a net
bounding box can be approximated by adding up and normalizeK optimal Steiner
trees ofK sets of randomly locatedM pins.

While the reduction on the congestion clearly highlights the advantage of the
model, the proposed approach discards the extensive research work on wirelength
minimization, and it significantly degrades the placement speed.

Methods which use bounding box model for routing estimationconstrain the
router to use box boundaries for routing estimation.15 Obviously, these methods
are used for simplicity and the results in16 show that these models fail to match
with real routers’ behavior. Using probabilistic distribution for routing estimation
can also fail to match with real routers’ behavior because itdoes not model routers’
preference for via minimization.17,18 Lou et al. propose a net-based stochas-
tic uniform routing distribution model to compute the expected track usage and
developed an algorithm for congestion estimation.19 In,17 the authors modified
Lou’s algorithm with calibration data and used it for wirelength estimation.
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Fig. 8.1 Routing estimation using BBOX router (a), its congestion map (b), Lou’s model (c), its
congestion map (d).15

In,15 a complete theoretical analysis of different routing congestion estimation
methods have been proposed. There, has been stated that these algorithms differ
mainly in their methods of using routing resources and routing multi-terminal net.
Let the terminals of a 2-terminal net be located on the cornerof a grid. Suppose we
use the bounding box router and Lou’s model as routing models. Furthermore, as-
sume that for each bin, routing congestion is calculated as the summation of rout-
ing usage over its horizontal and vertical edges. Figure 8.1shows the congestion
distribution for bounding box (a) and Lou’s models (c). The resulted congestion
maps are shown in Figure 8.1.b and Figure 8.1.d, respectively. A congestion map
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Fig. 8.2 Routing estimation using Lou’s model (a), its congestion map (b), model in17 (c), its con-
gestion map (d).15

visually plots the congestion in the design by assigning different colors to differ-
ent congestion levels (A darker color means higher congestion level). As shown
in this figure, these two models behave differently for congestion prediction.

In order to compare Lou’s model with the model in,17 a more complex exam-
ple must be considered. Suppose two 2-terminal nets, as shown in Figure 8.2, are
routed using these two models. In this figure, dark circles represent the terminals
of one net and the shaded circles show terminals of the other net. The congestion
distributions using Lou’s model and the model in17 are shown in Figure 8.2.a. and
Figure 8.2.c. and their congestion maps are shown in Figure 8.2.b. and Figure
8.2.d, respectively. Because the Lou’s behavior for minimization, the congestion
value of each central bin in this model is more than the equivalent bin in the other
model.

The estimation of both peak congestion and congestion distribution has been
done at early top-down placement stages.20 Specifically, they estimate the maxi-
mum congestion prior to placement stage. Also they give a congestion distribution
picture of the chip layout at coarse levels of hierarchical placement flow. Both es-
timates are made based on Rent’s rule, a well known stochastic model for real
circuits.

In order to analyze peak congestion over all the bin boundaries of the layout,
they assume that the circuit is an ideal circuit which strictly obeys Rent’s rule.
This ideal circuit is placed using a hierarchical placementflow which is based on
recursively bi-partitioning. On each hierarchical level of the top-down placement,
each sub-circuit is quadric-sectioned into four smaller sub-circuits. A quadric-
section step consists of a vertical bi-partitioning followed by a horizontal one.8

In another paper,15 the authors presented a stochastic closed loop congestion
estimation algorithm for a placed netlist based on router’sbehavior. Furthermore,
an efficient congestion reduction technique is proposed which is based on contour
plotting.

They have calculated the equations for number ofv-bend paths from bin(i, j)
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to bin (n,m) which pass through the horizontal/vertical track(x,y). Using these
equations, the authors can estimate the probability of passing av-bend path from
a terminal at bin(i, j) to the other terminal at bin(n,m) which passes through the
specific track(x,y).

In this congestion estimation method, considering router’s behavior, global
router uses a rip-up and reroute method when it face congested tracks. When a
track with a routing demand less thanTa (congestion avoidance threshold) is the
parts of a layer which cannot be used for routing are called routing blockages. In
order to present an accurate congestion prediction model, routing blockages must
also be considered during prediction. If a bin is blocked, its routing demand is
distributed among its neighboring bins based on the model.19

8.2.1.2 Topology-Based Modeling

Topology-based methods usually are more accurate than topology-free methods
since the routing topologies they use have a fairly strong correlation with the
topologies a global router generates. These methods, for each net, a Steiner
tree topology is generated on the given routing grid.14 Despite their accuracy,
topology-based methods are of higher complexity and therefore, most of the re-
search on this topic focuses on efficiency of topology generation.

A multi-partitioning technique using pre-determined Steiner trees for estimat-
ing wiring demand was introduced by Mayrhofer and Lauther.22 In this method,
the restriction on the number of partitions confines the performance of the ap-
proach.

In another paper,23 the authors presented two algorithms with logarithmic
complexity for this problem. The first algorithm is a congestion-driven two-bend
algorithm for two-pin nets (LZ-router). The second algorithm they proposed can
support incremental updates for building a rectilinear Steiner arborescence tree
(A-tree) for a multi-pin net (IncA-tree).

In their first algorithm, theLZ-router incorporates using a complex data struc-
ture for finding better routes through applying a binary search on the possible
routes for a two-pin net. They have shown that, if the bin structure isgx× gy,
the complexity ofLZ-router to route two-pin nets with coordinates of(i, j) and
(i +x, j +y) is O(log(|x|+ |y|) log(gx +gy)).

In their second algorithm, if the grid structure consists of(2m+1)× (2m+1)

grids, the circuit is hierarchically quadric-sectioned until each partition contains
only one single unit. A sub-tree in constructed over each partition which con-
nects all the pins inside that partition. The lower left corner of the partition is
the root for this sub-tree. As it is shown in Figure 8.3, by recursively quadric-
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Fig. 8.3 An illustration of IncA-tree algorithm.14

sectioning, anA-tree can be built up such that each pin at location(x,y) is con-
nected to the origin at location(0,0) with max(logx, logy) edges. They have
shown that for ann-pin net with bounding box lengthL, the complexity of updat-
ing a non-root pin move isO(L logL) times the complexity ofLZ-router which
ends up withO((logL)2 log(gx + gy)). For moving the root the complexity is
O(n(logL)2 log(gx +gy)). Due to the logarithmic nature of the above algorithm’s
complexity, the runtime overhead of this congestion cost updating grows slowly.
SinceIncA-tree may generate routes with longer wire comparing toA-tree, it may
overestimate the congestion. So, it is very appropriate to use to guide the place-
ment tool rather than final measurement of the placement congestion.14

8.3 Congestion Reduction

While the wirelength minimization is an important goal of placement algorithms,
congestion alleviation is needed during the placement to avoid ending up with
un-routable circuits.
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8.3.1 Overview of Published Work in Congestion Reduction

Congestion is an important objective indicating routability of a circuit. Dealing
with congestion is widely addressed in routing algorithms.However, in most
cases, a portion of routing violation cannot be removed given fixed cell locations.
It is of value to consider routability in placement stage where the effort on con-
gestion reduction would be more effective.13

Mayrhofer and Lauther propose a congestion-driven placement technique
based on a new hypergraph multi-partitioning algorithm.22 During the placement,
the L-way multi-partitioning algorithm is applied recursivelyover several levels
of hierarchy until each placement region contains less thanL cells.

TheL-way multi-partitioning algorithm uses Steiner trees for the modeling of
net topologies, which enables wiring congestion to be takeninto account during
placement. For eachL-way multi-partitioning run, we start with an initial parti-
tioning and determine the wiring area of each partition. Thewiring area of each
partition is estimated by the amount of crossing nets and local nets. In the iter-
ative improvement stage, the current multi-partitioning is incrementally modified
by Fuduccia-Mattheyses algorithm. The authors have shown that the time com-
plexity of one pass of the multi-partitioning heuristic isO(L4p), wherep is the
total number of pins of a circuit. Thus the time complexity ofthe algorithm is
linear in the total number of pins.

Parakh et al. integrate congestion estimation into the quadratic placement
framework to alleviate congestion while minimizing wirelength.6 In Gordian,
placement generated by minimizing the wirelength metric ishierarchically parti-
tioned into regions, and placed with new center of gravity constraints. Before each
successive placement, internal route estimation and region-based global route are
performed on each region to estimate supply-demand ratios.These ratios are used
to influence the quadratic placer into growing (or shrinking) regions.

The computation of the growth matrix is based on the congestion analysis of
the current regions. For each region we examine both routingsupply and routing
demand. Routing supply is computed by the region size and thehorizontal/vertical
metal pitch. Routing demand of a region consists of two parts: internal routing
demand and external routing demand. The former is estimatedby a line-probe
cost evaluation method. The latter is obtained using a region router which uses an
A∗ algorithm to route the global nets on the region-based graph. The difference
between the routing demand and the routing supply of a regiondetermines the
corresponding value in the growth matrix.

Wang et al.24 combine congestion cost into the objective function during
placement optimization. Experiments show that the traditional cost function, wire-
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length, works the best in this case. A two step approach is then proposed to pro-
duce a congestion minimized placement. The first step is a traditional wirelength
minimization stage which can also reduce the congestion globally. After that, a
post processing stage is used to reduce local congested spots. This two-stage min-
imization flow is found to be much more effective than minimizing congestion in
one step or to simultaneously minimize wirelength and congestion.

A similar cell inflation technique is used in partitioning based25 and quadratic
placement approaches.26 Change et al.27 use global routing guided information
for congestion control. This approach is generally computationally expensive.
IncrementalA-tree routing and efficient data structure help to reduce therunning
time cost. Zhong and Dutt28 propose a systematic approach to tackle multiple con-
straints in placement, with application on congestion control. The essential idea
is to allow violations on the congestion constraints at the intermediate placement
stages.

White space allocation is another way to alleviate congestion in placement
orthogonal to above congestion management techniques. Theauthors proposed a
white space allocation approach that dynamically assigns white space according
to the congestion distribution of the placement.29

8.4 Congestion Reduction in Floorplanning

In this section, we propose a new congestion-driven floorplanning method which
uses IP block movement to alleviate congestion. Our floorplanning framework is
based on minimum cut block placement with irregular bin grid. We iteratively ap-
ply our floorplanning framework until we satisfy the densityconstraints. At each
of the iterations, we modify the resultant floorplan to remove congestion. We im-
pose a bin grid on our circuit and fix the IP blocks which are bigger than one bin or
located on the borders of the bins. We show that flow network algorithms greed-
ily handle this problem by moving the overflow of the congested regions to other
non-congested regions.30 But, they ignore the effect of conflict of the expanded
congested regions and may result in producing new congestedareas. Thus, flow
algorithms can just be applied to remove the congestion for non-interfering con-
gested regions. To globally solve this problem, we propose anovel approach by
applying a modified version of zero slack assignment formulation, namely min-
imum perturbation zero slack assignment. Zero slack assignment algorithm has
been used in the area of timing budget management previously. We show how to
modify this algorithm to use it for congestion minimizationpurposes. We con-
struct a graph over the congested regions and form a maximum independent set
problem to find the maximum non-interfering congested regions. To remove the
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Fig. 8.4 A window showing part of congestion map.

congestion on these regions, we use a non-interfering minimum cost flow algo-
rithm. Furthermore, we apply a minimum perturbation zero slack assignment for
congestion minimization on the set of interfering congested regions. We apply a
minimum perturbation zero-slack assignment formulation on this set of congested
regions. Moreover, to pick the best IP blocks to move, we formulate our problem
as a 0-1 knapsack problem which can be solved by an effective heuristic.

8.4.1 Motivating Examples

In order to remove the congestion, we need a global view of thecongestion map
of a design. Let us consider Figure 8.4. In this figure a small window of the
congestion map of a design is shown. Here we can see two congested regions on
the right and left sides of the window. In the first glance it seems that to remove
the congestion, two congested regions should be expanded toward the middle part
of the window which is not congested. Now let us consider the whole congestion
map of the same design in Figure 8.5. As we see in this figure, the above statement
is not true anymore, since the two sides of those congested regions have plenty of
white space and they should be expanded in the opposite directions.

Flow algorithms try to distribute congestion by moving the cells out of con-
gested areas. The main problem with this category of algorithms is that they
greedily try to expand congested regions but ignore the newly generated congested
regions due to the interfering of the expanded regions. Figure 8.6 depicts this
problem. As it can be seen in this figure, there are two congested regions which
make a new crossing congested region when get expanded. To fixthis problem
in flow algorithm, new congestion estimation is needed aftereach round of aug-
menting flow inside the flow algorithm which is very inefficient. Moreover, flow
algorithms produce large changes in floorplan which cannot deteriorate the quality
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Fig. 8.5 The whole congestion map of a design; the rectangle with dashed border is the same window
in Figure 10.4.

Fig. 8.6 The interfering flow happens in the crossing of two arrows.

of wirelength optimization.
These facts imply that flow algorithms are unable to handle congestion mini-

mization for interfering regions and furthermore cannot preserve wirelength qual-
ity of the design. This fact motivates us to propose new approaches to address the
problem of congestion reduction for the whole design in floorplanning step.

8.4.1.1 Previous Work on Floorplanning Congestion Reduction

Recently, some congestion driven methods have been used in floorplanning stage.
The authors proposed an empirical model for estimating wirecongestion and em-
bed it into their objective function to reduce wire congestion.31 The authors used
a two-stage simulated annealing for congestion reduction.32 In another research,
the authors presented a probabilistic analysis congestionmodel with considering
irregular bin grid.33 In another paper the authors used Lagrangian relaxation to
handle soft modules.34 Their method has been corrected and improved.35 The
authors use a nonlinear programming method for modular shaping to minimize
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the wire congestion.36 The authors have incorporated congestion and timing con-
straints into the optimization cost function of a hierarchical min-cut floorplanning
framework.37

In the current research, we have proposed new congestion reduction tech-
niques in floorplanning step based on moving IP block insteadof standard cells.
We have used a min-cut partitioning framework for our floorplanning and applied
a novel approach based on zero slack assignment to reduce congestion on the
over-utilized bins in the bin grid.

8.4.2 Our Floorplanning Framework

8.4.2.1 Min-Cut Based Floorplanning

Our floorplanning framework is based on iterative min-cut based hierarchical
floorplanning.38,39At each of the iterations we apply a min-cut based partitioning
approach to find the best floorplanning considering wirelength minimization as an
objective. At the end of each of the iterations we apply our congestion reduction
method to reduce the utilization of each bin in the bin grid generated after min-cut
partitioning.

Min-cut based hierarchical approaches run into trouble in mixed-size place-
ment, when there is a large macro cell that is bigger than the bin size at a certain
hierarchical level. The size of both sub-bins has to be equalto have a regular bin
structure. However, the macro is too large to fit into any of the sub-bins, even
though the actual area of the macro is equal to the half of the bin are that is being
cut. Since each cell has to be assigned to only one bin, we haveto put the macro
either to the left or to the right sub-bin. In order to deal with macro cells, we give
up the regularity of bin structure, meaning that bins can have different sizes. We
use hMetis40 as the partitioner. If there is more than one macro in the bin being
partitioned, we pre-assign macros so that they can fit in the sub-bins they will be-
long to, and perform partitioning for the rest of standard cells. If a macro can fit in
neither of the sub-bins, it is pre-assigned to a sub-bin thatminimizes the violation.
When a bin contains only one cell/macro, the bin is no longer partitioned but still
can move around during simulated annealing to minimize wirelength.

After each bipartition, bin based simulated annealing takes place to find a good
location for each partition to be placed in, minimizing the total wirelength. Be-
cause the bin structure is irregular due to unbalance partitioning, we have to take
care of different bin sizes during simulated annealing. There are three types of
moves in bin-based simulated annealing: horizontal switch, vertical switch, and
diagonal switch. These moves switch two adjacent bins. If the bin structure is reg-
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ular, we can freely choose any type of move. However, we now have constraints
for these moves: Diagonal switches are allowed only when thetwo bins have the
same size (both width and height); vertical switches are allowed only when the
widths of both bins are the same, and horizontal switches occur only when the
heights are the same. The moves that do not satisfy these constraints are automat-
ically rejected. When we accept a move, the size and the position of bins have to
be updated accordingly to keep the bin structure correct. Byrestricted bin-based
simulated annealing, macro cells can still move around to find a better location to
improve the quality. Also, the solution space is limited because of the constraints,
resulting in speed-up.

8.4.3 Problem Definition

The main goal is to minimize the utilization of the congestedareas after each
round of floorplanning without deteriorating the quality ofthe wirelength of the
floorplanned solution. After each step of min-cut floorplanning, we fix the IP
blocks which are bigger than one bin or located on the bordersof two adjacent
bins in the bin grid. To alleviate the congestion we move the IP blocks instead
of standard cells since we get more congestion reduction by just moving fewer
number of IP blocks rather than huge number of standard cells.

A good metric for estimating the congestion of a design is to measure its target
utilization as was used in ISPD 2006 placement design contest. The target utiliza-
tion (or density) can be defined as a constraint for the placement or floorplanning
tool. The target utilization should be set higher than the design utilization which
is a characteristic of the designed circuit. To compute the utilization of each bin,
a bin grid is imposed over the whole circuit. The bin overflow is defined as

BOF = ∑MovableAreaBin−BinFreeSpace×TargetDensity (1)

and total overflow is defined as . The white space is defined as

WS= BinFreeSpace×TargetDensity−∑MovableAreaBin (2)

for each bin.
Congestion Reduction Floorplanning Problem (CRF):Given a bin grid

with some bins with overflow and some bins with white space such that∑WS>

∑BOF over all bins, we want to assign the excessive overflow to the bins with
white space with the possible minimum perturbation.

To solve the problem ofCRF, we detect the congested regions by plotting a
contour around each of them. To form the non-interfering congested regions, we



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

152 T. Taghavi and M. Sarrafzadeh

construct a graph with each vertex corresponding to a congested region. Each
edge in this graph is connecting two congested regions if their contours overlap
with each other. We find the non-interfering congested regions by a maximum
independent set algorithm. We construct a graph for all the bins belonging to
the regions of this set and apply flow algorithm to remove the congestion. For
the rest of the congested regions (the interfering ones), weapply a modified ZSA
algorithm.

We remove congested areas by distributing IP blocks such that the total over-
flow which is defined in (1) becomes almost zero. To actually find the best set of
IP blocks to move we formulate a 0-1 knapsack problem and apply an effective
heuristic used to solve 0-1 knapsack problem.

8.4.4 Non-Interfering Congested Regions Detection

We try to find the disjoint congestion regions using a maximumindependent set
algorithm. Each congested region consists of several over-utilized bins. To detect
the congested areas, we apply the contour plotting method.15 A contour plot is a
set of level curves of different heights for a function of twovariables. A level curve
of heighth for a function f (x,y) is the set of all points(x,y) such thatf (x,y) = h.
There are several methods for contour plotting which are alldiscussed in.41

After the congested regions are detected by contour plotting, we construct a
graph which each vertex corresponds to a congested region and there is an edge be-
tween two vertices whenever their corresponding regions overlap with each other.
Applying maximum independent set problem will give us the maximum number
of vertices which their corresponding congested regions donot overlap each other.
It has been shown that a good heuristic for maximum independent set problem is
the greedy approach. More precisely, Turan42 shows that every graph with n ver-
tices and an average degree of2 contains an independent set of size at leastn

δ+1.
An elegant proof of Turan’s theorem, due to Erdos,43 is easily converted into the
following algorithm for finding an independent set S of size times the maximum
independent set in at mostO(m) steps wherem is the number of edges. The details
of this algorithm are shown in Algorithm 1.

After finding the maximum independent setS, we find all the bins correspond-
ing to the cells insideS. The problem of congestion reduction for non-interfering
congested regions can be viewed as a flow network problem. As we have shown
in section 8.4.1, the flow algorithms have several problems with interfering con-
gested regions due to their greedy nature. Moreover, if the flow transportation
takes place in the whole chip area, it may lead into large changes in the floorplan
which has a large potential to ruin the wirelength quality. Thus, these algorithms
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can just minimize congestion on non-interfering congestedareas. We form a graph
for flow network over all the bins belonging to the non-interfering congested re-
gions of setS. We apply the minimum cost flow algorithm on this graph. It should
be noticed that to avoid conflicting other congested regions, the overflow of a bin
we limit the movement of the overflow of a bin to the bins in its neighborhood.

Algorithm 1: Maximum Independent Set heuristic

Input: GraphG(V,E)

Output: SetS⊆V = maximum independent set
SetS= 0
repeat

choose the vertexv with smallest degreed
Add v to S
Deletev and all its neighbors (and incident edges)

until G is empty.

For the bins in the interfering congested regions, we use a modified version
of Zero Slack Assignment (ZSA) algorithm namely minimum perturbation zero
slack assignment.

8.4.5 Minimum Perturbation Zero Slack Assignment for Interfering
Congested Regions

The concept of slack assignment has been completely researched in the area of
timing budget management to increase circuit performance.Timing budget man-
agement intuitively translates to relaxing the timing constraints for as many com-
ponents as possible without violating the system timing constraints. In the timing
budget management area, the notion of the slack of a module refers to the upper
bound in the delay increase of that module without violatingthe timing constraints
of the whole circuit. In our congestion reduction problem, slack of a bin is referred
to the upper bound of utilization increase in each bin without violating total target
density of the circuit. Obviously, slack of each bin is less than its current white
space.

There have been several papers on reasonably formulating this problem using
different slack assignment methods as in.44–46 In this section we first briefly re-
view the well-known Zero Slack assignment method, and then conform it to our
own congestion reduction problem.

Given a graph, ZSA starts with nodes of minimum positive slack and performs
slack assignment such that their slacks become zero.46 More specifically, at each
iteration, ZSA identifies a path on which all nodes have minimums lacksmin, then
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u1(v)/ s1(v)/ ov1(v)

u2(v)/ s2(v)/ ov2(v)

u3(v)/ s3(v)/ ov3(v)
α2

α1

Fig. 8.7 Zero Slack Assignment; a(v), r(v), and s(v) are arrival time, required time and slack, respec-
tively.12

V2

V3

a (v)/ r (v)/ s (v)

V3 V4

V2/7/5

2/7/5

3/8/5 4/9/5

Fig. 8.8 Constructed graph for minimum perturbation slack assignment; u(v), s(v), and ov(v) are
utilized space, total space and overflow (slack), respectively.

assigns each node an additional budgetsmin
Nmin

whereNmin is the number of nodes on
the path. In Figure 8.7, for example, path{v1,v3,v4} is first identified, and each
node on the path is assigned an additional delay 5/3. Slacks of all nodes in the
figure exceptv2 become zero, while slack ofv2 is updated as 5/3. After assigning
additional delay of 5/3 again tov2, the algorithm terminates with effective slack
of 20/3 (note that maximum effective slack of Figure 8.7 is 10).

To solve our problem with zero slack assignment we constructa directed
acyclic graph (DAG) over the bins that are not included in themaximum inde-
pendent set we formed in the previous section. Each node of the directed acyclic
graphG1 corresponds to one of those bins. There is a directed edge from a bin with
extra white space to all the bins with overflow. An example of such constructed
graph is shown in Figure 8.8.

Since we do not want to deteriorate the wirelength quality after congestion
reduction, we need to incorporate perturbation minimization parameter into the
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modeling of our problem by slack assignment algorithm. For this purpose, each
edge needs to have a weight corresponding to the Manhattan distance of its two
endpoints. In the traditional zero slack assignment algorithm, the objective is to
maximize the weighted sum of the slacks. To adjust our formulation with the
traditional slack assignment algorithm, we define the weight of each edgew(u,v)
proportional to 1

distance(u,v) . This implies that the further two nodes (bins) are,
the less the slack (white space) is traversing between them and so the less the IP
blocks are moved between those nodes (bins). We normalize edge weights such
that the summation of edge weights for all outgoing edges of avertex should be
equal to 1. This ensures that the portion of the white space ofa bin which is going
to be assigned to several other bins is distributed among them proportional to their
Manhattan distance from that specific bin. So, our problem formulation can be
represented as:

Maximize∑v∈Ad j(u) slack(u,v)×α(u,v) ∀u
Subject to∑v∈Ad j(u) α(u,v) = 1

After constructing the graphG1, we apply the zero slack assignment algorithm
which tries to assign the white space of the underutilized bins to the over utilized
bins considering minimum perturbation constraint. After this assignment is done,
some of the IP blocks inside each bin should move in the reverse direction from
the over utilized bins to the underutilized bins. The total area of the IP blocks
which are moving from one bin to another bin equals to the white space (slack)
allocated from the latter bin to the former bin. The problem of which IP blocks to
choose is discussed in the following section.

8.4.6 Knapsack Problem Formulation

After we determine the amount of overflow to move out of each bin, we need to
pick the best IP blocks to move out. It matters which IP blockswe are choosing,
since it has an effect on the wirelength. Intuitively, if we pick the biggest IP
blocks, we minimize perturbation and according the wirelength increase due to
the movement of those IP blocks .We use knapsack problem formulation to solve
this problem. Knapsack problem is a combinatorial optimization problem which
by given a set of items, each with a cost and a value, determines the number of each
item to include in a collection so that the total cost is less than some given cost
C and the total value is as large as possible. The 0-1 knapsack problem restricts
the number of each kind of item to zero or one. Mathematicallythe 0-1-knapsack
problem can be formulated as:
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Maximize∑n
j=1Pjx j

Subject to∑n
j=1wj x j 6 C, x j = 0,1 ∀ j

Martello and Toth47 proposed a greedy approximation algorithm to solve the knap-
sack problem. Their version sorts the essentials in decreasing order and then pro-
ceeds to insert them into the knapsack, starting from the first element (the great-
est) until there is no longer space in the sack for more. Theirheuristic gives a
1
2-approximation algorithm for knapsack problem.

We use the same heuristic for our own purpose. Here the cost constraint C
for each bin equals to the area corresponding to the overflow of that bin. We
define the value of each IP block equal to its size. The bigger the size is the
more valuable an IP block is to move out. This value function definition leads
to more preservation of wirelength since we move smaller number of IP blocks
which intuitively implies we have smaller perturbation. Itis obvious that we can
just move the IP blocks whose areas are less than the cost constraintC.

8.5 Experimental Results

We have implemented the technique proposed in Section 8.4 inC language. In
order to verify our theoretical results on the real-world circuits, we picked most
of our benchmarks from the ISPD 2002 placement benchmark suite48 and ISPD
2005 placement design contest benchmark suite.49 The characteristics of these
benchmarks are shown in Table 8.1. The utilization is the percentage of area of
standard cells over the non-blocked area of chip. We have applied our floorplan-
ning tool in macro-cell placement mode on all of the benchmarks to place all the
macro-cells. Then we did a complete placement and routing. For placement and
routing our benchmarks, we used the Magma BlastFusion whichis a commercial
CAD tool. We have reported our final congestion and wirelength with and with-
out applying our method. For measuring the congestion and wirelength we used
Magma BlastFusion tool to report congestion and wirelength.

Table 8.2 illustrates the congestion reduction by applyingour floorplanning
algorithm. As it can be seen in this table, we can obtain 40% decrease in total
overflow with less than 11% increase in total wirelength.

8.6 Conclusion and Future Work

In this paper we studied the previous research conducted on congestion estimation
and reduction. Moreover, we proposed a new iterative approach for floorplanning
with the concurrent wirelength and congestion minimization objective. Simula-
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Table 8.1 Specification of the Benchmarks.

Test Circuit # Cells # Net Utilization(%)

Test3 12,997 13,865 61.62

IBM01 12,282 11,507 79.99

IBM02 19,321 18,429 27.15

IBM07 45,135 44,394 80.00

IBM08 50,997 47,944 79.99

IBM09 51,746 50,393 80.00

Adaptec1 211,447 211,447 57.32

Adaptec2 255,023 266,009 55.70

Adaptec3 451,650 466,758 33.64

Adaptec4 496,045 515,951 27.22

Bigblue1 278,164 284,479 44.67

Bigblue2 557,866 577,235 37.84

Table 8.2 Congestion Reduction after our algorithm.

Test Circuit Overflow (%) Wirelength
Before After Dec Before After Inc (%)

IBM01 43.56 3.94 39.62 2.95 3.21 8.81
IBM02 38.77 1.81 36.96 5.60 6.12 9.29
IBM07 22.45 2.48 19.97 12.98 14.56 12.17
IBM08 56.78 3.42 53.36 14.72 15.89 7.95
IBM09 37.96 3.25 34.71 16.16 18.4 13.86

Adaptec1 54.68 6.81 47.87 89.37 96.91 8.44
Adaptec2 45.88 3.67 42.21 112.12 124.5 11.04
Adaptec3 39.06 5.33 33.73 246.35 273.45 11.00
Adaptec4 67.30 9.65 57.65 212.22 240.66 13.40
Bigblue1 24.78 2.89 21.89 114.66 129.06 12.56
Bigblue2 55.33 6.55 48.78 196.95 219.87 11.64
Average 44.23 4.53 39.70 93.10 103.88 10.92

tion results show that our approach can reduce congestion onover-utilized bins
by 40% while the increase in wirelength is less than 11%. Thiswork can be used
in floorplanning step to feed the placemen step with high quality floorplanned
designs and prevent it from ending up with un-routable designs because of over-
utilized regions.
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This paper deals with the channel assignment problem in a hexagonal cellular
network with two-band buffering, supporting multimedia services. We consider
the simplest case of a multimedia cellular network dealing with only two differ-
ent types of multimedia signals, where each cell has a singledemand for each
type. We first derive the lower bounds on the minimum bandwidth requirement
for assigning multimedia channels to a seven-node subgraphof the hexagonal
cellular network. We next estimate the lower bounds on the minimum bandwidth
requirement for assigning channels in some real-life situations where the rela-
tive values of frequency separation constraints are somewhat restricted. Next, we
present an algorithm for solving the multimedia channel assignment problem in
its most general form, using Genetic Algorithm (GA). We thenpropose a tech-
nique for a clever re-use of the channels, by exploiting the hexagonal symmetry
of the cellular network and using only eighteen distinct frequency bands on a
nine-node subgraph of the network. With this concept of re-using the channels,
we first find the required frequency separation constraints among the channels
to be assigned to the different nodes of the network, and thenuse our proposed
GA-based algorithm for assigning the multimedia channels for the complete net-
work. Experiments with different values of the frequency separation constraints
show that the proposed assignment algorithm converges veryrapidly and gen-
erates near-optimal results with a bandwidth pretty close to our derived lower
bound.

Contents

9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . 162
9.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 164
9.3 Notations and Terminologies . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . 166
9.4 Lower Bound on Bandwidth . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . 168

9.4.1 Assignment of Peripheral Nodes . . . . . . . . . . . . . . . . . . .. . . . . . . . 169
9.4.2 Assignment of the Central Node and the Peripheral Nodes . . . . . . . . . . . . . 174
9.4.3 Approximations in Practical Situations . . . . . . . . . . .. . . . . . . . . . . . . 180

161



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

162 B. P. Sinha and G. K. Audhya

9.5 Genetic Algorithm for Multimedia Channel Assignment Problem . . . . . . . . . . . . . 186
9.5.1 Multimedia Channel Assignment Problem (MMCAP) Graph. . . . . . . . . . . . 186
9.5.2 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . 187
9.5.3 Algorithm GA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 188

9.6 Assignment Technique with Reuse of Channels . . . . . . . . . .. . . . . . . . . . . . . 189
9.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 192
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 193

9.1 Introduction

Mobile services constitute the fastest growing area of telecommunication that al-
lows access to information super-highway using wireless network environment. In
a wireless environment, the radio frequency spectrum is a scarce resource which
must be utilized with the objective of increasing network capacity and minimizing
interference. The geographical area under the service domain of a mobile cellular
network is divided into a number of cells, typically hexagonal in shape. Whenever
a mobile cellular network is established, each cell is assigned a set of frequency
channels to provide services to the individual calls of thatcell. The Channel As-
signment Problem (CAP) for such a network is the task of assigning frequency
channels to the calls satisfying some frequency separationconstraints with a view
to avoiding channel interference and using as small bandwidth as possible.

A lot of research work has already been done on the optimal assignment of
channels.1–9,11–14 The available radio frequency spectrum is divided into non-
overlapping frequency bands termed as channels. The frequency bands are as-
sumed to be of equal length and are numbered as 0,1,2,3, . . . , from the lower end.
The highest numbered channel required in an assignment problem is termed as
the required bandwidth. The same frequency channel may be assigned to different
cells (reused) if they are at a sufficient distance, without causing any interference.
For avoiding interference, the assignment of channels should satisfy certain con-
straints: i) co-channel constraint, due to which the same channel is not allowed to
be assigned to certain pair of calls simultaneously, ii) adjacent channel constraint,
for which adjacent channels are not allowed to be assigned tocertain pair of calls
simultaneously, and iii) co-site constraint, which implies that any pair of channels
assigned to calls in the same cell must be separated by a certain number.13

The cellular network is often modeled as a graph and the problem of chan-
nel assignment is mapped to the problem of graph coloring. Inits most general
form, the channel assignment problem (CAP) is NP-complete.15 As a result, re-
searchers have attempted to develop approximation algorithms, or heuristic ap-
proaches using genetic algorithms,6,11,13,14,16neural networks17 or simulated an-
nealing to solve the problem. While using genetic algorithms, it is quite possible
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that an optimal assignment has been achieved, but is not recognized, if we do not
have a prior knowledge about the optimal bandwidth requirement. On the other
hand, a prior idea about lower bounds on bandwidth will help in proceeding to-
wards the ultimate goal and will also provide us an idea aboutthe performance
of the algorithm used. In case of neural network and simulated annealing ap-
proaches, the techniques start from known lower bounds and improve the result
in each iteration. Therefore, in all these approaches, it isextremely necessary to
have an idea of the lower bound on the bandwidth needed for thegiven channel
assignment problem.

In,18 Gamst presented some lower bound on the bandwidth for channel as-
signment problems in general for only one type of signal. Tcha, Chung and Choi
presented some new results on the lower bound on bandwidth in,19 improving the
results by Gamst. Authors in1 proposed some new lower bounds on channel band-
width, taking the regular geometry of the cellular network [8-11] into account.
They considered hexagonal cellular networks where every cell has a demand of
only one channel with 2-band buffering restriction, i.e., the channel interference
does not extend beyond two cells. All these results pertain to only one type of sig-
nal communication throughout the network. However, the next generation (4G)
wireless network aims at supporting multimedia to meet the demands for vari-
ety of services, e.g., voice, video and data at any time at anyplace. Multimedia
clients require larger bandwidth to meet the QoS guarantee for video applications,
whereas services like voice or e-mail requires smaller bandwidth. Thus a mobile
cellular network, supporting multimedia services, must assign frequency channels
of different bandwidths to different types of service callsin a particular cell.

We first develop here a general model for channel assignment in a cellular net-
work for multimedia signal communication. We then derive lower bounds on the
required bandwidth for assigning channels for a restrictedenvironment where only
two types of multimedia signals will be used. A preliminary version of this ap-
proach appeared in.20 In general, as mentioned before, different types of multime-
dia signals may require different bandwidths for communication over the network.
However, we still assume that the total frequency band is divided into a number
of smallest size channels numbered as 0,1,2, . . . . Hence, a signal of a specific
type may need to be assigned one or more such adjacent channels to maintain the
QoS. For example, a call request for voice communication maybe assigned only
one channel, while a call request for video communication may possibly need a
number of adjacent channels to be assigned for maintaining the required quality of
service. The difference between the center frequencies of the bands (a set of adja-
cent channels) assigned to different calls will, of course,be appropriately chosen
to avoid channel interference. We also assume here that eachcell has only a sin-
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gle demand for each type of signal, with 2-band buffering restriction, i.e., channel
interference does not extend beyond two cells.

We next estimate the lower bounds on the required bandwidth for assigning
channels in some real-life situations where the relative values of the frequency
separation constraints are somewhat restricted. We next present an algorithm for
solving the multimedia channel assignment problem, in its most general form, us-
ing genetic algorithm (GA), under the condition of 2-band buffering and with only
two types of multimedia signals where each cell has a single demand for each type
of signal. We then show that this general approach can conveniently be applied to
our network model, by exploiting the symmetric nature of thehexagonal cellular
structure, to assign the frequency channels with a very small execution time. To
achieve this, we select a subset of only nine nodes of the network and propose a
clever technique of re-using the frequency channels so thatby repeatedly using
only eighteen bands (two bands for each node for assigning both types of multi-
media signals), the required assignment for the whole network can be completed.
For this purpose, we first find the required frequency separation constraints among
the channels to be assigned to the different nodes of the network, and then use our
proposed GA-based algorithm for optimally assigning the multimedia channels
for the complete network. Experiments with different values of the frequency sep-
aration constraints show that the proposed assignment algorithm converges very
rapidly and generates near-optimal results, with a resulting bandwidth pretty close
to our derived lower bounds.

The paper is organized as follows. In Section 2, we present the system model
for formulating the multimedia channel assignment problem. Notations and ter-
minologies used have been discussed in Section 3. The lower bounds on the re-
quired bandwidth under various conditions have been derived and estimated in
some real-life situations in Section 4. The GA-based algorithm for solving the
multimedia channel assignment problem, in general, has then been described in
Section 5. Finally, the proposed channel assignment technique for the hexagonal
cellular network with re-use of channels is presented in Section 6, followed by
conclusion in Section 7.

9.2 System Model

We first note that when we assign varying number of adjacent channels to differ-
ent types of multimedia signals to maintain the required quality of service, the
frequency gaps between two adjacent call assignments will also be different de-
pending on the pairs of signal types associated with these two calls. For example,
let us assume that a voice signal needs only one channel, while a video signal
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needs a band containing 6 adjacent channels. Suppose we assign channel 1 to
call 1 for a voice signal. Now, if the adjacent channel 2 is assigned to call 2 for
another voice signal, then the frequency separation between these two calls (in
terms of channel numbers) will be 1. Instead, if call 2 was fora video signal and
the adjacent channels 2, 3, 4, 5, 6 and 7 are all assigned to call 2, then the center
frequency for call 2 will be taken as channel number 4.5 (central point of channels
2 to 7), and hence, the frequency separation between calls 1 and 2 will be the gap
between the center frequencies of the bands allocated to thetwo calls which will
be computed as 4.5 - 1 = 3.5. Similarly, if adjacent channels are assigned to two
video calls, their separation will be 6.

Let us define a functionmidpoint on a set of consecutive positive integers
(including zero) which delivers a value equal to the averageof these integer values.
Thus,midpoint{2, 3, 4, 5, 6, 7} = 4.5

With all these ideas, we now describe the general model for representing the
multimedia channel assignment problem in a cellular mobilenetwork by the fol-
lowing components:

1) A setX of n distinct cells, with labels 0,1,2, ,n−1.
2) A set of distinct channels numbered as 0,1,2, . . . .
3) t different types of multimedia signals denoted byT1,T2, . . . ,Tt , where a signal

of typeTj requires a bandwidth ofBWTj . That is,BWTj number of adjacent
channels need to be assigned to a signal of typeTj .

4) A demand vectorW = (wi1,wi2, . . . ,wit ) for cell i, wherewik represents the
channel demand of celli for the multimedia signal of typeTk.

5) A channel assignment matrixΦ = (φi jk), whereφi jk represents the set of chan-
nels assigned to callj of typek in cell i (0 6 i 6 n−1,16 j 6 wik,1 6 k 6 t)
with the required bandwidth, i.e.,|φi jk |= BWTk .

6) A frequency separation matrixC= (ci j ,kl) whereci j ,kl represents the minimum
frequency separation requirement between the center frequencies assigned to
a call of typeTj in cell i, and a call of typeTl in cell k, 0 6 i,k 6 n−1 and
1 6 j, l 6 t.

7) A set of frequency separation constraints specified by the frequency separation
matrix as follows:
|midpoint{φi1 j1k1} − midpoint{φi2 j2k2}| > ci1k1,i2k2,∀i1, i2, j1, j2,k1,k2 (ex-
cept when bothi1 = i2 and j1 = j2).

Example 1: Suppose there are two calls, one from cell 1 and the other
from cell 2 of the cellular network. Let the call from cell 1 isof type T1 and
needs only one channel while that from cell 2 is of typeT2 and needs 6 adjacent
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channels. If channel 1 is assigned to the call from cell 1, while a band consisting
of six channels e.g., 3, 4, 5, 6, 7 and 8 are assigned to the callfrom cell 2, then
midpoint{3,4,5,6,7,8} = 5.5, and hence, the frequency separation (in terms of
channel numbers) between these two calls will be 5.5 - 1 = 4.5.If the minimum
separationc11,22 between these two calls is specified as 5 to avoid interference,
then either of these two calls should be shifted by assigningdifferent channel
numbers, so as to satisfy this minimum separation of 5 channels.

9.3 Notations and Terminologies

We consider here the simplest case of a multimedia cellular network, where there
are only two types of multimedia signals and each cell has a unit demand for each
of these two types. Let us denote these two types of multimedia signals asT1 and
T2, where the typeT1 signal will need more bandwidth than typeT2 signal. We
also consider a 2-band buffering system in which there is no interference between
calls in two cells which are more than distance two apart.

For simplicity of notations in our following discussions, let the two types of
multimedia signals be denoted asT1 = A andT2 = B, respectively. The bandwidth
BWA needed for a typeA call is assumed to be larger than the bandwidthBWB

needed for a typeB call. Also, the required frequency separations for avoiding
interference in a 2-band buffering system will be denoted asfollows :

• Let s0,s1 ands2 be the required frequency separations between two typeA
calls in the same cell, in two cells at distance 1 apart and twocells at distance
2 apart, respectively.
• Let s′0,s

′
1 ands′2 be the required frequency separations between two calls, one

of type A and the other of typeB, arising in the same cell, in two cells at
distance 1 apart and two cells at distance 2 apart, respectively.
• Let s′′0,s

′′
1 ands′′2 be the required frequency separations between two calls, both

of typeB, arising in the same cell, in two cells at distance 1 apart andtwo cells
at distance 2 apart, respectively.

BecauseBWA > BWB, we assume thats0 > s′0 > s′′0,s1 > s′1 > s′′1 ands2 > s′2 >

s′′2. We further assume thats0 > s1 > s2,s′0 > s′1 > s′2 ands′′0 > s′′1 > s′′2.
We represent the hexagonal cellular network by a cellular graph where each

cell of the cellular network is represented by a node and two nodes have an edge
between them if the corresponding cells are adjacent to eachother. We consider
a seven-node subgraph of the cellular graph as shown in Fig. 9.1, with d as the
central node from which every other node of the subgraph is atdistance one.
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Every node in this subgraph is within distance two from each other, and hence,
no frequency reuse is possible within this subgraph. Thus, the bandwidth required
for assigning channels in this subgraph will give a lower bound on the bandwidth
requirement for the whole cellular network.

b

f

c e
d

g

a

Fig. 9.1 Seven-node subgraph of a hexagonal cellular network.

We denote the channel number(n1s0 + n2s1 + n3s2 + n4s′0 + n5s′1 + n6s′2 +

n7s′′0 + n8s′′1 + n9s′′2) by a 9-tuple(n1,n2,n3,n4,n5,n6,n7,n8,n9), whereni, i =

(1,2, . . . ,9) are positive integers (including zero). Further, we subscript the above
expression with eitherA or B, if the channel assigned to a particular node is of
typeA or B, respectively.

Example 2: A frequency channel allocated to a node for a typeA call can be
expressed as(n1s0+n2s1+n3s2+n4s′0+n5s′1+n6s′2+n7s′′0 +n8s′′1 +n9s′′2)A. Sim-
ilarly, a frequency channel allocated to a node for a typeB call can be expressed
as(n1s0 +n2s1 +n3s2 +n4s′0 +n5s′1 +n6s′2 +n7s′′0 +n8s′′1 +n9s′′2)B.

A typical assignment order for assigning channels for typeA and typeB calls
to the nodesu1,u2,u3, . . . ,up will be indicated by the notation

(
u1 u2 u3 · · · up

T T T · · · T

)

whereT can assume a value from the set{A,B}, and each node in the sequence
(u1,u2,u3, . . .up) will appear exactly twice, once for typeA assignment and once
again for typeB assignment.

Example 3: Let us consider the seven node subgraph of a hexagonal cellular
network where each node has a single demand for each of typeA and typeB
signals, then a typical assignment will be indicated by the notation

(
d a f e c b g a f e c b gd
A B B B B B B A A A A A AB

)

,
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where bold faces have been used for the assignment of the central noded in the
seven-node subgraph of Fig. 9.1.

9.4 Lower Bound on Bandwidth

In this section, we derive lower bounds on the required bandwidth for as-
signing channels to one call of each type to each node of the seven-node
subgraph of Fig. 9.1, for different relative values of the nine parameters
s0,s1,s2,s′0,s

′
1,s
′
2,s
′′
0,s′′1,s

′′
2.

To start with, we first state the following result.

Lemma 9.1 The minimum bandwidth for allocating one band for each type of
calls at every node of the seven-node subgraph must correspond to the assignment
of a band containing either the lowest or the highest channelnumber to the central
node.

Proof: Any two nodes of the seven-node subgraph is within distance two from
each other. Therefore, to avoid interference, any two frequency bands assigned to
two nodes of the subgraph must be separated by at least i)s2, when there are type
A calls to each of the nodes, ii)s′2, when there is typeA call in one of the nodes
and typeB in the other, and iii)s′′2, when there are typeB calls to each of the
nodes. That is, there will be an unusable minimum band gap ofs′′2, before and
after the frequency band assigned to a node, where no frequency channels within
the gaps can be assigned to any other node of the subgraph (including the node
itself). When the node is assigned the lowest or highest frequency channel, then
one of these band gapss′′2 is not required, since one of these forbidden band gaps
will then lie outside the range of the usable frequency band.

Similarly, when a frequency band is assigned to the central node which is dis-
tance one from every other node of the seven-node subgraph, there must be at least
a band gap ofs′′1, before and after the band assigned to the central node, in order
to avoid interference. That is, there would be a minimum forbidden gap ofs′′1, be-
fore and after the band assigned to the central node, where nofrequency channel
within the gaps can be assigned to any of the nodes of the subgraph (including the
node itself). When the central node is assigned the lowest orhighest frequency
channel, then one of these forbidden band gapss′′1 is not required as it will lie
outside the range of the usable frequency band.

Sinces′′1 > s′′2, it follows that we can have more savings in band gap and have
more number of usable frequency channels if the lowest or thehighest channel
number is assigned to the central node, rather than any othernode of the seven-
node subgraph. 2
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Thus, by lemma 9.1, either the lowest or the highest numberedchannel must
be assigned to the central node so that we would have more number of usable
channels for the remaining assignments. Further, sinceBWA > BWB, and hence
s1 > s′1 > s′′1, we get a stronger result as follows.

Lemma 9.2 The minimum bandwidth for allocating one band for each type of
calls at every node of the seven-node subgraph must correspond to the assignment
of a band containing either the lowest or the highest channelnumber to a type A
call at the central node.

Proof: The total amount of the forbidden gaps on two sides of the bandas-
signed for the call of typeA to the central noded will be at least 2s′1, while that
on two sides of the band assigned for the call of typeB to the central node is at
least 2s′′1. Thus the total unusable gaps on both sides of these two bandsassigned
to the central node will be 2(s′1 +s′′1). If only the band for the typeA call falls on
one extreme (containing either the lowest or the highest channel number), then the
amount of unusable gap (after allocating bands to the the central noded) reduces
to s′1 + 2s′′1. On the other hand, if only the typeB call is assigned a band on one
extreme, then the total amount of unusable gap reduces to 2s′1 +s′′1. Sinces′1 > s′′1,
the minimum bandwidth assignment must correspond to the situation where the
typeA call at the central noded is assigned a band containing either the lowest or
the highest channel number. 2

We now look into the assignments of only the six peripheral node assignments,
disregarding the presence of the central node for the time being, to investigate the
order of assignments of these peripheral nodes amongst themselves for the mini-
mum bandwidth. Later on, we would combine our observations on both the central
node and the peripheral nodes to derive the results for the minimum bandwidth re-
quirement.

9.4.1 Assignment of Peripheral Nodes

We first divide the six peripheral nodesa,b,c,e, f andg in two setsP andQ, such
that any two nodes within a set is distance two apart from eachother. Let these
two sets beP= {a, f ,e} andQ= {b,c,g}. Then for every nodeu∈ P= {a, f ,e},
there is exactly one node inQ, which is distance two apart fromu.

Example 4: Nodea∈P is at distance two only from the nodeg∈Q. Similarly,
node f ∈ P is at distance two only from the nodeb∈Q, and so on.

We mustvisit each node of the two setsP andQ twice for assigning channels
of typeA and typeB signals to each of the nodes. We can start assigning channels
to peripheral nodes in the following possible ways:
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i) By visiting all the nodes once in a set, sayP, next visiting all the nodes in set
Q, followed by the second visit to all the nodes in the similar manner in the
order of eitherPQor QP.
Example 5: Let the order of assignments of the peripheral nodes be denoted
as

(
a f e c b g a f e c b g
T T T T T T T T T T T T

)

,

where each peripheral node has appeared twice in the above array andT as-
sumes the value from the set{A,B}. For a particular node, onceT = A for
typeA signal and nextT = B for typeB signal assignments. In this example,
the assignment is done by first visiting all the nodes in setP (or Q), then all
the nodes inQ (or P) and so on.

ii) We visit all the nodes twice in a set, sayP (or Q), then visiting all the nodes
twice inQ (or P) as shown below in Example 6.
Example 6:

(
a f e a f e c b g c b g
T T T T T T T T T T T T

)

The assignment is done here by visiting all the nodes in setP twice in succes-
sive two rounds, then visiting all the nodes in setQ twice in next two rounds.

iii) We visit one or few nodes once in a set, sayP (or Q), then visit one or few
nodes inQ (or P), and so on. However, when we assign a band to a nodev,
say inQ immediately after assigning a nodeu∈ P, then the required band gap
will be minimum, if u andv are at distance two from each other.
Example 7:

(
a f b g c b g c e a f e
T T T T T T T T T T T T

)

.

In this example, we assign nodesb,g andc of the setQ, immediately after
assigning nodesa and f of the setP. Here f is the last node assigned in the
setP, and the nodeb of the setQ is distance two apart from the nodef . We
next assign bands to nodes of the setQ for the second round. Nodec is the
last node assigned in the setQ and nodee of the setP is distance two apart
from c. We next start assigning channel to nodee of the setP, and so on.

We now consider below different situations arising out of the assignments of
bands to these peripheral nodes where, without loss of any generality, we start
with assigning the first band (containing the lowest channelnumber) to nodea.
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Case 1: s2 +s′′2 6 2s′2.
We consider two subcases as below.
Subcase a): The lowest frequency band is assigned to the typeA call at node

a.
Here, to reduce the total bandwidth, the next frequency bandcan be assigned

to a typeB signal of another node with the minimum gap ofs′2. After this, type
B calls at other nodes may be assigned successively with a minimum band gap of
s′′2, followed by assigning the typeA calls at all the nodes excepting the nodea.
An example assignment order following this approach may be given as follows:

(
a f e c b g a f e c b g
A B B B B B B A A A A A

)

The consecutive band gaps for the above assignment order ares′2,s
′′
2,s′′2,s

′′
2,s′′2,

s′′2,s
′
2,s2,s2,s2,s2 respectively, giving rise to a total bandwidth equal to 4s2+2s′2+

5s′′2 = BW0, say.
As an alternative, after assigning the first band to the nodea, we could also

assign typeA calls to a few more nodes, but not all nodes, followed by typeB
calls of all the nodes, followed by typeA calls of the remaining nodes. A typical
example situation with this scheme may be as follows:

(
a f e c b g a f e c b g
A A A B B B B B B A A A

)

The resulting consecutive band gaps ares2,s2,s′2,s
′′
2,s′′2,s

′′
2,s
′′
2,s′′2,s

′
2,s2,s2 re-

spectively, giving rise to the same total minimum bandwidthof BW0 = 4s2+2s′2+

5s′′2.
However, it is interesting to note that if, after the assignment of the typeA

call to nodea, typeA calls of all other nodes are successively assigned, followed
by typeB calls of all the nodes, then the consecutive minimum band gaps will
bes2,s2,s2,s2,s2,s′2,s

′′
2,s′′2,s

′′
2,s′′2,s

′′
2 respectively, with the total bandwidth greater

than or equal to 5s2 +s′2+5s′′2 = BW1 > BW0, ass2 > s′2.
We could, however, try to reduce the bandwidth by some changes in the as-

signment order

(
a f e c b g a f e c b g
A B B B B B B A A A A A

)

so that a band gap ofs2 is replaced bys′2 or s′′2.
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Thus, interchanging the assignment for type A and type B signals of nodee in
the assignment order, we get the following assignment order:

(
a f e c b g a f e c b g
A B A B B B B A B A A A

)

As we see in the above assignment, we replaced two band gaps ofs2 and two
band gaps ofs′′2 by four band gaps ofs′2. Instead of the nodee, if we would have
interchanged the assignments for typeA and typeB signals of node thef , then we
would have got the following assignment order with some associated changes in
the node ordering so that consecutive band assignments can be done with nodes at
distance two:

(
a f e f a g b c e c b g
A B B A B B B B A A A A

)

In this arrangement, we have replaced one band gap ofs2 and one band gap of
s′′2 by two band gaps ofs′2.

We thus see from the above two examples that the replacement of each band
gap ofs2 by one withs′2 is associated with deletion of one band gap ofs′′2 and
addition of another band gap ofs′2. That is, in effect, the band gaps of a total
amounts2 +s′′2 is replaced by 2s′2. Sinces2 +s′′2 6 2s′2, such a replacement leads
to higher bandwidth requirement thanBW0.

Subcase b) : The lowest frequency band is assigned to the typeB call at node
a.

Here, we first consider one possible assignment order with typeB calls of all
nodes successively assigned with consecutive band gaps ofs′′2, followed by typeA
calls of all nodes. An example assignment order may be as follows:

(
a f e c b g a f e c b g
B B B B B B A A A A A A

)

The resulting minimum bandwidth comes out to be 5s2 +s′2 +5s′′2 = BW1.
We can also have an assignment order, where after assigning type B call to

few, but not all nodes, we assign typeA calls to all peripheral nodes, followed by
typeB calls to the remaining peripheral nodes. We get the following assignment
order:

(
a f e c b g a f e c b g
B B A A A A A A B B B B

)

The above assignment order gives rise to a total minimum bandwidth of 5s2+

2s′2 +4s′′2 = BW2, say. Note thatBW2 > BW1.
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As in subcase a), we can also try to reduce the required bandwidth by suitable
changes in the above assignment order, if a band gaps2 could be replaced either
by s′2 or by s′′2. However, by the same logic as given above in subcase a), suchan
attempt will not be beneficial sinces2 +s′′2 6 2s′2.

Thus, considering both the subcases, the minimum bandwidthrequirement for
s2 +s′′2 6 2s′2 is given byBW0.

Case 2: s2 +s′′2 > 2s′2.
In this case also, w.l.o.g., we can start with assigning the first band containing

the lowest channel number to nodea. Consider again the assignment order:
(

a f e c b g a f e c b g
A B B B B B B A A A A A

)

.

We can now interchange the assignment orders of the nodee, so that two band
gaps ofs2 are deleted (without creating any new band gap ofs2). Note that instead
of the nodee, if we would have chosen the nodef for interchanging its orders of
typeA and typeB assignments, then although a band gap ofs2 would have been
deleted, a new band gap ofs2 would also be created in the new assignment or-
der, with no eventual savings in the required bandwidth. So,basically we need
to interchange the assignment orders of every alternate nodes in the above assign-
ment to effect the reduction in the total bandwidth. By following this process, we
can finally arrive at a situation as follows, by finally reducing the bandwidth to
10s′2 +s′′2, when there will be no band gap ofs2 in the overall assignment:

(
a f e c b g a f e c b g
A B A B A B B A B A B A

)

It is also important to note that the above assignment order contains two con-
secutive bands assigned to two typeB calls to achieve the minimum bandwidth.

If, instead of the typeA signal, we start with assigning the first band to nodea
for typeB signal, then we can start with an assignment order as follows:

(
a f e c b g a f e c b g
B B B B B B A A A A A A

)

If we now similarly try to replace a band gap ofs2 by s′2 through suitable
changes in the assignment order, then we would finally arriveat the following
assignment:

(
a f e c b g c b g a f e
B A B A B A B A B A B A

)

.

The required bandwidth in this case is 11s′2, which is larger than or equal to
the bandwidth of 10s′2 + s′′2 in the previous case. Following the above, it is also
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possible to have one more assignment order where we start with assigning the first
band to a node for typeB signal and end up the assignment with assigning the last
band to a node for typeB signal. We then have the assignment order as:

(
a f e c b g a f e c b g
B A B A B A A B A B A B

)

.

In the above scheme, there are two consecutive bands assigned to nodes for
two typeA calls, giving rise to a bandwidth of 10s′2 + s2, which is larger than or
equal to the bandwidths 11s′2.

All these discussions lead to the following result about theassignment of pe-
ripheral nodes.

Lemma 9.3
The minimum bandwidth assignment of the peripheral nodes ofa seven-node

subgraph corresponds to the following situations:
i) For s′′2 +s2 6 2s′2, frequency bands are assigned first to type A calls at one

or more (but not all) peripheral nodes, then to type B calls atall the six peripheral
nodes, followed by type A calls at the remaining nodes, giving rise to a total
bandwidth of4s2 +2s′2+5s′′2.

ii) For s′′2 +s2 > 2s′2, frequency bands are assigned first to type A call at some
node, and then alternatively to type B and type A calls in sucha way that the
assignment ends with a type A call, giving rise to a total bandwidth of10s′2 +s′′2.

9.4.2 Assignment of the Central Node and the Peripheral Nodes

We now consider the entire assignment of the seven-node subgraph of Fig. 9.1. By
Lemma 9.2, we must assign a band containing the lowest (or, the highest) channel
number to the typeA call at the central noded for keeping the bandwidth min-
imum. Without loss of generality, let the frequency band containing the lowest
channel number be assigned to the typeA call at d. Hence, the other band as-
signed tod must be for the typeB call and it may lie anywhere in the assignment
order. We consider different assignment orders for peripheral nodes along with
the assignment for the central noded as given below.

Case 1: Whens2 +s′′2 6 2s′2.
First, we consider the minimum bandwidth assignment ordersfor the periph-

eral nodes and try to place the band for assigning the typeB call of the central node
d at a suitable position in that order. To do this, consider first a typical assignment
order as follows, without the assignment of typeB call at the noded. We divide
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the assignment order into subsequences denoted as 1, 2, 3 and4 as shown below.







d
A
︸︷︷︸

1

a f e
A A A
︸ ︷︷ ︸

2

c b g a f e
B B B B B B
︸ ︷︷ ︸

3

c b g
A A A
︸ ︷︷ ︸

4








The typeB call at the central noded can now be allocated a frequency band in
any of the following seven places:

i) in between the subsequences 1 and 2,
ii) within the subsequence 2,
iii) in between the subsequences 2 and 3,
iv) within the subsequence 3,
v) in between the subsequences 3 and 4,
vi) within the subsequence 4,
vii) on the right of the subsequence 4.

Subcase i) : If the typeB call is allocated a band in between the subsequences
1 and 2, then the assignment looks as follows:

(
d d a f e c b g a f e c b g
A B A A A B B B B B B A A A

)

The consecutive band gaps ares′0,s
′
1,s2,s2,s′2,s

′′
2,s
′′
2,s′′2,s

′′
2,s′′2,s

′
2,s2,s2,

respectively with the total bandwidth ofB1 = s′0 +s′1 +4s2+2s′2 +5s′′2.
Subcase ii) : If the typeB call is allocated a band within the subsequence 2,

then the assignment looks as follows:
(

d a d f e c b g a f e c b g
A A B A A B B B B B B A A A

)

The consecutive band gaps in this case ares1,s′1,s
′
1,s2,s′2,s

′′
2,s′′2,s

′′
2,s′′2,

s′′2,s
′
2,s2,s2, respectively with the total bandwidth ofB2 = s1 + 2s′1 + 3s2 + 2s′2 +

5s′′2.
Subcase iii) : If the typeB call is allocated a band in between the subsequences

2 and 3, then the assignment looks as follows:
(

d a f e d c b g a f e c b g
A A A A B B B B B B B A A A

)

The resulting consecutive band gaps ares1,s2,s2,s′1,s
′′
1,s′′2,s

′′
2,s′′2,s

′′
2,s′′2,

s′2,s2,s2, respectively with the total bandwidth ofB3 = s1+s′1+s′′1+4s2+s′2+5s′′2.
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Subcase iv) : If the typeB call is allocated a band within the subsequence 3,
then the assignment looks as follows:

(
d a f e c b g d a f e c b g
A A A A B B B B B B B A A A

)

In this case, the consecutive band gaps ares1,s2,s2,s′2,s
′′
2,s
′′
2,s′′1,s

′′
1,s′′2,

s′′2,s
′
2,s2,s2, respectively giving the total bandwidth ofB4 = s1+2s′′1 +4s2+2s′2+

4s′′2.
Subcase v) : If the typeB call is allocated a band in between the subsequences

3 and 4, then the situation will be similar to subcase iii) above with the resulting
bandwidth ofB3 = s1 +s′1 +s′′1 +4s2 +s′2+5s′′2.

Subcase vi) : If the typeB call is allocated a band within the subsequence 4,
then the situation will be similar to subcase ii) above, withthe resulting bandwidth
of B2 = s1 +2s′1+3s2+2s′2+5s′′2.

Subcase vii) : If the typeB call is allocated a band on the right of the subse-
quence 4, then the assignment looks as follows:

(
d a f e c b g a f e c b g d
A A A A B B B B B B A A A B

)

The resulting consecutive band gaps ares1,s2,s2,s′2,s
′′
2,s
′′
2,s′′2,s

′′
2,s′′2,s

′
2,s2,

s2,s′1, with the total bandwidth ofB5 = s1 +s′1 +4s2+2s′2+5s′′2.
Assignment orders and the resulting bandwidths for all these subcases corre-

sponding to the minimum bandwidth assignments of peripheral nodes are summa-
rized in Table 9.1.

Next, we also see whether the non-minimum bandwidth assignment orders
for peripheral nodes as discussed in the earlier section, can be beneficial, when
considered along with the central node assignments under the conditions′′2 +s2 6

2s′2. With the band containing the lowest channel number assigned to the typeA
call of the central noded, a typical assignment for this case without the typeB call
of the noded will look as follows.








d
A
︸︷︷︸

1

a f e c b g
B B B B B B
︸ ︷︷ ︸

2

a f e c b g
A A A A A A
︸ ︷︷ ︸

3








We have divided the assignment order into different subsequences as marked
above.
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Table 9.1 Summary of complete assignments fors2 + s′′2 6 2s′2 with minimum
bandwidth ordering of peripheral nodes.

No. Assignment order Bandwidth

1
d d a f e c b g a f e c b g

A B A A A B B B B B B A A A
B1 = s′0 +s′1 +4s2 +2s′2 +5s′′2

2
d a d f e c b g a f e c b g

A A B A A B B B B B B A A A
B2 = s1 +2s′1 +3s2 +2s′2 +5s′′2

3
d a f e d c b g a f e c b g

A A A A B B B B B B B A A A
B3 = s1 +s′1 +s′′1 +4s2 +s′2 +5s′′2

4
d a f e c b g d a f e c b g

A A A A B B B B B B B A A A
B4 = s1 +2s′′1 +4s2 +2s′2 +4s′′2

5
d a f e c b g a f e d c b g

A A A A B B B B B B B A A A
B3 = s1 +s′1 +s′′1 +4s2 +s′2 +5s′′2

6
d a f e c b g a f e c d b g

A A A A B B B B B B A B A A
B2 = s1 +2s′1 +3s2 +2s′2 +5s′′2

7
d a f e c b g a f e c b g d

A A A A B B B B B B A A A B
B5 = s1 +s′1 +4s2 +2s′2 +5s′′2

Now the second band for the typeB call of the noded can lie in any of the
subsequences 2 or 3, or between the subsequences 1 and 2, subsequences 2 and
3 or on the right of the subsequence 3. Different possible such assignment or-
ders for each of the representative cases along with the required bandwidth are
summarized in rows 1 to 6 of Table 9.2.

We next consider the other non-minimum bandwidth assignment order for pe-
ripheral nodes and assign the band containing the lowest channel number to a type
A call at node d as follows:








d
A
︸︷︷︸

1

a f e
B B B
︸ ︷︷ ︸

2

c b g a f e
A A A A A A
︸ ︷︷ ︸

3

c b g
B B B
︸ ︷︷ ︸

4








.

We divide the assignment order into different subsequencesin a similar man-
ner where the second band for the typeB call at noded can lie within any of the
subsequences 2, 3 and 4, or between the subsequences 1 and 2, or subsequences
2 and 3, or subsequences 3 and 4, or on the right of the subsequence 4. We have
compared different possible such assignment orders for each of the representative
cases and the only assignment order corresponding to the minimum bandwidth
assignment is given in row 7 of Table 9.2.
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Table 9.2 Summary of complete assignments fors2 + s′′2 6 2s′2 with non-
minimum bandwidth ordering of peripheral nodes.

No. Scheme Bandwidth

1
d d a f e c b g a f e c b g

A B B B B B B B A A A A A A
B′1 = s′0 +s′′1 +5s2 +s′2 +5s′′2

2
d a d f e c b g a f e c b g

A B B B B B B B A A A A A A
B′2 = s′1 +2s′′1 +5s2 +s′2 +4s′′2

3
d a f e c b g d a f e c b g

A B B B B B B B A A A A A A
B′3 = 2s′1 +s′′1 +5s2 +5s′′2

4
d a f e c b g a d f e c b g

A B B B B B B A B A A A A A
B′4 = 3s′1 +4s2 +s′2 +5s′′2

5
d a f e c b g a f e c b g d

A B B B B B B A A A A A A B
B′5 = 2s′1 +5s2 +s′2 +5s′′2

6
d a f e c b g a f e c b g d

B B B B B B B A A A A A A A
B′6 = s1 +s′′1 +5s2 +s′2 +5s′′2

7
d a f e c b g a f e c b g d

A B B B A A A A A A B B B B
B′7 = s′1 +s′′1 +4s′′2 +2s′2 +5s2

Table 9.3 Summary of complete assignments fors2 + s′′2 > 2s′2 with mini-
mum bandwidth ordering of peripheral nodes.

No. Scheme Bandwidth

1
d d a f e a f e c b g b c g

A B A B A B A B A B B A B A
B′′1 = s′0 +s′1 +10s′2 +s′′2

2
d a f d e a f e c b g b c g

A A B B A B A B A B B A B A
B′′2 = s1 +s′1 +s′′1 +9s′2 +s′′2

3
d a f e a f e c b d g b c g

A A B A B A B A B B B A B A
B′′3 = s1 +2s′′1 +10s′2

4
d a f e a f e c b g b d c g

A A B A B A B A B B A B B A
B′′2 = s1 +s′1 +s′′1 +9s′2 +s′′2

5
d a f e a f e c b g b c g d

A A B A B A B A B B A B A B
B′′4 = s1 +s′1 +10s′2 +s′′2

From Tables 9.1 and 9.2, we see that,

B′1−B1 = (s2−s′2)− (s′1−s′′1)
B′2−B4 = (s2−s′2)− (s1−s′1)
B′3−B3 = (s2−s′2)− (s1−s′1)
B′4−B2 = (s2−s′2)− (s1−s′1)
B′5−B5 = (s2−s′2)− (s1−s′1)
B′6−B5 = (s2−s′2)− (s′1−s′′1)
B′7−B7 = (s2−s′′2)− (s1−s′′1)
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Thus, even a non-minimum assignment order for peripheral nodes can lead to
a smaller bandwidth when considered with the central node assignments. For
example, ifs2−s′2 6 s′1−s′′1, thenB′1 will be lesser thanB1, and so on.

Case 2: Whens2 +s′′2 > 2s′2.
In this case also, we first consider the minimum bandwidth assignment orders

for the peripheral nodes and try to place the band for assigning the typeB call of
the central noded at a suitable position in that order. To do this, consider first a
typical assignment order as follows, without the assignment of typeB call at the
noded. We divide the assignment order into subsequences denoted as 1, 2 and 3
as shown below.








d
A
︸︷︷︸

1

a f e a f e
A B A B A B
︸ ︷︷ ︸

2

c b g b c g
B A B A B A
︸ ︷︷ ︸

3








The second channel with typeB signal to the central noded can lie in anyone
of the five places - i) in between the subsequences 1 and 2, ii) within the subse-
quence 2, iii) in between the subsequences 2 and 3, iv) withinthe subsequence 3,
and v) on the right of the subsequence 3. The resulting assignment orders with the
corresponding minimum bandwidths are given in Table 9.3.

We next consider cases for peripheral node assignment orderfor non-
minimum bandwidth as well. We will now see whether the non-minimum as-
signment orders may be beneficial, when considered along with the central node
assignments.

To do this, consider first a typical assignment order as follows, without the
assignment of typeB call at the noded. We divide the assignment order into
subsequences denoted as 1 and 2 as shown below.








d
A
︸︷︷︸

1

a f e a f e c b g c b g
B A B A B A B A B A B A
︸ ︷︷ ︸

2








The second channel assignment for typeB signal to the noded can now lie
either in between the subsequences 1 and 2, or within the subsequence 2, or on
the right of the subsequence 2. The different possible assignment orders with the
resulting bandwidth requirements are summarized in rows 1 to 4 of Table 9.4.

We next consider the other non-minimum bandwidth assignment order also
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Table 9.4 Summary of complete assignments fors2 +s′′2 >2s′2 with non-
minimum bandwidth ordering of peripheral nodes.

No. Assignment Order Bandwidth

1
d d a f e c b g c b g a f e

A B B A B A B A B A B A B A
B′′′1 = s′0 +s′′1 +11s′2

2
d a f e c b g c b g d a f e

A B A B A B A B A B B A B A
B′′′2 = 2s′1 +s′′1 +10s′2

3
d a f e c b g c b g a f e d

A B A B A B A B A B A B A B
B′′′3 = 2s′1 +11s′2

4
d a f e c b g c b g a f e d

A A B A B A B A B A B A B B
B′′′4 = s1 +s′′1 +11s′2

5
d a f e c b g c b g a f e d

A B A B A B A A B A B A B B
B′′′5 = s′1 +s′′1 +10s′2 +s2

without the assignment of type B call at node d, as follows:







d
A
︸︷︷︸

1

a f e a f e
B A B A B A
︸ ︷︷ ︸

2

c b g c b g
A B A B A B
︸ ︷︷ ︸

3








The second channel assigned to typeB call at noded can now lie within any of
the subsequences 2 or 3, or between subsequences 1 and 2, or subsequences 2 and
3 or on the right of the subsequence 3. We have compared different possible such
assignment orders for each of the representative cases and the only assignment
order corresponding to the minimum bandwidth assignment isgiven in row 5 of
Table 9.4.

9.4.3 Approximations in Practical Situations

Let us assume that the frequency response curves for the bands assigned to typeA
and typeB signals are typically of trapezoidal shape, as shown in Fig.9.2, where
BWA > BWB. When we assign frequency bands for two typeB calls at the same
node of the seven-node subgraph of the cellular network, therequired frequency
separation between the center frequencies of the spectral bands allotted to them
must be at leasts′′0 to avoid interference, as shown in Fig. 9.3(a). It may be seen
that there is some overlapping of the frequency bands below the receiver threshold
as shown by the dotted line in Fig. 9.3(a), although the bandsare completely
separated above the receiver threshold. Let this overlapped portion of the band be
x. Then,s′′0 = BWB−x.
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A B
BWA > BWB

BWA BWB

Fig. 9.2 Frequency response curves for typeA and typeB signals.

B

0s’’ s’’ s’’1 2

δ1δ1

(a) (c)(b)

B B

x

B B B

x + δ2x + δ1

2δ δ2

Fig. 9.3 Frequency response curves for two typeB signals from cells at distances 0, 1 and 2.

Let us now consider two nodes that are distance one apart fromeach other
and are assigned two consecutive frequency bands for typeB calls. Then the type
B signal assigned to a node must travel a distance of one cell toreach the other
node for causing any interference. Thus, the signal that reaches the other node
will be reduced in intensity with a response curve as shown inFig. 9.3(b), as each
frequency component in its spectrum is subject to almost thesame attenuation
factor due to the distance traveled. Some additional portion, sayδ1, on both sides
of the attenuated spectrum falls below the receiver threshold and as a result, we
can now maintain a band gap ofs′′1(6 s′′0), between the center frequencies of the
two allotted bands to avoid interference. Therefore,s′′1 = s′′0−δ1, i.e.,s′′0−s′′1 = δ1.
Also, s′′1 = BWB− (x+ δ1).

When we assign two frequency bands to two typeB calls to the nodes that
are distance two apart, the signal from one node has to travela longer distance
to reach the other node for causing any interference. This signal would suffer
more attenuation than that shown in Fig. 9.3(b) and the response curves for the
two signals would appear as in Fig. 9.3(c) with further reduced height and width
of the spectral band for the attenuated signal. Letδ2 be the additional portion of
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δ δ3 4δ 4δ

A A A A

3

s0 1s 2s

(a) (b) (c)

y y + δ4y + δ3

A A

Fig. 9.4 Frequency response curves for two typeA signals from cells at distances 0, 1 and 2.

the spectrum (as compared with the unattenuated signal) which falls below the
receiver threshold due to this attenuation. Thus, we can nowmaintain a band gap
of s′′2(6 s′′0), between the center frequencies of the two bands to avoid interference.
It follows thats′′2 = s′′0− δ2, i.e.,s′′0− s′′2 = δ2. Also, s′′2 = BWB− (x+ δ2). Since
δ2 > δ1,s′′0 > s′′1 > s′′2.

We next consider assigning frequency bands for two typeA calls arising out
in three cases: i) both calls at the same node, ii) two calls from two nodes that are
distance one apart and iii) two calls from two nodes that are distance two apart, as
shown in Figs. 9.4(a), (b) and (c), respectively. We derive relations for the band
gaps, between the center frequencies of their allotted frequency bands for these
three cases, in a similar method as above.

Case i) : In Fig. 9.4(a), the overlapped portion of the spectrum isy. Then
s0 = BWA−y.

Case ii) : From Fig. 9.4(b),s1 = s0−δ3, i.e.,s0−s1 = δ3. Hence,s1 = BWA−
(y+ δ3).

Case iii) : From Fig. 9.4(c),s2 = s0− δ4, and hence,s0− s2 = δ4. Thus,
s2 = BWA− (y+ δ4). Sinceδ4 > δ3,s0 > s1 > s2.

We now consider assigning frequency bands for one typeA and one typeB
calls at the same node of the subgraph. Then, a minimum band gap of s′0 between
the center frequencies of the two allotted bands must be maintained to avoid in-
terference, as shown in Fig. 9.5(a). Assuming that the overlapped part of their
frequency spectra falling below the receiver threshold isz, the minimum band gap
s′0 = BWA+ BWB

2 −z.
We now consider assignment of frequency bands to two nodes, one for typeA

and the other for typeB call, originating from two cells i) at distance one and ii) at
distance two, respectively. Then either the typeB signal or the typeA signal has to
travel the required distance to reach the other node, for causing any interference.
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δ δ1 2δ
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z z + δ1 z + δ2
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s’
2

s’
1

Fig. 9.5 Frequency response curves for typeA signal along with a typeB signal from a cell at dis-
tances 0, 1 and 2.

We consider below both these cases.
Case 1: Let the typeB signal from one node reaches the other node (to which

a band for typeA signal is to be assigned).
Subcase a) : Distance traveled by the typeB signal is that of one cell.
It is seen from Fig. 9.5(b) that the propagation characteristics of the typeB

signal to the distant node is similar to that of Fig. 9.3(b), and hence the band gap
s′1 = s′0− δ1, i.e.,s′0−s′1 = δ1. Also, s′1 = BWA + BWB

2 − (z+ δ1).
From Fig. 9.3(b), we haves′′1 = BWB− (x+ δ1). The overlapped portionsx

andz typically depend on the shape of the spectrum skirts and can be assumed
approximately equal for a cellular network having similar network parameters for
different types of signals. Hence, assumingx≈ z, we have the relations′1−s′′1 =

BWA− BWB
2 .

Subcase b) : Distance traveled by the typeB signal is that of two cells.
Referring to Fig. 9.5(c), when the two nodes are distance twoapart, the prop-

agation of the typeB signal to the distant node is similar to that of Fig. 9.3(c), and
hence, the band gaps′2 = s′0− δ2, i.e.,s′0−s′2 = δ2. Also, s′2 = BWA + BWB

2 − (z+

δ2). From Fig. 9.3(c), we haves′′2 = BWB− (x+δ2), and assumingx≈ z, we have
the relation,s′2−s′′2 = BWA− BWB

2 .
Case 2: Let the type A signal reach the other node assigned with a band for

typeB signal.
Subcase a) : Distance traveled by the typeA signal is that of one cell.
In this subcase, referring to Fig. 9.6(a), it may be seen thatthe propagation

characteristics of the typeA signal will be similar to that of Fig. 9.4(b), and
hence, the band gaps′1 = BWA+ BWB

2 − (z+ δ3). Note thats1 = BWA− (y+ δ3).
y and z depend typically on the shape of the spectrum skirts and can be as-
sumed approximately equal for a cellular network having similar network param-
eters for different types of signal. Hence, assumingy≈ z, we have the relation
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Fig. 9.6 Frequency response curves for typeB signal along with a typeA signal from a cell at dis-
tances 1 and 2.

s1−s′1 = BWA− BWB
2 .

Subcase b) : Distance traveled by the typeA signal is that of two cells.
Referring to Fig. 9.6(b), the propagation characteristicsof the typeA signal

in this subcase is similar to that of Fig. 9.4(c), and hence, the band gaps′2 =

BWA + BWB
2 − (z+ δ4). Sinces2 = BWA− (y+ δ4), assumingy ≈ z, we have,

s2−s′2 = BWA− BWB
2 .

Considering all the above cases, we thus find the relationship among different
minimum band gap requirements as,

s1−s′1 = s2−s′2 = s′1−s′′1 = s′2−s′′2 .

Using these relations, we can see that multiple assignment orders indicated
in the Tables 9.1-9.4 contribute to identical bandwidth requirement, resulting to
a smaller number of distinct expressions for the minimum bandwidth. Thus for
Table 9.1, the bandwidths of the assignment order numbers 4 and 5 become same
as that of assignment order number 3, and the bandwidth of theassignment order
number 6 becomes same as that of number 2, respectively. Alsofor Table 9.2, the
bandwidth of the assignment order number 6 becomes same as that of assignment
order number 7. Proceeding in this way, only four distinct expressions for mini-
mum bandwidth follow from Tables 9.1 and 9.2, which are listed in Table 9.5 for
the conditions′′2 +s2 6 2s′2.

Similarly, in Table 9.3, using the equalitiess1−s′1 = s2−s′2 = s′1−s′′1 = s′2−
s′′2, the bandwidths for the assignment order numbers 2 and 3 become same as
that for the assignment order number 4; and in Table 9.4, the bandwidths for
the assignment order number 3 becomes same as that for the assignment order
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Table 9.5 Distinct possible minimum bandwidths fors2 +s′′2 6 2s′2.

No. Bandwidth Assignment Order Numbers

1 s′0 +s′1 +4s2 +2s′2 +5s′′2 #1 of Table 9.1, #1 of Table 9.2

2 s1 +2s′1 +3s2 +2s′2 +5s′′2 #2,6 of Table 9.1, #4 of Table 9.2

3 s1 +s′1 +s′′1 +4s2 +s′2 +5s′′2 #3, 4, 5 of Table 9.1, #2, 3 of Table 9.2

4 s1 +s′1 +4s2 +2s′2 +5s′′2 #7 of Table 9.1, #5, 6 of Table 9.2

Table 9.6 Distinct possible minimum bandwidths fors2 +s′′2 > 2s′2.

No. Bandwidth Assignment Order Numbers

1 s′0 +s′1 +10s′2 +s′′2 #1 of Table 9.3, #1 of Table 9.4

2 s1 +s′1 +s′′1 +9s′2 +s′′2 #2, 3, 4 of Table 9.3, #2 of Table 9.4

3 s1 +s′1 +10s′2 +s′′2 #5 of Table 9.3, #3, 4 of Table 9.4

Table 9.7 Distinct possible minimum bandwidths fors2 +s′′2 = 2s′2.

No. Bandwidth Assignment Order Numbers

1 s′0 +s′1 +4s2 +2s′2 +5s′′2 #1 of Table 9.5, #1 of Table 9.6

2 s1 +2s′1 +3s2 +2s′2 +5s′′2

3 s1 +s′1 +s′′1 +4s2 +s′2 +5s′′2 #3 of Table 9.5, #2 of Table 9.6

4 s1 +s′1 +4s2 +2s′2 +5s′′2 #4 of Table 9.5, #3 of Table 9.6

numbers 4 and 5. Proceeding similarly, for the conditions′′2 + s2 > 2s′2, we get
only three distinct expressions for minimum bandwidth as shown in Table 9.6.

Also from the relationships1−s′1 = s2−s′2 = s′1−s′′1 = s′2−s′′2, we can derive
the equalitys′′2 + s2 = 2s′2. As a result, the bandwidths for the assignment order
numbers 1, 3 and 4 of Table 9.5 becomes same as those for the assignment order
numbers 1, 2 and 3 of Table 9.6, respectively. Thus, the assignment orders of
Tables 9.5 and 9.6 are further reduced to four distinct expressions for minimum
bandwidth which are shown in Table 9.7.

Based on all these discussions above, we now obtain the general expressions
for minimum bandwidth requirement,as stated in the following theorem.

Theorem 9.1Assignment of one band for type A signal and one band for type B
signal to each of the nodes in a hexagonal cellular network, the required minimum
bandwidth is
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min{s′0 +s′1 +4s2+2s′2+5s′′2,
s1 +2s′1+3s2+2s′2 +5s′′2,
s1 +s′1 +s′′1 +4s2 +s′2+5s′′2,
s1 +s′1 +4s2+2s′2+5s′′2}.

Remark: The result of Theorem 9.1 is derived by using the minimum possible
band gaps between consecutively assigned nodes, without considering the feasi-
bility of the assignment based on the relative values of the different frequency
separation constraints. Also, the above lower bound is derived only for a seven
node subgraph of the hexagonal cellular network and not on the whole network,
disregarding the interferences that may arise from their neighboring nodes. Thus,
the above lower bound is a loose one and the lower bound for a feasible assign-
ment of the whole network may be, in general, higher than thisbound.

Example 8: Let us assume that, the nines-parameterss0,s′0,s
′′
0,s1,s′1,s

′′
1,s2,s′2

ands′′2 have values as 11, 10, 9, 7, 6, 5, 3, 2 and 1, respectively. Thenthe lower
bound on minimum bandwidth according to Theorem 9.1 is 36, whereas the lower
bound on minimum bandwidth for a feasible assignment even for the seven node
subgraph will be 47.

9.5 Genetic Algorithm for Multimedia Channel Assignment Problem

We now use a genetic algorithm based technique for optimization of the chan-
nel assignment problem. We first form an algorithm for solving our channel as-
signment problem using the elitist model of genetic algorithm (EGA). We then
show how this algorithm can be used for devising an efficient channel assignment
methodology in a hexagonal cellular networks with 2-band buffering and homo-
geneous demand. The proposed technique basically exploitsthe hexagonal sym-
metry of the cellular network and rapidly converges to an optimal or near-optimal
assignment.

9.5.1 Multimedia Channel Assignment Problem (MMCAP) Graph

The objective of the channel assignment problem is to assignbands for a typeA
and a typeB calls at each of the cells of the network, satisfying all the frequency
separation constraints and keeping the required bandwidthminimum. Any call to
a cell is represented as a node of a graph and the nodesvi andv j are connected
by an edge with weightci j , whereci j > 0. We call this graph a Multimedia Chan-
nel Assignment Problem (MMCAP) graph (MMCAP graph). In our model, we
assume that the bands are assigned to the nodes of the MMCAP graph in a spe-
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cific order and a node will be assigned the band with amidpointcorresponding
to the smallest integer that satisfies the frequency separation constraints with the
previously assigned bands to all the nodes. It can be seen that the ordering of
the nodes has strong influence and impact on the bandwidth required for whole
assignment. Let, there bem band-nodes in the MMCAP graph. Then, the nodes
can be ordered inm! ways and for sufficiently largem, it is not feasible to find
the best ordering for minimum bandwidth by an exhaustive search. We, therefore,
use genetic algorithm based approach to find the optimal or near optimal solution
to this problem.

9.5.2 Problem Formulation

We now represent the multimedia channel assignment problemby a MMCAP
graph and the frequency separation constraints by the matrix C = ci j as described
in Section 2. We assume that the MMCAP graph hasn nodes. We label each node
as (pq), wherep is the cell number where a call is generated andq is the call
number to this cellp.

Example 9: The node (21) represents the call number 1 in cell 2.
A random order of such nodes is considered as a stringSor chromosome.
Example 10: A typical string can be denoted byS = ((21), (02), (12), (00),

(31), (20))
Let M be the population size which is an even integer. Letcpbe the crossover

probability, which we have taken a high value, say 0.95, in our algorithm. Let
q be the mutation probability andT bc the total number of iterations, having a
usual value of very large positive integer. We divide the total number of iterations
into five equal intervals. We start with a mutation probability of q = 0.5 and then
vary it with the number of iterations similar to that used in.14 The variation of the
mutation probabilityq, in this fashion, is required due to the fact that, we have to
increase the value ofq for maintaining the diversity of the population and also to
reduce the value ofq when the optimal string is approached.

We now describe the fitness functionFit (S), used in our algorithm, as follows:

function Fit(S) // S is a string.//
t[0]← 0; // t [i] is the frequency assigned to the i-th node nodei of S //
for i = 1 to n−1 do

Set t[i] to smallest integer without violating the frequency separation
requirements specified by the matrix C with all the previously
assigned valuest[0],t[1], . . . ,t[i−1].

return maxt[0], t[1], . . . ,t[n−1].
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9.5.3 Algorithm GA

Step 1: Set the iteration numbert← 0; Setcp← 0.95; SetM← 20.
Step 2: (initial population) For i = 0 to M − 1, generate a random order of

the nodes in the CAP graph and consider it as a stringSi ; set qt ←
{S0,S1, . . . ,SM−1} as the initial population.:

Step 3: ComputeFit (Si) for each stringSi(0 6 i 6 M− 1) of qt . Find the best
string Sbest1 (i.e., the string with the least fitness value) and the worst
stringSworst1 (i.e., the string with the highest fitness value) ofqt . If Sbest1

or Sworst1 is not unique, choose one arbitrarily.
Step 4: (Selection or reproduction)

(a) Calculate the probabilitypi of selection ofSi(i = 0,1, . . . ,M−1) as

pi =
1

Fit (Si )

∑M−1
i=0

1
Fit (Si )

(b) Calculate the cumulative probabilityqi for Si(i = 0,1, . . . ,M−1) as
qi = ∑i

j=0 p j .

(c) Generate a random numberr j from [0, 1] for j = 0,1, . . . ,M − 1.
Now, if r j 6 q0, selectS0; otherwise selectSi(1 6 i 6 M − 1), if
qi−1 < r j 6 qi).
Note: p0 = q0 andpi = qi - qi−1 for 1 6 i 6 M−1.

Step 5: (Crossover)Form M/2 pairs of pairing thei-th and (M/2+ i)-th string
from qmat(1 = 0,1, . . . ,(M/2−1)). For each pair of strings, generate a
random number R from [0, 1]. If (R 6 cp) then generate two random
numbers from{0,n−1} to define a matching section. Use this matching
section to effect a cross through position-by-position exchange operation
(to produce two offsprings for the next generation).

Step 6: (Mutation)Setq←mprobability(t). For each stringSi of qtemp1 (0 6 i 6
M−1), and for each nodenodej(0 6 i 6 n−1) of stringSi, generate a
random number from [0, 1], say m. If(m6 q) then exchangenodej of Si

with any other randomly selected nodenodek of Si ,(06 k6 n−1,k 6= j).
Step 7: CalculateFit (Si) for each stringSi(0 6 i 6 M− 1) of qtemp2. Find the

best stringSbest2 and the worst stringSworst2 of qtemp2. If Sbest2 or Sworst2

is not unique, choose one arbitrarily.
Step 8: (elitism) CompareSbest1 of qt and Sbest2 of qtemp2. If Fit (Sbest2) >

Fit (Sbest1), then replaceSworst2 with Sbest1. Renameqtemp2 asqt .
Step 9: t← t +1. If t < T then go to step 3; otherwise stop.
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Fig. 9.7 A 9-node block of hexagonal cellular network.

9.6 Assignment Technique with Reuse of Channels

The algorithm developed above can now be applied to any MMCAPgraph. How-
ever, in case of a hexagonal cellular network, we propose an elegant technique for
re-using the channels in a very effective way. For this, we first consider a 9-node
subgraph with nodesa,b,c,d,e, f ,g,h andi, as shown in Fig. 9.7, where each node
represents a cell. We refer to it as a 9-nodeblock. We assign only eighteen bands
to this 9-nodeblock, i.e., one band for typeA and one band for typeB calls to
each of the nine nodes, satisfying all the frequency separation constraints within
the block, as well as, with the neighboringblocks. We then repeat this 9-node
blockalong with the assigned eighteen bands, over the entire cellular network to
complete the whole assignment.

Let φA(α) be the band assigned to a typeA call andφB(α) to a typeB call, at
nodeα, whereα ∈ {a,b,c,d,e, f ,g,h, i}. We consider three directionsx, y andz
on the cellular graph as shown in Fig. 9.7. Inx direction, there are three differ-
ent sequences of node alignments identified by their repetitive nature as typex1:
a,b,c,a,b,c, . . . ; type x2: d,e, f ,d,e, f , . . . ; and typex3: g,h, i,g,h, i, . . . . How-
ever, in cases ofy andz directions, each has only one type of node sequence,
identified by their repetitive natures as typey: a,h, f ,c,g,e,b, i,d, . . . , and type
z: d,c, i, f ,b,h,e,a,g, . . . , respectively.

For the given problem of assigning two channels uniformly toeach node of
the 9-node subgraph, we have to construct a MMCAP graph with eighteen nodes,
and the corresponding the frequency separation matrix withthe above strategy of
re-using the channels is shown in Table 9.8. Note that the frequency separations
shown in Table 9.8 takes care of the adjacency of other neighboring nodes (outside
the 9-node subgraph) in the network.

We next apply theAlgorithmGAover the 9-nodeblock of Fig. 9.7, for as-
signing bands to one typeA and one typeB calls at each of the nine nodes for
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Fig. 9.8 Frequency assignment of the whole network using eighteen bands.
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Fig. 9.9 Relative values of s-parameters.

minimum bandwidth, satisfying all the frequency separation requirements of Ta-
ble 9.8. From the equalitys1− s′1 = s2− s′2 = s′1− s′′1 = s′2− s′′2, we can plot the
relative values of the above s-parameters as shown in Fig. 9.9. We can thus have
five different conditionsC1,C2,C3,C4 andC5 as listed below:

1) C1 : 2s′′2 < s′′1, 2s2 < s1 ands2 + s′2 < s′′1, 2) C2 : 2s′′2 < s′′1, 2s2 < s1 and
s2 +s′2 > s′′1, 3)C3 : 2s′′2 < s′′1, 2s2 > s1 ands′′2 +s′2 < s′′1, 4)C4 : 2s′′2 < s′′1, 2s2 > s1

ands′′2 +s′2 > s′′1, and 5)C5 : 2s′′2 > s′′1.
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Table 9.8 Frequency Separation matrix for 9-node block.

Nodes aA aB bA bB cA cB dA dB eA eB fA fB gA gB hA hB iA iB

aA s0 s′0 s1 s′1 s1 s′1 s1 s′1 s1 s′1 s2 s′2 s1 s′1 s1 s′1 s2 s′2

aB s′0 s′′0 s′1 s′′1 s′1 s′′1 s′1 s′′1 s′1 s′′1 s′2 s′′2 s′1 s′′1 s′1 s′′1 s′2 s′′2

bA s1 s′1 s0 s′0 s1 s′1 s2 s′2 s1 s′1 s1 s′1 s2 s′2 s1 s′1 s1 s′1

bB s′1 s′′1 s′0 s′′0 s′1 s′′1 s′2 s′′2 s′1 s′′1 s′1 s′′1 s′2 s′′2 s′1 s′′1 s′1 s′′1

cA s1 s′1 s1 s′1 s0 s′0 s1 s′1 s2 s′2 s1 s′1 s1 s′1 s2 s′2 s1 s′1

cB s′1 s′′1 s′1 s′′1 s′0 s′′0 s′1 s′′1 s′2 s′′2 s′1 s′′1 s′1 s′′1 s′2 s′′2 s′1 s′′1

dA s1 s′1 s2 s′2 s1 s′1 s0 s′0 s1 s′1 s1 s′1 s1 s′1 s2 s′2 s1 s′1

dB s′1 s′′1 s′2 s′′2 s′1 s′′1 s′0 s′′0 s′1 s′′1 s′1 s′′1 s′1 s′′1 s′2 s′′2 s′1 s′′1

eA s1 s′1 s1 s′1 s2 s′2 s1 s′1 s0 s′0 s1 s′1 s1 s′1 s1 s′1 s2 s′2

eB s′1 s′′1 s′1 s′′1 s′2 s′′2 s′1 s′′1 s′0 s′′0 s′1 s′′1 s′1 s′′1 s′1 s′′1 s′2 s′′2

fA s2 s′2 s1 s′1 s1 s′1 s1 s′1 s1 s′1 s0 s′0 s2 s′2 s1 s′1 s1 s′1

fB s′2 s′′2 s′1 s′′1 s′1 s′′1 s′1 s′′1 s′1 s′′1 s′0 s′′0 s′2 s′′2 s′1 s′′1 s′1 s′′1

gA s1 s′1 s2 s′2 s1 s′1 s1 s′1 s1 s′1 s2 s′2 s0 s′0 s1 s′1 s1 s′1

gB s′1 s′′1 s′2 s′′2 s′1 s′′1 s′1 s′′1 s′1 s′′1 s′2 s′′2 s′0 s′′0 s′1 s′′1 s′1 s′′1

hA s1 s′1 s1 s′1 s2 s′2 s2 s′2 s1 s′1 s1 s′1 s1 s′1 s0 s′0 s1 s′1

hB s′1 s′′1 s′1 s′′1 s′2 s′′2 s′2 s′′2 s′1 s′′1 s′1 s′′1 s′1 s′′1 s′0 s′′0 s′1 s′′1

iA s2 s′2 s1 s′1 s1 s′1 s1 s′1 s2 s′2 s1 s′1 s1 s′1 s1 s′1 s0 s′0

iB s′2 s′′2 s′1 s′′1 s′1 s′′1 s′1 s′′1 s′2 s′′2 s′1 s′′1 s′1 s′′1 s′1 s′′1 s′0 s′′0

The GA-based assignment algorithm with the above techniqueof channel re-
use has been run on the entire hexagonal cellular network under all these five
different conditions. The resulting bandwidth requirements under different condi-
tions are stated in the following theorem.

Theorem 9.2The bandwidth BW required by our proposed assignment technique
under different conditions is given as follows:

for C1, BW= 2s1 +4s′1+2s′′1 +s′2; for C2, BW= s1 +5s′1+2s′′1 +s2;
for C3, BW = 2s′1 +s′′1 +6s2+3s′2; for C4, BW= s1 +4s′1+3s2 +4s′2; and
for C5, BW = 5s2 +6s′2+6s′′2.

Proof: The proof follows from the details of channels, as shown in Table 9.9,
assigned to each of the 9-nodes of the network under the aboveconstraints for
each of these five conditions. �
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Table 9.9 Distinct Eighteen Bands Assigned to the Whole Network.

Band Midpoints for

types to 2s′′2 < s′′1, 2s2 < s1 2s′′2 < s′′1, 2s2 < s1 2s′′2 < s′′1, 2s2 > s1 2s′′2 < s′′1, 2s2 > s1

nodes ands2 +s′2 < s′′1 ands2 +s′2 > s′′1 ands′′2 +s′2 < s′′1 ands′′2 +s′2 > s′′1 2s′′2 > s′′1

φA(a) s′′1 +s′2 s′′1 +s′2 s′1 +2s′′1 +4s2 +2s′2 3s′1 +2s2 +3s′2 s2 +2s′2

φB(a) s1 +4s′1 +s′′1 s1 +4s′1 +s′′1 s′′1 +s′′2 s′1 3s2 +5s′2 +4s′′2

φA(b) s1 +s′1 +s′′1 s1 +s′1 +s′′1 2s′′1 +s2 +s′2 4s′1 +2s2 +4s′2 3s2 +6s′2 +6s′′2

φB(b) 2s1 +3s′1 +2s′′1 +s′2 s1 +4s′1 +2s′′1 +s2 2s′1 +2s′′1 +5s2 +2s′2 s′1 +s2 +2s′2 3s2 +3s′2

φA(c) s1 +2s′1 +s′′1 +s′2 s1 +2s′1 +s′′1 +s′2 s′1 +2s′′1 +s2 +2s′2 s1 +4s′1 +3s2 +4s′2 0

φB(c) 0 0 0 2s′1 +s2 +3s′2 3s2 +3s′2 +3s′′2

φA(d) s1 +5s′1 +2s′′1 s1 +5s′1 +2s′′1 2s′1 +2s′′1 +5s2 +3s′2 4s′1 +3s2 +4s′2 4s2 +6s′2 +6s′′2

φB(d) s1 +s′1 +s′′1 +s′2 s1 +s′1 +s′′1 +s′2 2s′′1 +s2 +2s′2 2s′1 +s2 +s′2 3s2 +3s′2 +s′′2

φA(e) s1 +3s′1 +s′′1 s1 +3s′1 +s′′1 s′1 +2s′′1 +2s2 +2s′2 0 3s2 +4s′2 +3s′′2

φB(e) s′′2 s′′2 s′′2 3s′1 +s2 +2s′2 s′2

φA( f ) s′′1 +s′1 s′′1 +s′1 s′1 +2s′′1 +5s2 +2s′2 s′1 +s′2 2s2 +2s′2

φB( f ) 2s1 +3s′1 +s′′1 +s′2 s1 +4s′1 +s′′1 +s2 2s′′1 3s′1 +2s2 +4s′2 3s2 +5s′2 +5s′′2

φA(g) s1 +s′′1 +s′2 s′1 +s′′1 +s2 2s′′1 +s′2 s′1 +s2 +s′2 3s2 +2s′2

φB(g) s1 +4s′1 +2s′′1 s1 +5s′1 +s′′1 s′1 +2s′′1 +5s2 +3s′2 4s′1 +2s2 +3s′2 3s2 +5s′2 +6s′′2

φA(h) 2s1 +4s′1 +2s′′1 +s′2 s1 +5s′1 +2s′′1 +s2 2s′1 +2s′′1 +6s2 +3s′2 2s′1 +s2 +2s′2 5s2 +6s′2 +6s′′2

φB(h) s1 +2s′1 +s′′1 s1 +2s′1 +s′′1 s′1 +2s′′1 +s2 +s′2 4s′1 +3s2 +5s′2 3s2 +3s′2 +2s′′2

φA(i) 2s1 +2s′1 +s′′1 +s′2 s1 +3s′1 +s′′1 +s′2 s′1 +2s′′1 +3s2 +2s′2 3s′1 +s2 +3s′2 2s′2

φB(i) s′′1 s′′1 s′′1 s′2 3s2 +5s′2 +3s′′2

9.7 Conclusion

We have first introduced a model for the most general problem of multimedia
channel assignment in a hexagonal cellular network with 2-band buffering, where
interference does not extend beyond two cells. We next have considered the sim-
plest case of multimedia cellular network with only two types of multimedia sig-
nals where each cell of the network has single demand for eachtype. We have
derived the lower bounds on the minimum bandwidth requirement for assigning
multimedia channels to a seven-node subgraph of the hexagonal cellular network.
We next have estimated the lower bounds on the minimum bandwidth requirement
for assigning channels in some real-life situations where the relative values of fre-
quency separation constraints are somewhat restricted. Wenext have presented
an algorithm for solving the multimedia channel assignmentproblem, in its most
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general form, using genetic algorithm (GA). We next have shown that this tech-
nique can effectively be applied to our network model exploiting the symmetric
nature of the hexagonal cellular structure. For this purpose, we have presented a
novel concept of re-using the channels by using only eighteen distinct bands on
a nine node subgraph of the network. We have found our proposed technique for
re-using the channels leads to a rapidly converging GA-based algorithm resulting
in optimal bandwidths within a reasonable amount of computation time (less than
a second on a high-end PC). Future work includes improving the lower bound on
bandwidth for a feasible assignment of the whole network.
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Chapter 10

Range Assignment Problem in Wireless Network

Gautam K. Das, Sandip Das and Subhas C. Nandy
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In a radio network a set of pre-placed radio stationsS= {s1,s2, . . . ,sn} commu-
nicate each other by transmitting and receiving radio signals. Each radio station
si is assigned a rangeρ(si) which is a non-negative real number. A radio station
can send message to another radio stationsj if the Euclidean distance betweensi

andsj is less than or equal toρ(si). An exhaustive literature survey of the range
assignment problem is presented in this paper. Several optimization problems
that arise in assigning ranges to the radio stations in different application spe-
cific environment are discussed, and the best known algorithms for solving those
problems are discussed.
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10.1 Introduction

Due to the extraordinary growth of demand in mobile communication facility,
design of efficient systems for providing specialized services has become an im-
portant issue in wireless mobility research. Broadly speaking, there are two ma-
jor models for wireless networking:single-hopandmulti-hop.1 The single-hop
model is based on the cellular network, and it provides one-hop wireless connec-
tivity between the host and the static nodes known as base stations. Single-hop

195
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networks rely on a fixed backbone infrastructure that interconnects all the base sta-
tions by high speed wired links. On the other hand, the multi-hop model requires
neither fixed wired infrastructure nor predetermined inter-connectivity. Two main
examples where the multi-hop model is adopted, are ad hoc network and sensor
network.1

Ad hoc wireless networkingis a technology that enables untethered wireless
networking in the environments where no wired or cellular infrastructure is avail-
able, or if available, is not adequate or cost-effective. Indeed, in an ad hoc wireless
network, radio stations are already placed, and the wireless links are established
based on the ranges assigned to the radio stations. This typeof networking is
useful in many practical applications, for example in disaster management, e-
conference, etc. One of the main challenges in ad hoc wireless networks is the
minimization of energy consumption. This can be achieved inseveral ways. The
most important issues in this context are range assignment to the radio stations,
and efficient routing of the packets as described below:

Range assignment:Assigning range (a non-zero real number) to the radio sta-
tions in the network. This enables each radio station to transmit packets
to the other radio stations within its range. Here, the goal is to assign
ranges to the radio stations such that the desired communication among
the radio stations can be established, and the total power consumption of
the entire network is minimized.

Routing: Transmission of packets from the source radio station to thedestination
radio station. Here, the power consumption of the network can be min-
imized by the choice of an appropriate path from source radiostation to
destination radio station.

On the other hand, awireless sensor network(WSN) consists of large collec-
tion of co-operative small-scale nodes which can sense, perform limited compu-
tation, and can communicate over a short distance via wireless media. A WSN
is self-organized in nature, and its members use short rangecommunication to
collect information from its neighborhood. It must also be capable to broadcast
information to the base station in multi-hop fashion.

This article deals with the algorithmic aspects of the rangeassignment prob-
lem with a focus on the minimization of the total power requirement of the net-
work maintaining its desired connectivity property. Two important sub-problems
in this area are:

• The radio stations are pre-placed, and the objective is to assign ranges to the
radio stations such that the network maintains some specificconnectivity prop-
erty. This problem is referred to as therange assignment problem.
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• The radio stations are not pre-placed; the objective is to compute the positions
and ranges of the radio stations such that the entire networkmaintains the de-
sired connectivity property, and the total cost of range assignment in the entire
network is minimized. This problem is referred to as thebase station placement
problem.

Specifically, we consider the range assignment problem for broadcasting, ac-
cumulation and all-to-all communication, when the radio stations are placed on
a line and on a 2D plane. In the base station placement problem, we consider
both the unconstrained and constrained version. In the unconstrained version, the
base stations can appear anywhere inside the desired (convex) region. In the con-
strained version, base stations can appear only on the boundary of the desired
(convex) region. In the next two sections, we discuss these two problems in detail.

10.2 Range Assignment Problem

A radio network is a finite setS= {s1,s2, . . . ,sn} of radio stations located in a
geographical region. These radio stations can communicatewith each other by
transmitting and receiving radio signals. Each radio station si ∈ S is assigned a
rangeρ(si) (a non-negative real number) for communication with the other ra-
dio stations. This range assignmentR = {ρ(s1),ρ(s2), . . . ,ρ(sn)} defines a di-
rected graphG = (V,E), whereV = S= {s1,s2, . . . ,sn}, andE = {(si ,sj)|si ,sj ∈
S,d(si ,sj) 6 ρ(si)}, whered(si ,sj) is the Euclidean distance betweensi andsj .
From now onwards, the graphG will be referred to as thecommunication graph.

A directed edge(si ,sj ) ∈ E indicates thatd(si ,sj ) 6 ρ(si) and hencesi can
communicate (i.e., send a message) directly (i.e., in 1 hop)to any other radio sta-
tion sj . If si cannot communicate directly withsj because of the insufficiency of
its assigned range, then communication between them can be achieved by multi-
hop transmission along a path fromsi to sj in G; here the intermediate radio sta-
tions on the path cooperate with the source node and forward the message till its
destinationsj is reached. Sometimes in a radio network, link failure occurs with
some probability and all such failures occur independently. In multi-hop transmis-
sion, the probability of link failure on a transmission pathincreases with the num-
ber of hops. Thus, for multi-hop transmission, the reliability of communication
can be ensured by bounding the number of hops for communication, considering
the probability of failure of the radio stations. Several other problems related to
bounded hop communication are available in the literature.1–3 If the maximum
number of hops (h) allowed is small, then communication between a pair of ra-
dio stations is established very quickly, but the power consumption of the entire
radio network may become very high.4 On the other hand, ifh is large, then the
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power consumption decreases, but communication delay is likely to increase. The
impact of tradeoff between the power consumption of the radio network and the
maximum number of hops needed between a communicating pair of radio stations
has been studied extensively.5–9 The power required by a radio stationsi (denoted
aspower(si)) to transmit a message to another radio stationsj should satisfy

power(si) > γ× (d(si ,sj))
β (1)

whereβ is referred to as the distance-power gradient, andγ (> 1) is the trans-
mission quality of the message.10 In the ideal case (i.e., free-space environment
without any obstruction in the line of sight, and in the absence of reflections, scat-
tering, diffraction caused by buildings, terrains etc.), we may assumeβ = 2 and
γ = 1. Note that, the values ofβ may vary from 1 to 6 depending on various
environmental factors, and the value ofγ may also vary based on several other en-
vironmental factors, for example, noise, weather condition, etc. The more realistic
model is to considerγ as a function of the radio stationsi . Hereγ(si) is referred as
the weight of the radio stationsi and it depends on the positional parameters ofsi .
Thus

power(si) = γ(si)× (ρ(si))
2 (2)

and the total cost of a range assignmentR = {ρ(si) | si ∈ S} is written as

cost(R) = ∑
si∈S

power(si) = ∑
si∈S

γ(si)× (ρ(si))
2 (3)

This version of the range assignment problem is referred to as theweighted range
assignment problem. Unless otherwise specified, we assume thatγ(si) = 1 for all
si ∈ S, and hence the cost of the range assignmentR = {ρ(si) | si ∈ S} is

cost(R) = ∑
si∈S

power(si) = ∑
si∈S

(ρ(si))
2 (4)

Note that, Equation 2 accounts for only the transmission power, i.e., the power
consumed by the sender radio stations. In practice, a non-negligible amount of
energy is also consumed at the receiver end to receive and decode the radio signals.
Throughout this article, we consider only the energy consumed by the transmitting
radio stations, since most of the existing literature do notaccount for the energy
consumed for receiving a message.

If the radio stations are pre-placed, then the following three types of range
assignment problem are considered in the literature depending on the communi-
cation criteria:

(a) Range assignment problem for broadcasting a message from a source radio
station to all the target radio stations,
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(b) Range assignment problem for all-to-all communication,
(c) Range assignment problem for accumulation of messages to a target radio

station from all other radio stations in the network.
We assume that the radio stations are arranged on a straight line or on a 2D

plane. These are referred to as 1D- and 2D-version respectively. The simple 1D
model produces more accurate analysis of some typical situation arising in vehic-
ular technology applications.7 For an example, consider the road traffic informa-
tion system where the vehicles follow roads, and messages are broadcasted along
lanes.7,11–13 Typically, the radius of curvature of a road is high in comparison
to the transmission range; so we may consider the road as a straight line. Sev-
eral other vehicular technology applications of this problem are available in the
literature.6,14 The 2D version of the range assignment problems are more realis-
tic, but are often computationally hard in nature. Polynomial time approximation
algorithms are available for some restricted variation of those problems.

10.2.1 Broadcast Range Assignment Problem

The objective of the broadcast range assignment problem is to assign transmis-
sion rangesρ(si) to the radio stationssi ∈ Sso that a dedicated radio station (say
s∗ ∈ S) can transmit messages to all other radio stations, and the total power con-
sumption of the entire network is minimum. The graph-theoretic formalization of
the problem is as follows:

Compute a range assignmentR = {ρ(s1),ρ(s2), . . . ,ρ(sn)} such that there exists
a directed spanning tree rooted ats∗ in the communication graphG, and the
total cost of the range assignment∑n

i=1(ρ(si))
2 is minimum.

The directed spanning tree rooted ats∗ is referred to as thebroadcast tree. In
the bounded hop broadcast range assignment problem, the objective is to compute
a range assignmentR of minimum cost that realizes a broadcast tree of height
bounded by a pre-specified integerh. Note that, the cost of range assignment is
not the sum of weights of all the edges in the spanning tree; rather it is the sum
of maximum weighted edge directed out from each node in the spanning tree.
Thus, the solution of the minimum weight broadcast problem is not the same as
the minimum weight spanning tree.

The hardness result of the broadcast range assignment problem depends on
different parameters, namely, the distance power gradientβ in the cost func-
tion (Equation 1),h the maximum number of hops allowed, the dimension of
the plane where the radio stations are located, and the edge weight function.
In general, we assume that the weight functionw(si ,sj) is equal to the Eu-
clidean distance between the radio stationssi andsj . It is easy to show that if
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R = {ρ(s1),ρ(s2), . . . ,ρ(sn)} be the optimum range assignment for the broadcast
problem, thenρ(si) = w(si ,sj) for somesj ∈ S.

If 0 < β 6 1 or h = 1 the problem is trivially polynomial time solvable be-
cause it suffices to set the range of the sources∗ equal to the maximum weight
among the edges incident on it. Or equivalently, assign the range ofs∗ equal to the
distance of the furthest radio station from it. Clementi et al.15 considered the gen-
eral combinatorial optimization problem for the unboundedversion (h = n− 1)
of the broadcast range assignment problem, calledminimum energy consumption
broadcast subgraph(MECBS) problem, which is stated as follows:

Given a weighted directed graphG= (V,E), whereV = {v1,v2, . . . ,vn}, and each
edge(vi ,v j) ∈ E is attached with a positive weightw(vi ,v j). The transmis-
sion graphinduced by a range assignmentR = {ρ(v1),ρ(v2), . . . ,ρ(vn)} is a
subgraphGR(V,ER) of G, whereER = {(vi ,v j)|w(vi ,v j) 6 ρ(vi)}.
The MECBS problem is then defined as follows:given a source node vi ∈V,
find a range assignmentR such that GR contains a spanning tree rooted at vi ,
and cost(R) = ∑n

i=1ρ(vi) is minimum.

The bounded hop version of MECBS problem is named ash-MECBS problem,
and is defined as follows:given a source node vi ∈ V, find a range assignment
R such that GR contains a spanning tree of height at most h rooted at vi , and
cost(R) = ∑n

i=1 ρ(vi) is minimum.
It is proved that, both the MECBS andh-MECBS problems are NP-hard.15,16

But, this does not imply that theh-hop broadcast range assignment problem is
NP-hard. The reason is that, here the weight of each edge(vi ,v j) in G is equal
to the Euclidean distance of the radio stations inScorresponding to the nodesvi

andv j . To our knowledge, no hardness result is available for the bounded hop
broadcast range assignment problem. Fuchs17 studied this problem in a restricted
setup, called thewell-spreadinstances, which is defined as follows:5

Let ∆(S)= max{d(u,v) | u,v∈S} andδ(S) = min{d(u,v) | u,v∈S,u 6= v}. A set
of radio stations inS are said to bewell-spreadif there exists some positive
constantc such thatδ(S) >

c∆(S)√
|S|

.

It is shown that for anyβ > 1, the broadcast range assignment problem is
NP-hard for a set of radio stations which are well-spread in 2D.5

For the 1D version of the problem, the radio stations are placed on a straight
line. The range assigned to a radio stationsi ( 6= s∗) is said to be abridgeif ρ(si) =

d(si ,sj) andsi , sj lie in two different sides ofs∗ (see Figure 10.1). The bridge is
said to be functional if the removal of that bridge (edge) from the communication
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s*

Fig. 10.1 Illustration of a bridge in the broadcast problem.

graph indicates that there exists a radio stationsk ∈ Swhich is not reachable from
the sources∗ using a path satisfying the hop constraint.

It can be shown that the minimum cost range assignment for theh-hop broad-
cast in 1D may contain at most one functional bridge. Clementi et al.14 proposed
a dynamic programming based algorithm for this problem. It computes optimal
solutions having (i) no functional (left/right) bridge, (ii) one functional left-bridge
only, and (iii) one functional right-bridge only. Finally,the one having mini-
mum total cost is reported. The worst case time complexity ofthis algorithm was
O(hn2). Later, Das et al.18 improved the time complexity toO(n2) considering
the geometric properties of the problem.

Several researchers studied on developing good approximation/heuristic algo-
rithms for the broadcast range assignment problem. The mostpopular heuristic for
this problem is based on the minimum spanning tree (MST), andis stated below.

Construct a weighted complete graphG = (V,E), whereV = S (the set of radio
stations), and the edge weightw(si ,sj) = d(si ,sj). Compute the MSTT of G.
Assign the range of a radio stationsi = ρ(si) = max{w(si ,sj)|sj is a successor
of si in T}.

As MST is always connected, the communication graph derivedfrom this range
assignment is also connected. Wieselthier et al.19 proposed a greedy heuristic,
calledbroadcast incremental power(BIP), which is a variant of Prim’s algorithm
for MST, and is applicable for any arbitrary dimensiond (d > 1). At each step,
instead of adding the edge having minimum weight in the MST, anode that needs
minimum extra energy is added. This formulation is obvious due to the broadcast
nature of the problem, where increasing the radius of an already emitting node
to reach a new node is less expensive than installing a new emitting node. Some
small improvements of this method was proposed by Marks et al.20 A different
heuristic paradigm, namelyembedded wireless multicast advantage(EWMA) is
described by Cagalj et al.,16 which is an improvement over MST based algorithm.
It takes the MST as the initial feasible solution, and buildsan energy efficient
broadcast tree. In EWMA, every forwarding node in the initial solution is given
a chance to increase its power level. This may decrease the power level of some
other nodes maintaining the network connectivity. This assignment of new power
level to the concerned node is acceptable if cost of the tree decreases. Each node
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finally chooses the power level at which the overall decreasein cost of the final
tree is maximized. Assuming complete knowledge of distances for all pairs of
radio stations, Das et al.21 proposed three different integer programming (IP)
formulations for the minimum energy broadcast problem.

The distributed version of this problem was studied by Wieselthier et al.22

Although it works well for small instances, its performancedegrades when the
number of radio stations becomes large. The reason is that, it needs communi-
cation for exchanging data in distributed environment for constructing the global
tree. Ingelrest and Simplot-Ryl23 proposed a localized version of the BIP heuristic
in the distributed set up. Here, each node applies the BIP algorithm on its 2-hop
neighbors, and then includes the list of its neighbors who need to retransmit, to-
gether with the transmission ranges with the broadcast packet. It is experimentally
observed that the result offered by this algorithm is very close to the one obtained
by BIP with global knowledge of the network. Below, we provide a scheme for
computing 1-hop and 2-hop neighbors of each node.

Let the radio stations be distributed in a 2D region. Each radio station knows
its position using a location system (say GPS).24 Each radio station broadcasts
a ”HELLOW” message with its own coordinate. A radio station that receives
such a message can identify the sender and it notes that the sender is in its 1-
hop neighborhood. Using the 1-hop neighbor information, the 2-hop neighbors of
each node can be computed after the second round of exchange.After knowing
the positions of 1-hop and 2-hop neighbors, each node can easily compute the
distances of its 1-hop and 2-hop neighbors.

Cartigny et al.25 proposed a distributed algorithm for the broadcast range as-
signment problem that is based on theRelative Neighborhood Graph(RNG).26

The RNG preserves connectivity, and based on the local information, the range
assignment is done as follows: for each nodesi , compute its furthest RNG neigh-
bor sj , excepting the one from which the message is received, and assign a range
d(si ,sj) to the nodesi . They experimentally demonstrated that their algorithm
performs better than the solution obtained by the sequential version of the BIP al-
gorithm. Cartigny et al.27 described localized energy efficient broadcast for wire-
less networks with directional antennas. This is also basedon RNG. Messages are
sent only along RNG edges, and the produced solution requires about 50% more
energy than BIP. More reviews on broadcast problem are available in.28,29 Now
we mention the state-of-the-art performance bound of the MST and BIP based
algorithms for the broadcast range assignment problem.

Clementi et al.15 first proved that the approximation factor of the MST based
heuristic for the broadcast problem is 10β/22β. Wan et al.30 proved that ifβ = 2,
the approximation ratio of the MST based heuristic is between 6 and 12, whereas
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the approximation ratio of the centralized BIP is between13
3 and 12. Unfortu-

nately, there was a small error in the proof of Wan et al.30 Klasing et al.31 cor-
rected the analysis and proved that the upper bound of the approximation ratio of
the MST based algorithm is actually 12.15. Navarra32 improved the approxima-
tion ratio to 6.33. Finally, Ambhul33 improved the approximation factor of the
MST based algorithm to 6; thus it attains the lower bound of the problem.30

Calamoneri et al.34 proved an almost tight asymptotic bound on the optimal
cost for the minimum energy broadcast problem on the square grid. Finally, Ca-
linescu et al.35 presented(O(logn),O(logn)) bicriteria approximation algorithm
for h-hop broadcast range assignment problem. The solution produced by this
algorithm needsO(hlogn) number of hops, and cost is at mostO(logn) times
the optimum solution. They also presented anO(logβ n)-approximation algorithm
for the same problem, where the radio stations are installedin d-dimensional Eu-
clidean spaces, andβ is the distance-power gradient.

Clementi et al.15 proved that the general MECBS problem is not approximable
within a sub-logarithmic factor. The first logarithmic factor approximation algo-
rithm for MECBS problem was proposed by Caragiannis et al.,36 where an inter-
esting reduction to thenode-weighted connected dominating set problemis used.
This algorithm achieves a 10.8lnn factor approximation ratio for the symmetric
instances of MECBS problem. Latter, Papadimitriou and Geordiadis37 addressed
the minimum energy broadcast problem where the broadcast tree is to be con-
structed in such a way that different source nodes can broadcast using the same
broadcast tree, and the overall cost of the range assignmentis minimum. This
approach differs from the most commonly used one where the determination of
the broadcast tree depends on the fixed source node. It is proved that, if the same
broadcast tree is used, the total power consumed is at most twice the total power
consumed for creating the broadcast tree with any node as thesource. It is also
proved that the total power consumed for this common broadcast tree is less than
2H(n− 1) ∗ opt, whereopt denotes the minimum cost of broadcast tree with a
fixed source node, andH(n) is the harmonic function involvingn.

Chlebikova et al.38 and Kantor and Peleg39 independently studiedh-hop
broadcast range assignment problem on an arbitrary edge weighted graph. By
approximating edge weighted graph by paths, the authors presented an approxi-
mation algorithm for this problem as follows:

Solve the minimum linear arrangement (MLA) problem to compute a linear
arrangement of the nodes in the graphσ : V → {1,2, . . . ,n} such thatc =

∑(u,v)∈E w(u,v)|σ(u)−σ(v)| is minimized. Then apply the algorithm of Das
et al.18 to compute the optimal broadcast range assignment for a linear radio
network.
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Source

Fig. 10.2 An example of 2-hop broadcast.

The MLA problem is NP-hard.40 A logn factor approximation algorithm is pro-
posed in.41 Chlibekova et al.38 shown that the approximation factor of the so-
lution using the above method is alsoO(logn), and it matches the lower bound
proposed in.42 If a graph does not contain a complete bipartite subgraphKr,r with
r > 2, andβ 6 O( loglogn

loglog logn), then the approximation ratio can be improved to

O((log logn)β),38 whereβ is the distance power gradient of the cost function. The
range assignment problem forh-hop broadcast can be solved optimally inO(hn4)

time if the given graph is a tree.43

For the 2-hop broadcast in the plane, the optimum range assignment can
be obtained inO(n7) time using an algorithm based on dynamic programming
paradigm.44 In the same paper, a polynomial-time approximation scheme for
the h-hop broadcast range assignment problem was suggested for any h > 1
and ε > 0. The time complexity of the proposed algorithm isO(nα), where
α = O((8h2/ε)2h

). In the homogeneous 2-hop broadcast problem, the range of
a radio station is either a specified valueρ or 0. In Figure 10.2, an example is
demonstrated for a given range valueρ. The black sites or the sites having thick
boundary (except sources∗) indicate the subset of radio stations (calledS1) which
are reachable froms∗ in 1 hop, and the sites having thin boundary indicate the
subset (calledS2) which are reachable froms∗ in 2 hop. It is easy to understand
thats∗ must be assigned rangeρ, and the members inS1 lie inside the circleC∗

having radiusρ and centered ats∗. Among the members inS1, the black sites
(denoted byS∗) are assigned rangeρ for the optimum 2-hop broadcast froms∗ to
all the members inS, but those having thick boundary only, need not be assigned
any range i.e., their range is zero. Thus,S∗ ⊆ S1 ⊂ S. All the members inS2 lie
outsideC∗, and so, the range assigned to each members inS2 is zero.
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The homogeneous 2-hop broadcast problem can easily be be formulated using
the traditionalset coverproblem which is known to be NP-hard, and a log(k)-
factor approximation algorithm is easy to get, wherek is the number of ra-
dio stations insideC∗. Bronnimann and Goodrich45 considered thecircle cover
problem, where a setS of n points is given in the plane, and a family of cir-
cles C is also given; the problem is to find a minimum number of circles in C
that covers all the points inS. The circle cover problem can be easily mapped
to the 2-hop broadcast problem. The proposed algorithm for the circle cover
problem producesO(1)-approximation results inO(n3 logn) time. The homo-
geneous 2-hop broadcast problem can also be formulated as follows. Consider
a weighted digraphG = (S,E) whereE = E1∪ E2, E1 = {(s∗,s)|s∈ S1} and
E2 = {(s,s′)|s∈ S1,s′ ∈ S2,δ(s,s′) 6 r}. The weight of each edge inE1 is 1,
and that of each edge inE2 is 0. The objective is to compute a minimum weight
directed Steiner tree, where the terminal nodes correspondto the members inS2,
and Steiner nodes correspond to the members inS1. The radio stations∗ is a des-
ignated node such that we are searching for a Steiner tree with root ats∗. Thus, the
subgraph ofG with the Steiner nodes ands∗ is a tree of height 2, where the Steiner
nodes appear at level 1. A polynomial timeO(1)-factor approximation algorithm
for the minimum weight directed Steiner tree in graphG is proposed.46 Calinescu
et al.47 proposed two geometric algorithms for the homogeneous 2-hop broad-
cast problem; the first one produces 6-approximation resultin O(nlogn) time and
the second one produces 3-approximation result inO(nlog2n) time. It can be
shown that the time complexity of their second algorithm caneasily be improved
to O(nlogn) using fractional cascading.48 Thus the algorithm proposed in47 is
an improvement over both45,46 in terms of both the time complexity results, and
approximation factor. Recently, several variations of this problem are solved.49

These are

(i) Given a rangeρ, the feasibility of a 2-hop broadcast can be tested inO(nlogn)

time.
(ii) The problem of computing the optimum value ofρ for the homogeneous 2-

hop broadcast reduces to the matrix multiplication problem, and hence it is
polynomially solvable.

(iii) An O(n2) time 2-factor approximation algorithm is proposed for the problem
considered in.47

Although the unweighted broadcast range assignment problem has been stud-
ied extensively, little is known for the case of the weightedversion. Here, each
radio stationsi is assigned with an weight (cost of installing a base stationat si)
γ(si) > 0, for i = 1,2, . . . ,n. Here, the cost of range assignment is given by Equa-
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tion 3. Figure 10.3 demonstrates an instance of unbounded weighted broadcast
range assignment problem with five radio stations, along with the optimum solu-
tion. Here,d(s1,s2) = 8, d(s2,s3) = 2,d(s3,s4) = 1 andd(s4,s5) = 4. The weight
of the radio stationss1,s2, . . . ,s5 are 10, 1, 10000, 100 and 0.01 respectively,
source iss3 (=s∗), and the cost of the optimum range assignment is 10,951.25
units.

s5s4s3=ss2s1

Fig. 10.3 An example of linear weighted broadcast problem.

The first work on this problem for linearly arrangedn radio stations was dis-
cussed by Ambuhl et al.50 The following variations are studied, and the algorithms
are proposed using dynamic programming.

In the unbounded case (i.e.,h = n−1), the time and space complexities of the
proposed algorithm areO(n3) andO(n2) respectively.

Forh-hop broadcast, the time and space complexities of the proposed algorithms
areO(hn4) andO(hn2) respectively.

For the unbounded multi-source broadcast, the time and space complexities are
O(n6) andO(n2) respectively.

In higher dimension (i.e.,d > 2) andβ = 1, the problem is formulated as a
shortest path problem in a graph, and the proposed algorithmproduces a 3-
approximation result inO(n3) time;

Das49 considered both the unbounded and bounded version of the weighted
broadcast range assignment problem in 1D. The proposed algorithm for the un-
bounded version of the problem outputs the optimum result inO(n2) time, and
that for the bounded (h) hop broadcast problem produces the optimum solution in
O(hn3) time. For further details, see.51,52

10.2.2 All-to-All Range Assignment Problem

The objective of the range assignment problem forh-hop all-to-all communication
is to assign transmission rangeρ(si) to each radio stationsi ∈ Sso that each pair
of members inS can communicate using at mosth hops, and the total power
consumption by the entire radio network is minimized. Typically, h can assume
any value from 1 ton−1, wheren= |S|. Forh= 1, the problem is trivial. Here, for
each radio stationsi ∈ S, ρ(si) = Maxsj∈Sd(si ,sj ), and the problem can be solved
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by computing the furthest point Voronoi diagram.53 Basically, the hardness of
the all-to-all range assignment problem depends on two parameters, namely, the
distance power gradient (β in Equation 1) of the cost function and dimension (d)
in which the radio stations are located. For the linear radionetwork (d = 1),
the problem can be solved in polynomial time,6 but if d > 1, then the problem
becomes NP-hard.5,17,54 In particular, ifβ = 1, then the problem can be shown to
be 1.5-APX hard.55 Forβ > 1, the problem is APX-hard, and so it does not admit
a PTAS unless P = NP.6 Clementi et al.54 presented a lower and an upper bound
on the minimum cost of theh-hop range assignment for a radio network in 2D.
They also proved that for the well-spread instances (definedin5) of this problem,
these two bounds remain same. In this connection it needs to be mentioned that,
the homogeneous version of the problem can be solved in polynomial time. This
uses a trivial result:The common range r for all the radio stations is the distance
of a pair of radio stations in S.The algorithm proposed by Das et al.56 works as
follows:

Compute the distance of each pair of radio stations ofS in an arrayD. Perform a
binary search among the elements inD to choose minimumi such thatd[i] is a
feasible range (for all the members inS) for h-hop all-to-all communication.
This can be tested by computing the diameter of the communication graph
corresponding to ranged[i]. Thus, the overall time complexity of this problem
is O(n3 logn).

For the linear radio network, the problem becomes relatively simple, but it re-
sults in a more accurate analysis of the situation arising invehicular technology
application.7 In a linear radio network, several variations of the 1D rangeassign-
ment problem forh-hop all-to-all communication are studied by Kirousis et al.6

For the uniform chain case, i.e., where each pair of consecutive radio stations on
the line is at a distanceδ, tight upper bound on the minimum cost of range as-

signment is shown to beOPTh = Θ(δ2n
2h+1−1

2h−1 ) for any fixedh. In particular, if

h = Ω(logn) in the uniform chain case, thenOPTh = Θ(δ2 n2

h ). For the general
problem in 1D, i.e., where the radio stations are arbitrarily placed on a line, a
2-approximation algorithm for the range assignment problem for h-hop all-to-all
communication is proposed by Clementi et al.11 The worst case running time of
this algorithm isO(hn3). For the unbounded case (h= n−1), a dynamic program-
ming basedO(n4) time algorithm is available6 for generating the minimum cost.
Finally, Das57 improved the complexity result of this problem toO(n3).

Carmi and Katz58 proved that the all-to-all range assignment problem remains

NP-hard when the range of each radio station is eitherρ1 or ρ2 with ρ2 >
√

3
2ρ1.



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

208 G. K. Das, S. Das and S. C. Nandy

In the same paper, they also provided an11
6 -approximation algorithm. Fuchs17

studied the range assignment problem for all-to-all communication where the ra-
dio stations are well-spread5 with β > 0. Under the assumption of symmetric
connectivity as stated below, the problem is shown to be NP-hard in both 2D and
3D. It is also shown that the problem is APX-hard in 3D.

In the symmetric connectivity model, the minimum transmission power needed
for a radio stationsi to reach a radio stationsj is assumed to be equal to the
minimum transmission power needed forsj to reachsi . In other words, the
symmetric connectivity means a link is established betweentwo radio stations
si ,sj ∈ Sonly if both radio stations have transmission range at leastas big as
the distance between them.

Althaus et al.59 presented an exact branch and cut algorithm based on an inte-
ger linear programming formulation for solving the unbounded (i.e.,h = n− 1)
version of the 2D all-to-all range assignment problem with symmetric connec-
tivity assumption, and their algorithm takes 1 hour for solving instances with up
to 35-40 nodes. In the same paper, a minimum spanning tree (MST) based 2-
approximation algorithm has also been presented with symmetric connectivity as-
sumption; here range of a radio station is equal to the lengthof the longest edge of
the Euclidean MST attached with that radio station. Under the assumption of sym-
metric connectivity, Krumke et al.60 presented an(O(logn),O(logn)) bicriteria
approximation algorithm forh-hop all-to-all range assignment problem, i.e., their
algorithm produces a solution havingO(hlogn) number of hops and costs at most
O(logn) times the optimum solution. Latter, Calinescu et al.35 studied the same
problem independently, and provided an algorithm with sameapproximation re-
sult. Recently, Kucera61 presented an algorithm for the all-to-all range assignment
problem in 2D. Probabilistic analysis says that the averagetransmission power of
the radio stations produced by this algorithm is almost surely constant if the ra-
dio stations appear in a square region of a fixed size. This algorithm can also
work in any arbitrary dimension. Das et al.56 proposed an efficient heuristic for
theh-hop all-to-all range assignment problem in 2D. The experimental evidences
demonstrate that it produces near optimum result in reasonable time.

Chlebikova et al.38 studied the range assignment problem forh-hop all-to-
all communication in static ad hoc networks using a graph-theoretic formulation
where the edge weights can violate triangle inequality. They presented a proba-
bilistic algorithm to approximate any edge-weighted graphby a collection of paths
such that for any pair of nodes, the expected distortion of shortest path distance
is at mostO(logn). The paths in the collection and the corresponding probability
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distribution are obtained by solving a packing problem defined by Plotkin et al.,62

and using aminimum linear arrangement problemsolver of Robinovich and Raz41

as an oracle. With this algorithm, they approximated a 2D static ad hoc network as
a collection of paths. Then it runs the polynomial time algorithm for the minimum
range assignment problem in 1D.11 Therefore, this strategy leads to a probabilistic
O(logn) factor approximation algorithm for theh-hop all-to-all range assignment
problem for the static ad hoc network in 2D. A polynomial timeconstant factor
approximation algorithm for this problem on general metrics is given by Kantor
and Peleg.39

The weighted version of the all-to-all range assignment problem is studied
only for q-spread instances in 2D.50 The notion ofq-spreadinstances in 2D is as
follows:

Let si be a radio station inS. Consider a maximum size convex polygon con-
taining only the radio stationsi and whose vertices are in the setS\ {si}.
Let H(si) be the vertices of this convex polygon. Now define two quantities
∆(H(si)) = maxsj∈H(si)(d(si ,sj))

β andδ(H(si)) = minsj∈H(si)(d(si ,sj ))
β. Fi-

nally, choosesk ∈ Ssuch that∆(H(sk)) = maxn
i=1 ∆(H(si)). The instanceS is

said to beq-spread if∆(H(sk)) 6 q× δ(H(sk)).

The proposed algorithm can work for any arbitrary distance power gradient
β > 1, and produces aq-approximation result.

10.2.3 Accumulation Range Assignment Problem

The objective ofh-hop accumulation range assignment problemis to assign trans-
mission rangeρ(si) to the radio stationsi ∈ S such that each radio stationsi ∈ S
can send message to a dedicated radio stations∗ ∈ Susing at mosth hops and the
total cost∑si∈S(ρ(si))

2 of the network is minimized.
Clementi et al.11 discussedh-hop accumulation range assignment problem

for 1D radio network and proposed an algorithm based on dynamic programming
which can produce optimum solution inO(hn3) time. This is a trivial lower bound
for the cost of range assignment for theh-hop all-to-all communication. In fact,
this also leads to a trivial 2-approximation algorithm for the range assignment of
theh-hop all-to-all communication in a 1D radio network as follows:

Consider the communication graph based on the assigned ranges produced by the
accumulation range assignment algorithm, and disregard the direction of the
edges. This is an weighted undirected graph where the weightof each edge is
equal to the length of that edge in Euclidean metric. Now at each node, assign
range equal to the maximum weight among the edges incident tothat node.
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In a general graph, theh-hop accumulation range assignment problem is
equivalent to finding the minimum spanning tree of heighth with a designated
node as the root. This problem is referred to as theh-MST problem in the lit-
erature. Experimentally tested exact super-polynomial time algorithms for the
h-MST problem is already available.63,64 Althaus et al.65 presented a polynomial
time algorithm for this problem with running timenO(h). The 2-MST problem can
be easily reduced to the classicaluncapacitated facility location problem(UFLP).
Thus all the approximation algorithms for UFLP apply to the 2-MST as well.
The best known theoretical result on UFLP is a PTAS given by Arora et al.66

Several heuristic algorithms are available for the Euclidean 2-MST problem in
2D.67,68 Clementi et al.69 presented a fast and easy-to-implement heuristics for
the 2Dh-hop accumulation range assignment problem, and studied its behavior
on the instances obtained by choosingn points at random in a square region. In
the unbounded case, the accumulation range assignment problem reduces to the
arborescence problem, stated as follows:

Given a weighted directed graphG and a root nodes∗, the minimum cost ar-
borescence problem is to find the minimum cost spanning tree in G directed
out froms∗.

Given a complete digraphG= (V,E) with vertex setV corresponding to the set
of radio stationsS, and weight of the directed edge(si ,sj) ∈ E is wj × (d(si ,sj ))

2,
we can compute the optimum range assignment for the weightedversion of the
unbounded accumulation problem by computing the arborescence treeT directed
from s∗ usingO(n2) time algorithm proposed by Gabow et al.70 This algorithm
works in arbitrary dimension.

10.3 Base Station Placement Problem

In this problem, the objective is to identify the locations for placing the base sta-
tions and to assign ranges to the base stations for efficient radio communication.
Each mobile terminal communicates with its nearest base station, and the base
stations communicate with each other over scarce wireless channels in a multi-
hop fashion by receiving and transmitting radio signals. Each base station emits
signal periodically and all the mobile terminals within itsrange can identify it as
its nearest base station after receiving such radio signal.Here, the problem is to
position the base stations such that a mobile terminal at anypoint in the entire
area can communicate with at least one base station, and the total power required
for all the base stations in the network is minimized. Another variation of this
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problem arises when there are forbidden zones for placing the base stations, but
communication is to be provided over these regions. Exampleof such forbidden
regions may include large water bodies, or stiff mountain terrains. In such cases,
we need some specialized algorithms for efficiently placingthe base stations on
the boundary of the forbidden zone to provide services within that region. These
two variations of base station placement problem are referred to as

(i) Unconstrained version of the base station placement problem, and
(ii) Constrained version of the base station placement problem.

10.3.1 Unconstrained Base Station Placement Problem

The base station placement problem involves placing multiple base stations within
a specific deployment site, with an aim to provide an acceptable quality of service
to the mobile users. Here, the formulation of the objective function depends on the
hardware limitations of the specific wireless system and theparticular application
for which the system is to be designed.

Several authors71–76studied the issues of optimal base station placement in an
indoor micro-cellular radio environment with an aim to optimizing several objec-
tive criteria. Most of them have primarily used local optimization strategies for
optimizing the desired objective function. Stamatelos andEphremides73 formu-
lated the objective function as the maximization of coverage area along with the
minimization of co-channel interference under the stipulated constraint of spatial
diversity. Choong and Everitt71 investigated the role of frequency-reuse across
multiple floors in a building while solving the base station placement problem to
minimize co-channel interference. Howitt and Ham77 pointed out the limitations
of using local optimization algorithms for solving the basestation placement prob-
lem; finally they proposed a global optimization technique based algorithm, where
the objective function is modeled as a stochastic process. The authors of72,75 indi-
cated that the simplex method is well suited for the base station placement problem
because the corresponding objective function is non-differentiable and so quasi-
Newton optimization methods are not well-suited.

In the 2D version of the general base station placement problem, the objective
is to place a given number of base stations in a 2D region, and assign ranges to
each of these base stations such that every point in the region is covered by at
least one base station, and the maximum assigned range is minimized. Since a
base station with rangeρ can communicate with all the mobile terminals present
in the circular region of radiusρ and centered at the position where the base station
is located, our problem reduces to covering a region by a given number of equal
radius circles (see Figure 10.4), and the objective is to minimize the radius. For



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

212 G. K. Das, S. Das and S. C. Nandy

Fig. 10.4 Illustration of unconstrained base station placement problem.

simplicity, we may consider that the given region is a convexpolygon, and the
range of all the base stations are same, sayρ.

In the covering by circle problem, the following two variations are important:
(i) find the minimum number of unit-radius circles that are necessary to cover
a given polygon, and (ii) given a constantk, compute a radiusρ, such that an
arrangement ofk circles of radiusρ exists which can cover the entire polygon,
and there does not exists any arrangement ofk circles of a radiusρ′ < ρ which can
cover the entire polygon. We also need to report the centers of thesek circles (of
optimum radius).

Verblunsky78 proposed a lower bound for the first problem; it says that ifm
is the minimum number of unit circles required for covering asquare where each
side is of lengthσ, then 3

√
3

2 m> σ2 + cσ, wherec > 1
2. Substantial studies have

been done on the second problem. Several researcher tried tocover a unit square
region with a given number (sayk) of equal radius circles with the objective to
minimize the radius. Tarnai and Gasper79 proposed graph theoretic approach to
obtain a locally optimal covering of a square with up to 10 equal circles. No proof
for optimality was given, but later it was observed that their solution fork = 5 and
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k = 7 are indeed optimal. Several results exist on covering squares and rectangles
with k equal circles for small values ofk (= 6, . . . 10, etc.)80,81 For a reasonably
large value ofk, the problem becomes more complex. Nurmela and Ostergard82

adopted simulated annealing approach to obtain near-optimal solutions for the unit
square covering problem fork 6 30. As it is very difficult to get a good stoping
criteria for a stochastic global optimization problem, they used heuristic approach
to stop their program. It is mentioned that, fork = 27 their algorithm runs for
about 2 weeks to achieve the stipulated stopping criteria. For k > 28, the time
requirement is very high. So, they changed their stopping criteria, and presented
the results. Nurmela83 adopted the same approach for covering a equilateral trian-
gle of unit edge length with circles of equal radius, and presented the results for
different values ofk less than or equal to 36. Das et al.84 considered the cover-
ing by circles problem where the region is a convex polygon. It initially placesk
base stations randomly, and then uses iterative Voronoi diagram updating method
where each iteration executes the following steps:

Compute the Voronoi diagram ofk points, and compute the minimum enclosing
circles of each cell of the Voronoi diagram. It is expected that the radius of
these circles will not be the same. In order to refine (reduce)the radius of
the covering circles, move each point inside a Voronoi cell at the center of its
circumscribing circle.

The process continues until the difference of radii of the largest circle in two con-
secutive steps is less than a very small (predefined) real number. It is experimen-
tally observed that the minimum radius obtained by this method favorably com-
pares with the existing results. The time complexity of eachiteration isO(nlogn),
and the entire experiment takes a fraction of a second for a reasonably large value
of k (> 100) in a SUN Blade 1000 computing platform with 750 MHz CPU speed.
In the context of practical application this method is very much acceptable since
the existing methods works only for rectangle or triangle, and may even take about
two weeks’ time for a reasonable value of the number of circles (> 27).82

Several other variations of covering by circles problem areavailable in the
literature. The discrete version of the covering by circle problem is the well-
knownk-center problem. Here the objective is to placek supply points to cover a
set ofn demand points on the plane such that the maximum Euclidean distance of
a demand point from its nearest supply point is minimized. The simplest form of
this problem is the Euclidean 1-center problem which was originally proposed by
Sylvester85 in 1857. The first algorithmic result on this problem is due toElzinga
and Hearn,86 which gives anO(n2) time algorithm. Lee53 proposed the furthest
point Voronoi diagram, which also can be used to solve the 1-center problem in
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O(nlogn) time. Finally Megiddo87 found an optimalO(n) time algorithm for
solving this problem using prune-and-search technique.

Jaromczyk and Kowaluk88 studied the 2-center problem, and proposed a sim-
ple algorithm with running timeO(n2 logn). Later, Sharir89 improved the time
complexity toO(nlog9n). The best known algorithm for this problem was pro-
posed by Chan.90 He suggests two algorithms. The first one is a deterministic
algorithm, and it runs inO(nlog2n(loglogn)2) time; the second one is a random-
ized algorithm that runs inO(nlog2n) time with high probability.

A variation of this problem is the discrete 2-center problem, where the objec-
tive is to find two closed disks whose union can cover the givensetP of n points,
and whose centers are a pair of points inP. Kim and Shin91 considered both the
standard and discrete versions of the 2-center problem where the points to be cov-
ered are vertices of a convex polygon. Their algorithms run in O(nlog3nloglogn)

andO(nlog2n) time respectively.
For a given set ofn demand points, the general version of both thek-center

problem and the discretek-center problem are NP-complete.92,93 But for a fixed
value ofk, both the problems can be solved inO(nO(

√
k)) time.94 Therefore, it

makes sense to search for efficient approximation algorithms and heuristics for
the general version. Detailed review on this topic can be found in.95 Another
variation of this problem, available in the literature, is that the center and radius
of the (equal-radius) circles are fixed and the objective is to cover the points inS
with minimum number of circles. Stochastic formulations ofdifferent variations
of this problem are available in the literature.96

Apart from the base stations placement for mobile communication, the pro-
posed problems find relevant applications in energy-aware strategic deployment of
the sensor nodes in wireless sensor networks (WSN).97,98In particular, Boukerche
et al.98 studied the case where the sensor nodes are already placed. Adistributed
algorithm is proposed in that paper which can activate the sensors such that the
entire area is always covered, and the total lifetime of the network is maximized.
Voronoi diagram99 is also an useful tool for dealing with the coverage problem for
sensor networks, where the sensors are distributed inIR2. Meguerdichian et al.100

considered the problem where the objective is to find a sensoravoiding path be-
tween a pair of pointssandt such that for any pointp on the path, the distance of
p from its closest sensor is maximized. Several other application specific covering
problems related to sensor network are available in the literature.97
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10.3.2 Constrained Base Station Placement Problem

In general, every point inside the desired region may not be suitable for installing
a base station. Some specific situations were mentioned in the beginning of this
section. A very practical constrained variation of the basestation placement prob-
lem is the situation where the base stations can be erected only on the boundary of
the given region. This is a variation of the constrainedk-center problem. Several
other constrained variations of thek-center problem exist in the literature.

First of all, let us consider the constrained versions of theEuclidean 1-center
problem. Megiddo87 studied the case where the center of the smallest enclosing
circle must lie on a given straight line, and proposed a linear time algorithm. Bose
and Toussaint101 addressed another variation of 1-center problem where instead
of the entire region, a given setQ of m points is to be covered by a circle whose
center is constrained to lie on the boundary of a given simplepolygonP of size
n. They provided an output sensitiveO((n+ m) log(n+ m)+ χ) time algorithm
for this problem, whereχ is the number of intersection points of the farthest-point
Voronoi diagram ofQ with the edges inP; this may beO(nm) in the worst case.
Constrained variations of the 1-center and 2-center problems are studied by Roy
et al.,102 where the target region is a convex polygon withn vertices, and the cen-
ter(s) of the covering circle(s) is/are constrained to lie on a specific edge of the
polygon. The time complexities of both these problems areO(n). Hurtado et
al.103 used linear programming to give anO(n+ m) time algorithm for solving
minimum enclosing circle problem for a set of points whose center satisfiesm
linear inequality constraints. The query version of the minimum enclosing circle
problem is studied by Roy et al.,104 where the given point set needs to be pre-
processed such that given any arbitrary query line, the minimum enclosing circle
with center on the query line can be reported efficiently. Thepreprocessing time
and space of this algorithm areO(nlogn) andO(n) respectively, and the query
time complexity isO(log2n). The query time can be reduced toO(logn) if O(n2)

preprocessing time and space are allowed.105

Several other constrained variations of thek-center problem can be found in
the domain of mobile communication and sensor network. Recently, Alt et al.106

considered the problem of computing the centers ofk circles on a line to cover
a given set of points in 2D. The radius of the circles may not bethe same. The
objective is to minimize the sum of radii of all thesek circles. They proposed an
O(n2 logn) time algorithm for solving this problem.

Recently, Das49 in his Ph.D. thesis considered several constrained variations
of the base station placement problem. Here the base stationcan be placed only
on the boundary of the given convex regionP. The objective is to determine the
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positions ofk base stations (of equal range) on the boundary ofP such that each
point insideP is covered by at least one base station. This problem is referred to as
region-cover(k) problem. This problem is of particular use where some portions
of the target region are unsuitable for placing the base station, but the communi-
cation inside those regions need to be provided. For example, we may consider a
huge water body, say lake or river, where the base stations can not be placed, but
communication inside that region is needed for the fishermen. A simplified form
of this problem is thevertex-cover(k) problem, where the objective is to establish
communication among only the vertices ofP instead of covering the entire poly-
gon. This problem is also useful in some specified applications, say guards are
placed on the vertices of the polygonal regionP, and the communication among
them is provided using these base stations.

It provides efficient algorithms for bothvertex-cover(2)and region-cover(2)
problems, where the base stations are to be installed on a pair of specified
edges. The time complexities of these algorithms areO(nlogn) andO(n2) re-
spectively. Next, it considers the case wherek > 3. First the restricted version
of the vertex-cover(k)and region-cover(k)problems are considered, where all
the k base stations are to be placed on the same edge ofP. The proposed al-
gorithm for the restrictedvertex-cover(k)problem produces the optimum result in
O(min(n2,nklogn)) time, whereas the algorithm for the restrictedregion-cover(k)
problem produces an(1+ε)-factor approximation result inO((n+k) log(n+k)+
nlog(⌈1

ε ⌉)) time. Finally, an efficient heuristic algorithm for the general region-
cover(k)problem is proposed fork > 3.

Sohn and Jo107 considered a different variation of the problem. It assumes
that two sets of pointsB = {b1,b2, . . . ,bm} andR = {r1, r2, . . . , rn}, calledblue
andred points, are given. The objective is to cover all the red points with circles
of radiusρ (given a priori) centered at minimum number of blue points. Here the
blue points indicate the possible positions of base stations, and red points indicate
the target locations where the message need to be communicated. A heuristic
algorithm using integer linear programming is presented along with experimental
results. Azad and Chockalingam108 studied a different variation wheren base
stations (of same rangeρ) are placed on the boundary of a square region, andm
sensors are uniformly distributed inside that region. The sensors are also allowed
for limited movement. The entire time span is divided into slots. At the beginning
of each time slot, depending on the positions of the sensors,k base stations need
to be activated. The proposed algorithm finds a feasible solution (if exists) in time
O(mn+nlogn) time.
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10.4 Conclusion

In this article, we considered the algorithmic issues related to the range assign-
ment of radio stations in the context of a mobile radio network. Two different
variations are studied - (i) the radio stations are pre-placed, and (ii) the radio sta-
tions are to be placed. In both cases, the number of radio stations are given a
priori, and the objective is to minimize the total power requirement of the entire
radio network. Needless to mention that the power requirement mainly depends
on the ranges assigned to the radio stations. The exact function indicating the total
power requirement also involves the environmental factorswhere the network is
to be installed.

We first studied the case where a set of pre-placed radio stations is given. The
problem is to assign ranges to these radio stations so that the network satisfies
some desired connectivity requirement, for example, broadcast from a designated
node, all-to-all communication, etc., and the total power consumption of the entire
radio network is minimized. We have considered both the 1D and 2D variations of
the problems. Little is known in higher dimension, particularly in 3D, and in the
polyhedral terrain. Also, the study of the range assignmentproblem to maintain
fault tolerant connectivity with respect to all the aforesaid three problems need
extensive consideration in the application domain.

We have also considered the some useful variations of the range assignment
problem where the radio stations are not pre-placed, and theobjective is to com-
pute the optimal locations of the radio stations in the network such that the de-
sired communication can be established with minimum power.Special attention
is given for the homogeneous case, where the range of every radio station is same.
Also, for the sake of simplicity, regions under consideration are assumed to be
convex. Recently, results on more realistic non-homogeneous model have be-
come available.106 But, to our knowledge, no result is available where the region
under consideration is of arbitrary shape.
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As the global information infrastructure is becoming more ubiquitous, digital
business transactions are increasingly performed using a variety of mobile de-
vices and across multiple communication channels. This newservice-oriented
paradigm is making the protection of privacy an increasing concern, as it relies
on rich context representations (e.g., of location and purpose) and requires users
to provide a vast amount of information about themselves andtheir behavior.
This information is likely to be protected by a privacy policy, but restrictions
to be enforced may come from different input requirements, possibly under the
control of different authorities. In addition, users retain little control over their
personal information once it has been disclosed to third parties. Secondary use
regulations are therefore increasingly demanding attention. In this paper, we
present the emerging trends in the data protection field to address the new needs
and desiderata of today’s systems.
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11.1 Introduction

Today’s digital business processes increasingly rely on services accessed via a
variety of mobile devices and across multiple communication channels.2 Also,
terminal devices are now equipped with sensors capable of collecting information
from the environment, such as geographical positioning systems (GPS), providing
a rich context representation regarding both users and the resources they access.
This representation includes potentially sensitive personal information, such as
the users’ purpose, geographical location, and past preferences. While collecting
and exploiting rich context data is indeed essential for customizing network-based
processes and services, it is well known that context records can be misused well
beyond the original intention of their owners. Indeed, personal information is
often disclosed to third parties without the consent of legitimate data owners; also,
professional services exist specializing on gathering andcorrelating data from
heterogeneous repositories, which permit to build user profiles disclosing sensitive
information not voluntarily released by their owners.

In the past few years, increasing awareness of the privacy risks of unauthorized
user profiling has led to stricter regulations on personal data storage and sharing.
It is now widely acknowledged that business processes requiring large-scale infor-
mation sharing will become widespread only if their users have some convincing
assurance that, while they release the information needed to access a service, dis-
closure of really sensitive data is not a risk. Unfortunately, some of the emerging
technological and organizational requirements for preserving users’ privacy are
still not completely understood; as a consequence, personal data are often poorly
managed and sometimes abused. Protecting privacy requiresthe investigation of
different aspects, including:

• data protection requirements compositionto take into consideration require-
ments coming from the data owner, the data holder, and possible privacy law.
These multiple authorities scenario should be supported from the adminis-
tration point of view providing solutions for modular, large-scale, scalable
policy composition and interaction;3,4
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• security and privacy specifications and secondary usage control to identify
under which conditions a party can trust others for their security and pri-
vacy. Trust models are one of the techniques be evaluated.5,6 In particular,
digital certificates(statements certified by given entities) can be used to es-
tablish properties of their holder (such as identity, accreditation, or authoriza-
tions).7–11 Moreover, since users often have no idea on how their personal
information may be used subsequently, it must also be given amechanism
to specify whether or not to consent to the future use of that information in
secondary applications;12

• inference and linking attacks protectionthat is often impossible, if not at the
price of not disclosing any information at all. Among the techniques used to
protect the released data,k-anonymity promises to be a successful solution
towards increasing privacy;
• context information (including location) protectionto avoid unauthorized

leaks that may cause loss of privacy, for example, on the user’s whereabouts.

These issues pose several new challenges to the design and implementation of
privacy-aware systems. As far as mobile devices systems areconcerned, a major
concern is on-board memory and storage limitations. Lightweight terminals re-
quire usage logs to be held by the infrastructure, making inference and linking at-
tacks more likely. On the other hand, usage logs need to contain enough informa-
tion to enable analysis for detection of violations to the privacy policies in place.
Another challenge relates to the fact that clients and servers alike will not be un-
der the control of trustworthy authorities, so they cannot be assumed to be trusted.
Each device and operating system must provide measures to protect the integrity
and confidentiality of sensitive personal data and of the privacy control policies.
Finally, the lack of resources available on portable devices such as cell phones and
laptops may pose some constraints on the effectiveness of purely cryptographic
approaches to privacy solutions. Therefore, adversaries trying to access personal
data, could have much more computational resources at theirdisposal than legiti-
mate clients. In this paper, we discuss these problems and illustrate some current
approaches and ongoing research. The remainder of the paperis organized as
follows. Section 11.2 addresses the problem of combining authorization specifi-
cations that may be independently stated. We describe the characteristics that a
policy composition framework should have and illustrate some current approaches
and open issues. Section 11.3 addresses the problem of defining policies in open
environments such as the Internet. We then describe currentapproaches and open
issues. Section 11.4 addresses the problem of protecting released data against in-
ference and linking attacks. We describe thek-anonymity concept and illustrate
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some related current approaches and open issues. Section 11.5 discusses the prob-
lem of protecting privacy of location information in pervasive environments. We
describe thelocation privacyconcept and illustrate some current approaches and
open issues. Finally, Section 11.6 concludes the paper.

11.2 Policy Composition

Traditionally, authorization policies have been expressed and managed in a cen-
tralized manner: one party administers and enforces the access control require-
ments. In many cases however, access control needs to combine restrictions in-
dependently stated that should be enforced as one, while retaining their indepen-
dence and administrative autonomy. For instance, the global policy of a large
organization can be the combination of the policies of its independent and geo-
graphically distributed departments. Each of these departments is responsible for
defining access control rules to protect resources and each brings its own set of
constraints. To address these issues, apolicy composition frameworkby which
different component policies can be integrated while retaining their independence
should be designed. The framework should be flexible to support different kinds
of composition, yet remain simple so to keep control over complex compound
policies. It should be based on a solid formal framework and aclear semantics to
avoid ambiguities and enable correctness proofs.

Some of the main requirements that a policy composition framework should
have can be summarized as follows.3

• Heterogeneous policy support.The composition framework should be able to
combine policies expressed in arbitrary languages and possibly enforced by
different mechanisms. For instance, a datawarehouse may collect data from
different data sources where the security restrictions autonomously stated by
the sources and associated with the data are stated with different specification
languages, or refer to different paradigms (e.g., open vs closed policy).
• Support of unknown policies.It should be possible to account for policies that

may be not completely known or even be specified and enforced in external
systems. These policies are like “black-boxes” for which no(complete) spec-
ification is provided, but that can be queried at access control time. Think, for
instance, of a situation where given accesses are subject, in addition to other
policies, to a policyP enforcing “central administration approval”. Neither
the description ofP, nor the specific accesses that it allows might be avail-
able; whereasP can respond yes or no to each specific request. Run-time
evaluation is therefore the only possible option forP. In the context of a more
complex and complete policy includingP as a component, the specification
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could be partially compiled, leaving onlyP (and its possible consequences)
to be evaluated at run time.
• Controlled interference.Policies cannot always be combined by simply merg-

ing their specifications (even if they are formulated in the same language), as
this could have undesired side effects. The accesses granted/denied might not
correctly reflect the specifications anymore. As a simple example, consider
the combination of two systemsPclosed, which applies a closed policy, based
on rules of the form “grant access if(s,o,+a)”, and Popen which applies an
open policy, based on rules of the form “grant access if¬(s,o,−a)”. Merging
the two specifications would cause the latter decision rule to derive all autho-
rizations not blocked byPopen, regardless of the contents ofPclosed. Similar
problems may arise from uncontrolled interaction of the derivation rules of
the two specifications. Besides, if the adopted language is alogic language
with negation, the merged program might not be stratified (which may lead to
ambiguous or undefined semantics).
• Expressiveness.The language should be able to conveniently express a wide

range of combinations (spanning from minimum privileges tomaximum priv-
ileges, encompassing priority levels, overriding, confinement, refinement etc.)
in a uniform language. The different kinds of combinations must be expressed
without changing the input specifications (as it would be necessary even in
most recent and flexible approaches) and without ad-hoc extensions to autho-
rizations (like those introduced to support priorities). For instance, consider a
policy P1 regulating access to given documents and the central administration
policy P2. Assume that access to administrative documents can be granted
only if authorized by bothP1 andP2. This requisite can be expressed in ex-
isting approaches only by explicitly extending all the rules possibly referred
to administrative documents to include the additional conditions specified by
P2. Among the drawbacks of this approach is the rule explosion that it would
cause and the complex structure and loss of controls of two specifications;
which, in particular, cannot be maintained and managed autonomously any-
more.
• Support of different abstraction levels.The composition language should

highlight the different components and their interplay at different levels of ab-
straction. This is important to:i) facilitate specification analysis and design;
ii) facilitate cooperative administration and agreement on global policies;iii)
support incremental specification by refinement.
• Support for dynamic expressions and controlled modifications. Mobile poli-

cies that follow (stick with) the data and can be enriched, subject to con-
straints, as the data move.
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• Formal semantics.The composition language should be declarative, imple-
mentation independent, and based on a solid formal framework. The need
of an underlying formal framework is widely recognized and in particular it
is important toi) ensure non-ambiguous behavior, andii) reason about and
prove specifications properties and correctness.13 In our framework this is
particularly important in the presence ofincompletespecifications.

11.2.1 Overview of Ongoing Work

Various models have been proposed to reason about security policies.14–17 In14,16

the authors focused on the secure behavior of program modules. McLean17 pro-
posed a formal approach including combination operators: he introduced an alge-
bra of security which enables to reason about the problem of policy conflict that
can arise when different policies are combined. However, even though this ap-
proach permits to detect conflicts between policies, it did not propose a method
to resolve the conflicts and to construct a security policy from inconsistent sub-
policies. Hosmer15 introduced the notion of meta-policies (i.e., policies about
policies), an informal framework for combining security policies. Subsequently,
Bell18 formalized the combination of two policies with a function,calledpolicy
combiner, and introduced the notion ofpolicy attenuationto allow the composi-
tion of conflicting security policies. Other approaches aretargeted to the devel-
opment of a uniform framework to express possibly heterogeneous policies.19–21

Recently, Bonatti et al.3 proposed an algebra for combining security policies to-
gether with its formal semantics. Following Bonatti et al.’s work, Jajodia et al.4

presented a propositional algebra for policies with a syntax consisting of abstract
symbols for atomic policy expressions and composition operators. The basic idea
of these proposals is to define a set of policy operators used for combining dif-
ferent policies. In particular, in3 a policy is defined as a set of triples of the form
(s,o,a), wheres is a constant in (or a variable over) the set of subjectsS, o is a
constant in (or a variable over) the set of objectsO, anda is a constant in (or a
variable over) the set of actionsA. Here, complex policies can then be obtained by
combining policy identifiers, denotedPi , through the followingalgebra operators.

• Addition (+) merges two policies by returning their set union. For instance,
in an organization composed of different divisions, accessto the main gate
can be authorized by any of the administrator of the divisions (each of them
knows users who needs the access to get to their division). The totality of the
accesses through the main gate to be authorized would then bethe union of
the statements of each single division. Intuitively, additions can be applied
in any situation where accesses can be authorized if allowedby any of the
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component (operand) policies.
• Conjunction(&) merges two policies by returning their intersection. For in-

stance, consider an organization in which divisions share certain documents
(e.g., clinical folders of patients). Access to the documents is to be allowed
only if all the authorities that have a say on the document agree on it. In-
tuitively, while addition enforces maximum privilege, conjunction enforces
minimum privilege.
• Subtraction(−) restricts a policy by eliminating all the accesses in the sec-

ond policy. Intuitively, subtraction specifies exceptionsto statements made
by a policy and it encompasses the functionality of negativeauthorizations in
existing approaches, while probably providing a clearer view of the combina-
tion of positive and negative statements. The advantages ofsubtraction over
explicit denials include a simplification of the conflict resolution policies and
a clearer semantics. In particular, the scoping of a difference operation al-
lows to clearly and unambiguously express the two differentuses of negative
authorizations, namelyexceptions to positive statementsandexplicit prohibi-
tions, which are often confused in the models or require explicit ad-hoc exten-
sion to the authorization form. The use of subtraction provides extensible as
the policy can be enriched to include different overriding/conflict resolution
criteria as needed in each specific context, without affecting the form of the
authorizations.
• Closure(∗) closes a policy under a set of inference (derivation) rules. In-

tuitively, derivation rules can be thought of as logic ruleswhose head is the
authorization to be derived and whose body is the condition under which the
authorization can be derived. Examples of derivation rulescan be found in
essentially all logic based authorization languages proposed in the literature,
where derivation rules are used, for example, to enforce propagation of au-
thorizations along hierarchies in the data system, or to enforce more general
forms of implication, related to the presence or absence of other authoriza-
tions, or depending on properties of the authorizations.19

• Scoping restriction(ˆ) restricts the application of a policy to a given set of
subjects, objects, and actions. Scoping is particularly useful to “limit” the
statements that can be established by a policy and, in some way, enforcing
authority confinement. Intuitively, all authorizations inthe policy which do
not satisfy the scoping restriction are ignored, and therefore ineffective. For
instance, the global policy of an organization can identifyseveral component
policies which need to be merged together; each component policy may be
restricted in terms of properties of the subjects, objects and actions occurring
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in its authorizations.a

• Overriding (o) replaces part of a policy with a corresponding fragment of
the second policy. The portion to be replaced is specified by means of a
third policy. For instance, consider the case where users ofa library who
have passed the due date for returning a book cannot borrow the same book
anymoreunlessthe responsible librarian vouchers for (authorizes) the loan.
While the accesses otherwise granted by the library are stated as a policy
Plib , black-list of accesses, meaning triples (user, book, loan) are stated
as a policyPblock. In the absence of theunlessportion of the policy, the
accesses to be allowed would simply bePlib−Pblock. By allowing the librarian
discretion for “overriding” the black list, callingPvouch the triples authorized
by the librarians, we can express the overall policy aso(Plib,Pvouch,Pblock).
• Template(τ) defines a partially specified policy that can be completed bysup-

plying the parameters. Templates are useful for representing partially spec-
ified policies, where some componentX are to be specified at a later stage.
For instance,X might be the result of further policy refinement, or it might be
specified by a different authority.

To fix ideas and make concrete examples, consider a drug-effects warehouse
that might draw information from many hospitals. We assume that the ware-
house receives information from three hospitals, denotedh1, h2, andh3, respec-
tively. These hospitals are responsible for granting access to information under
their (possibly overlapping) authority domains, where domains are specified by a
scoping function. The statements made by the hospitals are then unioned mean-
ing that an access is authorized if any of the hospital policystates so. In term
of the algebra, the warehouse policy can be represented as anexpression of the
form P1ˆ[o 6 Oh1 ] + P2ˆ[o 6 Oh2 ] + P3ˆ[o 6 Oh3 ], wherePi denotes the policy de-
fined by hospitalhi , and the scope restriction ˆ[o 6 Ohi ] selects the authorizations
referred to objects released by hospitalhi .b Each policyPi can then be further
refined. For instance, consider policyP1. Suppose that hospitalh1 defines a pol-
icy Pdrug regulating the access to drug-effects information. Assumealso that the
drug-effects information can be released only if the hospital’s researchers obtain
a patient’s consent;Pconsentsreports accesses to drug-effects information that the
patients agree to release. We can then expressP1 asPdrug&Pconsents.

aA simple example of scoping constraint is the limitation of authorizations that can be stated by a
policy to a specific portion of the data system hierarchy.19

bWe assume that the information collected from the hospitalscan be organized in abstractions defining
groups of objects that can be collectively referred to with agiven name. Objects and groups thereof
define a partial order that naturally introduces a hierarchy, whereOhi contains objects obtained from
hospitalhi .
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11.2.2 Open Issues

We briefly describe some open issues that need to be taken intoconsideration in
the future development of a policy composition framework.

• Investigate differentalgebra operators and formal languagesfor enforcing
the algebra and proving properties. The proposed policy composition frame-
works can be enriched by adding new operators. Also, the influence of differ-
ent rule languages on the expressiveness of the algebra has to be investigated.
• Administrative policies and languagewith support for multiple authorities.

The proposed approaches could be enriched by adding administrative poli-
cies that define who can specify authorizations/rules (i.e., who can define a
component policy) governing access control.
• Policy enforcement.The resolution of the algebraic expression defining a pol-

icy P determines a set of ground authorization terms, which defineexactly
the accesses to be granted according toP. Different strategies can be used
to evaluate the algebraic expression for enforcing access control: materializa-
tion, run-time evaluation, and partial evaluation. The first one allows a one-
time compilation of the policy against which all accesses can be efficiently
evaluated and which will then need to be updated only if the policy changes.
The second strategy consists in enforcing a run-time evaluation of each re-
quest (access triple) against the policy expression to determine whether the
access should be allowed. Between these two extremes, possibly combining
the advantages of them, there are partial evaluation approaches, which can
enforce different degrees of computation/materialization.
• Incremental approaches to enforcechanges to component policies. When a

materialization approach is used to evaluate the algebraicexpression for en-
forcing access control, incremental approaches22 can be applied to minimize
the recomputation of the policy.
• Mobile policies. Intuitively, a mobile policyis the policy associated with an

object and that follows the object when it is passed to another site. Because
different and possibly independent authorities can define different parts of
the mobile policy in different time instants, the policy canbe expressed as
a policy expression. In such a context, there is the problem on how ensure
the obedience of policies when the associated objects move around. Within
the context of mobile policies we can also classify the problem of providing
support for handling “sticky” policies,23 that is, policies that remain attached
to data as they move between entities and are needed to enforce secondary use
constraints (see Section 11.3). Mobile policies encompassalso the problem of
digital right management (DRM) as they also require constraints of the owner
to remain attached to the data.
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Fig. 11.1 Client/server interaction.

11.3 Access Control in Open Systems

Open environments are characterized by a number of systems offering different re-
sources/services. In such a scenario, interoperability isa very important issue and
traditional assumptions for establishing and enforcing policies do not hold any-
more. A server may receive requests not just from the local community of users,
but also from remote, previously unknown users. The server may not be able to
authenticate these users or to specify authorizations for them (with respect to their
identity). Early approaches that attempt to solve these issues, PolicyMaker6 and
KeyNote,5 basically use credentials to describe specific delegation of trusts among
keys and to bind public keys to authorizations. Although early trust management
systems do provide an interesting framework for reasoning about trust between
unknown parties, assigning authorizations to keys may result limiting and make
authorization specifications difficult to manage.

A promising direction to overcome such a disadvantage is represented bydig-
ital certificates. A digital certificate is basically the on-line counterparts of paper
credentials (e.g., drivers licenses). Digital certificates can be used to determine
whether or not a party may execute an access on the basis properties that the
requesting party may have. These properties can be proven bypresenting one
or more certificates.8–11 The development and effective use of credential-based
models require tackling several problems related to credential management and
disclosure strategies, delegation and revocation of credentials, and establishment
of credential chains.24–30

Figure 11.1 depicts the basic scenario we consider, where there are differ-
ent parties that interact with each other to offer services.A party can act both
as a server and a client and each party hasi) a set of services it provides and
ii) aportfolio of properties (attributes) that the party enjoys. Access restrictions to
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the services are expressed by policies that specified the properties that a requester
should enjoy to gain access to the services. The services aremeant to offer certain
functionalities that depend on the input parameters supplied by its users. Often
input parameters must fulfill certain conditions to assure correct behavior of a
service. We identified the following requirements for specifying credential-based
access control.

• Attribute interchange.A server should be able to communicate to the client
the requirements it need to satisfy to get access. Also, a client should be able
to prove its eligibility for a service. This communication interchange could
be performed in different ways (e.g., the involved parties can apply different
strategies with respect to which properties are submitted).
• Support for fine-grained reference to attributes within a credential.The sys-

tem should allow the selective disclosure of credentials which is a requirement
that is not usually supported because users attributes are defined according to
functional needs, making it easier to collect all credentials in a row instead of
iteratively asking for the ones strictly necessary for a given service only.
• Support for hierarchical relationships and abstractions on services and port-

folio. Attribute-based access control policies should be able to specify ac-
cesses to collection of services based upon collection of attributes processed
by the requester.
• Expressiveness and flexibility.The system must support the specification

of complex access control requirements. For instance, consider a service
that offers telephone contracts and requires that the customer is at least 18
years of age. The telephone selling service has two input parameters, namely
homeAddress andnoticePeriod. ThehomeAddress must be a valid ad-
dress in Italy andnoticePeriod must be either one or three months. Fur-
ther, the service’s access control policy requires that contracts with one month
notice period and home address outside a particular geographical region are
closed only with users who can prove their AAA membership. Hence, we see
that the access control requirements of a service may require more than one
interaction between a client and a server.
• Purpose specific permission.The permission to release data should relate to

the purpose for which data are being used or distributed. Themodel should
prevent information collected for one purpose from being used for other
purposes.
• Support for meta-policies.The system should provide meta-policies for pro-

tecting the policy when communication requisites. This happens when a
list of alternatives (policies) that must be fulfilled to gain the access to the
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data/service is returned to the counterpart. For instance,suppose that the pol-
icy returned by the system is “citizenship=EU”. The party can decide to return
to the client either the policy as it is or a modified policy simply requesting
the user to prove its nationality (then protecting the information that access is
restricted to EU citizens).
• Support for secondary use specifications and control.The information owner

should be able to control further dissemination and use of personal informa-
tion. This represents a novel feature that is no simply concerned with autho-
rizing the access to data and resources but also with definingand enforcing
the way data and resources are subsequently managed.

11.3.1 Overview of Ongoing Work

The first proposals investigating the application of credential-based access con-
trol regulating access to a server were made by Winslett et al.26,29 Here, ac-
cess control rules are expressed in a logic language and rules applicable to an
access can be communicated by the server to clients. In30,31 the authors investi-
gated trust negotiation issues and strategies that a party can apply to select cre-
dentials to submit to the opponent party in a negotiation. In7 the authors pro-
posed a uniform framework for regulating service access andinformation disclo-
sure in an open, distributed network system like the Web. As in previous pro-
posals, access regulations are specified as logical rules, where some predicates
are explicitly identified. Certificates are modeled ascredential expressionsof
the form “credentialname(attributelist)”, where credentialname is the creden-
tial name and attributelist is a possibly empty list of elements of the form “at-
tribute name=valueterm”, where valueterm is either a ground value or a variable.
Besides credentials, the proposal also allows to reason about declarations (i.e., un-
signed statements) and user-profiles that the server can maintain and exploit for
taking the access decision. Communication of requisites tobe satisfied by the re-
quester is based on a filtering and renaming process applied on the server’s policy,
which exploits partial evaluation techniques in logic programs. Yu et al.11,30,32

developed a service negotiation framework for requesters and providers to grad-
ually expose their attributes. In30 thePRUdent NEgotiation Strategy(PRUNES)
has been presented. This strategy ensures that the client communicates its cre-
dentials to the server only if the access will be granted and the set of certificates
communicated to the server is the minimal necessary for granting it. Each party
defines a set ofcredential policiesthat regulates how and under what conditions
the party releases its credentials. The negotiation consists of a series of requests
for credentials and counter-requests on the basis of the parties’ credential policies.
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The credential policies established can be graphically represented through a tree,
callednegotiation search tree, composed of two kinds of nodes:credential nodes,
representing the need for a specific credential, anddisjunctive nodes, representing
the logic operators connecting the conditions for credential release. The root of a
tree node is a service (i.e., the resource the client wants toaccess). The negotiation
can therefore be seen as a backtracking operation on the tree. The backtracking
can be executed according to different strategies. For instance, abrute-forceback-
tracking is complete and correct, but is too expensive to be used in a real scenario.
The authors therefore proposed the PRUNES method that prunes the search tree
without compromising completeness or correctness of the negotiation process.
The basic idea is that if a credentialC has just been evaluated and the state of
the system is not changed too much, then it is useless to evaluate again the same
credential, as the result will be exactly as the result previously computed. The
same research group proposed also a method for allowing parties adopting dif-
ferent negotiation strategies to interoperate through thedefinition of aDisclosure
Tree Strategy(DTS) family.32 The authors show that if two parties use different
strategies from the DST family, they are able to establish a negotiation process.
The DTS family is a closed set, that is, if a negotiation strategy can interoperate
with any DST strategy, it must also be a member of the DST family.

In33 a Unified Schema for Resource Protection(UniPro) has been proposed.
This mechanism is used to protect the information in policies. UniPro gives
(opaque) names to policies and allows any named policyP1 to have its own policy
P2 meaning that the contents ofP1 can only be disclosed to parties who have shown
that they satisfyP2. Another approach for implementing access control based on
credentials is theAdaptive Trust Negotiation and Access Control(ATNAC).34 This
method grants or denies access to a resource on the basis of asuspicion levelas-
sociated with subjects. The suspicion level is not fixed but may vary on the basis
of the probability that the user has malicious intents. In35 the authors proposed to
apply the automated trust negotiation technology for enabling secure transactions
between portable devices that have no pre-existing relationship. In11 the authors
presented a negotiation architecture, calledTrustBuilder, that is independent from
the language used for policy definition and from the strategies adopted by the two
parties for policy enforcement. Other logic-based access control languages based
on credentials have been introduced. For instance, D1LP andRT,36,37 the SD3
language,38 and Binder.39 In19,21 logic languages are adopted to specify access
restrictions in a certificate-based access control model.

Few proposals have instead addressed the problem of how to regulate the use
of personal information in secondary applications. In40 the authors proposed an
XML-based privacy preference expression language, calledPReference Expres-
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sion for Privacy(PREP), for storing the user’s privacy preferences with Liberty
Alliance. PREP allows users to specify, for each attribute,a privacy labelthat is
characterized by a purpose, type of access, recipient, dataretention, remedies, and
disputes. ThePlatform for Privacy Preferences Project(P3P)41 is another XML-
based language that allows service providers and users to reach an agreement on
the release of personal data. Basically, a service providercan define a P3P policy,
which is an XML document, where it is possible to define the recipient of the
data, desired data, consequence of data release, purpose ofdata collection, data
retention policy, and dispute resolution mechanisms. Users specify their privacy
preferences in term of a policy language, called APPEL,42 and enforce privacy
protection through a user agent: the user agent compares theuser privacy pref-
erences with the service provider P3P policy and checks whether the P3P policy
conforms to the user privacy preferences. Although P3P is a good starting point,
it is not widely adopted by the service providers and presents some limitations
on the user side.43 The main limitation is that the definition of simple privacy
preferences is a complex task and writing APPEL preferencesis error prone. For
this reason, Agrawal et al.43 proposed a new language, called XPref, for user
preferences. However, both APPEL and XPref are not sufficiently expressive be-
cause, for example, they do not support negotiation and contextual information,
and they do not allow the definition of attribute-based conditions. Another impor-
tant disadvantage of these approaches is that users have a passive role: a service
provider defines a privacy policy that users can only accept or reject. In12 a new
type of privacy policy, calleddata handling policy, that regulates the secondary
use of a user’s personal data has been discussed. A data handling policy regulates
how Personal Identifiable Information (PII) will be used (e.g., information col-
lected through a service will be combined with information collected from other
services and used in aggregation for market research purposes), how long PII will
be retained (e.g., information will be retained as long as necessary to perform the
service), and so on. Users can therefore use these policies to define how their
information will be used and processed by the counterpart.

11.3.2 Open Issues

Although current approaches supporting attribute-based policies are technically
mature enough to be used in practical scenarios, there are still some issues that
need to be investigated in more detail to enable more complexapplications. We
summarize these issues as follows.7

• Ontologies.Due to the openness of the scenario and the richness and variety
of security requirements and attributes that may need to be considered, it is
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important to provide parties with a means to understand eachother with re-
spect to the properties they enjoy (or request the counterpart to enjoy). There-
fore, common languages, dictionaries, and ontologies mustbe developed.
• Access control evaluation and outcome.Users may be occasional and they

may not know under what conditions a service can be accessed.Therefore,
to make a service “usable”, access control mechanisms cannot simply return
“yes” or “no” answers. It may be necessary to explain why authorizations
are denied, or - better - how to obtain the desired permissions. Therefore, the
system can return an undefined response meaning that currentinformation is
insufficient to determine whether the request can be grantedor denied. For
instance, suppose that a user can use a particular service only if she is at least
eighteen and provides a credit card. According to this policy, two cases can
occur: i) the system knows that the user is not yet eighteen and therefore
returns a negative response;ii) the user has proved that she is eighteen and
the system returns an undefined response together with the request to provide
the information of a credit card.
• Privacy-enhanced policy communication.Since access control does not re-

turn only a “yes” or “no” access decision, but it returns the information about
which conditions need to be satisfied for the access to be granted (“undefined”
decision), the problem of communicating such conditions tothe counterpart
arises. To fix the ideas, let us see the problem from the point of view of the
server (the client’s point of view is symmetrical). A naive solution consists in
giving the client a list with all the possible sets of credentials that would en-
able the service. This solution is however not feasible due to the large number
of possible alternatives. Also, the communication processshould not disclose
“too much” of the underlying security policy, which might also be regarded
as sensitive information.
• Negotiation strategy.Credentials grant parties different choices with respect

to what release (or ask) the counterpart and when to do it, thus allowing for
multiple trust negotiation strategies.32 For instance, aneagerstrategy, re-
quires parties to turn over all their credentials if the release policy for them is
satisfied, without waiting for the credentials to be requested. By contrast, a
parsimoniousstrategy requires that parties only release credentials upon ex-
plicit request by the server (avoiding unnecessary releases).
• Composite services.In case of a composite service (i.e., a service that is

decomposable into other services called component services) there must be
a semi-automatic mechanism to calculate the policy of a composite service
from the policies of its component services.
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• Semantics-aware rules.Although attribute-based policies allow the specifica-
tions of restrictions based on generic attributes or properties of the requestor
and the resources, they do not fully exploit the semantic power and reason-
ing capabilities of emerging web applications. It is therefore important to be
able to specify access control rules about subjects accessing the information
and about resources to be accessed in terms of rich ontology-based metadata
(e.g., Semantic Web-style ones) increasingly available inadvanced e-services
applications.44

11.4 Privacy Issues in Data Collection and Disclosure

Internet provides novel opportunities for the collection and sharing of privacy-
sensitive information from and about users. Information about users is collected
every day, as they join associations or groups, shop for groceries, or execute most
of their common daily activities. Consequently, users havevery strong concerns
about the privacy of their personal information and they fear that their personal in-
formation can be misused. Protecting privacy requires therefore the investigation
of many different issues including the problem ofprotecting released information
against inference and linking attacks, which are becoming easier and easier be-
cause of the increased information availability and ease ofaccess as well as the
increased computational power provided by today’s technology. In fact, released
data too often open up privacy vulnerabilities through, forexample, data mining
techniques and record linkage. Indeed, the restricted access to information and its
expensive processing, which represented a form of protection in the past, do not
hold anymore. In addition, while in the past data were principally released in tab-
ular form (macrodata) and through statistical databases, many situations require
today that the specific stored data themselves, called microdata, be released. The
advantage of releasing microdata instead of specific pre-computed statistics is an
increased flexibility and availability of information for the users. At the same time
however microdata, releasing more specific information, are subject to a greater
risk of privacy breaches. To this purpose, the main requirements that must be
taken into account are the following.

• Identity disclosure protection.Identity disclosure occurs whenever it is possi-
ble to identify a subject, calledrespondent, from the released data. It should
therefore be adopted techniques for limiting the possibility of identifying re-
spondents.
• Attribute disclosure protection.Identity disclosure protection alone does not

guarantee privacy of sensitive information because all therespondents in a
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group could have the same sensitive information. To overcome this issue,
mechanisms that protect sensitive information about respondents should be
adopted.
• Inference channel.Given the possibly enormous amount of data to be consid-

ered, and the possible inter-relationships between data, it is important that the
security specification and enforcement mechanisms provideautomatic sup-
port for complex security requirements, such as those due toinference and
data association channels.

To protect the anonymity of the respondents to whom the released data refer,
data holders often remove, encrypt, or code identity information. Identity informa-
tion removed or encoded to produce anonymous data includes names, telephone
numbers, and Social Security Numbers. Although apparentlyanonymous, how-
ever, the de-identified data may contain other quasi-identifying attributes such as
race, date of birth, sex, and geographical location. By linking such attributes to
publicly available databases associating them with the individual’s identity, data
recipients can determine to which individual each piece of released data belongs,
or restrict their uncertainty to a specific subset of individuals. This problem has
raised particular concerns in the medical and financial fields, where microdata,
which are increasingly released for circulation or research, can be or have been
subject to abuses, compromising the privacy of individuals.

To better illustrate the problem, consider the microdata table in Figure 11.2(a)
and the non de-identified public available table in Figure 11.2(b). In the micro-
data table, which we refer to as private table (PT), data have been de-identified
by suppressing names and Social Security Numbers (SSNs) so not to explicitly
disclose the identities of respondents. However, the released attributesRace,
Date of birth, Sex, ZIP, andMarital status can be linked to the public
tuples in Figure 11.2(b) and reveal information onName, Address, andCity. In
the private table, for example, there is only one single female (F) born on 71/07/05
and living in the 20222 area. This combination, if unique in the external world
as well, uniquely identifies the corresponding tuple as pertaining to “Susan Doe,
20222 Eye Street, Washington DC”, thus revealing that she has reported hyper-
tension. While this example demonstrates an exact match, insome cases, linking
allows one to detect a restricted set of individuals among whom there is the actual
data respondent.

Among the microdata protection techniques used to protect de-identified mi-
crodata from linking attacks, there are the commonly used approaches like sam-
pling, swapping values, and adding noise to the data while maintaining some over-
all statistical properties of the resulting table.45 However, many uses require the
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SSN Name Race Date of birth Sex ZIP Marital status Disease

asian 71/07/05 F 20222 Single hypertension
asian 74/04/13 F 20223 Divorced Flu
asian 74/04/15 F 20239 Married chest pain
asian 73/03/13 M 20239 Married Obesity
asian 73/03/18 M 20239 Married hypertension
black 74/11/22 F 20238 Single short breath
black 74/11/22 F 20239 Single Obesity
white 74/11/22 F 20239 Single Flu
white 74/11/22 F 20223 Widow chest pain

(a)

Name Address City ZIP DOB Sex Status

. . . . . .. . . . . . . . . . . .. . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . .
Susan Doe Eye street Washington DC 20222 71/07/05 F single
. . . . . .. . . . . . . . . . . .. . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . .

(b)

Fig. 11.2 An example of private tablePT (a) and non de-identified public available table (b).

release and explicit management of microdata while needingtruthful informa-
tion within each tuple. This “data quality” requirement makes inappropriate those
techniques that disturb data and therefore, although preserving statistical proper-
ties, compromise the correctness of single tuples.45 k-anonymity, together with
its enforcement viageneralizationandsuppression, has been proposed as an ap-
proach to protect respondents’ identities while releasingtruthful information.46

The concept ofk-anonymity tries to capture, on the private table to be re-
leased, one of the main requirements that has been followed by the statistical
community and by agencies releasing the data, and accordingto which there-
leased data should be indistinguishably related to no less than a certain number
of respondents.

The set of attributes included in the private table, also externally available
and therefore exploitable for linking, is calledquasi-identifier. The requirement
above-mentioned is then translated in thek-anonymity requirement:46 each re-
lease of data must be such that every combination of values ofquasi-identifiers
can be indistinctly matched to at least k respondents. Since it seems impossible,
or highly impractical and limiting, to make assumptions on the datasets available
for linking to external attackers or curious data recipients, essentiallyk-anonymity
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takes a safe approach requiring that, in the released table itself, the respondents be
indistinguishable (within a given set) with respect to a setof attributes. To guaran-
tee thek-anonymity requirement,k-anonymity requires each quasi-identifier value
in the released table to have at leastk occurrences. This is clearly a sufficient con-
dition for thek-anonymity requirement: if a set of attributes of external tables
appears in the quasi-identifier associated with the privatetablePT, and the table
satisfies this condition, the combination of the released data with the external data
will never allow the recipient to associate each released tuple with less thank re-
spondents. For instance, with respect to the microdata table in Figure 11.2 and the
quasi-identifierRace, Date of birth, Sex, ZIP, Marital status, the table
satisfiesk-anonymity withk = 1 only, since there are single occurrences of values
over the quasi-identifier (e.g., “asian, 71/07/05, F, 20222, single”).

11.4.1 Overview of Ongoing Work

As above-mentioned,k-anonymity proposals focus ongeneralizationandsuppres-
sion techniques. Generalization consists in representing the values of a given at-
tribute by using more general values. This technique is based on the definition
of a generalization hierarchy, where the most general value is at the root of the
hierarchy and the leaves correspond to the most specific values. Formally, the
notion ofdomain(i.e., the set of values that an attribute can assume) is extended
by assuming the existence of a set ofgeneralized domains. The set of original
domains together with their generalizations are referred to asDom. Each gen-
eralized domain contains generalized values and there exists a mapping between
each domain and its generalizations. This mapping is statedby means of agen-
eralization relationship6D. Given two domainsDi andD j ∈ Dom, Di 6D D j

states that values in domainD j are generalizations of values inDi . The general-
ization relationship6D defines a partial order on the setDom of domains, where
eachDi has at mostonedirect generalization domainD j , and all values in each
domain can always be generalized to a single value. The definition of a general-
ization relationship implies the existence, for each domain D ∈ Dom, of a totally
ordered hierarchy, calleddomain generalization hierarchy, denotedDGHD. As an
example, consider attributeZIP code and suppose that a step in the corresponding
generalization hierarchy consists in suppressing the least significant digit in the
ZIP code. Figure 11.3 illustrates the corresponding domain generalization hier-
archy. In this case, for example, if we choose to apply one generalization step,
values 20222, 20223, 20238, and 20239 are generalized to 2022* and 2023*. A
generalization process therefore proceeds by replacing the values represented by
the leaf nodes with one of their ancestor nodes at a higher level. Different gener-
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Z2 = {202**}

Z1 = {2022*,2023*}

OO

Z0 = {20222,20223,20238,20239}

OO

202**

2022*

<<yyyyyyyy
2023*

bbEEEEEEEE

20222

EE������
20223

YY333333

20238

EE������
20239

YY333333

Fig. 11.3 An example of domain generalization hierarchy forattributeZIP.

alized microdata tables can be built, depending on the amount of generalization
applied on the considered attribute.

Suppression is a well-known technique that consists in protecting sensitive in-
formation by removing it. The introduction of suppression can reduce the amount
of generalization necessary to satisfy thek-anonymity constraint.

Generalization and suppression can be applied at differentlevels of granu-
larity. Generalization can be applied at the level of singlecolumn (i.e., a gen-
eralization step generalizes all the values in the column) or single cell (i.e., for
a specific column, the table may contain values at different generalization lev-
els). Suppression can be applied at the level of row (i.e., a suppression operation
removes a whole tuple), column (i.e., a suppression operation obscures all the val-
ues of a column), or single cells (i.e., ak-anonymized table may wipe out only
certain cells of a given tuple/attribute). The possible combinations of the differ-
ent choices for generalization and suppression (includingalso the choice of not
applying one of the two techniques) result in differentk-anonymity proposals and
different algorithms fork-anonymity.

Note that the algorithms for solvingk-anonymity aim at finding ak-minimal
table, that is, one that does not generalize (or suppress) more than it is needed to
reach the thresholdk. As an example, consider the microdata table in Figure 11.4
and suppose that the quasi-identifier is{Race, Date of birth, Sex, ZIP}.

Figure 11.4 illustrates an example of 2-anonymous table obtained by apply-
ing the algorithm described in,46 where generalization is applied at the column
level and suppression is applied at the row level. Note that the first tuple in the
original table has been suppressed, attributeDate of birth has been general-
ized by removing the day, and attributeZIP has been generalized by applying two
generalization steps along the domain generalization hierarchy in Figure 11.3.

In47 we defined a possible taxonomy fork-anonymity and discussed the main
proposals existing in the literature for solving thek-anonymity problems. Basi-
cally, the algorithms for enforcingk-anonymity can be partitioned into three main
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SSN Name Race Date of birth Sex ZIP Marital status Disease

asian 74/04/ F 202** divorced Flu
asian 74/04/ F 202** married chest pain
asian 73/03/ M 202** married obesity
asian 73/03/ M 202** married hypertension
black 74/11/ F 202** single short breath
black 74/11/ F 202** single obesity
white 74/11/ F 202** single flu
white 74/11/ F 202** Widow chest pain

Fig. 11.4 An example of a 2-anonymized table for the private tablePT in Figure 11.2(a).

classes:exact, heuristic, andapproximationalgorithms, respectively. While ex-
act and heuristic algorithms producek-anonymous tables by applying attribute
generalization and tuple suppression and are exponential in the size of the quasi-
identifier,46,48–53 approximation algorithms producek-anonymous tables by ap-
plying cell suppression without generalization or cell generalization without sup-
pression.54–56 In these case, exact algorithms are not applicable because the com-
putational time could be exponential in the number of tuplesin the table.

Samarati46 presented an algorithm that exploits a binary search on the domain
generalization hierarchy to avoid an exhaustive visit of the whole generalization
space. Since thek-anonymity definition is based on a quasi-identifier, the algo-
rithm works only on this set of attributes and on tables with more thank tuples
(this last constraint being clearly a necessary condition for a table to satisfyk-
anonymity). Bayardo and Agrawal48 presented an optimal algorithm, calledk-
Optimize, which starts from a fully generalized table (with all tuples equal) and
specializes the dataset in a minimalk-anonymous table, exploiting ad-hoc prun-
ing techniques. LeFevre, DeWitt, and Ramakrishnan51 described an algorithm
that uses a bottom-up technique and a priori computation.

Iyengar53 presented genetic heuristic algorithms and solves thek-anonymity
problem using an incomplete stochastic search method. The method does not as-
sure the quality of the solution proposed, but experimentalresults show the valid-
ity of the approach. Winkler50 proposed a method based on simulated annealing
for finding locally minimal solutions, which requires high computational time and
does not assure the quality of the solution. Fung, Wang and Yu49 presented a
top-down heuristic to make a table to be releasedk-anonymous. The algorithm
starts from the most general solution, and iteratively specializes some values of
the current solution until thek-anonymity requirement is violated. Each step of
specialization increases the information and decreases the anonymity.

Meyerson and Williams56 presented an algorithm fork-anonymity, which
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guarantees aO(k log(k))-approximation. Aggarwal et al.54,55 illustrated two ap-
proximation algorithms that guarantee aO(k)-approximation solution. Note that
although both heuristics and approximation algorithms do not guarantee the min-
imality of their solution, and we cannot perform any evaluation on the result of a
heuristic, an approximation algorithm guarantees near-optimum solutions.

k-anonymity is also currently the subject of many interesting studies. In par-
ticular, these studies aim at: studying efficient algorithms for k-anonymity en-
forcement; usingk-anonymity as a measure on information disclosure due to a set
of views;57 extending its definition to protect the released data against attribute,
in contrast to identity, disclosure (ℓ-diversity);58 supporting fine-grained applica-
tion of generalization and suppression; and investigatingadditional techniques for
k-anonymity enforcement.59

11.4.2 Open Issues

We now summarize the main open issues in developing ak-anonymity solution.

• Extensions and enrichment of the definition. k-anonymity captures only the
defence against identity disclosure attacks, while remaining exposed to at-
tribute disclosure attacks.46 Some researchers have just started proposing
extensions tok-anonymity58 to capture also attribute disclosure, however re-
search is still to be done.
• Protection against utility measures.As we can imagine the more the pro-

tection, the less precise or complete the data will be. Research is needed
to develop measures to allow users to assess, besides the protection offered
by the data, the utility of the released data. Clearly, utility may be different
depending on the data recipients and the use intended for theinformation. Ap-
proaches should be therefore devised that maximize information utility with
respect to intended uses, while properly guaranteeing privacy.
• Efficient algorithms.Computing a table that satisfiesk-anonymity guarantee-

ing minimality (i.e., minimal information loss or, in otherwords, maximal
utility) is an NP-hard problem and therefore computationally expensive. Ef-
ficient heuristic algorithms have been designed, but still research is needed
to improve the performance. Indexing techniques could be exploited in this
respect.
• New techniques.The original k-anonymity proposal assumed the use of gen-

eralization as suppression since, unlike others, they preserve truthfulness of
the data. Thek-anonymity property is however not tied to a specific technique
and alternative techniques could be investigated.
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• Merging of different tables and views.The originalk-anonymity proposal
as well as most subsequent works assume the existence of a single table to
be released with the further constraints that the table contains at most one
tuple for each respondent. Work is needed to release these two constraints.
In particular, the problem of releasing different tables providing anonymity
even in presence of join that can allow inferring new information needs to be
investigated.
• External knowledge. k-anonymity assumes the data recipient has access to

external database linking identities with quasi identifiers; it did not however
model external knowledge that can be further exploited for inference and ex-
pose the data to identity or attribute disclosure. Work is needed to allow mod-
eling external knowledge and taking it into account in the process of comput-
ing the table to be released.

11.5 Location Privacy Issues

The pervasive diffusion of mobile communication devices and technical improve-
ments of location technologies are fostering the development of a new wave of
applications that use the physical position of individualsto offer location-based
services for business, social, or informational purposes.60 Location awareness
supports an extended context of interaction for each user and resource in the envi-
ronment, eventually modeling a number of spatial-temporalrelationships among
users and resources. In a location-aware environment, context is not the static
situation of a predefined environment; rather, it is a dynamic part of the process
of interacting with a changing environment, composed of mobile users and re-
sources.61

Location-related information can be classified as follows.

• Punctual location,absolute longitude-and-latitude geographical location pro-
vided by systems like GPS (Global Positioning System). In outdoor and rural
environments GPS, when at least three satellites are visible, delivers position
information with an acceptable accuracyc. Today, GPS chipsets are integrated
into most mainstream cell phones and PDAs; when it is not available, the cel-
lular network itself can be used as a basic geo-location service.62

• Logical or local location, composed of location assertions with different

cIn dense urban areas or inside buildings, localization withGPS may becomes critical because the
satellites are not visible from the mobile terminal. By 2008the European Union will deploy Galileo, a
next-generation GPS system that promises greater accuracyand operation covering both indoors and
out, due to stronger radio signals that should penetrate most buildings.



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

248 C. A. Ardagna et al.

levels of precision, for example, specifying that the user in a specific country,
city, building or room.

Obviously, given the necessary background information (e.g., in the form of a
map with geographical coordinates) there may be a function that maps punctual
locations to logical ones. Recent research has proposed many location techniques
producing a user’s logical location, punctual location or both, depending on appli-
cation requirements. Location techniques have been proposed for local wireless
networking: for example, Microsoft Research’s RADAR system requires an ini-
tial calibration in which 802.11 readings are made on a 1 meter (1m) grid. Then,
this grid is used for positioning 802.11 access points (APs). If the APs are posi-
tioned correctly, knowing the readings of a device is sufficient for estimating its
location. The Place Lab project63 does not rely on the availability of a grid of
previous readings; rather, it predicts location via the positions of the APs, read
from a database cached on each device.

Today, the public databasewigle.net contains the position of more than 2
million APs in the US and in Europe, providing quick-and-dirty location in some
key urban areas.

In this scenario, it comes with no surprise that personal privacy, which is
already the center of many concerns for the risks posed by current on-line ser-
vices,64,65 is considered seriously threatened by location-based services. In addi-
tion, the publicity gained by recent security incidents that have targeted individu-
als privacy, revealed faulty data management practices andunauthorized trading of
users personal information (including, ID thefts and unauthorized profiling). For
instance, some legal cases have been reported, where rentalcompanies used GPS
technology to track their cars and charge users for agreement infringements,66 or
where an organization used a “Friend finder” service to trackits own employ-
ees.67 Research on privacy issue has also gained a relevant boost since providers
of online and mobile services, often, largely exceeded in collecting personal in-
formation as a requirement for service provision.

In such a worrisome scenario, the concept oflocation privacycan be defined
as the right of individuals to decide how, when, and for whichpurposes their lo-
cation information could be released to other parties. The lack of location privacy
protection could result in severe consequences that make users the target of fraud-
ulent attacks:68

• unsolicited advertising,the location of the user could be exploited, without
her consent, to provide advertisements of products and services available
nearby the user position;
• physical attacks or harassment,the location of the user could be used to carry
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physical assaults to individuals;
• users profiling,the location of the user, which intrinsically carries personal

information, could be used to infer other sensitive information such as state
of health, personal habits, professional duties, and the like;
• denial of service,the location of the user could be used to deny accesses to

services under some circumstances.

Situations in which sensing technologies have been used forstalking users
locations and harassing individuals have been already reported.67,69

In this context, location privacy can assume several meanings and pursue dif-
ferent objectives depending on the scenario in which the users are moving and on
the services with which the users are interacting with. Location privacy protection
could be aimed either at preserving: the privacy of the user identity, the single
user location measurement, or the location movement of the user monitored in a
certain period of time. The following categories of location privacy can then be
identified.60

• Identity privacy.The main goal is to protect the identities of the users asso-
ciated with or inferable from location information. For instance, many online
services provide a person with the ability to establish a relationship with some
other entities without her personal identity being disclosed to those entities.
In this case, the best possible location measurement can be provided to the
others entities but the identity of the users must be preserved.
• Position privacy.The main goal is to perturb locations of the users to protect

the positions of individual users. In particular, this typeof location privacy
is suitable for environments where users identities are required for a success-
ful service provisioning. An example of a technique that most solutions either
explicitly or implicitly exploit, consists in scaling a location to a coarser gran-
ularity (e.g., from meters to hundreds of meters, from a cityblock to the whole
town, and so on).
• Path privacy. The main goal is to protect the privacy of the users that are

monitored during a certain period of time. The location-based services will
no longer receive a single location measurement, but they will gather many
samples allowing them to track users. In particular, path privacy can be guar-
anteed by adapting the techniques used for identity and position privacy to
preserve the privacy of a user that is continuously monitored.

These categories of location privacy pose different requirements that are guar-
anteed by different privacy technologies, which we will analyze in the following
Section. Note that no technique is able to provide a general solution satisfying all
the privacy requirements.



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

250 C. A. Ardagna et al.

11.5.1 Overview of Ongoing Work

Accordingly to the categories of location privacy previously described, three dif-
ferent classes of location privacy techniques can be introduced: anonymity-based,
obfuscation-based, and policy-based. These classes are partially overlapped in
scope and could be potentially suitable to cover requirements coming from one
or more of the categories of location privacy. Anonymity-based and obfuscation-
based techniques can be usually regarded as dual categories. While anonymity-
based techniques have been primarily defined to protect identity privacy and are
less suitable for protecting position privacy, obfuscation-based techniques are
well suited for position protection and less appropriate for identity protection.
Anonymity-based and obfuscation-based techniques are well-suited for protect-
ing path privacy. Nevertheless, more studies and proposalshave been focused on
anonymity-based rather than on obfuscation-based techniques. Policy-based tech-
niques are in general suitable for all the location privacy categories. However,
they can be difficult to understand and manage for end users.

Anonymity-based solutions. An important line of research in location privacy
protection relies on the notion ofanonymity.70–74 Anonymity typically refers to
an individual, and it means that the personal identity, or personally identifiable
information of that person is not known.

Mix zonesis the method developed by Beresford and Stajano70,75 to enhance
privacy in location-based services by means of an anonymityservice based on
an infrastructure that delays and reorders messages from subscribers within pre-
defined zones. In particular, Mix zone model is managed by a trusted middleware
that lies between the positioning systems and the third party applications and is
responsible for limiting the information collected by applications. The Mix zone
model is based on the concepts ofapplication zoneandmix zones. The former rep-
resents homogeneous application interests in a specific geographic area, while the
latter represents areas in which a user cannot be tracked. Inparticular, within mix
zones, a user is anonymous in the sense that the identities ofall users coexisting
in the same zone are mixed and become indiscernible. Furthermore, the infras-
tructure makes a user entering the mix zone unlinkable from other users leaving
it. The authors also provide an analysis of an attacker behavior by defining and
calculating the level of anonymity assured to the users.70 In particular, the suc-
cess of an attack aimed at recovering users identities is inversely proportional to
the anonymity level. To conclude, the Mix zones model is aimed at protecting
long-term user movements still allowing the interaction with many location-based
services.
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Bettini et al.71 proposed a framework able to evaluate the risk of sensitive
location-based information dissemination, and introduces a technique aimed at
supportingk-anonymity.46 In particular, the authors put forward the idea that the
geo-localized history of the requests submitted by a user can be considered as
a quasi-identifierto access sensitive information about that individual. Forin-
stance, a user tracked during working days is likely to commute from her house
to the workplace in a specific time frame in the morning and come back in an-
other specific time frame in the evening. This information can be used to easily
re-identify the user. The privacy preservation framework based on the concepts of
quasi-identifier andk-anonymity is designed for such scenario. In particular, the
service provider gathering both users requests and personal histories of locations
should never be able to link a subset of requests to a single user. To make this pos-
sible, there must existk-1 users having a personal history of locations compatible
with the requests that have been issued.

Gruteser and Grunwald73 definedk-anonymity in the context of location ob-
fuscation. The paper proposes a middleware architecture and an adaptive algo-
rithm to adjust location information resolution, in spatial or temporal dimensions,
to comply with specific anonymity requirements. The authorsproposed the con-
cepts ofspatialandtemporal cloakingused to transform a user’s location to com-
ply with the requestedk level of anonymity. In particular, spatial cloaking guar-
antees thek-anonymity required by the users by enlarging the area in which a
user is located until enough indistinguishable individuals are contained. The same
reasoning could be done for the temporal cloaking, which is an orthogonal pro-
cess with respect to the spatial one. Whereas this method could provide spatial
coordinates with higher accuracy, it reduces the accuracy in time.

Gedik and Liu72 described anotherk-anonymity model aimed at protecting
location privacy against various privacy threats, and provided a framework sup-
porting locationk-anonymity. Each user is able to define the minimum level of
anonymity and the maximum acceptable temporal and spatial resolution for her
location measurement. Then, the focus of the paper is on the definition of a
message perturbation engine responsible for providing location anonymization of
user’s request messages through identity removal and spatio-temporal obfuscation
of location information.

Mokbel et al.74 presented a framework, named Casper, aimed at changing
traditional location-based servers and query processors to provide the users with
anonymous services. Users can define their privacy preferences through ak, which
is the number of users to be indistinguishable, andAmin representing the mini-
mal area that the user is willing to release. Casper framework is composed by a
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location anonymizer,responsible for perturbing the users location to achieve the
privacy preferences of users, and by aprivacy-aware query processor,responsible
for the management of anonymous queries and cloaked spatialareas.

To conclude, another line of research that relies on the concept of anonymity
is aimed at protecting the path privacy of the users.76–78 This research area is par-
ticularly relevant since in the near past many location tracking applications have
been designed and developed also for devices with limited capabilities (e.g. cel-
lular phones). Nowadays, in fact, data about users moving ina particular area are
collected by external services, such as navigation systems, that use them to pro-
vide their services effectively. In such a scenario the needfor privacy techniques
aimed at protecting the privacy of the path becomes urgent.

Obfuscation-based solution. Another line of research in location privacy pro-
tection consists in the adoption of obfuscation techniques. Obfuscation is the pro-
cess of degrading the accuracy of the information, to provide privacy protection.
Differently from anonymity-based techniques the major goal of obfuscation tech-
niques is to perturb the location information still maintaining a binding with the
identity of users. Several location-based services in factrequires a user to present
her identity to access the requested service.

Duckham and Kulik79 analyzed obfuscation techniques for protecting the lo-
cation privacy of users. The paper sets out a formal framework that provides a
mechanism for balancing individuals needs for high-quality information services
and for location privacy. The technique is based on the imprecision concept, which
means the lack of specificity of location information. The authors proposed to de-
grade location information quality and to provide obfuscation features by adding
n points at the same probability to the real user position. Thealgorithm assumes
a graph-based representation of the environment. In80 the defined obfuscation
methods are validated and evaluated through a set of simulations. The results
show that obfuscation can provide at the same time both high quality of service
and high privacy level.

In addition, today, some commercial location platforms include a gateway that
mediates between location providers and location-based applications. In those ar-
chitectures, such as Openwave,81 the location gateway obtains users location in-
formation from multiple sources and delivers them, possibly modified, according
to privacy requirements. Openwave assumes that users specify their privacy pref-
erences in terms of a minimum distance representing the maximum accuracy they
are willing to provide.

Bellavista et al.82 studied a solution based on a middleware that balances
between the proper level of user privacy and the needs of location-based services
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precision. The location data are then exposed at the proper level of granularity
depending on privacy/efficiency requirements negotiated by the parties. Hence,
instead of exact client positions, a downscaled location information (with lower
precision and lower geographical granularity) is returned.

Finally, some proposals83–85 presented several obfuscation-based techniques
for location privacy protection that are particularly suitable for location-based ser-
vices. These techniques are based on a simple and intuitive mechanism for the
definition of the privacy preferences, and on a formal estimator, namedrelevance,
of both privacy and accuracy of location. In summary, these techniques provide
a degree of privacy to the users by degrading the location accuracy of each mea-
surement and offer a measurable accuracy to service providers.

Policies-based solution. Other works studied the possibility of protecting users
privacy through the definition of complex rule-based policies.

Hauser and Kabatnik86 addressed this problem in a privacy-aware architec-
ture for a global location service, which allows users to define rules that will be
evaluated to manage access to location information. Hengartner and Steenkiste87

described a method of using digital certificates combined with rule-based policies
to protect location information. The IETF Geopriv working group88 addressed
privacy and security issues related to the disclosure of location information over
the Internet. The main goal is to define an environment (i.e.,an architecture, pro-
tocols, and policies) supporting both location information and policy data. The
Geopriv infrastructure relies on bothauthorization policies,posing restrictions on
location management and access, andprivacy rulesassociated with the location
information, defining restrictions on how the released information can be managed
by the counterparts.

Some proposals used the Platform for Privacy Preferences (P3P)41 to encode
users privacy preferences. In particular, Hong et al.89 provided an extension
to P3P for representing user privacy preferences for context-aware applications,
while Langheinrich90 proposed thepawSsystem that provides a privacy enabling
technology for end-users.

11.5.2 Open Issues

We briefly describe some open issues that need to be taken intoconsideration in
the future development of location privacy techniques.

• Privacy preference definition.A key aspect for the success of location privacy
techniques is the definition of a mechanism for privacy preferences specifi-
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cation that balances between the two traditionally conflicting requirements of
usabilityandexpressiveness. Despite its importance for the effectiveness of a
privacy solution, this issue has received little attentionin previous works on
location privacy.
• Balancing location privacy and accuracy.Location privacy solutions should

be able to balance the need of privacy protection required byusers and the
need of accuracy required by service providers. Location privacy techniques,
which are focused on users needs, could make the service provisioning impos-
sible in practice due to the excessively degradation of location measurement
accuracy. A possible direction to avoid excessive degradation is the definition
of an estimator of the accuracy of location information, abstracting from any
physical attribute of sensing technology, which permits toquantitatively eval-
uate both the degree of privacy introduced into a location measurement and
the location accuracy requested by a service provider. Bothquality of online
services and location privacy could then be adjusted, negotiated, or specified
as contractual terms. A quantitative estimation of the provided privacy level
makes simpler the integration of privacy solutions into a full fledged location-
based application scenario.91,92

• Composition of privacy techniques.Usually, all location privacy solutions im-
plement a single privacy technique. This is clear in the caseof obfuscation-
based techniques, where most of the solutions rely on traditional obfuscation
by scaling the location area. An important requirement for next generation
solutions is to provide more techniques and combine them to increase their
robustness with respect to possible de-obfuscation attempts performed by ad-
versaries.
• Degree of privacy protection.Although some works83–85 provide an estima-

tion of the degree of privacy introduced by location privacytechniques, the
real degree of privacy is not estimated yet. The real degree of privacy must be
calculated by analyzing the possibilities of an adversary to reduce the effects
of the privacy techniques. As an example, consider a traditional obfuscation-
based technique by scaling the location area. Let assume that the location of
a user walking in an urban area has been obfuscated by just increasing the
radius to return an area that covers the whole city, rather than an area with
radius of some hundreds of meters. It would be reasonable foran adversary
to infer that the original area covers just few neighborhoods rather than the
whole city. Whereas such trivial de-obfuscation does not produce exactly the
original measure, it provides the adversary with a better approximation of
the original measurement than the obfuscated area, hence, reducing the user’s
location privacy.
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11.6 Conclusions

This paper discussed aspects related to the protection of information in today’s
globally networked society. We investigated recent proposals and ongoing work
addressing different privacy issues in emerging applications and new scenarios
focussing on: the combination of security policies and their interchange and en-
forcement in open scenarios, the protection of personal data undergoing public
or semi-public release, and on the protection of location information in location-
based services. For all these areas, we have briefly illustrated the challenges to be
addressed, current research, and open issues to be investigated.
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Chapter 12

Risk-Based Access Control for Personal Data Services
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In the context of ubiquitous computing, small mobile devices are used as a plat-
form for consuming various services. Specifically, personal data and information
of a person (called data owner) are distributed over many third party organiza-
tions (data/service provider), and are being made available as Web services, such
as monthly financial statements, personal medical data services (e.g., X-ray re-
sults), etc. Very often, the personal information Web services are not just used by
the data owner, but by third party data consumers who work on the cases on be-
half of the data owner, such as financial advisers or doctors.In this environment,
the data consumers often are not the same as the data owner. Access control is
enforced to prevent confidential personal information fromfalling into the hands
of ”unauthorized” users. However, in many critical situations, such as emergen-
cies, relevant information may need to be released even if users are not explicitly
authorized. In this paper, we present the notion of situational role and propose
a risk-based access control model that makes the decisions by assessing the risk
in releasing data in the situation at hand. Specifically, it employs the ”access
first and verify later” strategy so that needed personal information is released
without delaying access for a decision making third-party,and yet providing an
adequate mechanism for appropriate release of personal information by a third
party provider. Our approach employs the notion of situation role and uses se-
mantics in building situation role hierarchies. It computes the semantic distance
between the credential attributes required by the situational role and the actual
role of a user requesting access, which essentially is used in assessing the risk.

263
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12.1 Introduction

In today’s networked environment, often much of the personal information and
contents are created, stored and are in custody of private third parties. For ex-
ample, medical records of one person are distributed over many different doctors
(general doctors, specialists, etc.), financial information is in custody of financial
institutions (banks, investment companies, credit card companies), legal docu-
ments in various institutions (e.g. lawyer’s office, courts, police stations), photo
services and so on. With the ease of using Internet and Web technologies, the data
custodians can make the data readily accessible through Webservices.

Very often, the personal data stored by the service providers needs to be ac-
cessed by another third party consumer who works on one’s case for decision
making or evaluation. For instance, the doctor who is diagnosing a patient’s con-
dition may need X-ray results from the outpatient center as well as lab results
from a laboratory. Traditional solutions may impose accesscontrol on the service
provider side to ensure proper access by the third party’s (e.g. doctor’s) role and
credentials. However, this solution may not be the best solution or a feasible one,
since the third party data requestor can be an ad-hoc one timeuser. Pre-defining
and considering all possible data requestor roles on the data provider side is not
feasible. The data owner is separate from the data provider and data consumer
(requestor). In this largely distributed and ad-hoc environment, personal data is
distributed over many different providers, and it is accessed not only by the data
owners, but also by third party data consumers. A security challenge is to provide
a mechanism to control access to the Web service usages, without a pre-defined
trusted entity.
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Another security challenge is that users do not have much control over their
data transfer by the legitimate third party data consumer toanother party, who may
be partnered or affiliated with the data consumer. Web service aggregators for
value-added services may need to use data services that are provided by multiple
providers. The value-added services or decision making requires multiple data
services. An inappropriate data transfer from one organization to another without
appropriate consent is not desirable. At least a notification of the unexpected data
transfer, may alert the improper data flow. With the Web services environment that
allows automated agents to exchange data freely, this kind of warnings of data
transfers may be useful to prevent or to remedy the damage that can be caused
with further propagation.

These challenges are also applicable in the organizationallevel. Most orga-
nizations now use several outsourcing or consulting services where the company
information, such as payroll and employee information, is served by third party
data providers, and the data requestors/consumers may be another third party or-
ganization which evaluates the company’s financial health,or standing.

However, in time critical situations such as a medical emergency, disaster sit-
uation, or incident involving critical information needs,the personal data is being
accessed and released without much concern. However, afterthe mitigation and
responses to the situations are handled, it is not clear whether the private data was
accessed unnecessarily or not. Our goal in this paper is thateven in those emer-
gency situations some access control can be enforced based on the assessment of
risks in releasing private, confidential data, and there should be traces to track
back and audit the data access in case needs arise.

Example 12.1We present an example that illustrates the need for obtaining data
from third party entities. John just had a car accident, and his injury requires im-
mediate medical attention. The police needs to call an ambulance, his car needs
to be towed, and the paramedic transported him to a medical emergency room
for immediate treatment. The nurses need to have his medicalrecords and health
insurance data. John’s blood type information and his medical history records
reside distributed in several doctor’s offices. The nurse can quickly authenticate
to the medical group network, and finds the services of doctors who provide the
medical records for their patients. Using the car accident report ID sent over by
the police laptop as an authentication credential, the nurse on behalf of John will
be able to access the appropriate blood type from the lab, anddiabetic conditions
and drug/allergic conditions from general and specialist doctor’s. For proper di-
agnosis, the X-ray of the chest is also required, and the images are retrieved from
another X-ray lab. The blood type identified is used for bloodtransfusion, and
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the ER doctor will use drug reaction conditions to prevent certain drug uses. The
nurse also finds out the insurance information to alert the insurance carrier.

Normally these medical records are not released to a third party, but in an
emergency situation as in the above example, the availability of these records
for the third party is necessary and desirable to handle the case without delaying
or without duplicating the existing records. In this case the nurse uses the po-
lice report ID as an informal guarantor for her access rights. However, the nurse
should not be allowed to view John’s salary or employment related records, or
financial investment information in this context. It also should not let the nurse
propagate/leak John’s sensitive information to another individual or group, such
as another specialist doctor who may be interested in expanding his own patient
pool, or an insurance company that may affect John’s future insurance costs or
benefits.

In this paper, we propose a risk-based distributed data access control that uti-
lizes a risk-reasoner that calculates the risk level in releasing data. The data is
first released even though the data disclosure policies of each data provider do
not exactly match with the credentials of the data requestor, but the risk level is
acceptable. The risk reasoner calculates the risk-level based on the semantic simi-
larity between the disclosure policy statement and the given credentials. An exact
or approximate matching will result in a low risk level, while no matching or a
low matching level will result in a high risk level. The risk reasoner considers
the semantic and situational relationships between the policy statements and the
credentials provided by the requestors. The risk reasoner also considers the risk
entailed by having several data items requested at the same time, implying that
there may be a higher risk when the data items are combined together than when
each data item stands by itself. The data requests are modeled with a connected
graph, consisting of a common set of data for a particular situation.

To ensure the accountability of released data under a certain level of risk, we
have a monitoring and auditing component that monitors and records the traces of
released data, and notifies the data owner about the releaseditems with a capability
to ”explain” the circumstances under which the release decision was made, if
needed.

This paper is organized as follows. In section 12.2, we briefly discuss the pre-
vious related work on trust-based access control and Web service authentication
and authorization. In Section 12.3, the situation role model and risk-based access
control model is introduced followed by section 12.5 that shows the risk-based
access control evaluation. In section 12.6 we present a system architecture for
proposed risked-based access control and implementation issues. In section 12.7
we conclude and present future research directions.
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12.2 Related Work

In a typical federated Web service environment, there is a central federation orga-
nization with several partner organizations as service providers. In this federated
environment, these business partner organizations establish some or all of business
agreements, cryptographic trust, and user identifiers or attributes across security
and policy domains to enable more seamless cross-domain business interactions.
Federation is the dominant movement in identity managementtoday. It decouples
or loosely couples at the identity management layer, insulating each domain from
the details of the others’ authentication and authorization infrastructure. Key to
this loose coupling at the identity management layer are standardized mechanisms
and formats for the communication of identity information between the domains.

A standard language SAML (Security Assertion Markup Language) devel-
oped by the OASIS XML-Based Security Services Technical Committee (SSTC)
is an XML-based framework that provides a common language for exchanging the
security information and sharing security services between partner organizations
engaged in B2B and B2C business transactions. SAML allows business entities to
make assertions regarding the identity, attributes, and entitlements of a subject (an
entity that is often a human user). This approach allows a single sign on (SSO) for
federation partners. However, this approach assumes the prior-agreement between
participating organizations, that is, all the participants are trusted partners.

To address the ad-hoc access requests in many open systems, such as the Web
environment, where no prior known entities are involved, there have been several
approaches, such as trust negotiations,1 content-based trust generation2 among
many, in open systems, and resource services access3 in pervasive computing en-
vironments. These approaches concern establishing trust among the unknown
Web interaction parties, e.g. clients and servers, when there are no pre-existing
trust relationships.

For trust negotiations, the access policy for a resource is specified in declara-
tive credentials required to gain access to the resource. The credentials required
for accessing resource access may be also sensitive, and needs to be released only
when the server is trustworthy, and the data resources are released only when the
client meets the necessary credentials.1,2 The trust building involves bilateral and
iterative negotiation between parties, to establish trustin one another.

In the study,2 the trust-building credentials are dynamically generatedfrom
the contents of messages or resources exchanged. The contents are filtered and if
they are classified to be of a sensitive nature, then the appropriate credentials are
requested for checking whether the message is allowed to be sent out to the recip-
ient or to be received from the sender. There are four types ofmessage security
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monitoring: client sending message monitor, client receiving message monitor,
server sending message monitor and server receiving message monitor. These
monitors capture the messages coming in or going out and classify the messages
using similarity match with pre-defined sets of sensitive data queries.

In the work,3 the access to distributed resources in a pervasive computing
environment is allowed even though the requesting client isnot a user with pre-
established trust with the security agent who checks the credentials. The client
first obtains the access right delegation from a trusted party (i.e. authorized party
by the security agent). With the delegation of a trusted party, the client unknown
to the system decides grants to access. This mechanism provides dynamic access
rights according to the trust delegation from a trusted party. It presents a dis-
tributed model in which security agents are hierarchicallyarranged and security
agents manage security and trust, and X.509 authenticationcertificates identify
users and services. Authorized users can make delegations and revocations in the
form of signed assertions. These signed assertions with delegation information
are evaluated by security agents, and matched with the appropriate security poli-
cies for providing access control. The study assumes that itis easy to identify the
trusted party as a ”Certificate Authority” for obtaining authorization delegation
for the access requestor. However, in a fully distributed environment, identify-
ing the right trusted party for obtaining delegation rightsis in itself a daunting
task. Also the delegated assertions only consider the trusted party’s authentication
credentials that are statically stored with the security agent.

The Benefit And Risk Access Control (BARAC)4 is proposed where the access
control is based on the benefits of information sharing and risks of information
disclosure. Typically, there are allowed transactions (represented as AT graph) and
information flow paths and BARAC accessiblity graph (AC graph) that describes
the objects accessible by subjects, but in some circumstances, the allowed paths
are not possible due to different circumstances. Thus, it needs to modify AT graph
and AC graph. The modifications of these BARAC configurationsmay result in
adding risks or subtracting benefits. The access control system maintains the total
benefits and risks of these modified AT and AC graphs with allocated budgets.

In the study,5 different permissions are associated with different levels of risks,
and there exist security risk ordering relations among these tasks. The role hierar-
chy relations are used for selecting a role for delegation oftasks that would yield
least risks. This is similar to our approach in role related risks, but it does not con-
sider semantic distance, but strict seniority of the role hierarchy. It also assumes
a thorough study on risk relationship orderings of role and permission relations
within an organization, e.g. a hospital. This is not feasible in an open system as
in the Internet-based information access.
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The approach6 is a risk-adaptive access control model where the estimated
quantified risk is based on the probability of damage times value of damage. These
estimated risks belong to some band in the risk scale that represents the range
of quantified risk estimates that is further divided into multiple bands of risk.
Each band on the risk scale is associated with an access control decision. If the
estimated risk falls in a lower band, then the access is allowed. On the other hand,
if it falls in the top band, the access is denied.

12.3 Risk-Based Access Control Model

In this section, we present a risk model for roles and objects, followed by a risk-
based policy representation.

12.3.1 Situational Role Model

The risks involved with roles typically arise when the access control system needs
to grant an access, even though the requester’s role deviates from a role speci-
fied in the authorization rules, or the credentials of the requester do not exactly
match with the authorized role. Thus, even though the authorization rule states
that ”doctors in general hospitals are allowed to read a patient record” but the
request is made by ”a nurse in a general hospital” or ”a doctorin a medical uni-
versity,” the system tries to grant access to the requester due to a circumstance
such as an emergency or urgent nature of data needs. In these cases, the usual
exact specification of the role in an access control rule or anexact matching of the
rule may need to be relaxed and the role specification needs tobe enriched.

Our approach is to model more enriched roles, using a role in asituation called
asituational role. A situation is modeled with a workflow which denotes a process
with a set of coordinated tasks and typical roles (default orprototypical roles) that
are assigned to execute these tasks.

We assume that each user is associated with one or morecredentials. Creden-
tials are assigned when a user is created and are updated accordingly. We assume
the policy states that a user should provide a set ofcredentialsto assume a role.
Thus, a role is defined in terms of a bundle of credentials witha unique type ID
calledcredential type. LetCT ={cti,ct2, ...} be the set of credential types.

Definition 12.1 (Credential-type) A credential-type ct is a pair(ct id,CA),
where ct id ∈CT is a unique identifier and CA is the set of attributes belonging
to ct id. Each cai ∈CA has an attribute name and CA(ct) is the set of attributes
belonging to ct.
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Credential types are organized in a subtype relationship hierarchy, calledCre-
dential Type Hierarchy. We useCu to denote the set of credentials associated with
a useru.

Definition 12.2 (Credential) A credential c, an instance of a credential-type ct,
is a triple (ct id,c id,Cu), where ctid ∈CT, c id is a unique credential identifier,
and Cu = (a1 : v1, . . . ,an : vn), where{a1, . . .an} ⊆CA(ct).

Example 12.2An example of a credential for a credential type “doctor” is as
follows:
(doctor, D123, (medical license: Board of New York Medical Association, license
Number: 12412, specialty:surgery, affiliation: St. Barnabas Hospital)).

A situationis modeled with a typical process that contains a set of interrelated
tasks performed by a set of authorized roles. For instance, in a medical emergency
situation, there are typically a doctor, nurse, residents,medical aids, ambulance
drivers, etc., who interact in a process of providing patient care, such as patient
record retrieval by a nurse, critical health indicator comparison by a nurse, med-
ical treatment information lookup by a resident, look up formedical diagnostic
information, and prescription alternatives by a doctor etc. In the following, we
define a situation.

Definition 12.3 (Situation) A situation s is represented as a pair(sid,W) where
sid denotes the unique name of a situation, and W= (T,D), is a workflow (pro-
cess), where T= {t1,t2, ...} is a set of tasks and D is the set of edges denoting
inter-task dependencies among tasks.

Dependencies are typically of the formti
x−→ t j wherex the dependency ex-

pression. It essentially means thatti follows t j only if x is true. Several categories
of dependencies are possible, including control-flow, value and external depen-
dencies. Additionally, the set of tasks are not always sequential but may be of the
form, AND/OR join and AND/OR split, etc.7,8

An example of a situation is (car-accident,W1) that shows a car accident
situation that is typically associated with a workflow,W1=”Process-Accident-
scene”, whereW1 consists of tasksT= {call-police, look-up-license, generate-
police-report, call-ambulance, lookup-blood-type, lookup-medical-records, call-
insurance, call-criminal-records, call-accident-history...}, where each task has a
typical role that executes it, e.g. the policeman performs generate-police-report.
The dependencies among the tasks, for example, include call-criminal-records
follows look-up-license only if look-up-license has resulted in the discovery of an
expired license.



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

Risk-Based Access Control for Personal Data Services 271

Situations, expressed as sid’s, are nothing but their descriptors. We use the no-
tationsW(s),T(s),D(s),ti(s) to refer to the workflow, its task set, its dependency
set, and a particular taskti in W(s) of a situations, respectively.

We assume that situations are organized hierarchically based on the semantic
relationships among one another. Specifically speaking, a situation is at a higher
level in the hierarchy, if it pertains to a more general concept. We define a situation
hierarchy as follows:

Definition 12.4 (Situation Ontology) A situation hierarchy Hs is defined as a set
of situations{s1,s2, ...} with partial ordering relationships among all si and sj in
Hs.

An example of the situation hierarchy is a disaster situation having subtypes
such as ”natural disaster” and ”man-made disaster” situations, and natural disas-
ter in turn can have several subtype situations such as ”weather disaster,” ”earth-
quake.”

Each taskt ∈ T in the situation workflowW has a specified role(s) that is
allowed to execute the task. We denote this role as thesituational role. Given a
taskt ∈W, for a situation, we denote the situational role asrs(t). We assume that
for every situational rolers(t), there exists a required set of credential attributes
associated with it, which is defined as follows.

Definition 12.5 (Situational Role) A situational role rs(t) is represented as a
triple (s, ti(s),C) where C= {a1 : v1 . . .an : vn} is therequired credential setasso-
ciated with r, denoted as C(r).

C(r) is a set of attribute and value pairs(a1 : v1, . . . ,an : vn).
Based on the semantics associated with the roles, we assume that situation

roles can be partially ordered, which we denote as asituation role hierarchy,
which captures the partial ordering relationships among them. Note that this may
not be the same as the role hierarchy as traditionally assumed. We assume that the
situation role hierarchy always has a root and the level of a situation role is higher
if it is closer to the root. A roler i is said to be at a higher level than the other if its
situation is more general than that of the other.

12.3.2 Objects

We assume objects in the system comprise of properties/attributes and their val-
ues. Policy rules over objects are specified using the above attributes and logical
combinations of these attribute-value relationships. Therequested objects should
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have matching properties with those specified in the policy,in order to grant an
access to the specified object. The privacy and confidentiality level of the ob-
ject determines the risk of allowing access to that object. For instance, exposure
of an object with personally identifiable attributes such associal security num-
ber or name, may cause more risk than when objects with other non-identifying
attributes are accessed, since those may violate a person’sprivacy (e.g. medical
records with identifying information), or may risk identify thefts.

In this paper, we assume that the data objects can differ in the risk level de-
pending on three types of sensitive attributes: (1) anonymous attributes, (2) per-
sonally non-identifying attributes, such as age, date of birth, gender, occupation,
education, income, ZIP Code with no address, interest and hobbies; and (3) per-
sonally identifying information that refers to information that can be used to iden-
tify or locate an individual. The exposure of the object may cause different levels
of risk depending on whether personally identifying attributes are included in the
request or not, since they can pose more risks to the privacy of an individual.

We assume that there exists a set of data providersP ={p1, p2, ...} that
may generate, manage and disseminate data objects, and assume that each data
provider pi has a set of data objectsOi ={oi1,oi2, ...} residing atpi . Each data
object has a set of attributesoi = 〈at1,at2, ...〉. Thus we have multiple data sets
OBJ= {O1,O2, ...} distributed over different providers inP. At present, we do not
consider that data are replicated and maintained by multiple data providers.

Each data setOi is provided by a service providerpi through a set of Web
servicesWSi ={ws1,ws2, ...}. Each Web servicewsi takes InputIN and Out-
put OUT. The input and output behavior of each Web service is described and
available in a directory service UDDI (Universal Description Discovery and In-
tegration). UDDI also contains all the Web services provided by all the service
providersWS={WSi ,WS2, ...}.

Each attribute can be associated with a risk level inherent to data items such
as data attributes that can identify the personal identity or reveal any confidential
information when it is revealed, so called linkable attributes. These risks can be at
different levels, and we define these as risk indices. Thus a data attribute that has
a potential of leaking sensitive information has a higher risk index than those that
do not reveal private or secure information. For instance, by default the attributes
that can identify individuals uniquely as in the unique primary attribute, or the
attributes that have greater linkability will be assigned as high risk. However,
each individual may have different levels of concerns in privacy. In such a case,
he or she can express her privacy preferences using privacy coefficients to denote
the personal privacy policy expressing how one values the level of sensitivity or
privacy of data attributes.
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Definition 12.6 (Privacy Coefficient) The privacy coefficient pvi of an attribute
ati of an object o is a natural number that specifies its level of privacy. For an
object o, PV(o) = {pv1, pv2, ...} represents the privacy coefficients of all the at-
tributes of o.

These privacy coefficients will be used to calculate the risklevels, where the
value of privacypvi is directly translated into the risk level of the attributeati .
Thus the higher the privacy coefficient, the higher the risk level. The personal
privacy policy may not list all the attributes’ privacy levels. For the attributes not
specified in the policy, the attribute is not considered as private or sensitive. Based
on the level of privacy, one may define the risk associated with releasing an object
attribute. Obviously, risk is some function of the privacy.

Definition 12.7 (Object Risk Vector) Given object o∈ O with attribute vec-
tor A(o) = {at1,at2, ...} and the privacy coefficient PV(o) associated with the
attributes, a risk vector of o is defined as RK(o)=(rk1, rk2, ...) where rki =

f (pv(ati)).

RK(o) represents a risk index of each attribute inA(o). A higher risk index
rki represents a higher risk of revealing sensitive information abouto or the data
owner ofo. For instance, the social security information for an employee salary
record or a patient medical record may have a higher risk index than the transac-
tion amount or the blood pressure information.

12.4 Situation Role-Based Access Control

When a user logs in, a new session is activated and he/she presents credential cer-
tificates and a situation identifier. Upon providing user credentials, namely a set of
attribute and value pairs, the system checks with the credentials for potential roles.
When the credentials provided by the user match with the credentials associated
with a situation role, then it is activated.

For instance, if a user is logged on as a doctor with appropriate credentials
for a doctor role, and the situation is medical emergency, then the situation role,
emergency doctor = (emergency, operate, surgeon), is activated. As stated in defi-
nition 12.3, a situation workflow consists of tasks and the typical roles associated
with each task in the workflow. Thus, for the medical emergency, the ”Operate”
workflow may have roles such as{nurse, doctor, anesthetist, clerk, ...}. Among
these, the situation workflows that have overlapping roles with those verified with
the roles according to the certificate credentials are activated. Thus role activation
is a mapping of a user session in a situation to situation roles.
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Definition 12.8 (Situation Role-based Access Control)

• U,SROLES,T, and OBJ are the set of users, situation roles, tasks, and oper-
ations.

• UA⊆U ×SROLES, a many-to-many mapping user-to-role assignment rela-
tion.

• assignedusers(r)→ 2SROLES, the mapping of r onto a set of users. Formally:
assignedusers(r) = {u∈U |(u, r) ∈UA}, the mapping of role r onto a set of
users.

• PRMS= 2(T×OBJ) (the set of permissions) Formally: p⊆ {(t,o)|t ∈ T
∧

o∈
OBJ}

• PA⊆ PRMS×SROLES, a many-to-many mapping of permission-to-role as-
signments.

• assignedpermissions(r)→ 2PERMS, the mapping of role r onto a set of per-
missions. Formally, assignedpermissions(r) = {p∈ PRMS|(p, r) ∈ PA}.

• t → {P ∈ PRMS}, the task-to-permission mapping, which gives the set of
permissions associated with a task t.

• SES, the set of sessions.
• user sessions(u : USERS)→ 2SES, the mapping of user u onto a set of ses-

sions.
• sessionroles(ses : SESSIONS) → 2SROLES, the mapping of session

ses onto a set of roles. Formally: sessionroles(sesi) ⊆ {r ∈
SROLES|(sessionusers(sesi), r) ∈UA}.

• S, the set of situations.
• situation(s : S)→ 2W, the mapping of situation s onto a set of workflows.

Since objects are stored and delivered by the data providers, the requests for
data objects are done through data Web services. The Web services access and
manipulate the data items. Web services include not only traditional simple access
functions such as ”read/retrieve/view” and ”write/update,” but also include other
types of data record manipulations using different types ofWeb services such as
”anonymize” which limits access to only the non-identifying attributes of data
objects, or ”select” where a subset of the data records are retrieved. In addition,
the operations can include not only these atomic Web services, but also composite
Web services which combine several Web services in sequenceto arrive at the
desired value-added data. Thus, each Web service data provider can maintain the
situation roles and the set of required credentials for thatrole and also evaluate the
eligibility of the consumers of the Web services.

Definition 12.9 (Web services)Given a set of Web services WS, a Web service
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ws∈WS is defined as an operation on data objects ws(OIN ,OOUT) where OIN ⊂
OBJ and OOUT ⊂OBJ.

Definition 12.10 (Permission Assignment Rules)Permission assignment is a
relationship that maps a situation role to a set of Web services, denoted as
R→ 2WS .

Definition 12.11 (Access Request)An access request is defined as a tuple<

u,s,ws,oin,oout >, where a user in a session, u, in a situation s requests service
ws, given input object oin to receive output oout.

John Smith handles a medical emergency in the ER unit of a hospital H, and he
needs to access the patient’s previous hospitalization history records from another
hospitalH ′ before any medical treatment. He can look up the Web service reposi-
tory, and finds a Web service that returns the hospital records given the patient’s ID
as an input. He directly communicates withH ′ and proceeds with the authentica-
tion process. OnceH ′ authenticates the user and the situation he is in,H ′ evaluates
if a doctor in a medical emergency can access patient’s hospital records. The doc-
tor role is activated with the credentials, and the permissions given to doctors in
emergency operations are retrieved. The tasks in situation-related workflows con-
tain the permitted activities, i.e. provide patient hospitalization records; then the
role is granted to access the objects.

12.5 Risk-Based Access Control Reasoning and Auditing

The basic model for the situational role based access control presented in the
previous section assumes that the user’s roles exactly match with the permission
assignment rules. In an emergency or crisis management situation, the ability
for forming a dynamic coalition of organizations and peopleavailable at the time
is a key for successful situation handling. In this kind of situations, resources
may have to be released to users who may not fit to the roles specified for the
permissions, because the right people may not be available at the time, and the
situation needs to be handled. On the other hand, there are risks in releasing
information to the wrong party. There should be a mechanism to assess the risks
involved in a structured manner, and also leave enough auditable information in
case the needs arise to trace back for accountability.

Our approach provides a reasoning mechanism (Risk Reasoner) to measure
risks based on role structure, information sensitivity levels, and process depen-
dency sequences. This section will present the risk measurements and risk-based
reasoning for access control decisions.
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12.5.1 Risks Based on Role Structure

In this case, we consider the case where the credentials associated with the user do
not match exactly with those of the situational roles required for the workflow. Re-
call that each situation is associated with a workflowW, and the workflow consists
of a set of tasksT = {t1,t2, ...}, and each taskt ∈ T is associated with situational
rolesR(T)={r(t1), r(t2), ...} that are granted for executing tasks in each workflow
W. However, the set of credentials associated with the user may not match with
any situational roles associated with the tasks within the workflow pertaining to
the situation. In this case, the system tries to see if the authorized role (AR∈R(T))
for a taskti ∈ T in W and the user’s roles (UR) have any semantic relationships,
such asUR is a child ofAR, or sibling ofARin a situational role hierarchy. Using
the situational role hierarchy and the required credentialattributes, we can mea-
sure the risk based on the semantic and structural distancesbetweenARandUR.
The distance fromAR to UR is the risk measure. We look at the attribute dimen-
sion as well as the child-parent (specific-general) relationships between these two
roles in the role hierarchy.

The semantic distance (SD) of two roles is measured with the semantic at-
tribute distance (AD) that is measured with the cosine distance with multidimen-
sional attributes of two roles, and the relationship distance (RD) is measured by
the level distance of the nodes in the role hierarchy.

AD(r, r ′) =
√

((v1−v′1)
2 +(v2−v′2)

2 + ...) (1)

wherevi ,v′i are values for an attributeai , andai ∈C(r).

RD(r, r ′) = |level(r)− level(r ′)| (2)

wherelevel refers to the height in the situation role hierarchy.

Risk(r) = SD(r, r ′) = AD+RD (3)

The risk involved in role deviation, i.e. using one role (r ′) different from the
required role (r) in the policy, is greater when the semantic distance between these
roles is greater. For example, in the medical emergency situation, the medical
office clerk normally does not access the injured person’s confidential medical
records, but the doctor or nurses may. In the case of a medicaloffice clerk, the
access may be granted due to its semantic relationships to the doctor or nurses.
The semantic distance of the medical clerk from the granted roles, namely doctors
or nurses, is calculated and when the risk level is within therisk threshold, the
access is granted. On the other hand, if a lawyer in the situation tries to access the
medical records, the risk level calculated from the semantic distance between the
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granted role (doctors or nurses) and the lawyer may be higherthan a threshold to
grant access.

12.5.2 Risks Based on Information Sensitivity

When the policy specifies the roles that are allowed to use a permitted task (Web
services) to access an output, or allowed to execute tasks ina situational workflow
W, the risk is not an issue. However, when the roles that are deviating from
the authorized role try to execute a task that returns an output object, the risk of
revealing the object to this role should be considered. The privacy coefficient of
object attributes is used to calculate the risks.

Given privacy coefficientsPV = {pv1, pv2, ...} for some attribute sets of a data
object, the risk vector of the requested output objectoout is defined as the privacy
coefficient of attributes in the requested output. Thus,RK(oout) = {pvi|ati ∈ oout}.
Then the risk level of the requested data object is calculated as the sum of the
privacy coefficients in the risk vector for the output of a task (i.e. Web services).

Risk(o) =
n

∑
i=1

rki (4)

for all attributes inoout.

12.5.3 Risks Based on Process Dependency

Another risk is when the typical situational workflow has a sequence of tasks to
be performed. Each task may have certain preconditions to bemet before it can
be performed by a role. However, in some cases, these preconditions may not be
met and the task needs to be executed. In other words, there isa risk associated
with the task execution since its preconditions are not fully met and pending to be
satisfied. For instance, the medical emergency situation may contain the doctor’s
task to retrieve the medical history of a patient’s mental health may depend on a
police record of some incident. With the absence of the police record, the task
may proceed with some risk of revealing the mental health records of a patient.
In some cases, a task may require several preconditions to bemet, but not all the
preconditions are satisfied before the task is executed.

To calculate the risk for a task according to a dependency (orpre-condition)
satisfaction, the following risk is used:

Given a dependency between two tasks,t ′
d→ t, the risk of taskt

rk(t) =

{

1 if d(t) is not satisfied;

0 otherwise.
(5)
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For calculating the risk associated for all taskt ∈ T, we useRisk(t) to denote the

sum ofrk(t) for all t where eacht has dependencies,t ′
d→ t, as shown in equation

(6).

Risk(t) = ∑
∀t′ |t′ d→t

rk(t) (6)

Thus given a situations, the overall risk of a request for accessing an object
through a task (Web service) by a role in a situationscan be expressed as:

Risk(r,t(o)) = Risk(r)+Risk(o)+Risk(t) (7)

The risk-based access control algorithm enforces the access control based on
the risk values. The algorithmRisk-based Access Controlshows a pseudo-code
for the the risk reasoning and access control:

Risk-based Access Control (rq):

Input: rq= < us,s,ws,oin,oout >, whereus, a user in a session in a situation
s, requests servicewsgiven input objectoin to receive outputoout.

Uses:Repositories of Situation Workflows, Role-credential Hierarchy,
Situation hierarchy, Web services, Object Risk Vector;

Output: Permissions for grant access, empty for denying access
1. R(us)← Validate user’s credentials to determine roles.
2. W(s)← Determine situation workflows
3. SR← Identify Situation Roles (R(us),ws∈W(s))
4. AR← Identify Permitted Roles (ws))
5. if SR∩AR 6= /0
6. then Return (SR∩AR)
7. else /* if no permitted role exists */{
8. Risk(r) = Semantic Distance (SR,AR)
9. Risk (o) = Sensitivity Risk (RK(o))

10. Risk(t) = Dependency Risk for allt ′ wheret ′
d→ t

11. Risk = Risk(r) + Risk(o) + Risk(t) >

12. if (Risk> δ)
13. then Return(/0)
14. else{ RecordTrace (us,R(us),WS(oin,oout),Risk,timestamp)
15. Return(WS,δ)}}
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12.6 Architecture of Prototype and Implementation Issues

This section describes the component architecture of the Risk-based Access Con-
trol to provide an overall approach. We consider a decentralized architecture
where a user may send a request for an object to a particular service provider.
Figure 12.1 shows the data service providers and the users. Each provider main-
tains a proxy server that can run the situation-based and risk-based access control
with risk reasoning to evaluate a proper access and to maintain the audit records.
The proxy server also authenticates the user for a session, using the certificate
and its credentials provided by a certificate authority (CA). In addition, this ar-
chitecture is based on the third party services, on the situation related workflow
information that contains the typical processes associated with a situation and its
typical roles, and on Web service registry services such as UDDI to locate the
service profiles. This architecture is scalable as the ad-hoc users may be authenti-
cated and authorized for the requested object, and it allowseach service provider
to maintain its own access policies and privacy policies, i.e. privacy coefficients
for objects, and enable them to be more flexible without losing control over their
own company’s rules and without unnecessarily revealing the company policies.

Fig. 12.1 Decentralized system architecture for risk-based access control.
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Fig. 12.2 Components for situation role-based and risk-based access control.

In order to ensure privacy protection and proper access control, the proxy
server for each data service provider runs a middleware to evaluate the situation-
based roles, and performs reasoning on the privacy risks based on roles, object
privacy coefficients, and dependencies. It also maintains the auditing traces in
order to assure that the released data under certain risks are accounted for. Fig-
ure 12.2 shows the proxy server components that implement the situation access
control, risk reasoner and audit traces.

For implementation of the policies, we use XACML standards to represent
the permission policies to associate privilege permissions with object resources
and role-to-permission assignment policies. The following shows XACML per-
mission rules for resources. For example, it specifies a policy to permit reading a
medical records.
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Table 1.1 XACML specification of permission rules.

<PolicySet xmlns="urn:oasis:names:tc:xacml:2.0:policy:schema:os" PolicySetId="PPS:doctor:role"

PolicyCombiningAlgId="&policy-combine;permit-overrides">
<!-- Permissions specifically for the doctor role -->

<Policy PolicyId="Permissions:specifically:for:the:doctor:role"
RuleCombiningAlgId="&rule-combine;permit-overrides">

<!-- Permission to access medical records-->

<Rule RuleId="Permission:to:access:medical:records" Effect="Permit">
<Target>

<Resources>
<Resource>
<ResourceMatch MatchId="&function;string-equal">

<AttributeValue DataType="&xml;string">medical records</AttributeValue>
<ResourceAttributeDesignator AttributeId="&resource;resource-id" DataType="&xml;string"/>

</ResourceMatch>
</Resource>

</Resources>
<Actions>

<Action>

<ActionMatch MatchId="&function;string-equal">
<AttributeValue DataType="&xml;string">read</AttributeValue>

<ActionAttributeDesignator AttributeId="&action;action-id" DataType="&xml;string"/>
</ActionMatch>

</Action>

</Actions>
</Target>

</Rule>
</Policy>

</PolicySet>

The following shows a role to permission assignment. It saysa subject who
has the attribute value of ”doctor” has a permission that is specified in the permis-
sion policy set ”PPS:doctor:role.”

Table 1.2 An example of a role to permission assignment.

<PolicySet xmlns="urn:oasis:names:tc:xacml:2.0:policy:schema:os" PolicySetId="RPS:doctor:role"

PolicyCombiningAlgId="&policy-combine;permit-overrides">
<Target>

<Subjects>
<Subject>
<SubjectMatch MatchId="&function;anyURI-equal">

<AttributeValue DataType="&xml;anyURI">&roles;doctor</AttributeValue>
<SubjectAttributeDesignator AttributeId="&role;" DataType="&xml;anyURI"/>

</SubjectMatch>
</Subject>

</Subjects>
</Target>
<!-- Use permissions associated with the doctor role -->

<PolicySetIdReference>PPS:doctor:role</PolicySetIdReference>
</PolicySet>
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In addition, a policy to assign a role to a situation workflow is similarly speci-
fied. Each workflow is specified in Business Process ExecutionLanguage (BPEL)
which has been a popular process specification for Web services, and the policy
of associating a BPEL with a specific situation is defined in the situation policy.
One situation can be associated with multiple BPEL specifications. The follow-
ing shows the situationr-to-workflow BPEL assignment policies. We do not show
the BPEL specification for the medical emergency process, which is a set of Web
services (tasks) with dependencies.

Table 1.3 An example of a Situation-to-Workflow assignment.

<policyset xmlns="urn:oasis:names:tc:xacml:2.0:policy:schema:os"
PolicySetId="SWS:situation:process" PolicyCombiningAlgId="&policy-combine;permit-overrides">
<Target>

<Situations>
<Situation>

<SubjectMatch MatchId="&function;anyURI-equal">
<AttributeValue DataType="&xml;anyURI">&situation;medical-emergency</AttributeValue>
<SubjectAttributeDesignator AttributeId="&situation;" DataType="&xml;anyURI"/>

</SituationMatch>
</Situation>

</Situations>
</Target>

<!-- Use process specification associated with the medical-emergency-situation -->
<PolicySetIdReference>BPS:medical-emergency:process</PolicySetIdReference>
</PolicySet>

12.7 Conclusion and Future Work

In this paper, we have presented a situational role-based access control model
and risk-based access control reasoning approach. We presented an approach that
allows a situation to be a factor in evaluating the access control decision. Often
the situations, such as emergency or time-critical situations, determine the typical
processes of responding. An access control in the emergencyor crisis situations
is either not provided, ignoring most of policies, or not adequately addressed.
Even in these situations, the information, especially privacy-related data, should
be disseminated in a controlled manner and in an accountablefashion, such that
there is no gross privacy violation. We introduced a model ofa situation as a
set of typical workflows (response processes, or typical activities) that consists of
sequenced tasks (or services) that are executed by typical roles. This is called a
situational role. The situational role-based access control is a method to match
the situational role activation with permitted roles. In case of a user whose roles
do not match with these typical roles, a set of risks is computed based on the
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role mismatch, the object privacy coefficient that represents the level of damage
if the object is exposed, and the task dependencies that may not be completely
satisfied although they are typically required in order for atask (data release) to
be performed. When risk-based access control is used, the system records the
audit information to report back in case needs arise.

A decentralized architecture for access control is proposed for data or service
providers such that the access reasoning and its required policies can be locally
managed by the service providers. The situation related information, such as typ-
ical processes and roles, can be provided by third party service providers. An
implementation within the Web service framework is proposed with the decen-
tralized policy specifications using XACML standards.

Future work includes more detailed work on the audits and accountabilities
and privacy object provenance. An implementation of the prototype system is
under way. In this paper, the events or situations are not ”authenticated.” One
research direction is how to verify the situation as it is claimed by the user to
exist. Most of user authentication resorts to a fixed set of credentials, except some
contextual information. The certification of a situation should be dynamic and it
may not resort to a static trusted third party, but the authentication of the emerging
situation may depend on other sources, and the types of credentials used to verify
the situation may be quite different from the conventional user identity related
credentials.
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Chapter 13

Topological Vulnerability Analysis: A Powerful New Approach For
Network Attack Prevention, Detection, and Response
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This chapter examines issues and methods for survivabilityof systems under
malicious penetrating attacks. To protect from such attacks, it is necessary to
take steps to prevent them from succeeding. At the same time,it is important to
recognize that not all attacks can be averted at the outset; those that are partially
successful may be unavoidable, and comprehensive support is required for identi-
fying and responding to such attacks. We describe our Topological Vulnerability
Analysis (TVA) system, which analyzes vulnerability to multi-step network pen-
etration. At the core of the TVA system are graphs that represent known exploit
sequences that attackers can use to penetrate computer networks. We show how
TVA attack graphs can be used to compute actual sets of hardening measures that
guarantee the safety of given critical resources. TVA can also correlate received
alerts, hypothesize missing alerts, and predict future alerts. Thus, TVA offers a
promising solution for administrators to monitor and predict the progress of an
intrusion, and take quick appropriate countermeasures.
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13.1 Introduction

Computer networks are inherently difficult to secure against attack. They are of-
ten connected to the Internet, for which security was not an original design goal.
Default configurations for many software components are insecure, and these con-
figurations often remain unchanged by the user. There is generally little economic
incentive to develop secure software, so vulnerabilities are commonplace.

Moreover, network security concerns are highly interdependent, so that a ma-
chine’s susceptibility to attack can depend on vulnerabilities across the network.
Attackers can combine vulnerabilities in unexpected ways,allowing them to in-
crementally penetrate a network and compromise critical systems. We can reduce
the impact of attacks by knowing the paths of vulnerability through our networks.
To do so, we need to transform raw security data into topological maps that let us
prepare for attacks, manage risks, and have real-time situational awareness.

Traditional tools for network vulnerability assessment simply scan individ-
ual machines on a network and report their known vulnerabilities. Security con-
scious organizations may then employ Red Teams of network penetration testers,
who attempt to combine vulnerabilities in ways that real attackers might. But
penetration-testing experts are expensive, changes to thenetwork configuration
render the test results obsolete, and the only attack paths reported are those found
within the allotted test time.

The processes for tracking network vulnerabilities are labor-intensive, require
a great deal of expertise, and are error prone because of the complexity, volume,
and frequent changes in security data and network configurations. But through
automated simulation of possible attack paths, we can understand our overall se-
curity posture in the face of actual attacks.

Our innovative approach to network attack survivability istermedTopological
Vulnerability Analysis(TVA).1 TVA simulates incremental network penetration,
building complete maps of multi-step attacks showing all possible paths into a
network. It maintains models of the network configuration and potential threats.
From these models, it discovers attack graphs that convey the impact of com-
bined vulnerabilities on overall security. TVA technologyincludes recursive at-
tack graph aggregation with interactive drill down of scenarios in the cyber do-
main. It incorporates a variety of types of network scan data, providing the ability
to easily model and analyze even large networks.

Currently available tools generally give few clues as to howattackers might
exploit combinations of vulnerabilities among multiple hosts to advance an attack
on a network. The security analyst is left with just a set of known vulnerabili-
ties. It can be difficult even for experienced analysts to recognize how an attacker
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might combine individual vulnerabilities to seriously compromise a network. For
larger networks, the number of possible vulnerability combinations to consider
can be overwhelming. In this chapter, we describe a mature system that imple-
ments TVA. This tool considers combinations of modeled attacker exploits on a
network and then discovers attack paths (sequences of exploits) leading to specific
network targets. The discovered attack paths allow an assessment of the true vul-
nerability of critical network resources. TVA automates the type of labor-intensive
analysis usually performed by penetration-testing experts. It encourages inexpen-
sive “what-if” analyses, in which candidate network configurations are tested for
overall impact on network security. It also allows for the computation of network-
hardening options that protect given critical resources while requiring minimal
network changes.

To meet network availability requirements, there must usually remain some
residual vulnerability after all protective measures havebeen applied. In such
cases, we must then rely on the detect/react phases of security. While we cannot
predict the origin and timing of attacks, TVA can reduce their impact by providing
knowledge of the possible attack paths through the network.For example, TVA
attack graphs can be used to correlate and aggregate networkattack events, across
platforms as well as across the network. TVA attack graphs can also provide the
necessary context for optimal reaction to attacks.

13.2 Topological Analysis of Network Vulnerability

Because of the interdependencies of exploits across the network, a topological ap-
proach is necessary for full understanding of attack vulnerability. The traditional
approach of considering network components in isolation and reporting vulnera-
bilities independent of one another is clearly insufficient. TVA models vulnerabil-
ities and combines them in ways that real network attackers might do. The result
is the discovery of all attack paths through a network.

Figure 13.2 shows the overall flow of processing in TVA. Thereare three
inward flows of information: a model of the network configuration, a knowl-
edge base of modeled attacker exploits, and a desired attacksimulation scenario.
From these, TVA then simulates incremental attacks throughthe network, thereby
discovering all possible attack paths (organized as a graph) to the given critical
network resources. Various innovative visualization capabilities support interac-
tive analysis of resulting attack graphs, while keeping visual complexity manage-
able. TVA can also use the attack graphs to compute optimal network protection
measures.
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Fig. 13.1 Topological Vulnerability Analysis (TVA). Usingnetwork configuration and modeled at-
tacker exploits, multi-step attacks are simulated based onthe given attack scenario. The resulting attack
graph is analyzed through interactive visualization, or used to formulate optimal network protection.

To model the various elements of the network and network attack events, our
TVA system automatically processes the output of various network scanning and
logging tools. It can combine scans from various network locations, building a
complete map of connectivity to vulnerable services throughout the network, and
can map actual intrusion events to elements of the resultingattack graph.

Figure 13.2 shows the inputs to our TVA system (current and proposed). The
inputs occur in two phases. In the pre-attackprotectphase, network scan tools
provide information about network configuration and known vulnerabilities. For
this, we can map vulnerability scanner output directly to corresponding vulner-
able services on network machines. Our system is currently integrated with the
Nessus2 (open-source) and Retina3 vulnerability scanners, and integration with
the FoundScan4 vulnerability scanner is under development. Or we can map the
output of asset discovery tools (detected software on a machine) to the known
vulnerabilities for each software package. For this, our system is integrated
with Symantec Discovery,5 which we map to known vulnerabilities through
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Fig. 13.2 Inputs to TVA system. During protect phase, pre-attack scans are used to build input models
of the network. During the detect phase, actual attack events are mapped to the predicted attack graph.

integration with Symantec DeepSight6 (a direct feed of the Bugtraq7 vulnerability
data). Cross-referencing data, including MITRE’s Common Vulnerabilities and
Exposures (CVE),8 are used to correlate vulnerabilities across various sources.

In thedetectphase, the TVA system maps detected attack events to their cor-
responding elements of the predicted attack graph. This provides the context for
correlating events, predicting the next possible attack steps, and responding in
the best way. It also helps remove clutter by prioritizing those predicted exploits
that are correlated with recent real-time data. Our TVA system is currently inte-
grated with the Snort intrusion detection system.9 Integration with other intrusion
detection systems (e.g., Dragon) is also possible, as well as with other sources of
real-time data, such as web server logs (e.g., Apache and Microsoft IIS), operating
system logs, and network traffic data (e.g., Netflow and TCP Dump).

To keep our TVA input exploit model current, we monitor emerging cyber
threats, in the form of vulnerabilities that are discoveredfor particular software
and the ways in which attackers can exploit these vulnerabilities. From this threat
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information, we model individual attacker exploits in terms of preconditions and
postconditions. The modeled exploits are in terms of generic attacker/victim ma-
chines, which the simulation engine maps to a particular target network.

Because of all this pre-populated data, when using our TVA system the secu-
rity analyst need not be burdened with all the details of the network and exploit
data. All that is needed is to define the attack scenario, e.g., the starting point,
the attack goal, and any what-if changes to the network configuration. The attack
scenario could also be less constrained, such as finding all possible attack starts
leading to one or more goals, or finding all possible paths from particular starting
points.

13.3 A Motivating Example

As a motivating example, we demonstrate how TVA combines vulnerabilities in a
network to find all attack paths from a particular starting point to a given goal. We
then show how TVA determines optimal ways of hardening the network against
these attacks.

Consider the small example network shown in Fig. 13.3. Here,a restrictive
firewall protects the machines that support public web and email services. TVA
shows how vulnerable services on a network can still be exploited through multi-
step attacks, when the attacker cannot access them directly.

The firewall implements the following policy to restrict access to the network
from the outside:

• Incoming web traffic is permitted only to the web server, which is running
Microsoft IIS.
• Incoming email traffic is permitted to the mail server.
• Incoming FTP is blocked because the mail server is running wuftpd, which

has a history of vulnerabilities.
• All other incoming traffic is blocked.

For this example, we populate the TVA network model through Nessus scans.
In particular, we scan the web server and mail server fromoutsidethe firewall, to
obtain vulnerable connectivity from the initial attack vantage point. We also scan
these two servers frombehindthe firewall, showing any subsequent vulnerable
connectivity once the attacker gains entry into the network. These scan results are
merged to form an overall model of the network for TVA.

The attack goal for this example is to obtain super user (root) access on the
mail server, starting from outside the network. This is not directly possible be-
cause (1) there are no known vulnerabilities for the versionof sendmail running
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Fig. 13.3 Small example network for illustrating TVA. The firewall allows web traffic to the web
server, allows email traffic to the mail server, and blocks all other incoming traffic.

on the mail server, and (2) the firewall blocks access to the vulnerable wuftpd
service from the attack machine. TVA analyzes whether the attack goal can be
realized indirectly, i.e., through a sequence of multiple exploits.

Figure 13.4 shows the resulting TVA attack graph for the example network in
Fig. 13.3. Here, shaded ovals are simulated attacker exploits. For each exploit,
incoming edges represent preconditions, all of which must be met for the exploit
to be successful. Then for each exploit, outgoing edges represent postconditions,
i.e., the conditions induced when the exploit is successful. Preconditions with the
5-digit Nessus identifiers represent connections to vulnerable network services
detected by Nessus.

The initial conditionexecute(attack)represents the fact that the attacker can
execute arbitrary code on his own machine. This enables three separate exploits
from attackto the web server (machinem20). Each of these exploits provides the
ability to execute arbitrary code on the web server. This subsequently enables four
new exploits from the web server to the mail server (machinem10), each yielding
the ability to execute arbitrary code on the mail server. Twoof these exploits
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Fig. 13.4 Attack graph illustrating TVA. This graph shows all possible ways an outside attacker can
obtain the ability to execute arbitrary code as a super user on the mail server.

provide access at a super user level of privilege. The other two exploits provide
user-level privilege only, but two subsequent local privilege escalation exploits on
the mail server provide other paths to super user.

Finding such attack paths is a unique TVA capability. Vulnerability scanning
tools connected outside the firewall report only the IIS vulnerabilities on the web
server. Such scans from inside the firewall would report the vulnerable wuftpd
service, but TVA is required to build an attack path from the outside through the
web server to the mail server. While easy enough for an experienced penetration
tester on such a small network, it becomes unmanageable for networks where
voluminous outputs must be analyzed for large numbers of machines.

TVA can not only find attack graphs, but can also use these graphs for finding
optimal solutions for hardening the network. In particular, though TVA we can
find combinations of network-hardening measures that prevent a given attack sce-
nario, while requiring a minimal number of changes to the network configuration.
Figure 13.4 illustrates this. For this network, one such solution is to remediate
(e.g., patches or firewall blocking) the three vulnerabilities fromattack to m20.
Hardening these three vulnerabilities is necessary and sufficient for preventing the
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Fig. 13.5 Network illustrating TVA minimal-cost network hardening. Complicated interdependen-
cies among exploits are to be resolved to optimal hardening measures.

attack goal. The other solution is to harden the two vulnerabilities on m10 that
enable the four exploits yielding super user access. Interestingly, TVA shows that
hardening the other two vulnerabilities onm10(yielding user-level access only)
has no impact on blocking access to the goal, i.e., hardeningthem is neither nec-
essary nor sufficient.

The next section describes the TVA process for optimal network hardening in
more detail.

13.4 Minimal-Cost Network Hardening

Attack graphs reveal threats by predicting combinations ofattacker exploits that
compromise given critical resources. But alone, they do notdirectly provide a
solution to remove the threat. Finding such solutions manually can be tedious and
error prone, especially for larger and less secure networks.

TVA automates the task of hardening a network against multistep attacks. Un-
like previous approaches whose solutions are in terms of attacker exploits,10–12

our solutions are in terms of network configuration elements. These solutions are
therefore more enforceable, because the configuration elements can be indepen-
dently hardened, whereas exploits are usually consequences of other exploits and
cannot be disabled without removing the root causes. Also, our solutions are op-
timal in the sense that they incur minimal cost in terms of changes to the network.

Consider the network in Fig. 13.5, which we model using multiple layers of
the TCP/IP stack. This example shows how complicated interdependencies among
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Table 13.1 Exploits for network shown in Fig. 13.5.

Exploit Description

arp spoof Spoof (impersonate) machine identity via ARP poison

attack

ypcat passwd Dump encrypted NIS password file

crack passwd Crack encrypted user password(s)

scpupload pw Secure shell copy, upload direction, using password

authentication

scpdownloadpw Secure shell copy, download direction, using password

authentication

sshlogin pw Secure shell login using password authentication

rh62 glibc bof Red Hat 6.2 buffer overflow in glibc library

createnfs homesshpk su Exploit NFS home share to create secure shell key pair

used for super user authentication

sshlogin pk su Secure shell login using public key authentication

exploits can be resolved to an optimal set of hardening measures. It also demon-
strates how purely exploit-based hardening approaches areinsufficient for net-
work hardening, i.e., that solutions in terms of network configuration elements are
needed.

In Fig. 13.5, an Ethernet switch provides connectivity at the link layer. At the
transport layer, unused services have been removed, secureshell replaces FTP,
telnet and other cleartext password-based services, and there is tcpwrapper pro-
tection on RPC services. Application-layer trust relationships further restrict NFS
and NIS domain access. The exploits and network configuration elements (exploit
conditions) for this example are described in Table 13.1 andTable 13.2, respec-
tively.

Figure 13.6 shows the attack graph for the network in Fig. 13.5 modeled via
the exploits and network conditions in Table 13.1 and Table 13.2. Using our previ-
ously described algorithm for minimal-cost hardening,13,14we traverse the attack
graph to construct a logical expression for the attack goalg (execute code as super
user on machinehomer) in terms of the initial network conditions:

g = (αβχ + αβχδε).(φγ).(αβχ).η
= αβχφγη

The attack graph has been reduced to an expression that leadsto simple
choices for network hardening. Note that two initial conditions in the graph do
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Fig. 13.6 Attack graph illustrating TVA minimal-cost network hardening. A logical expression is
formed for the attack goal g in terms of initial network conditions.

not appear in the expression for goalg:

(i) δ≡ trans ssh pw(bart,attack), and

(ii) ε≡ app pwauth(bart,attack).

These drop out in this fashion:

rh62 glibc bo f(bart,bart) = αβχ + αβχδε
= αβχ(1+ δε)
= αβχ
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Table 13.2 Configuration elements for network shown in Fig. 13.5.

Network Condition Description

link arp Attacker shares link-level connectivity with victim (bothon

same LAN)

trans yp Transport layer connectivity to NIS server

trans sshpw Transport layer connectivity to secure shell server that

supports password authentication

trans sshpk Transport layer connectivity to secure shell server that

supports public key authentication

trans nfs Transport layer connectivity to NFS server

app nfs homesu Application ”connection” representing sharing super user’s

home directory

app yp domain Application ”connection” representing NIS domain

membership

app yp passwd Application ”connection” representing acquisition of

encrypted NIS password database

app pwauth Application ”connection” representing acquisition of

unencrypted user password

app sshpk su Application ”connection” representing acquisition/creation

of key pair used for super user authentication

pgm glibc bof Program used to exploit glibc library buffer overflow

vulnerability

execute Ability to execute arbitrary code

superuser super user privilege

Through our approach, such irrelevant conditions asδ andε do not get con-
sidered for network hardening. Overall, our goal expression contains initial con-
ditions that are both necessary and sufficient for network-hardening decisions.

This kind of sufficiency is not present in previous approaches to network hard-
ening via exploit set minimization. These approaches search for minimal sets of
exploits, in which every exploit is needed in reaching the goal. In this example,
there are two such minimal exploit sets:

• All exploits exceptscp uploadpw(attack,bart), and
• All exploits exceptscp downloadpw(bart, attack).

For network hardening using these minimal exploit sets, we must assume that
all exploits in the union of the minimal exploit sets must be stopped. In this
example, we would therefore conclude thatscpdownloadpw(bart,attack)must
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be stopped, even though stopping it has no effect on the attacker reaching the
goal.

Also, hardening initial conditiontrans sshpw(attack,bart)simultaneously
stops two exploits, i.e.,scp upload(attack,bart)and sshlogin pw(attack, bart).
This would not be apparent by considering minimal exploit sets only. In other
words, a single initial condition could control many exploits. In general, relation-
ships among initial conditions and exploits can be many-to-many and complex.
To solve the network-hardening problem, analysis must be atthe level of network
elements rather than exploits.

Our TVA network-hardening solutions not only prevent attacks against given
critical resources, but also allow choices with minimal cost in network changes.
In Fig. 13.6, the expressiong = αβχφγη implies that hardening any one of these
will protect the goal:

(1) link arp(attack,bart),
(2) trans yp(attack,homer),
(3) trans sshpw(attack,bart),
(4) app nfs homesu(bart,homer),
(5) trans nfs(bart,homer), or
(6) trans sshpk(bart,homer).

Implementing Solutions 2, 5, or 6 would require shutting down critical net-
work services. Solution 1 requires hard-coding IP/MAC address relationships.
Solution 4 requires removing the super user home directory file share. Solution
3 requires using public-key authentication rather than password authentication.
Among all these options, Solution 3 is the best (lowest-cost) choice.

13.5 Attack Graph Visualization

One of the greatest challenges in TVA is managing the complexity of the resulting
attack graphs, particularly for larger and less secure networks. Visualization is a
natural choice for conveying complex graph relationships to the user. Still, attack
graphs in their raw form often yield overly cluttered views that are difficult to
understand, as in Fig. 13.7. Therefore, in developing our TVA system, we have
devoted considerable effort in managing attack graph visual complexity.

Our TVA attack graphs scale quadratically rather than exponentially,15 so that
graphs such as Fig. 13.7 can be computed in a fraction of a second. However,
when shown in their full complexity, such graphs are too complicated for easy
comprehension.
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Fig. 13.7 Attack graph visual complexity. In their raw form,TVA attack graphs can overwhelm an
analyst.

To manage visual complexity of attack graphs, our TVA systememploys so-
phisticated methods of recursive graph clustering.16 This is illustrated in Fig. 13.8.
Here, Fig. 13.8(a) is the original attack graph in its full complexity. Figure 13.8(b)
shows the same attack graph, this time aggregated to the level of machines and the
sets of exploits between each pair of them. In Figure 13.8(c), this is further aggre-
gated to sets of machines with unlimited connectivity to oneanother’s vulnerabil-
ities (e.g., subnets). In Figure 13.8(d), subnets are collapsed to single vertices, as
are the exploits between them. Thus each level of aggregation provides a progres-
sively summarized (less complicated) view of the attack graph.

In our TVA system, analysts can start with high-level overviews, and drill
down through successive levels of detail as desired. The system begins with the
graph automatically aggregated based on known network attributes. The analyst
can also interactively aggregate graph elements as desired. Graph visualization
and interaction is done through our custom Visio-style userinterface.

In this way, arbitrarily large and complex attack graphs canbe explored
through manageable, meaningful interactive displays. Figure 13.9 shows such
interactive attack graph visualization, showing how the analyst can show arbitrary
levels of detail across the graph all within a single view. Inthis example, several
hundred host machines are included in the attack graph.
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Fig. 13.8 Recursively clustered attack graphs. At each level of clustering, the attack graph view
becomes progressively summarized and simplified.

13.6 Real-Time Event Correlation

Once actual attacks are detected, the TVA attack graph provides the necessary
context for correlating intrusion detection events and predicting next possible at-
tack steps. In other words, we embed incoming intrusion alarms in the TVA attack
graph, which is based on known vulnerabilities across the network. While multi-
step intrusion alarm correlation has been proposed in the past,17 it lacks predic-
tive power without the context provided by our vulnerability-based attack graphs.
Further, using our pre-computed attack graphs, we can correlate alarms faster than
typical intrusion detection systems can generate them.18–20

From the TVA attack graph predicting all possible attacks, incoming intrusion
alarms are assigned to their corresponding predicted exploits. We then visualize
the joint predicted/observed attack graph, as shown in Fig.13.10. Here, red ovals
are detection events placed in the predicted attack graph. In this example, one
red event immediately follows another in the graph, thus correlating these as a
possible two-step attack. In this way, isolated detection events can be quickly
assessed as possible multi-step attacks. This approach also reduces false alarms,
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Fig. 13.9 Interactive TVA attack graph visualization. Arbitrarily complex attack graphs can be ex-
plored through interactive displays, with mixed levels of detail within a single graph view.

i.e., the graph contains only those attacks that the networkis actually vulnerable
against.

With TVA attack graphs, we can also provide recommendationsin response to
detected attacks. For example, in Fig. 13.10 the orange ovals are predicted exploits
that immediately follow intrusion alarms in the attack graph. Since these are the
next possible exploits an attacker could take (based on known vulnerabilities),
stopping them is a high-priority for containing the attack.The blue ovals in this
figure are predicted exploits that are further away from the detected attacks, and
are therefore less time-critical. Without the predictive power of our vulnerability-
based TVA attack graphs, we could perform alarm correlation(red ovals) only.

Our attack response recommendations are optimal in the sense that they ad-
dress the exact next-step vulnerabilities in the network — no more and no less.
For example, rather than blocking traffic from an entire subnet (an overly cautious
and disruptive response based on limited information), ourresponses could give
precise blocking rules down to a single vulnerable host port.
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Fig. 13.10 Graph of predicted and actual attacks. Attack events detected in real time are embedded
in TVA graph of predicted attacks, providing context for event correlation and attack response.

With TVA attack graphs, we can also predict missed events (false negatives)
when correlating detection events into multi-step attacks. In this way, we account
for uncertainty in the accuracy of our intrusion detection systems. For example,
we can use attack graph distances as measures of causal correlation between de-
tection events.18 This is illustrated in Fig. 13.11. Here, real-time intrusion events
are assigned to their corresponding predicted exploits. Correlation scores are then
computed as the inverse of event distance in the graph (higher correlation for
shorter distances).

In the case of Fig. 13.11(a), the two intrusion events are directly connected in
the graph (unity distance), giving the maximum possible correlation score (unity)
between the events. In Fig. 13.11(b), rather than being directly connected, there
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Fig. 13.11 TVA attack graph for intrusion event correlation. Distance between incoming alarms in
predicted attack graph provides a measure of correlation.

is an intervening predicted exploit between the two events,i.e., they are separated
by a distance of 2. For this pair of events we compute the lowercorrelation score
of 0.5 (the inverse of distance 2).

We thus have a numerical score that measures how strongly events are con-
nected in the attack graph. We can then select a threshold value of correlation to
form multi-step attack attacks from isolated alarms. That is, event pairs that are
sufficiently well correlated can be combined into a single multi-step attack. This
is an extension of the idea shown in Fig. 13.10, now taking into account missed
detections.

We can further refine this analysis by including recent eventhistory when
computing correlations. The idea is that occasional misseddetections should be
scored higher than isolated events that happen to occur nearby. For example, a
missed detection (distance of 2) within a series of unity-distance events should be
scored higher than a pair of distance-2 events among unrelated (large-distance)
ones. As shown in Fig. 13.12, we can apply local signal averaging operations to
enhance the contrast between regions of higher and lower correlation. In this way,
we detect multi-step attacks with greater confidence, to address the uncertainty of
our intrusion detection systems.
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Fig. 13.12 Signal averaging to improve event correlation scores. Averaging attack-graph distances
for recent events provides robust event correlation in the face of intrusion detection uncertainties.

13.7 Conclusions and Outlook

To protect our critical networks, we must understand not only individual system
vulnerabilities, but also their interdependencies. The TVA approach places vul-
nerabilities and their protective measures within the context of overall network
security by modeling their interdependencies via attack graphs. The analysis of
attack graphs provides alternative sets of protective measures that guarantee safety
of critical systems, ranked by cost, e.g., maximum service availability and/or min-
imum number of required protective measures. Through this unique new capabil-
ity, administrators are able to determine the best sets of protective measures that
should be applied in their environment.

Our TVA system monitors the state of network assets, maintains models of
network vulnerabilities and residual risk, and combines these to produce models
that convey the impact of individual and combined vulnerabilities on overall secu-
rity posture. The central product of this system is a graph-based model showing
all the ways an attacker can penetrate a network, built from models of network
vulnerabilities and attacker exploits.

TVA is not a mere cross-referencing of security data — it is a framework
for general-purpose modeling, analysis, and visualization of network penetration.
Our TVA system provides a unique new capability, transforming raw security data
into a roadmap that lets one proactively prepare for attacks, manage vulnerability
risks, and have real-time situational awareness. It supports both offensive (e.g.,
penetration testing) and defensive (e.g., network hardening) applications, across
all phases (protect, detect, react) of the information security lifecycle.
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The portrayal of attack paths through a network via TVA provides a concrete
understanding of how individual and combined vulnerabilities impact overall net-
work security. For example, it is possible to

• Compare possible expenditures of resources to determine which will have the
greatest impact on overall security,
• Graphically determine how much a new vulnerability will impact overall se-

curity,
• Determine whether risk-mitigating efforts have a significant impact on overall

security, or
• Immediately observe any changes to individual machine configurations that

increase the overall risk to the enterprise.

Our TVA system transforms raw security data into a model of all possible at-
tack paths into a network. In providing this new capability,we have met key tech-
nical challenges, including the design of appropriate models, efficient model pop-
ulation, effective visualizations and decision support tools, and the development
of scalable mathematical representations and algorithms.Our system addresses
all these challenges, and delivers a product that offers truly unique capabilities
among security tools.
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Chapter 14

New Malicious Code Detection Using Variable Lengthn-Grams

Subrat Kumar Dash∗, D. Krishna Sandeep Reddy† and Arun K Pujari‡

Artificial Intelligence Lab, University of Hyderabad,
Hyderabad - 500 046, India

Most of the commercial antivirus software fail to detect unknown and new ma-
licious code. In order to handle this problem generic virus detection is a viable
option. Generic virus detector needs features that are common to viruses. Re-
cently Kolter et al.18 propose an efficient generic virus detector usingn-grams
as features. The fixed lengthn-grams used there suffer from the drawback that
they cannot capture meaningful long sequences. In this paper we propose a new
method of variable-lengthn-grams extraction based on the concept of episodes
and demonstrate that they outperform fixed lengthn-grams in malicious code
detection. The proposed algorithm requires only two scans over the whole data
set whereas most of the classical algorithms require scans proportional to the
maximum length ofn-grams.
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14.1 Introduction

Malicious code is any code added, changed, or removed from a software sys-
tem to intentionally cause harm or subvert the system’s intended function.21 Any
computer system is vulnerable to malicious code whether or not it is attached to
other systems. Examples of malicious code include viruses,Trojan horses, worms,
back doors, spyware, Java attack applets, dangerous ActiveX and attack scripts.
Combining two or more of these categories can lead to fatal attack tools. Re-
centGartnerreport14 ranked viruses and worms as top security threats and hence
detecting malicious code has become one of the prime research interests in the
field of information security. In this paper, we concentrateon new malicious code
detection especially computer viruses. These are self-replicating software enti-
ties that attach themselves to other programs. There are twoapproaches that are
poles apart in virus detection. One approach is too generic which includes Activ-
ity monitors and Integrity management systems. The other approach,Signature
based virus detection, is too specific and also popular. Almost all the commercial
antivirus products rely on this approach. In this, a database of virus signatures is
maintained and a program is detected as a virus program basedon the presence of
these virus signatures. There are two main disadvantages inthis technique.21

• Unknown and new viruses will easily escape the detection by simple defenses,
like code obfuscation, as their signatures are not present in the database.6

• This technique is not scalable. As the number of known viruses increases, the
size of the signature database increases and also the time ofchecking a file for
virus signatures increases.

Generation of virus signature is a cumbersome process and isprone to generat-
ing false positives on benign programs. Unlike signature based detection, generic
virus detector uses features that are common to most of the viruses and that char-
acterize only the virus programs. The assumption here is that viruses have cer-
tain typical characteristics in common and these characteristics are not present
in benign programs. For instance, most of the virus writers use virus generating
toolkits,28 for example PS-MPC (Phalcon-Skism Mass-Produced Code Genera-
tor), to write and compile their code. It is believed that more than 15,000 variants
of viruses were generated using this kit alone and there are more than 130 such
kits available. The viruses generated using a toolkit have certain features that are
specific to the toolkit, the compiler and also the programming environment.3 Fred
Cohen, in his seminal paper,7 proved that there is no algorithm that can detect the
set of all possible computer viruses (returning “true” if and only if its input is an
object infected with some computer virus).
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It is clear from the foregoing discussion that a generic virus detector is though
desirable is very difficult to accomplish in its true form. A practical approach is to
develop a machine learning based detector where the detection process learns the
generic characteristics from a set of known examples but avoids identifying any
specific signatures. Recently there have been several such attempts for detection
of malicious code.

Kephart et al.17 propose the use of Neural Networks to detect boot sector
malicious binaries. Using a Neural Network classifier with all bytes from the
boot sector malicious executables as input, it is shown thatunknown boot sector
malicious executables can be successfully identified with low false positive rate.
Later, Arnold et al.2 apply the same techniques to Win32 binaries. Motivated by
the success of data mining techniques in host based and network based intrusion
detection system, Schultz et al.26 propose several data mining techniques to de-
tect different types of malicious executables. In a companion paper27 the authors
develop a UNIX mail filter that detects malicious Windows executables based on
the above work. Byte sequences are used as the set of featuresas machine codes
are most informative to represent executables. The RIPPER algorithm of rule dis-
covery and Naive Bayes classifiers are used for classification in this study. Abou-
Assaleh et al.3 observe thatn-grams extracted from byte sequences can be used as
effective features. They use Commonn-gram (CNG) as the features and propose
a k-NN classification for detecting computer virus. Kolter et al.18 independently
realise thatn-grams can possibly be used as a set of features. However, as the set
of all n-grams is very large, it is proposed to use few of them selected based on
their information gain. Kolter et al.18 also investigate several classification tech-
niques, which are implemented in WEKA30 and boosted J48 algorithm reportedly
gave good results. In a recent paper,22 Michael Cai et al. compared seven different
feature selection measures and four different classification algorithms in identify-
ing malicious executables. Surprisingly, they did not include information gain,
which is very popular, in their comparision. Static analysis is also attempted,6,19

where analysis of program is done without executing it. Dynamic analysis which
combines testing and debugging to detect malicious activities by running a pro-
gram includes wrappers,4 sandboxing1 etc. Behavior blocker is a method used in
Bloodhound technology (Symantec) and ScriptTrap technique (Trend Inc.).

It is also interesting to note that many of these techniques use byten-grams as
the basic features to detect malicious codes. Byten-grams are overlapping contin-
uous substrings, collected in a sliding-window fashion where the windows of fixed
size ofn slides one byte at a time. N-grams have the ability to captureimplicit
features of the input that are difficult to detect explicitly. Byte n-grams can be
viewed as features in the present context when an executableprogram is viewed
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as a sequence of bytes.N-grams have been successfully used for a long time in a
wide variety of problems and domains, including information retrieval, language
identification, automatic text categorization, computational immunology, author-
ship attribution etc. In many domains, techniques based onn-grams gave very
good results. For instance, in natural language processing, n-grams can be used to
distinguish between documents in different languages in multi-lingual collections
and to gage topical similarity between documents in the samelanguage. Some
of the good features ofn-grams are simplicity, robustness and efficiency. On the
other hand, the problem which can appear in using n-grams is exponential explo-
sion. It is clear that many of the algorithms withn-grams are computationally too
expensive even forn = 5 orn = 6.

Importance of byten-gram in detecting computer virus has been realised more
than once in the computer virology research. In 1994, a byten-gram-based method
is used for automatic extraction of virus signatures.17 The major difficulty in
considering byten-grams as a feature is that the set of all byten-grams obtained
from the set of byte strings of virus as well as of the benign programs is very
large. There are several feature selection techniques proposed31 and the important
ones aredocument frequencyand information gain. Recently, it is shown25 that
class-wise document frequency can be a better feature selection technique.

The main disadvantage of fixed-lengthn-grams is that they cannot capture
meaningfuln-gram sequences10 of different lengths. Though variable length
n-grams are previously used in intrusion detection9,10,16,20and text categoriza-
tion,5,13 no attempts have been made to use them in malicious code detection.
Recently, we have demonstrated9 that episodes as variable lengthn-grams can be
used for IDS. In this paper we propose a very elegant and novelmethod of detec-
tion of malicious codes by extracting the common features ofvirus programs as
variable lengthn-grams, based on the concept of episodes.8 The proposed detec-
tion technique works as follows.

We use an efficient method of extracting variable lengthn-grams (episodes)
and select class-wise relevantn-grams. We takem relevantn-grams from each
of the two classes, virus and benign, to getM features which are used in vector
space model representation. We use supervised classification techniques such as
boosted J48 and demonstrate that variable lengthn-gram method of detection is
better than fixed length approach.

The rest of the paper is organized as follows. In Section 2, wepropose an
episode discovery algorithm that is used for a set of sequences. The episode dis-
covery algorithm given by Dash et al.9 is only for one sequence at a time. But
in the present case, it is necessary to find episodes for a set of sequences. In
Section 3 we describe the concept of relevant episodes. Section 4 and 5 describe
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the experimental setup and results of the proposed method and comparative study
with earlier methods. Conclusion follows in Section 6.

14.2 Episode Discovery Algorithm

Episodes are meaningful subsequences of a continuous sequence. Any method of
finding episodes in a large sequence is essentially finding the break points in the
sequence and hence can be viewed as sequence segmentation method.15 There are
many proposals of segmenting sequence in general and specifically segmenting
time series in the fields of telecommunications, speech processing, signal process-
ing, text processing etc. The objective of sequence segmentation can be different
in different contexts.12 In the present context, we are interested in segmenting
categorical sequence into meaningful subsequences. Cohenet al.8 proposed an
efficient method of sequence segmentation based on voting experts approach. We
adopt this algorithm for the present context and extend the same to handle multiple
sequences.

The main idea of Cohen et al.8 algorithm is that it has two experts who vote
their inference for break points. The frequency expert measures the likelihood of a
subsequence to be an episode based on its frequency of occurrence. The higher the
frequency of subsequences, the lower is the chance that it contains a break point.
Similarly the entropy expert measures the entropy at a point. If an element asso-
ciates (precedes) itself with several other elements then it has higher probability
of being a break point compared to an element which precedes only few elements.
This phenomenon is captured by computing the entropy of the association. The
original algorithm combines the frequency and entropy scores at each location of
the sequence and identifies the possible location of break points. The subsequence
between two consecutive break points is an episode. In orderto efficiently handle
the computation of entropy and frequency along different locations in a sequence,
it is proposed8 to represent this information in a trie structure.

In order to build the trie for a sequence, a user specified parameterd, the depth
of the trie is needed. The sequence is read one symbol at a timeand its preceding
d−1 symbols are also taken. Each of thed subsequences are inserted into the trie
with frequency value set to 1 if, the subsequence is not yet present in the trie. Else,
the frequency of the subsequence is incremented by 1. Dash etal.9 have given the
complete algorithm for construction of trie.

Definition 14.1 Entropy of a node (e(x)) refers to the entropy of the sequence
from the root node to the concerned node (x). Let f (x) be the frequency of the
nodex andx1, x2, . . ., xℓ be its child nodes. The probability of the subsequence
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represented at nodex1, denoted asp(x1), is given by

P(x1) =
f (x1)

f (x)

The entropy ofx is given by

e(x) =−
ℓ

∑
i=1

p(xi) logp(xi)

It can be noted that the entropy for the leaf nodes is zero. Now, each of the nodes
in the trie has two parameters, frequency (f ) and entropy (e). We standardize
these parameters8 for each of the level in the trie taking means (f , e) and standard
deviations (σ f , σe). Both the parameters contribute equally in finding the break
points by assigning scores to the probable positions.

In the present context, we extend the algorithm to determineepisodes from a
set of sequences. The simple extension would mean that we construct one trie for
each sequence. But we propose to store the information of allsequences in a sin-
gle trie structure. Thus we can capture the frequency and entropy of any element
over all the sequences together. The method of constructionof trie for multiple
sequences is illustrated in Example 1.

Example 1: Let us consider the following set of four sequences.
S1 = (bf 0e 3a bf d8 3a 3a bf)

S2 = (3a bf bf 0e 3a 3a bf bf d8 3a)

S3 = (bf d8 3a bf 0e 3a bf 0e 3a 0e 3a)

S4 = (0e 3a bf d8 3a 3a bf 3a bf 0e 3a)

The trie structure forS1 can be obtained by using the trie construction al-
gorithm9 with d = 4 as shown in Figure 14.1. From the trie structure we note
that (bf) appears 3 times inS1, (3a bf) appears twice and(3a 3a) appears
once. The structure captures the frequency ofn-grams of different lengths (at
mostd−1). We embedS2 on this structure to get the trie representingS1 andS2

(Figure 14.2). The trie withS1, S2 andS3 is shown in Figure 14.3. The final trie
structure after considering all the sequences is shown in Figure 14.4. The algo-
rithm for finding episodes from each of the sequences, using the above obtained
combined trie structure (Tk), is given in Figure 14.5.

For each of the sequenceSt we take a sliding window of lengthk(= d− 1).
Let x1,x2, . . . ,xk be the elements falling in the window at one instance. For each of
thek possible break points in the window, we examine the frequency and entropy
as follows.
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The entropy at locationi (betweenxi ,xi+1) is the entropy of the nodexi at level
i of the trie along pathx1, x2, ...,xi . For example, forS1, with k=3 we get a window
(bf|0e|3a|) with 3 positions for break points. The entropy at the first location is
entropy of the node labelled (bf) at the first level of the trie. Similarly entropy at
the second location is the entropy of the node labelled (0e) at level 2 with (bf) as
the parent at level 1 in the trie. The location correspondingto the highest entropy
in the window is identified and its score is incremented by 1.

The frequency at locationi is calculated by the sum of the frequencies of
subsequences (x1 . . .xi) and (xi+1 . . .xk). For example, the frequency at the first
location of the window(bf|0e|3a|) is f (bf) + f (0e 3a), where f (bf) refers
to frequency of the node labelled (bf) at the first level of the trie andf (0e 3a)

refers to frequency of the node labelled (3a) at the second level of the trie whose
parent node is (0e) at level 1. The score at the location with highest frequencyis
incremented by 1. In this case, our goal is to maximize the sumof the frequencies
of the left and right subsequences of the probable break point.

After sliding the window across the sequence, we end up with scores for each
location in the sequence. In a stream of|St | 1-grams, there are|St |−1 positions
within the sequence. If a position is repeatedly voted for break point by different
windows then it is likely to accrue a locally-maximum score.We choose the po-
sitions with local maximum of the score as break points of theepisode.

Example 1 (Contd.):Continuing Example 1, we can find the list of episodes from
each of the four sequences using the algorithm given in Figure 14.5. These are as
follows.

E1 = ((bf 0e 3a), (bf d8 3a), (3a bf))

E2 = ((3a bf), (bf 0e 3a), (3a bf), (bf d8 3a))

E3 = ((bf d8 3a), (bf 0e 3a), (bf 0e 3a), (0e 3a))

E4 = ((0e 3a), (bf d8 3a), (3a bf), (3a bf 0e 3a))

Observing the above episodes, it is clear that episode discovery algorithm
gives meaningful sequences. If we consider fixed lengthn-grams, say n = 2, then
obviously we lose valuable information by missing 3-grams.

14.3 Relevant Episodes

We observe that there can be large number of episodes for a single program and
when we consider all the programs in the training set the set of distinct episodes
becomes very large. We introduce here two novel concepts-relevant episodesfor
a class and a new feature selection measure, namelyclass-wise episode frequency.
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Algorithm: to find episodes for a set of sequencesS
Input: Td (trie of depthd) andS

do for each of the nodex∈ Td

calculate entropye(x)
enddo
do for each levelLi of Td

find mean frequency (f ) and mean entropy (e)
find standard deviations (σ f andσe) taking f ande respectively

f (x) = f (x)−( f )
σ f

for x∈ Li

e(x) = e(x)−(e)
σe

for x∈ Li

enddo
do for each sequenceSt(s1,s2, . . . ,s|St |) ∈ S

EpisodesEt = φ
initialize score(i) = 0, for 16 i 6 |St |
do for i = 1 to (|St |−k+1)

take a window of lengthk starting at positioni in S
do for each of thek possible boundary positions in the window

find Maxj{ f (si , . . . ,si+ j)+ f (si+ j+1, . . . ,si+k−1)}, 06 j < k
incrementscore(i + j)
find Maxj{e(si , . . . ,si+ j)}, 06 j < k
incrementscore(i + j)

enddo
enddo
start = 1
do for i = 2 to (|St |−1)

if (score(i) > score(i−1)) and(score(i) > score(i +1))

end= i
add(sstart, . . . ,send) to Et

start = end
endif

enddo
add(sstart, . . . ,s|St |) to Et

enddo

Fig. 14.5 Episode discovery algorithm for a set of sequencesusing a combined trie.
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The main aim of feature selection is to identify a smaller setof features that are
representative of the virus and benign classes.

Let the set of virus programs beV and the set of benign programs beB.

Definition 14.2 The class-wise episode frequency of an episode with respectto a
class V (or, B) is the number of times it occurs in the class V (or, B).

While the term frequency is a kind of global measure, the class-wise episode fre-
quency is a local measure with respect to a class. The main advantage of class-
wise episode frequency is that we can analyze each class independently. This
saves memory requirement as we handle only episodes of one class at a time.

For each executable programt in a classT of programs, letEt be the set of
all episodes. The set of all episodes for T,E(T) is ∪t∈TEt . We assume that the
elements ofE(T) are arranged in the non-increasing order of class-wise episode
frequency.

Definition 14.3 We defineEk(T) as therelevant episodesfor T which is a subset
of E(T) containing only firstk elements.

Thus the relevant episodes for classesV andB areEk(V) andEk(B), respectively.
We get the set of relevant episodes for the whole training data asEk(V)

⋃
Ek(B).

With the set of relevant episodes for the data set, we build the vector space
model which is a concept derived from information retrieval. An executable pro-
gram is represented as a vector oft1, t2, . . . , tM, whereti(1 6 i 6 M) is a binary
(0-1) value denoting the occurrence of theith relevant episode. The value 1 repre-
sents the occurrence of an episode and its absence is represented by 0. Thus each
unique relevant episode corresponds to a dimension. Our training set consists of
a set of labeled vectors – the vector representation of the set of programs together
with the respective class label (virus or benign).

As we observed, the detection problem reduces essentially to supervised clas-
sification problem. Several algorithms exist23 for supervised classification like
support vector machine, decision tree, neural networks etc. We use the metaclas-
sifier Ada Boost with J48 as base classifier available in WEKA.30 The reason for
choosing this particular classifier is that the authors of previous work18 in this area
claimed that they got the best results for this classifier.

14.4 Experimental Setup

No standard data set is available for the detection of malicious executables unlike
intrusion detection. Data sets (i.e. viruses) collected from the website VX Heav-
ens29 were used previously.3,18 The benign executables were collected from their
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respective laboratories. We collected 250 viruses from VX Heavens29 and 250 be-
nign executables from our lab. For viruses, we used only the loader programs; we
did not use the infected programs in our analysis. At present, we only concentrate
on viruses.

Each executable in the dataset is converted to hexadecimal codes in an ASCII
format. Before training, the set of programs for each classV andB are used to
build the trie and from the tries, the set of episodes for eachindividual executables
are extracted. The topm episodes in order of class-wise frequency are selected
from each class. These are combined to get a set of relevant episodes of cardinality
M with duplicates removed. This result in a vector space modelof the dataset of
size 500 rows× M columns. For unbiased evaluation of our approach, we used
stratified ten-fold cross-validation. In this cross-validation method, we partition
the data into ten disjoint sets of equal size and select one partition as testing set
and the remaining nine are combined to form the training set.This process is
repeated 10 times.

14.4.1 Classifier

The classification is done with the metaclassifier AdaBoost M1 with J48 as base
classifier. AdaBoost, short for Adaptive Boosting, is a meta-algorithm that and can
be used in conjunction with many other learning algorithms to improve their per-
formance. AdaBoost is adaptive in the sense that subsequentclassifiers built are
tweaked in favor of those instances misclassified by previous classifiers. It is less
susceptible to the overfitting problem than most learning algorithms. These algo-
rithms are implemented in WEKA,30 which is a collection of machine learning al-
gorithms for solving data mining problems implemented in Java and open sourced
under the GPL. For the classifier we use the default values given by WEKA to
evaluate our approach.

We compared our method with that of the method proposed by Kolter et al.18

for two reasons. First, this method is so far the best method of generic virus detec-
tion usingn-grams. The other reason is that this method takes fixed lengthn-grams
as features and information gain as the measure for feature selection. We use the
same dataset for both the methods for comparison. In the workby Kolter et al.,18

the experiments are done on two data sets, one with 476 malicious and 561 benign
executables and the other set contains 1971 malicious and 1651 benign executa-
bles. Information gain is used as feature selection measure. After extracting all
n-grams along with the information gain value, then-grams are sorted in decreas-
ing order of information gain and topk n-grams are taken and vector space model
is formed. Out of several classifiers, it is claimed that the best results are obtained
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for boosted J48 algorithm. In order to compare our work, we implemented their
technique of using information gain as feature selection measure and J48 algo-
rithm as classifier on our data. We give the results as ROC curves.

14.4.2 ROC Curves

In Data Mining, ROC (Receiver Operating Characteristics) curves are used to
compare classification capability of different algorithms. An ROC curve is a tech-
nique for visualizing, organizing and selecting classifiers based on their perfor-
mance.11 It is a two-dimensional depiction of classifier performance. To compare
classifiers we may need to reduce ROC performance to a single scalar value rep-
resenting expected performance. A common method is to calculate the area under
the ROC curve. The area under ROC curve specifies the probability that, when
we draw one positive and one negative example at random, the decision function
assigns a higher value to the positive than to the negative example. The more the
area under the ROC curve of an algorithm, the more robust and better it is in clas-
sification. Infact, just visual inspection of ROC graphs is enough to compare the
performance of classifiers.

14.5 Experimental Results and Discussions

We experimented withn as 2, 3 and 4, whereas the profile length,M, is taken as
100 and 500. We give the ROC curves in Figures 14.6-14.9.

Figure 14.6 shows the ROC curves of the proposed method and the fixed-
lengthn-gram approach (withn = 2) with profile length as 100. It is evident from
the graph that the proposed method gives a 100% detection rate with a false pos-
itive rate of 0.11 whereas the fixed-length method attains itwith a false positive
rate of 0.216. Even for fixed-length ofn=3 and 4, proposed method gives consis-
tantly better results in comparison to fixed-lengthn-gram approach as can be seen
from figures 14.7 and 14.8.

For profile length of 500, as given in Figure 14.9, the accuracy of our method is
more pronounced than the fixed-length approach. The proposed method achieved
a detection rate of 70.8% with zero false positive, and 100% detection with 2.6%
false positive rate. For the same profile length fixed-lengthn-gram method, for
n=4, shows the lowest detection rate of 15% with 1.5% false positive rate and
attains 100% detection rate with 20% false positive rate.

Taking area under ROC curve as performance criteria, from the visual in-
spection of the ROC curves it is clear that our proposed method outperforms
the method proposed by Kolter et al.18 in all cases. Based on the experimen-
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Fig. 14.6 Fixed vs Variable lengthn-grams: Profile length = 100,n = 2 for fixed lengthn-grams.
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Fig. 14.7 Fixed vs Variable lengthn-grams: Profile length = 100,n = 3 for fixed lengthn-grams.

tation we infer the following. The variable-lengthn-grams approach is better than
fixed lengthn-grams approach as the fixed-lengthn-grams do not capture the long
meaningful sequences while keeping the size and number ofn-grams manageable.
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Fig. 14.8 Fixed vs Variable lengthn-grams: Profile length = 100,n = 4 for fixed lengthn-grams.
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Fig. 14.9 Fixed vs Variable lengthn-grams: Profile length = 500,n = 4 for fixed lengthn-grams.

Moreover it is also observed that possibly class-wise episode frequency is a better
measure for feature selection than the information gain. This is also demonstrated
in detail in the context of fixed lengthn-grams in a recent work by Reddy et al.25



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

New Malicious Code Detection Using Variable Length n-Grams 321

When it comes to advanced computer viruses like polymorphicviruses, static
analysis methods do not work. To tackle these viruses, static analysis methods
should be combined with dynamic analysis methods for efficient detection. For
example, polymorphic virus consists of three components – decryption routine,
mutation engine and virus body. Since the mutation engine and the virus body are
encrypted and decryption routine is different in each replication, it is not possible
to directly apply any static analysis method (including ourmethod) to detect this
virus. Instead we can use a dynamic analysis technique (likesandboxing) that
trick a polymorphic virus into decrypting and revealing itself.24 On this decrypted
virus we can use the static analysis method. Here we assume that a polymorphic
virus must decrypt before it can execute normally.

14.6 Conclusion

The main objective of the present work is to establish that proper feature extrac-
tion and selection technique can help in efficiently detecting virus programs. We
showed here that episodes as variable lengthn-grams is better than usual fixed
length n-grams. We also showed that selecting frequent episodes in terms of
class-wise relevance is a better feature selection technique. We demonstrate that
a supervised classification by the proposed feature selection method gives better
accuracy and less false positives in comparison to earlier proposed methods.

In n-gram approach attaching semantic meaning for the relevantn-grams
(episodes) is not yet explored by us. Our future work will be to develop a semantic
aware method and include different kinds of malicious and benign executables in
our training data.
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Digital images can now be easily created, altered, and manipulated with no ob-
vious traces of having been subjected to any of these operations. There are cur-
rently no established methodologies to verify the authenticity and integrity of
digital images in an automatic manner. Digital image forensics is an emerging
research field with important implications for ensuring thecredibility of digi-
tal images. In an attempt to assist these efforts, this chapter surveys the re-
cent developments in the field of digital image forensics. Proposed techniques
in the literature are categorized into three primary areas based on their focus: im-
age source identification, discrimination of synthetic images, and image forgery
detection. The main idea of the proposed approaches in each category is de-
scribed in detail, and reported results are discussed to evaluate the potential of the
methods.
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15.1 Introduction

In the analog world, an image (a photograph) has generally been accepted as a
“proof of occurrence” of the depicted event. In today’s digital age, the creation
and manipulation of digital images is made simple by low-cost hardware and soft-
ware tools that are easily and widely available. As a result,we are rapidly reaching
a situation where one can no longer take the authenticity andintegrity of digital
images for granted. This trend undermines the credibility of digital images pre-
sented as evidence in a court of law, as news items, as part of amedical record or
as financial documents since it may no longer be possible to distinguish whether
a given digital image is the original or a (maliciously) modified version or even a
depiction of a real-life occurrences and objects.

This is especially true when it comes to legal photographic evidence. The Fed-
eral Rules of Evidence are shaped and drafted to deal with conventional (analog)
photography. Digital photography, on the other hand, is fundamentally different
from conventional photography in the way it is created, stored, and edited. Federal
Rules do not currently set forth requirements for the admissibility of digital im-
ages, and, therefore, traditional notions of relevancy andauthentication currently
govern. Moreover, the problem becomes much more complicated (with possibly
far more severe consequences) when the digital image is synthetically generated
to convey the depiction of a non-existent scene or object as the existing safeguards
are not well suited to verify the integrity and authenticityof such visual evidence.
The struck down of a 1996 child pornography law that prohibited the posses-
sion and distribution of synthetically generated images byUnited States Supreme
Court, in April 2002, is very important in this context.1 This ruling brought with it
an immediate need for tools and techniques that can reliablydiscriminate natural
images from the synthetic ones in order to be able to prosecute abusers. Another
pressing issue concerning digital imagery is the ease with which processing tools
and computer graphics algorithms can be used to modify images. The increasing
appearance of digitally altered forgeries in mainstream media and on the internet
is an indication of the serious vulnerability that cast doubt on integrity of all digital
images. In,2 some well known examples of digital tampering can be found.

To address these immediate problems, digital image forensics research aims at
uncovering underlying facts about an image. For example digital image forensics
techniques look for authoritative answers to questions such as:

• Is this image an ”original” image or was it created by cut and paste operations
from different images?
• Does this image truly represent the original scene or was it digitally tampered
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to deceive the viewer?
• What is the processing history of the image?
• What parts of the image has undergone processing and up to what extent?
• Was the image acquired by a source manufactured by vendor X orvendor Y?
• Did this image originate from source X as claimed?

The above questions are just a few examples of issues faced routinely by inves-
tigation and law enforcement agencies. However, there is a lack of techniques
and methodologies that could determine the origin and potential authenticity of a
digital image. Although digital watermarks have been proposed as a tool to pro-
vide authenticity to images, it is a fact that the overwhelming majority of images
that are captured today do not contain a digital watermark. And this situation is
likely to continue for the foreseeable future. Hence in the absence of widespread
adoption of digital watermarks, we believe it is imperativeto develop techniques
that can help us make statements about the origin, veracity and nature of digital
images.

The past few years have seen a growth of research on image forensics. The
work has focused mainly on three types of problems:

(1) Image source identification to determine through what data acquisition device
a given image is generated,e.g.,digital-camera or scanner. This entails as-
sociating the image with a class of sources that have common characteristics
(i.e.,device model) and matching the image to an individual sourcedevice.

(2) Discrimination of synthetic images from real images to identify computer
generated images which does not depict a real-life occurrence.

(3) Image forgery detection to determine whether a given image has undergone
any form of modification or processing after it was initiallycaptured.

To address these problems several techniques have been proposed. In this chapter,
we will give an overview of state-of-the-art digital image forensics techniques.
The outline of the chapter is as follows. In Section 15.2, we review various image
source identification techniques. This is followed by an overview of techniques
for differentiating synthetic images in Section 15.3. Image forgery (tamper) detec-
tion techniques are described in Section 15.4. Finally, ourconclusions and open
problems will be given in Section 15.5.
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15.2 Image Source Identification

Image source identification research investigates the design of techniques to iden-
tify the characteristics of digital data acquisition device (e.g.,digital camera, cam-
corder, and scanner) used in generation of an image. These techniques are ex-
pected to achieve two major outcomes. The first is the class (model) properties
of the source, and the second is the individual source properties. Essentially, the
two outcomes refer two different operational settings. In determining the class
properties, typically, a single image is available for evaluation and the source in-
formation is extracted through analyzing the image. In obtaining individual source
properties, however, both an image and the potential sourcedevice or a number
of images known to be acquired by the source is available for evaluation, and the
analysis determines if the characteristics of the image in question matches to those
of the source.

The success of image source identification techniques depend on the assump-
tion that all images acquired by an image acquisition devicewill exhibit certain
characteristics that are intrinsic to the acquisition devices because of their (propri-
etary) image formation pipeline and the unique hardware components they deploy
regardless of the content of the image. (It should be noted that such devices gen-
erally encode the device related information, like model, type, date and time, and
compression details, in the image header,e.g.,EXIF header. However, since this
information can be easily modified or removed, it cannot be used for forensics
purposes.) Due to prevalence of digital camera images, research has primarily fo-
cused on source digital camera identification and scanner identification research
is just starting.

15.2.1 Image Formation in Digital Cameras and Scanners

The design of image source identification techniques requires an understanding of
the physics and operation of these devices. The general structure and sequence of
stages of image formation pipeline remains similar for almost all digital cameras
and scanners, although much of the details are kept as proprietary information of
each manufacturer. Below, we will describe the basic structure for a digital camera
and scanner pipeline.

Digital Camera Pipeline:Consumer level digital cameras consist of a lens
system, sampling filters, color filter array, imaging sensor, and a digital image
processor.3 The lens system is essentially composed of a lens and the mecha-
nisms to control exposure, focusing, and image stabilization to collect and control
the light from the scene. After the light enters the camera through the lens, it goes
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through a combination of filters that includes at least the infra-red and anti-aliasing
filters to ensure maximum visible quality. The light is then focused onto imaging
sensor, an array of rows of columns of light-sensing elements called pixels. Dig-
ital cameras deploy charge-coupled device (CCD) or complimentary metal-oxide
semiconductor (CMOS) type of imaging sensors. Each light sensing element of
sensor array integrates the incident light over the whole spectrum and obtains an
electric signal representation of the scenery. Since each imaging sensor element
is essentially monochromatic, capturing color images requires separate sensors
for each color component. However, due to cost considerations, in most digital
cameras, only a single sensor is used along with a color filterarray (CFA). The
CFA arranges pixels in a pattern so that each element has a different spectral filter.
Hence, each element only senses one band of wavelength, and the raw image col-
lected from the imaging sensor is a mosaic of different colors and varying intensity
values. The CFA patterns are most generally comprised of red-green-blue (RGB)
and cyan-magenta-yellow (CMY) color components. The measured color values
are passed to a digital image processor which performs a number of operations to
produce a visually pleasing image. As each sub-partition ofpixels only provide
information about a number of color component values, the missing color values
for each pixel need to be obtained through demosaicing operation. This is fol-
lowed by other forms of processing like white point correction, image sharpening,
aperture correction, gamma correction and compression. Although the operations
and stages explained here are standard stages in a digital camera pipeline, the ex-
act processing detail in each stage varies from one manufacturer to the other, and
even in different camera models manufactured by the same company.

Scanner Pipeline:Conventional consumer scanners are composed of a glass
pane, a bright light source (often xenon or cold cathode fluorescent) which illu-
minates the pane from underneath, and a moving scan head thatincludes lenses,
mirrors, a set of filters, and the imaging sensor, whether CCD, CMOS or con-
tact image sensors (CIS).4 (Drum scanners which have been typically used for
high-end applications use photomultiplier tubes.) To obtain color scans, typically,
three rows (arrays) of sensors with red, green, and blue filters are utilized. Dur-
ing scanning, the imaging sensor and light source move across the pane (linear
motion). The light strikes the image, reflects, and is then reflected by a series of
mirrors to the scanner lens. The light passes through the lens and is focused onto
imaging sensors to be later digitized. The resolution of a scanner depends on both
the number of elements of the imaging sensor (horizontal resolution) and the step
size of the scan head motor (vertical resolution). The hardware resolution of the
scanner can be reduced down by either down-sampling or less commonly through
activating only some elements of the CCD array.



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

330 H. T. Sencar and N. Memon

15.2.2 Source Model Identification

The work in this field has been primarily focused on digital cameras. The features
that are used to differentiate camera-models are derived based on the differences
in processing techniques and the component technologies. For example, the op-
tical distortions due to a type of lens, the size of the imaging sensor, the choice
of CFA and the corresponding demosaicing algorithm, and color processing algo-
rithms can be detected and quantitatively characterized byanalysis of the image.
The deficiency of this methodology, in general, is that many models and brands
use components by a few manufacturers, and processing steps/algorithms remain
same or very similar among different models of a brand. Hence, reliable identi-
fication of a source camera-model depends on characterization of various model
dependent features as briefly explained below.

15.2.2.1 Image Features

Inspired by the success of universal steganalysis techniques, Kharrazi et al.5 pro-
posed a similar approach to identify source camera-model. In essence, a select
number of features designed to detect post-processing are incorporated with new
features to fingerprint camera-models. The 34 features include color features (e.g.,
deviations from gray world assumption, inter-band correlations, gamma factor es-
timates), image quality metrics, and wavelet coefficient statistics. These features
are then used to construct multi-class classifiers. The results obtained on moderate
to low compressed images taken by 4 different camera-modelsyielded an identi-
fication accuracy of 97%. When experiments are repeated on five cameras where
three of them are of the same brand, the accuracy is measured to be 88%. Tsai et
al.6 later repeated this study using a different set of cameras and reported similar
results. In their work,7 Celiktutan et al. took a similar approach to differentiate
between cell-phone camera-models by deploying binary similarity measures as
features.8 In this case, the identification accuracy among nine cell-phone models
(of four different brands) is determined as 83%. There are two main concerns re-
garding this type of approaches. First is that as they provide an overall decision, it
is not clear as to what specific feature enables identification which is very impor-
tant in forensic investigations and in expert witness testimonies. Second concern
is the scalability of performance with the increasing number of digital cameras in
the presence of hundreds of digital cameras. Hence, in general, this approach is
more suitable as a pre-processing technique to cluster images taken by cameras
with similar components and processing algorithms.
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15.2.2.2 CFA and Demosaicing Artifacts

The choice of CFA and the specifics of the demosacing algorithm are some of the
most pronounced differences among different digital camera-models. In digital
cameras with single imaging sensors, the use of demosacing algorithms is crucial
for correct rendering of high spatial frequency image details, and it uniquely im-
pacts the edge and color quality of an image. Essentially, demosaicing is a form of
interpolation which in effect introduces a specific type of inter-dependency (cor-
relations) between color values of image pixels. The specific form of these de-
pendencies can be extracted from the images to fingerprint different demosaicing
algorithms and to determine the source camera-model of an image. In,9 Popescu
et al. demonstrated that expectation/maximization (EM) algorithm can be used
to estimate the (linear interpolation) filter coefficients by re-interpolating digi-
tal camera images (after down-sampling to remove existing traces of interpola-
tion) with eight different CFA interpolation algorithms. The average accuracy
in pair-wise differentiation over all pairs of interpolation algorithms is obtained
as 97%. To fingerprint demosaicing algorithms used in different digital camera-
models Bayram et al.10,11 deployed EM algorithm, assuming a linear model for
interpolation within a 5x5 window, and analyzed patterns ofperiodicity in sec-
ond order derivates of rows and columns of pixels in moderately smooth and very
smooth image parts, respectively. The estimated filter coefficients and the peri-
odicity features are used as features in construction of classifiers to detect source
camera-model. The accuracy in identifying the source of an image among four
and five camera-models is measured as 86% and 78%, respectively, using images
captured under automatic settings and at highest compression quality levels.

Alternatively, Long et al.12 considered analyzing the modeling error due to
the linear interpolation model and identifying demosaicing algorithm based on
the characteristics of this error, rather than using the estimated interpolation filter
coefficients. (I.e., the difference between the actual pixel values in the image and
their reconstructed versions as a weighted sum of 13 neighboring pixels.) They
realized this by computing the autocorrelation of the errorover all image. Then,
the (13x13) autocorrelation matrices obtained from many images are combined
together and subjected to principal component analysis to determine the most im-
portant components which are then used as features in building a classifier. They
reported that an accuracy of more than 95% can be achieved in identifying the
source of an image among four camera-models and a class of synthetic images
and studied the change in performance under compression, noise addition, gamma
correction and median filtering types of processing.

Later, Swaminathan et al.13 enhanced this approach by first assuming a CFA
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pattern, thereby discriminating between the interpolatedand un-interpolated pixel
locations and values—an advantage over EM algorithm, and estimating the inter-
polation filter coefficients corresponding to that pattern (assuming a linear model
within a 7x7 window) for each of three activity regions,e.g.,smooth, horizontal
gradient, and vertical gradient. Then, the un-interpolated color values are inter-
polated with respect to the assumed CFA pattern with the obtained filter and the
error with the resulting newly interpolated image and the actual image is com-
puted. The CFA pattern of an image is determined by searchingover all valid
CFA patterns to minimize the resulting error, and the demosaicing algorithms are
differentiated through the use of classifiers built based onestimated filter coeffi-
cients. The corresponding identification accuracy is determined by applying the
method to images taken by 16 camera-models under different compression levels
and it is reported to be 84%.

15.2.2.3 Lens Distortions

In their work,14 Choi et al. proposed the utilization of lens radial distortion, which
deforms the whole image by causing straight lines in object space to be rendered
as curved lines. Radial distortion is due to the change in theimage magnification
with increasing distance from the optical axis, and it is more explicit in digital
cameras equipped with spherical surfaced lenses. Therefore, manufacturers try
to compensate for this by adjusting various parameters during image formation
which yields unique artifacts. To quantify these distortions, the paper extends
a first-order radial symmetric distortion model, which expresses undistorted ra-
dius (from optical axis) as an infinite series of distorted radius, to second order.
These parameters are computed assuming a straight line model by first identify-
ing line segments which are supposed to be straight in the scene and computing
the error between the actual line segments and their ideal straight forms. Later,
these parameters are used as features to build classifiers ina framework similar
to.5 The measurements obtained from images captured with no manual zooming
and flash and at best compression level by three digital camera-models resulted
with an identification accuracy of approximately 91%. Thesefeatures are also in-
corporated with those of earlier proposed ones5 and similar overall identification
accuracy is reported.

15.2.3 Individual Source Identification

The ability to match an image to its source requires identifying unique character-
istics of the source acquisition device. These characteristics may be in the form
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of hardware and component imperfections, defects, or faults which might arise
due to inhomogeneity in the manufacturing process, manufacturing tolerances,
environmental effects, and operating conditions. For example, the aberrations
produced by a lens, noise in an imaging sensor, dust specks ona lens will in-
troduce unique but mostly imperceptible artifacts in images which can later be
extracted to identify the source of the image. The main challenge in this research
direction is that reliable measurement of these minute differences from a single
image is very difficult and they can be easily eclipsed by the image content itself.
Another challenge is that these artifacts tend to vary in time and depend on op-
erating conditions. Therefore, they may not always yield positive identification.
Following approaches are proposed to utilize such characteristics in image source
identification.

15.2.3.1 Imaging Sensor Imperfections

This class of approaches to source matching aims at identifying and extracting
systematic errors due to imaging sensor, which reveal themselves on all images
acquired by the sensor in a way independent of the scene content. These errors
include sensor’s pixel defects and pattern noise which has two major components,
namely, fixed pattern noise and photo response non-uniformity noise. The initial
work in the field has been done by Kurusowa et al.15 in which fixed pattern noise
caused by dark currents in (video camera) imaging sensors isdetected. Dark cur-
rent noise refers to differences in pixels when the sensor isnot exposed to light and
it essentially behaves as an additive noise. Therefore, it can be easily compensated
within the camera by first capturing a dark frame and subtracting it from the ac-
tual readings from the scene, thereby hindering the applicability of the approach.
Geradts et al.16 proposed matching the traces of defective pixels,e.g.,hot pixels,
cold/dead pixels, pixel traps, cluster defects, for determining the source camera.
Their experiments on 12 cameras showed the uniqueness of thedefect pattern and
also demonstrated the variability of the pattern with operating conditions. How-
ever, ultimately, such defects also cannot be reliably usedin source identification
as most cameras deploy mechanism to detect such defects and compensate them
through post-processing.

The most promising and reliable approach in this field is proposed by Lukas
et al.17 to detect the pixel non-uniformity noise, which is the dominant compo-
nent of the photo-response non-uniformity pattern noise arising due to different
sensitivity of pixels to light. The main distinction of thisapproach as compared
to earlier ones is that the correction of this noise component requires an operation
called flat-fielding which in essence requires division of the sensor readings by
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a pattern extracted from a uniformly lit scene before any non-linear operation is
performed. Since obtaining a uniform sensor illumination in camera is not trivial,
most digital cameras do not flat-field the resulting images. The key idea of the
method is to denoise the image by wavelet based denoising algorithm so that the
resulting noise residue contains the needed noise components. However, since the
underlying image model used in denoising is an idealistic one the residue signal
also contains contributions from the actual image signal. Hence to eliminate the
random component of the noise, denoising is applied to a set of images (captured
by the same camera) and the corresponding noise residues areaveraged to obtain
the reference pattern of a given digital camera. Later, to determine whether a given
image is captured by a digital camera, the noise pattern extracted from the indi-
vidual image is correlated with the reference pattern of thedigital camera. A deci-
sion is made by comparing the measured correlation statistic to a pre-determined
decision threshold. The results obtained from (high quality) images taken by 9
cameras yielded 100% identification accuracy.

To determine the false-positive and true-detection performance of the scheme
proposed in17 under a more realistic setting Sutcu et al.18 performed experiments
on an image dataset with roughly 50K randomly selected images and observed
that some of the tested cameras yield false-positive rates much higher than the
expected values. To compensate for false-positives the authors proposed coupling
the approach of17 with source-model identification methodology. In this case,
during the extraction of the pattern the demosaicing characteristics of the source
camera-model are also determined as described in.11 When a decision is to be
made in matching an image to a potential source camera, it is also required that
the class properties of the camera extracted from the individual image is also in
agreement with those of the source camera. It is shown that this approach is very
effective in reducing the false-positive rate with a marginal reduction in the true-
detection rate. In,19 Fridrich et al. proposed enhancements to the noise extraction
scheme by deploying pre-processing techniques to reduce the contributions of im-
age noise and to gain robustness against compression.

Khanna et al.20,21 extended sensor noise extraction methodology to also in-
clude scanned images and to enable source scanner identification. The main dif-
ference between the imaging sensors deployed in digital camera and (flatbed)
scanners is that in the former sensor is a two-dimensional array, whereas in the
latter it is a one-dimensional linear array, and a scan is generated by translating
the sensor over the image. As a result the noise pattern extracted from a scanned
image is expected to repeat itself over all rows. Therefore,a row reference noise
pattern can be obtained from a single scanned image by averaging the extracted
noise (via denoising) over all rows. In [20], the authors showed that this difference
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in the dimension of the array can be used to distinguish between digital camera
and scanner images. In realizing this, classifiers are builtbased on (seven) statis-
tics computed from averaged row and column reference patterns extracted from
both scanned images at hardware resolution (e.g.,no down-sampling) and digital
camera images. In experiments, various training scenariosare considered and an
average accuracy of more than 95% is achieved in discriminating digital camera
images from scanned images. The methodology is also appliedto source scanner
identification problem with the inclusion of new features inclassifier design.21

When identifying the source scanner of an image among four scanners an average
classification accuracy of 96% is achieved and when the images are compressed
with JPEG quality factor 90 an accuracy of 85% is obtained.

Gou et al.22 proposed another approach to fingerprint the scanning noiseas-
sociated with different models of (flatbed) scanners. The method characterizes
scanning noise by three sets of features. The first set of features are obtained
by denoising the scanned images and obtaining first and second order moments
of the log-absolute transformed version of the noise residue. The second set of
features are obtained as the mean, variance and error due to fitting normal distri-
butions to high frequency sub-band coefficients of one-level wavelet decomposed
version of the (normalized) scanned image. The third set consists of features ex-
tracted from the first two moments of prediction error applied to smooth regions.
The most distinctive of the resulting 60 features are used toconstruct classifiers,
which yielded an identification accuracy of 90% among seven scanner models
with relatively smaller size of datasets (27 uncompressed images per model). The
distinguishability of the features are also compared to wavelet coefficient statis-
tics23 and image quality metrics24 and shown to be better. In the context of scanner
identification, one issue that needs to be further studied isthe variability of scanner
noise among individual scanners and determining the corresponding false-alarm
rates in identifying the source scanner.

15.2.3.2 Sensor Dust Characteristics

Dirik et al.25 proposed another method for source camera identification based
on sensor dust characteristics of single digital single-lens reflex (DSLR) cameras
which are becoming increasingly popular because of their interchangeable lenses.
Essentially, the sensor dust problem emerges when the lens is removed and the
sensor area is opened to the hazards of dust and moisture which are attracted to
the imaging sensor due to electrostatic fields, causing a unique dust pattern before
the surface of the sensor. Sensor dust problem is persistentand most generally
the patterns are not visually very significant. Therefore, traces of dust specks
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can be used for two purposes: to differentiate images taken by cheaper consumer
level cameras and DSLR cameras and to associate an image witha particular
DSLR camera. However, it should be noted that the lack of a match between
dust patterns does not indicate anything since the dust specks might have been
cleaned. Devising an empirical dust model characterized byintensity loss and
roundness properties; the authors proposed a technique to detect noise specks on
images through match filtering and contour analysis. This information is used in
generation of a camera dust reference pattern which is laterchecked in individual
images. In the experiments, ten images obtained from three DSLR cameras are
used in generating a reference pattern which is then tested on a mixed set of 80
images (20 taken with the same camera and 60 with other cameras) yielding an
average accuracy of 92% in matching the source with no false-positives.

15.3 Identification of Synthetic Images

A great deal of progress has been made in both fields of computer vision and com-
puter graphics and these two fields have now begun to convergevery rapidly. Con-
sequently, more realistic synthetic imagery became achievable. Today, generative
algorithms are able to produce realistic models of natural phenomena,e.g.,waves,
mountains, sky, plants, objects with geometric structure,stimulate the behavior
of light, e.g.,ray tracing and subsurface scattering methods, and take into con-
sideration sensitivities of human perceptual system. Moreover, the sophistication
of these algorithms parallels the increasing computation power. These advances
in a way defeat the whole purpose of imagery and put the credibility of digital
imagery at stake. Therefore, distinguishing photo-realistic computer generated
(PRCG) images from real (natural) images is a very challenging and immediate
problem. Several approaches have been proposed to address this problem. Es-
sentially, all proposed approaches are based on machine learning methods, which
express the relations between features extracted from a sample set of PRCG and
real images in the form of classifiers. These classifiers are later used to differen-
tiate between the two types of images. Hence, the main difference between the
proposed approaches lie in the features they use in constructing the classifiers.
Another concern with this class of methods is the image sets used during training
and test phases as the true performance of the method will depend on how well
their characteristics represent the overall class of images they belong to.

The first approach to differentiating natural (photographic) images from
PRCG images was proposed by Lyu et al.26 based primarily on a model of nat-
ural images. In this technique, the features are designed tocapture the statistical
regularities of natural images in terms of statistics of three-level discrete wavelet
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transform coefficients. The features include first order statistics (e.g.,mean, vari-
ance, skewness, and kurtosis) of both sub-band coefficientsat each orientation and
scale and of the errors in a linear predictor of coefficient magnitude (of all spatial,
scale, orientation, and color neighbors) to capture higherorder statistical correla-
tions across space, scales and orientations, resulting with 72 features in each color
band. The experiments are done on 40K real and 6K PRCG images of which
32K+4.8K images were used for training the classifiers and the rest for the testing
which yielded an identification accuracy of 67% at 1% false-alarm rate.

In their work,27 Ng et al. proposed another promising approach based on
identifying the distinctive (geometry-based) characteristics of PRCG images, as
compared to natural images. Their technique takes into account the differences in
surface and object models and differences in the acquisition process between the
PRCG and real images. The selection of their features is motivated by the obser-
vations that generation of PRCG images, mostly due to issuesof computational
complexity, is based on polygonal surface models and simplified light transport
models, and does not exhibit acquisition characteristics of hardware devicee.g.,
cameras and scanners. The 192 features used in the design of the classifier are
extracted by analyzing local patch statistics, local fractal dimension, and (normal-
ized) differential geometry quantities,e.g.,surface gradient, quadratic geometry,
and Beltrami flow. The authors used 800 PRCG images and 1.6K real images
to test their features and obtained an average identification accuracy of 83% in
comparison to an accuracy of 80% by Lyu et al.’s features.26 It is also shown that
when classifiers are trained to identify the CG images that are captured by digital
cameras (i.e., recapturing attack), a similar performance can be achievedby both
feature sets.

Another wavelet transform based method was proposed by Wanget al.28

where features are obtained from characteristic functionsof wavelet-coefficient
histograms. The features are obtained by first applying three-level wavelet de-
composition at each color channel and further decomposing the diagonal sub-
band into four second-level sub-bands, yielding a total of 48 sub-bands, and then
by obtaining the normalized histograms in each sub-band. The DFT transform
of the normalized histograms are filtered by three filters (two high-pass filters
and a band-pass filter) to determine their energy at different frequency component
ranges. Hence, a total of 144 features are obtained. The classifier trained on half
of the 4.5K natural and 3.8K PRCG images yielded detection and false-positive
results comparable to those of.26 However, it is reported the classifier did not
perform uniformly (much higher false-alarm rate) on the dataset used by in.27

Motivated by the fact that majority of the real images are captured by digi-
tal cameras, Dehnie et al.29 presented an approach that aims at discriminating
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synthetic images from digital camera images based on the lack of artifacts due to
acquisition process by focusing on the imaging sensor’s pattern noise. Although
each digital camera has a unique noise pattern,17 since the underlying sensor tech-
nology remains similar, it is very likely that pattern noiseintroduced by different
digital cameras may have common statistical properties. Onthe other hand, to
avoid lack of real-life details, such as textures and lighting, generation of PRCG
requires methods that add noise to simulate such phenomena in a physically con-
sistent manner,e.g., ray tracing algorithms. Similarly, it is very likely that the
noise introduced by these methods to have certain statistical properties. To test
the discriminative ability of the approach, a 600 PRCG images and more than 600
digital camera images have been denoised and the statisticsof the resulting noise
residues are analyzed. It is shown that the first-order statistics, like skewness and
kurtosis, for the two noise components are distinct and the two types of image can
be discriminated with an average accuracy of 75%.

Later, Dirik et al.30 extended this approach to also include demosaicing ar-
tifacts11 by proposing new features to detect the use of Bayer color filter array
during demosaicing and and to detect traces of chromatic aberration. These fea-
tures are later incorporated with the features of26 and tested on 1.8 K PRCG and
digital camera images half of which were used for training. Test results obtained
on high quality images show that the classifier designed based on only four demo-
saicing features perform as good as wavelet transform coefficient statistics based
features alone.26 The results obtained from both high quality and medium level
compressed images show that On the other hand, the proposed single feature based
on traces chromatic aberration is shown to perform slightlyworse but with less
sensitivity to compression in highh to medium compression levels. The results for
combined features show that the proposed five features can further improve the
performance of the existing methods.

15.4 Image Forgery Detection

Due to the ease with which digital images can be altered and manipulated us-
ing widely available software tools, forgery detection is aprimary goal in image
forensics. An image can be tampered in many ways and at varying degrees, like
compositing, re-touching, enhancing, with various intents. Although, many of
the tampering operations generate images with no visual artifacts, they will, nev-
ertheless affect the inherent statistics of the image. Furthermore, the process of
image manipulation very often involves a sequence of processing steps to produce
visually consistent images. Typically, a forged image (or parts of it) would have
undergone some common image processing operations like affine transformations
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(e.g.,scaling, rotation, shearing), compensation for color and brightness varia-
tions, and suppression of details (e.g.,filtering, compression, noise addition). As
a result, it is very likely that tampered image statistics will also exhibit variations
due to such operations. In what follows, we briefly review various techniques pro-
posed to determine whether the image has undergone any form of modification or
processing after it has been captured.

15.4.1 Variations in Image Features

These approaches designate a set of features that are sensitive to image tampering
and determine the ground truth for these features by analysis of original (unal-
tered) and tampered images. These values are stored as reference values and later
tampering in an image is decided based on deviation of the measured features
from the ground truth. These approaches most generally relyon classifiers in
making decisions. For example, to exploit the similarity between the steganalysis
and image manipulation detection, Avcibas et al.31 proposed an approach similar
to24 by utilizing image quality metrics to probe different quality aspects of im-
ages, which could be impacted during tampering. In,24 image quality metrics are
used in cooperation with classifiers to differentiate between original and altered
images based on measures obtained between a supposedly modified image and its
estimated original (obtained through denoising) in terms of pixel and block level
differences, edge distortions, and spectral phase distortions. To ensure that the
features respond only to induced distortions due to tampering and not be confused
by the variations in the image content, in31 metrics are also measured with respect
to a fixed set of images. Results obtained on 200 images by subjecting them to
various image processing operations at a global scale yielded an average accuracy
of 80%. When the same classifiers are given 60 skillfully tampered images, the
detection accuracy is obtained to be 74%.

Based on the observation that non-linear processing of a signal very often in-
troduced higher-order correlations, Ng. et al.32 studied the effects image splicing
on magnitude and phase characteristics of bicoherence spectrum (i.e.,normalized
bispectrum which is the Fourier transform of the third ordermoment of a sig-
nal). The authors modeled the discontinuity introduced at the splicing point as a
perturbation of a smooth signal with a bipolar signal and showed that bipolar sig-
nals contribute to changes in bicoherence spectrum of a signal. When tested the
magnitude and phase features provided a classification accuracy of 62% which
can be attributed to strong higher order correlations exhibited by natural images.
Later,33 the authors augmented the existing bicoherence features with newer ones
that take into consideration the sensitivity of bicoherence to edge pixel density and
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the variation in bicoherece features between the spliced and un-spliced parts of the
image. With the inclusion of the new features the accuracy insplicing detection
is reported to increase to 72%. Bayram et al.34,35 compiled three fundamen-
tal sets of features that have been successfully used in universal steganalysis and
rigorously tested their sensitivity in detecting various common image processing
operations by constructing classifiers to identify images that have undergone such
processing. The tested features include image quality metrics,24 wavelet coeffi-
cient statistics,23 binary similarity measures,8 the joint feature set which combines
all the three sets, and the core feature set which is a reducedversion of joint fea-
ture set. Different types of classifiers built from these features are tested under
various image manipulations, like scaling up/down, rotation, contrast enhance-
ment, brightness adjustment, blurring/sharpening and combinations, with varying
parameters. Results on 100 locally tampered images, obtained from Internet, show
that joint feature set performs best with an identification accuracy of around 90%.

15.4.2 Image Feature Inconsistencies

This class of techniques tries to detect image tampering based on inconsistent
variations of selected features across the image. These variations may be in the
form of abrupt deviations from the image norm or unexpected similarities over the
image. One of the earliest methods in this class exploits thepresence of double
JPEG compression artifacts. Recompression of an (already compressed) image at
a different quality factor distorts the smoothness of DCT coefficient histograms
and creates identifiable patterns in DCT coefficient histograms. When the second
quantization step size is smaller, some bins in the resulting histogram will be
empty (zero valued) yielding a periodic peaks-and-valleyspattern. On the other
hand, if the second quantization step is larger than the firstone, all histogram
values will be present but due to uneven splitting and merging of bins, histogram
will show periodic peak patterns.

This phenomenon has been observed and studied in36 and37 to determine the
initial compression parameters and to detect double compressed images. Essen-
tially, the most common form of image tampering involves splicing of images
which are very likely to be compressed at different quality factors. Therefore, the
spliced parts in the recompressed image will have differentdouble compression
characteristics as compared to other parts. He et al.38 developed a workable algo-
rithm for automatically locating the tampered parts. In themethod, the coefficient
histogram of each DCT channel is analyzed for double compression effects and to
assign probabilities to each (8x8) DCT block of its being a doctored block. The
probabilities for each block are later fused together to obtain normality map of
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blocks, and tampering is decided based on presence and location of clusters on
this map. Experiments performed on a small number of tampered images demon-
strate the success of the algorithm. Further experiments are needed to determine
how the method performs under various types of image tampering.

Popescu et al.39 proposed a method for detecting resized (parts of) images
which might potentially indicate image tampering. The principle of their method
is based on the fact that up-sampling (interpolation) operation introduces peri-
odic inter-coefficient correlations (i.e.,all interpolated coefficients depend on their
neighbors in the same manner) and re-sampling at arbitrary rates requires a com-
bination of up-sampling and down-sampling operations to achieve the intended
rate. Hence, the presence of correlation between pixels canbe used to determine
which parts of images underwent resizing. To extract the specific form of cor-
relations, the authors assumed probabilistic models for the prediction errors of
both interpolated and un-interpolated coefficients. The estimation of distribution
parameters and grouping of coefficients are performed simultaneously by EM al-
gorithm. Results obtained on high quality JPEG images by subjecting images to
global transformations such as scaling, rotations and gamma correction yielded
detection accuracy close to 100% in most cases. However, theaccuracy of detect-
ing locally tampered regions have to be further tested.

Johnson et al.40 considered the use of lighting direction inconsistencies across
an image to detect image tampering, as it is often difficult toensure (physically)
consistent lighting effects. The crux of the method lies in atechnique that es-
timates the light source direction from a single image. Assuming a point light
source infinitely far away, a surface that reflects light isotropically and has a con-
stant reflectance, and the angle between the surface normal and the light direction
is less than 90 degrees, the image intensity is expressed a function of surface
normal, light source direction, and constants (i.e., reflectance and ambient light
terms). Surfaces of known geometry in the image (e.g.,plane, sphere, cylinder,
etc.) in the image are partitioned into many patches and by solving the formulation
for all patches and combining the results to obtain the lightdirection. Formulation
is also applied to local light sources and multiple light sources by combining them
into a single virtual light source. The applicability of themethod is demonstrated
on a smaller set of images.

Image tampering very often involves local sharpness/blurriness adjustments.
Hence, the blurriness characteristics in the tampered parts are expected to differ
in non-tampered parts. In,41 Sutcu et al. proposed the use of regularity proper-
ties of wavelet transform coefficients to estimate sharpness/blurriness of edges to
detect variations and to localize tampering. The decay of wavelet transform coef-
ficients across scales has been employed for edge detection and quality estimation
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purposes previously. The proposed method first employs an edge detection algo-
rithm to determine edge locations which is then followed by amulti-scale wavelet
decomposition of the image. Edge locations are located by analyzing the edge
image and corresponding maximum amplitude values of wavelet sub-band signals
are determined. Then, a linear curve is fitted to the log of these maximum ampli-
tude values and the goodness of the fit is used an indicator of sharpness/blurriness
value. The potential of the method in detecting variations in sharpness/blurriness
is demonstrated on both globally blurred images and tampered images with local
adjustments.

Another common form of forgery is content repetition which involves copying
and pasting part(s) of an image over other parts of the same image to disguise some
(contextual) details in the image. Although this type of tampering can be easily
detected by exhaustive search and analysis of correlation properties of the im-
age (autocorrelation function) due to introduced correlation by content repetition,
these methods are not computationally practical and do not perform well when
the copied pasted parts are smaller in region. To address this problem Fridrich
et al.42 proposed a better performing (faster and accurate) method.The method
obtains DCT coefficients from a window that is slid over the whole image in an
overlapping manner and quantizes them. The resulting coefficients are arranged
and inserted into a row matrix. The rows (of quantized DCT coefficients) are then
sorted in a lexicographical order and through row-wise comparisons similar blocks
are determined. The main computational cost of this algorithm is due to sorting
which requires significantly less time steps as compared to brute force search,e.g.,
an O(nlogn) algorithm. To further improve the robustness ofthis method to possi-
ble variations Popesctu et al.43 used an alternative representation of blocks based
on principal component analysis to identify the similar blocks in the image. Sim-
ilar to,41 the coefficients in each block are vectorized and inserted ina matrix and
the corresponding covariance matrix is computed. By findingthe eigenvectors of
the covariance matrix, a new linear basis for each image block is obtained and a
new representation is obtained by projecting each image block onto selected basis
vectors with higher eigenvalues to reduce dimensionality.Then, the representation
of each block is lexicographically sorted and compared to determine the similar
blocks. The robustness of the method in detecting tampered parts is demonstrated
under ranging JPEG compression qualities and additive noise levels.

15.4.3 Inconsistencies Concerning Acquisition Process

As discussed earlier, image acquisition process introduces certain distinguishing
characteristics in each acquired image which can be used forsource identification.
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Since these characteristics will be fairly uniform over thewhole image, their con-
sistency across the image can also be used for detecting and localizing tampering.
Hence, this group of techniques is extensions of source identification techniques
with some minor differences. For example, Swaminathan et al.44 used incon-
sistencies in color filter array interpolation to detect tampered parts of an image
based on their approach in.13 After estimating the CFA pattern and the interpo-
lation filter, the demosaiced image is reconstructed and compared to the image
itself. Modeling the linear part of the post-processing as atampering filter, its
coefficients are obtained by deconvolution. These coefficients are then used in
design of a classifier to detect tampering by comparing the obtained filter coeffi-
cients with a reference pattern obtained from direct cameraoutput (i.e.,unaltered
images). Results obtained by subjecting test images to spatial averaging, rotation,
compression and resampling is reported to yield average detection accuracy of
more than 90%.

Similarly, based on,17 Lukas et al. proposed to detect and localize tampering
by analyzing the inconsistencies in the sensor pattern noise extracted from an im-
age.45 The noise patterns obtained from various regions are correlated with the
corresponding regions in the camera’s reference pattern and a decision is made
based on comparison of correlation results of region of interest (potentially tam-
pered region) with those of other regions. Along the same line Popescu et al.46

proposed to detect the presence of CFA interpolation, as described in,9 in over-
lapping blocks of an image to detect tampering. Experimentswere performed on
a limited number of digital camera images to identify tracesof CFA interpolation
in each block with no tampering.

Johnson et al.47 proposed a new approach by inspecting inconsistencies in
lateral chromatic aberration as a sign of tampering. Lateral aberration is due to in-
ability of the lens to perfectly focus light of all wavelengths onto imaging sensor,
causing a misalignment between color channels that worsenswith the distance
from the optical center. The method treats the misalignmentbetween color chan-
nels as an expansion (or contraction) of a color channel withrespect to one another
and tries to estimate the model parameters (e.g.,center and aberration constant) to
attain alignment. The estimation of these model parametersis framed as an image
registration problem and a mutual entropy metric is used to find the exact aberra-
tion constant which gives the highest mutual entropy between color channels. To
detect tampering, image is partitioned into blocks and the aberration estimated in
each block is compared to global estimate. Any block that deviates significantly
from the global estimate is deemed to be tampered. The threshold deviation is
determined experimentally under varying compression qualities; however, further
experiments are needed to generalize the results and determine the dependency on



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

344 H. T. Sencar and N. Memon

image content.
Alternatively, Lin et al.48 proposed a method to recover the response function

of the camera by analyzing the edges in different patches of the image and ver-
ifying their consistency. Camera response function definesthe relation between
radiance values from the scene and measured brightness values in each color chan-
nel and due to this non-linear response a linear variation ofthe pixel irradiance at
the edges will be distorted. The main idea of the method is to utilize this phe-
nomenon by computing the inverse response function and to determine its confor-
mance to known properties of response functions (which should be monotonically
increasing with at most one inflexion point and similar to each other in each color
channel). The normality of the estimated functions, from each patch, is decided
by comparing them to a database of known camera response functions. For this,
classifiers are designed by extracting features from the computed and available
response functions and tested on a few example images to demonstrate the feasi-
bility of the idea. Although the success of the method requires images to be of
high contrast so that the color range in each patch is wide enough, this assump-
tion can be relaxed by applying the method to source camera-model identification
problem.

15.5 Conclusions and Outlook

There is a growing need for digital image forensics techniques, and many tech-
niques have been proposed to address various aspects of digital image forensics
problem. Although many of these techniques are very promising and innovative,
they all have limitations and none of them by itself offers a definitive solution. Ul-
timately, these techniques have to be incorporated together to obtain reliable deci-
sions. However, there are still two major challenges to be met by image forensics
research.

• Performance Evaluation and Benchmarking.Essentially the foremost concern
that arises with respect to forensic use of proposed techniques is the achiev-
able performance in terms of false-alarm and true-detection/identification
rates and clear understanding of the factors that affect theperformance. From
this point of view, many of the proposed techniques can be more accurately
defined as proof of concept experiments. To further refine these methods,
performance merits have to be defined more clearly and propertest and eval-
uation datasets have to be designed and shared.
• Robustness Issues.The most challenging issue that image forensics research

faces is the robustness to various common and malicious image processing
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operations. Proposed methods are not designed and tested rigorously to per-
form under the most difficult conditions, and, moreover, most techniques can
be easily circumvented by a novice manipulator. Since the information uti-
lized by the image forensics techniques is mostly in imperceptible detail, it
can be easily removed. It is a matter of time for such tools to be available for
public use. Techniques have to be designed and evaluated with this caveat in
mind.

Overcoming these challenges requires the development of several novel method-
ologies and thorough evaluation of their limitations undermore general and prac-
tical settings. This can be achieved in collaboration with forensics experts and
through their continuous feedback on the developed methods. The research effort
in the field is progressing well in these directions.
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Recent web-based applications offer users free service in exchange for access
to personal communication, such as on-line email services and instant messag-
ing. The inspection and retention of user communication is generally intended
to enable targeted marketing. However, unless specificallystated otherwise by
the collecting service’s privacy policy, such records havean indefinite lifetime
and may be later used or sold without restriction. In this paper, we show that
it is possible to protect a user’s privacy from these risks byexploiting mutu-
ally oblivious, competing communication channels. We create virtual channels
over online services (e.g., Google’s Gmail, Microsoft’s Hotmail) through which
messages and cryptographic keys are delivered. The messagerecipient uses a
shared secret to identify the shares and ultimately recoverthe original plaintext.
In so doing, we create a wired “spread-spectrum” mechanism for protecting the
privacy of web-based communication. We discuss the design and implementa-
tion of our open-source Java applet, Aquinas, and consider ways that the myriad
of communication channels present on the Internet can be exploited to preserve
privacy.
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16.1 Introduction

Internet users hemorrhage personal information. Almost every interaction on the
web is scanned (directly or indirectly) by some party other than those directly in-
volved in the transaction. Tracking cookies, web bugs, and other tools are used
by advertisers to follow users as they move from site to site across the Internet.1

Less scrupulous groups rely upon spyware to surreptitiously acquire personal in-
formation. Such information can be warehoused, collated with other sources, and
stored indefinitely.

Recently, however, a more active means of collecting personal information
has become common: users expose their personal communications to service
providers in exchange for free online applications such as email and instant mes-
saging. As promoted, access to this information allows online providers to per-
sonalize the user experience by offering targeted advertisements.2 The revenue
generated by connecting users and vendors has historicallyfueled much of the
growth of the Internet, and is the major source of revenue formany websites.
Hence, user profiling is an often positive and possibly necessary element of online
life.

However, the communications provided by users of these new services such
as free email can be used to develop profiles that extend far beyond simply on-
line habits. By allowing these services to scan the contentsof every message
that passes through their system, they provide commercial interests with insight
into their daily and sometimes highly personal lives. The contents of such com-
munications are further susceptible to interception and examination by repressive
regimes.3–5 Such practices are becoming the norm in web-based applications. Un-
fortunately, the legal devices for protecting user privacyagainst abuse or sale of
this information are few, and those that do exist are often ineffective.6

We assert that users need not sacrifice their right to privacyin exchange for
any service. Just as customers of the postal service have come to expect that their
messages will only be read by the intended recipient, so too should users of web-
based services be guaranteed privacy in their communications. We demonstrate
that strong confidentiality is attainable for all Internet users, regardless of the pri-
vacy policy of these online services.
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In this paper, we introduceAquinas, an open source tool designed to provide
email privacy while maintaining plausible deniability against the existence of the
unobservable (covert) communication. The Aquinas client provides privacy using
a hybrid scheme; we employ cryptography to secure communication, steganogra-
phy to hide the existence and substance of ciphertext, and multipath delivery to
ensure compromised accounts or intercepted messages provide little information
to an adversary. All email messages are initially encryptedand protected with a
message authentication code(MAC) to ensure confidentiality and integrity. The
key and ciphertext are then carefully divided intoshares. The shares are embed-
ded in emails using steganographic tools and sent to the recipient via multiple
email accounts established at competing services such as Yahoo! Mail, Gmail,
and Hotmail. When the recipient receives the ciphertext andkey shares, Aquinas
reconstructs the key and ciphertext. The ciphertext is decrypted and the contents
validated to obtain the plaintext message.

Aquinas is an open-source Java applet. While the mechanismsand distributed
nature of content delivery make the current iteration of Aquinas highly robust
against multi-party collusion and third-party scanning, it is our intention to al-
low anyone to contribute additional algorithms and functionality to the codebase.
This diversity of operation means that ultimately, the ability of any entity to de-
tect or prevent private communications through web-based email services will be
severely curtailed.

Through its use of multiple channels for message delivery, Aquinas’s design
mimics wireless “spread-spectrum” protocols, which use a pseudo-random pattern
of radio channels in order to prevent eavesdropping and jamming. Even with the
observation of some subset of channels, an adversary gains no usable information
about the true nature of a message’s contents. In Aquinas, anadversary needs to
intercept email on all used mail accounts to gainany information about the user
communication. Because no web service can feasibly intercept all communica-
tion, user profiling is not possible.

Aquinas differs significantly from existing email privacy tools such as PGP.7

Existing tools seek to secure the missives between known users typically using
highly secure keys, i.e., public keys. Conversely, Aquinasseeks to enable mobile
and lightweight communication; users need not have any physical data beyond a
single password in their head. Moreover, Aquinas seeks to secure communication
in environments where integration with existing tools is not available, such as with
free email accounts. That is not to say that Aquinas providesa superset of features
of these tools. Specifically, Aquinas does not provide all the guarantees that other
systems may, e.g., non-repudiation. However, Aquinas is robust to compromise
due to the generation of new keys for each message. We believethat this forward-
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security in combination with portability make this mechanism a highly attractive
means of addressing privacy.

The remainder of this paper is organized as follows: Section16.2 gives an
overview of our approach to solving these issues; Section 16.4 discusses addi-
tional issues facing the use of privacy preserving software; Section 16.3 examines
the specifics of the our implementation; Section 16.5 examines the related work
in this field; Section 16.6 offers concluding thoughts and future directions for this
work.

16.2 Design

We first define the goals of Aquinas and consider the threats and adversaries we
seek to protect against. The latter parts of this section describe the protections in
Aquinas and the mechanisms for their implementation.

16.2.1 Goals

The high-level design goals of Aquinas include:

Confidentiality: No adversary should be able to obtain information about the
existence or content of email communication.

Integrity: The integrity of all communication must also be preserved, i.e., any
modification of the message should be detectable by the recipient.

Ease of use:Aquinas should not require that the user understand or directly use
any sophisticated concepts such as cryptography or steganography. Addition-
ally, the tool should provide a user experience consistent with traditional email
applications.

The systemic requirements of Aquinas are somewhat more mundane. We do
not want to place a requirement on the user for having to install software beyond
a simple web browser, or to provide complex data, e.g., maintain keyrings. The
implications of this are that all security-relevant data needed to receive email from
a single user should be derivable from a password. The secondimplication is that
the tool should be able to execute on arbitrary platforms.

In addition, we want to maximize the flexibility of the services that can be
used; to that end, we wish to be able to easily integrate Aquinas with any com-
munication service available on the Internet. Finally, we require the tool to be
extensible in order to accommodate future functionality.
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16.2.2 Threat Analysis

Users of web-based email services are subject to a variety ofthreats against their
privacy and security. Below, we consider possible adversaries and the motivation
and attacks they may employ.

Threats may arise from corporate adversaries. For the application providers
that run web-based email services, there is a strong interest in profiling their users
for revenue generation. Information about users can be soldto marketing agencies
or directly to other companies interested in advertising products to their target de-
mographics. The information gleaned about a user through profiling email can be
arbitrarily detailed; through sufficiently optimized data-mining techniques, even
users reticent to reveal personal information may unwittingly divulge many more
personal details than they realize. If information is sent without any form of ob-
fuscation, it is trivial for the adversary to intercept communications; any party
between the user and the application provider will also haveunfettered access to
this information.

There are environments where protections such as message confidentiality
may not be allowed: the email provider may disallow encrypted or unrecogniz-
able content, or the network used for information transmission may have similar
restrictions. Even when hidden channels are used, vulnerabilities may still be
manifested. As information flows to and from an email account, the account will
be subject tochannel decayover time: an adversary collecting copies of the trans-
ferred information will be able to use the amassed data to more easily mount an
attack against the channel. In addition, the probability ofan adversary learning of
a channel’s existence will increase with time.

An additional adversary with a similar reward model to the application
provider can be the webmail user’s ISP. Defending against these attacks presents
a tangential set of challenges. We consider adversarial ISPs in greater detail in
section 16.2.5.

While the goals of adversarial companies are largely financially-based, politi-
cal adversaries may represent a greater threat to some users. Repressive political
states have shown little compunction about using Internet activity logs to target
and persecute dissidents.3–5 These adversaries can be significantly more deter-
mined to discover information about their target than businesses, and have full
access to all records and logs of activity. We can consider the political adver-
sary to have all of the same tools at their disposal as the corporate adversary, plus
the ability to compel multiple application providers to turn over all information
they possess, or force those companies into collusion. Thiscould create very seri-
ous consequences for a dissident attempting to keep their communications hidden
from a regime.



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

354 K. Butler et al.

Fig. 16.1 A sample message and key delivery flow. The sender encrypts the plaintext and then
embeds it into carefully select covertext using steganography. The message containing the hidden
content is then sent as shares to one or more accounts owned bythe recipient. Each of the key shares
used to create the encryption key are then sent to different destination email accounts. The recipient’s
client checks all of the accounts, reassembles the key and ciphertext from the shares, and recovers the
plaintext. The separate emails from different SMTP serversto prevent reassembly by adversaries.

16.2.3 Email Protection

Figure 16.1 provides an overview of how email messages are protected by
Aquinas. After a message is composed, the email is encryptedand steganographic
techniques are applied to conceal the nature of the information being sent. We use
symmetric cryptographyas the encryption mechanism, in contrast to alternative
email schemes, which use public-key cryptography. Becausepublic-key systems
require the use of a trusted third party for endorsing user identities, selecting pa-
rameters for key encryption, and proving credentials—a non-trivial problem that
has not been entirely solved in a satisfactory manner8—as well as a full associated
infrastructure, we found that this architecture would not fit within the goals of our
system. While use of symmetric cryptography necessitates initial establishment of
a shared secret (typically in an out-of-band fashion), we felt this was an adequate
tradeoff.

Symmetric cryptography requires both the sender and recipient to agree on a
key. Obviously, we do not want to send the key in the same emailas the ciphertext.
A simple solution is to send the key and ciphertext is separate emails, but if both
are sent through the same mail service, the adversary still has access to both. The
solution is to split both the key and ciphertext into multiple shares and send each
part through multiple mail services.

The encryption process is straightforward. The sender begins by creating some
number of keys. These keys are combined via XOR (herein notedas

⊕
) to create

the encryption keya. Using some symmetric cryptographic algorithm, e.g. AES,
the message ciphertext is created. However, encryption alone is not sufficient

aThe encryption key cannot be determined unlessall of the key shares are known.
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protection for the email, as a service provider could easilydetect that an encrypted
message was sent. A sender may wish to plausibly deny that sensitive information
has been transmitted, and the presence of ciphertext in a message alludes to the
transmission of unknown information. To make the emails appear innocuous, the
message and key shares are passed through a steganographic filter (e.g., SNOW9),
obscuring the email withcovertextthat provides no insight as to the real message
contents.

Once the message has been encrypted and protected with a MAC,it is stegano-
graphically obscured with covertext. The resulting message is sent in an email to
one of the recipient’s accounts. The key shares are also hidden through stegano-
graphic techniques, and these messages are sent to different accounts. At this
point, the message and key shares are distributed among multiple, independently
administered email servers, and the message contents, masscollusion notwith-
standing, are secured from unauthorized observers.

The recipient begins the decryption process by downloadingboth the message
and key shares. From the recipient’s point of view, the key todecrypt the mes-
sage is the recipient email accounts. Once downloaded, the recipient applies the
steganographic filter to eliminate the covertext and retrieve the ciphertext and key
shares. The key shares are combined with

⊕
to create the decryption key, and the

ciphertext is decrypted.

16.2.4 Design Detail

Our key distribution approach is an example ofmultipath delivery. This method
leverages the distributed nature of Internet services to create and multiplex or-
thogonal channels in the form of multiple email accounts. Ananalogous means
of communications, known asspread spectrum, has been used for more than fifty
years. Given some range of radio spectrum withx discernible frequencies, mes-
sages are transmitted using some pseudorandom sequence of frequencies known
only to sender and receiver. An adversary attempting to eavesdrop on commu-
nications has a probability(1/x)p of overhearing the entire message overp time
periods. Asx and p increase, the ability of an attacker to successfully intercept
communications quickly approaches zero. The application of such a technique to
the Web makes interception by an adversary an even more daunting task. While
the radio spectrum arguably has a limited number of frequencies, the number of
channels in which data can be injected into and across the Internet are arguably
infinite. We demonstrate the use of Aquinas with key shares carried across mul-
tiple email addresses; however, with little additional extension, we can store key
shares and messages in web log comments, chat rooms, newsgroups, and a variety
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of other locations. If we consider each of these particular channels equivalent to a
different frequency in the spread-spectrum analogy, then we see the vast number
of virtual frequencies afforded to us.

Each of these email accounts used to send the shares should belocated at do-
mains operated by different providers. This method of key delivery is robust to
collusion for a number of reasons. Competition will deter collusion: any informa-
tion about a user that a provider is able to garner or derive that is not known to
the provider’s competitors generates a competitive advantage. Because providers
are competing for revenue from advertisers, having unique insights into customer
profiles will be rewarded by allowing more targeted marketing to those users,
making advertising more lucrative and profitable. Hence, providers desire to keep
this information as private as possible, and colluding withother providers would
necessitate providing information on the user. This creates acompetitive disin-
centivefor the provider to engage in collusion. Additionally, evenif an adversary
is to discover that a message is hidden within an email, they must still recover all
n key shares along with the message in order to decrypt it, making this system
robust to the compromise of up ton−1 key shares.

The recipient, using the Aquinas client, checks her disparate messageand
keyemail accounts for shares. Aquinas downloads all of the messages and then
searches through the headers for a flag identifying the keys for a specific message.
Demultiplexing via the

⊕
operation is performed on alln key shares, providing

the recipient with keyK. The actual data contained within the email is then uncov-
ered and decrypted usingK. The real message from the sender is then displayed
for the recipient.

The communication process is no more difficult from a user’s standpoint than
using a traditional mail program. Specifically, a user must enter the multiple out-
going (SMTP) and incoming (POP3) email servers that are to beused to deliver
messages. With theaddress bookfeature in Aquinas, allowing storage of multiple
users per email address, this information only needs to be entered once.

16.2.5 Adversarial ISPs

Many users rely on a single service provider to transit theirinformation to the
greater Internet. The consequence, however, is that this ISP has access to all of
the information sent through its network. By implication, this means that all of
the messages sent by the Aquinas user will pass through theirhome provider who
can collect data, even though the destinations of these messages may be disparate
email services providers.
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Key management does not help in this case because alln channels are implic-
itly revealed. However, the user has recourse through use ofthe SSL protocol.
SSL provides end-to-end data protection between the user and the email provider,
making information unreadable to an ISP attempting to passively eavesdrop on
messages. Aquinas supports the use of SSL in order to thwart the ISP threat. With
SSL, however, there is some information leakage; the adversary can learn the des-
tination of the packets (but not the destination of the email) by examining the IP
header. Thus, while the content of the messages will be unknowable, the fact that
information is being transferred to an email provider will be leaked. By observing
this information, the ISP could learn all of the providers used and instantiate col-
lusion with them. To hide evidence of the destination, the user could make use of
proxies, such as anonymous remailers and other anonymous routing services.10,11

Additionally, to lower the probability of an adversary detecting the existence of
a channel formed by the email account, the user can periodically abandon their
accounts and set up new ones for communication.

An alternative solution to the ISP threat exists that does not require the use
of SSL between a user and their email provider. Security can be implemented
throughchaffing and winnowing12 with email accounts. By including email ac-
counts not used during the email communication, the adversarial ISP will have to
choose the correct subset of accounts that correspond to a message. A brute-force
approach based on combinatorics rapidly becomes infeasible for the adversary.
For example, if the user transmits a message with 40 shares, but only 20 of those
are used to construct the message, the adversary will be required to search through
the
(40

20

)
, or nearly 138 billion, combinations.

16.2.6 Key Negotiation and Management

Bootstrapping communication between users requires a mechanism outside of
Aquinas to be used. Out-of-band key communication through methods such as
speaking over the phone or meeting in person is possible; alternately, a mecha-
nism such as PGP could be used for the initial setup. While theuser would have
to be on a trusted machine that has PGP installed to perform this transaction, once
the initial key setup was complete, the user can then communicate using any ter-
minal with the recipient.

We propose that a directory of users be stored in a publicly accessible repos-
itory. Each set of email addresses associated with a user canbe stored within
this space. The addresses can be public because it is their particular combination
used for an email transmission that is the secret. Part of theinitial communication
between two users can include transmission of a shared secret between the two
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parties. This can be very simple, such as the phrase “secretpassword”b. A permu-
tation sequence can then be calculated by using this secret as a key. For example,
AES-128 has a keyspace of 2128 entries. Encoding the secret as a value (e.g.,
converting “secretpassword” in its decimal representation) allows us to use it as a
key. If there are 40 email addresses associated with a user, the keyspace can be
binned into 40 intervals, and the generated number will fallinto one of these bins,
generating one of the email addresses that will comprise thekey share. The re-
sulting value is then encrypted with the key and another interval is selected based
on the new output. This process is repeated until there are 20unique addresses
selected. By negotiating a new secret (for example, throughemail communica-
tion), a new combination of addresses used as key shares can be selected. The
following matrix illustrates the series of transformations that generates the values
to be binned:










k0 = h(“secret password”)
k1 = E(k0,k0)

k2 = E(k1,k1)
...

k20 = E(k19,k18)










Note that email is not the only method by which keys and ciphertext may
be delivered. The open functionality inherent to the Internet allows any means
of sending data to become a covert channel for communication. A combination
of keys placed in weblog referrer logs, instant messages, BitTorrent13 and other
P2P file sharing systems, streaming audio and video, newsgroup postings, and any
number of disposable or community email accounts can be usedto keep the con-
tents of any message secret. This method of key and content distribution creates a
wired “spread-spectrum” effect, effectively using servers across the Internet like
unique “frequencies”. This technique thereby obfuscates the ability to determine
that communication has occurred at all. Because of the sheervastness of the web,
the ability to prohibit privacy on this medium isvirtually impossible.

16.3 Implementation

Aquinas is principally designed to support a simple and user-friendly interface.
In order to retain the convenience of web-based email, Aquinas is required to be
accessible via the Internet. Ideally, this portability should be machine independent
to allow use by the widest possible community. For these reasons, we developed

bShared secrets should be picked carefully to avoid dictionary attacks.
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Aquinas using Java. Our goals, however, were not merely to allow use on their
primary home or work machines (although this use is encouraged); rather, we
wanted to ensure that users could protect their communications no matter where
they were or what machine they were using, such as a terminal at an Internet
cafec. Accordingly, we have designed Aquinas to run as an applet. The Aquinas
Java applet and source-code are freely available from:

http://siis.cse.psu.edu/aquinas.html

The fully functional applet is linked off this page and was used as a method of
communication by the authors during the writing of this paper.

Mail services are handled through thejavax.mail package. The current ver-
sion of the software includes support for POP3-based services. While a number of
domains offer IMAP connectivity, many of the major web-based email providers
including Gmail do not currently include such functionality at the time of this
writing. We emulate IMAP via the POP3TOP command; the message headers are
all that is downloaded until a user requests the message bodyitselfd.

Because the client must communicate with a number of serversother than the
one on which it is hosted and creates state with the address book feature, we were
forced to create Aquinas as a trusted applet. The disadvantage with this approach
is that the Java Virtual Machine’s sandboxing mechanisms are turned off, giv-
ing the applet access to the user’s file system. We provide source code for our
application for inspection and a self-signed applet, allowing a per use exception
to sandbox restrictions. Note that the user must either accept the certificate or
turn off sandboxing for the applet to be usable in a browser. Unfortunately, some
browsers do not have this capability and thus a native operating system Java VM
may be necessary.

Aquinas uses the SNOW steganographic tool,9 a Java codebase that uses
whitespace at the end of lines to hide data. All steganographic transformations
are handled through a generic API. Hence, additional steganographic tools may
be quickly integrated into Aquinas with little effort. Thiswrapper class also con-
tains multiple interfaces to accommodate the use of MIME-type forgery. Both the
key and message emails make calls to this tool.

Figure 16.2 shows a screenshot of what the Gmail scanner seesas the con-
tent of an email sent using Aquinas. The plaintext of the message, however, is
displayed in Figure 16.3. We performed extensive tests withemails protected by
different steganographic covertexts, to determine how they would be handled by

cNote that users must still be cognizant of their surroundings and the machines they use if Aquinas is
used in an untrusted location such as a remote kiosk. We cannot and do not protect against physical
attacks such as keystroke loggers on remote terminals.
dThe POP3 command for downloading a message’s header, but notits body, isTOP <message#> 0
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Fig. 16.2 A screenshot of the content of an email sent from Aquinas to a Gmail account.

Gmail and other providers. While Gmail sometimes showed advertisements per-
taining to the content of the covertext, none of these advertisements reflected the
keywords or terms found in the plaintext message. This indicates to us that the
real message transmitted stayed private and was protected from profiling.

16.4 Discussion

Aquinas extends the confidential nature of email by allowingmessage contents
to remain secret until being read by the intended recipientsthereby redefining
the endpoint of web-based email as the user. Its portability, imperceptibility and
forward-security through unique session keys make the use of Aquinas more at-
tractive than many more traditional schemes. We therefore consider several issues
of the secure use and implementation of Aquinas in the following subsections.

16.4.1 Preserving Privacy

Although the mechanisms discussed in this paper can providesecurity against pro-
file generation and data mining, users of these solutions must still be cognizant of
other privacy issues. Specifically, in spite of the use of encryption and steganog-
raphy, it is still possible for information leakage to occur. The selection of cover
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Fig. 16.3 A screenshot of the recovered plaintext of the email displayed in Figure 16.2.

text, for example, provides data that can be scanned and associated with a user. If
a user were to select text from a website with radical political statements or adult
material, that information may still be affiliated with the user in spite of there
being no actual relationship between the two parties in the real world. To miti-
gate this threat, we suggest using neutral text, such as the “Terms of Service” or
“Frequently Asked Questions” pages available at the websites hosting the email.
By doing this, a user exposes only the fact that they use a service (which is already
known to the service provider).

The sender should also be aware of the paths that key shares take. For ex-
ample, if all data were to cross a particular domain either during the sending or
receiving process, all of the data necessary to create the keys for decryption would
be readily available. It is therefore critical that users take advantage of as many
unique channels as possible to provide maximum security.

Users should take additional precautions when deciding upon names for email
accounts. While identically named accounts at a number of major free email
providers would be easy for people to remember, they also increase the ease with
which collusion between providers can occur. The tradeoff between ease and
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security must be carefully considered by each user. Much of this tradeoff can be
mitigated by using the address book feature provided in Aquinas. As a standard
security practice, the use of unique passwords across accounts in also highly rec-
ommended. In addition to providing robustness to a single compromise, the use
of unique passwords also prevents one service provider fromlogging in to a user’s
account at another provider (i.e., unapproved collusion14). Simple methods to in-
crease the security of password re-use include browser extensions such as those
presented by Ross et al.15

The number of accounts used to achieve privacy can be set by the user and
should be based upon their perceived threats. For example, someone simply want-
ing to avoid being profiled by free web-based email providersand advertisers may
decide to rely upon two accounts. Because it is extremely unlikely that competing
forces including Hotmail and Gmail will willingly share trade secrets (for eco-
nomic and potentially anti-trust reasons), the effort required to protect the average
account using Aquinas is minimal. If the consequence of content compromise
is more dangerous, the number of accounts used should be increased. While the
Chinese government was able to put pressure on Yahoo! Mail toturn over infor-
mation on suspected members of the political opposition, the ability of a govern-
ment to achieve the same if Aquinas is used is minimized. Because it is unlikely
that every provider will be compliant with foreign governments, communications
can be protected from this sort of interception. One way to realistically implement
a significant increase in the number of accounts would be for users to aggregate
and share accounts within larger communities. In a design similar to the Crowds,16

users could receive and forward mail on behalf of other userswithin their com-
munity while maintaining plausible deniability of the communication details.

Techniques leveraging the temporal spacing of messages canalso help to pro-
tect against traffic analysis attacks. As mentioned in Section 16.2.5, a user can in-
clude chaffing and winnowing techniques to increase their security. For example,
slowly sending shares over the course of an hour forces an adversary to consider
all egress traffic during that period. A small alteration to the current version of
Aquinas would allow it to continuously emit low volumes of traffic to randomly
chosen websites and accounts. Shares included within this stream would be sig-
nificantly more difficult to detect.

Due to the nearly infinite number of ways in which data can be injected into
the Internet, the probability of an adversary selecting allof the correct repositories
is incalculably small. Even in the unlikely event of an adversary having perfect
knowledge of the accounts used for communication, a user canstill be protected.
Assuming that 40 messages are again used, but that the numberof keys used is
decided out of band (perhaps as part of account selection as in Section 16.2.6), an
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adversary is would be required to try up to 2n−1, or nearly 1.1 trillion, combina-
tions of messages. The action of selecting accounts therefore becomes equivalent
to encryption by an additional, unrelated key. If the accounts are unknown, the
size of this key is arguably infinite. In the worst case, the key size of the sec-
ondary in this example is 40-bits. Users uncomfortable withsuch a key length can
increase robustness by changing the algorithm used to generate the encryption key
from the key shares. If the

⊕
operation is replaced by an order-dependent tech-

nique (such as alternating multiplication and division of key shares according to
the account selection scheme in Section 16.2.6), the adversary will instead have to
try ∑n

k=1 nPk permutations, as between 1 andn shares in the correct order could be
required to reassemble the key. This operation has time complexity O(n!). With
40 messages, more than 1.6∗1048 permutations would be required to uncover the
key. As this is much larger than the number of brute-force attempts to recover a
128-bit key, a user is sufficiently protected against even the strongest adversaries.

16.4.2 Resiliency

While offering robustness to the collusion of multiple service providers, the mul-
tipath key and message delivery mechanism described in thispaper is not without
its own limitations. For example, if an email service provider were to determine
that a message contained a key, simply deleting the message would prevent the
intended recipient from decrypting and reading their mail.A message mistakenly
classified as spam would have similarly deleterious effects, as the user would have
difficulty differentiating real messages amongst the torrent of spam messages most
email users receive.

Shamir’sthreshold secret sharing17 could be used to make Aquinas robust
against share loss. This technique works by creating the keyK from the combi-
nation ofn key shares.K can be reconstructed as long ask key shares (where
n = 2k−1) are in the possession of the recipient. The advantage to this scheme is
that it allows fork−1 key shares to be lost (or delivered late) without affectingthe
ability of the recipient to decrypt and read their email. If spam filtering were to be-
come an issue, this scheme would be more robust, as it would allow the intended
recipient to still read their encrypted messages without all n keys. While this ap-
proach is secure to the compromise of up tok−1 key shares, ifk < n, messages
can be decrypted with fewer keys than in the currently implemented scheme.

Robustness based upon the perceived threat of an adversary could also be
incorporated as a keying mechanism. For example, a user may decide that the
overhead of increasing the number of email accounts is greater than the protec-
tion offered from a keying scheme based on threshold secret sharing. One simple
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extension to the multipath mechanism is to increase the number of accounts to
which copies of key shares are sent. A user could opt to send the same key share
to multiple accounts. In so doing, fewer cooperating adversaries would be neces-
sary to reconstruct keys. A more elegant solution would be touse a mechanism
based onerror correcting codes(ECC). By attaching tags containing a few extra
bytes to the end of each key, it becomes possible to reconstruct K with only a sub-
set of alln key shares. The size of this subset (and the attached ECC) needed to
recreateK can be adjusted to suit the specific expected adversary. The threshold
secret sharing, multi-share delivery and error correctingcode alternatives are all
under consideration for future versions of this software.

16.5 Related Work

Privacy on the Internet is not guaranteed for users in general, and can be ambigu-
ously defined even where it exists.18 Often, users believe that they have online
privacy but really have no guarantees to that effect.19 To mitigate these shortcom-
ings, many privacy-preserving tools have been created and deployed, protecting
numerous aspects of a user’s online activities.

Methods of securing non-web-based email have been extensively studied. So-
lutions such as Privacy Enhanced Mail (PEM)20 and its successor, Secure MIME
(S/MIME),21 provide confidentiality, integrity, and non-repudiation for email
messages. With PEM, this is accomplished through the construction of a full
certificate hierarchy within a public key infrastructure (PKI); this has proven to be
unwieldy in practice. For S/MIME, cryptographically transformed messages are
sent as attachments within email, with key validation performed through a PKI.
Pretty Good Privacy (PGP)7 is another system for providing confidentiality and
integrity of email that does not rely on the use of a PKI. A userforms aweb of
trust by trusting certain entities she communicates with, which in turn has other
trusted relationships. The transitive certification pathsof trust among these re-
lationships are used to authenticate the source of email. Confidentiality can be
provided by the mailer itself, with tools such asssmail, a patch for thesendmail22

mail transfer agent.
The Off-the-record Email(OTR) system23 works at the user level, with dy-

namic key management performed between the two parties using it. Additionally,
OTR provides non-recoverability of email messages once they have been deleted,
even if the private keys used to generate the cryptographic operations have been
revealed. However, while forward secrecy is assured, plausible deniability is not:
an agent monitoring traffic will observe that encrypted information is being trans-
mitted to the recipient.
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While privacy within web-based email services has been largely absent, one
solution is offered by SAFe-mail.net.24 This system supplies confidentiality and
integrity through the use of a PKI that is run by SAFe-mail themselves. Because
the service handles both certificates and user email, however, it has access to all
of a user’s information, allowing them to arbitrarily link and use this data.

Secure publication of data is another area where privacy canbe crucial, in
order to protect the authors of controversial documents from reprisal. The abil-
ity to publish without the fear of retribution has been tremendously important to
citizens throughout history. The Federalist papers in the United States brought
forth the ideals that ultimately became enshrined in the Constitution, but many of
the authors published anonymously to avoid reprisal. More recently, the former
Soviet-bloc countries witnessed the rise ofsamizdat, the process of anonymously
publishing and distributing information banned by the government.25 Publius26

is a tool that facilitates secure publishing on the Internet, using threshold keying
(discussed further in Section 16.4) to preserve anonymity.Other systems, includ-
ing Free Haven,27 provide anonymous storage and retrieval. Free Haven uses a
secure network of devices within a community of servers to manage shares while
maintaining anonymity. Documents are broken into shares ina manner similar to
Publius, but shares keep track of server reliability, whereless trust is afforded to
servers that drop shares. In this way, Free Haven offers the censorship-resistant
qualities of Publius while also providing greater server accountability. Similarly,
Freenet,28 a distributed system for storage, provides anonymous content storage
and dynamic growth of the network through the addition of newnodes.

Many of these tools have been useful in keeping communications private and
secure; in particular, PGP has been extensively used by human rights organiza-
tions around the world. However, in virtually all cases, thefact that communi-
cation has taken place can be divined through the presence ofencrypted data, or
information has been transferred through private services. To this point, there
have not been any solutions that allow for encrypted and steganographically con-
cealed communications that transmit information solely through public channels
and publicly available services.

16.6 Conclusion

This work has introduced Aquinas, an open source tool for preserving the privacy
of user communication carried by web-email services. Each message is initially
encrypted with a random symmetric key. The resulting ciphertext and key are
both divided into shares. Each share is hidden in randomly chosen cover-text us-
ing steganography and sent through an independent web emailaccount. Clients



September 24, 2008 16:23 World Scientific Review Volume - 9in x 6in mono

366 K. Butler et al.

reconstitute the ciphertext and keys from shares received via the appropriate ac-
counts. The result is decrypted to obtain the original message. We use email
accounts in an analogous manner to the multiple channels employed in spread-
spectrum communications. More generally, we show that the retention of one’s
privacy is possible regardless of the policies imposed by the providers of these
web-based services.

Future extensions to this work will incorporate a variety ofnew image and
linguistic steganography techniques, allowing users to more fully obfuscate their
communications. Additionally, we will implement featuresthat support the distri-
bution of ciphertext shares across multiple accounts, and will continue to improve
the usability of our interface as directed by user input. Such an approach also
begs extension to the panoply of channels available throughout the Internet. Our
future work will not only explore these diverse channels, but also develop a formal
framework for reasoning about the security provided by them.
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Fig. 16.4 A screenshot of the Aquinas client’s window for reading email. The left-hand side of the
panel displays the headers of waiting messages.

Appendix

Interface of Aquinas

The Aquinas GUI is written using thejavax.swing libraries and is separated into
three different panels. The first panel, shown in Figure 16.4, allows a user to view
their email. The left-hand side of the panel contains the message and key email
accounts that display the downloaded headers of awaiting messages. When a user
clicks on a message, its contents are displayed in the frame on the right-hand side
of the panel. As the user clicks on the key shares associated with a given message,
the decoded contents of that message are displayed on the screen. Should the
integrity of the message be altered while in transit, the content frame displays a
message warning the user of the change.

The second panel, shown in Figure 16.5, provides users spaceto compose
new emails. The fields in the upper-left portion of the panel the “To (Data):” field
(where the email containing the hidden content is sent), the“To (Keys):” field
(which specifies the comma-separated accounts to which key shares will be sent)
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Fig. 16.5 A screenshot of the Aquinas client’s window for composing new messages.

and a “Subject” field. The preferred methods of steganography are currently se-
lectable through the radio buttons in the upper-right corner of the panel. The real
message to be delivered to the sender is composed in the largewindow on the
left-hand side of the panel. The cover text used to hide the content, is entered into
the pane on the right. It should be noted that because SNOW9 hides text within
whitespace at the end of a message, no actual cover text is needed in the current
version of Aquinas, i.e., the message will consist of nothing but whitespace. For
the purpose of maintaining plausible deniability, however, including viable cover
text in this window is still suggested. The selection of specific cover text is dis-
cussed in Section 16.4.

The third and final panel, shown in Figure 16.6, provides an interface for a
user to enter the accounts through which email is delivered.In order to simplify
this process, drop-down menus with account options including preset POP3 capa-
ble, web-based service (and their requisite information) are included. The actual
process of registering for the accounts at multiple providers is left to the user;
however, in order to facilitate this process, we list a number of these services with
which free POP3 email access is providede. Aquinas supports both SSL and un-

eThese services include, but are by no means limited to Gmail (www.gmail.com), Hotmail
(www.hotmail.com), HotPOP (www.hotpop.com), SAFe-mail (www.safe-mail.net)
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Fig. 16.6 A screenshot of the Aquinas client’s window for account setup information.

encrypted connections to accounts. Additionally, Aquinasalso allows users to
save these settings and addresses into a password-encrypted cookief. In so doing,
only an initial setup is required and future use is not encumbered by having to
remember multiple passwords.

The current implementation allows for up to five key accounts(and therefore
five key shares) to be used to provide message confidentialityand integrity. As
is discussed in detail in Section 16.4, there are security advantages to using ad-
ditional accounts. Should the desire for a greater number ofkey accounts exist,
simply modifying theMAX KEYS constant and re-compiling the code automatically
recreates the Aquinas GUI with the desired number of key accounts.

We conducted experiments to better understand the scanningmechanisms as-
sociated with each web-based email provider. Seeding messages with commer-
cial keywords revealed that content within the “Subject” and “Body” fields of the
email is harvested for creating targeted advertisements. Data in other fields in-
cluding “To”, “From” and miscellaneous X-Headers was not included in the scan-
ning process. It was also discovered that the contents of attachments, regardless
of the name of those attachments were not examined. Forged MIME types were

fThis cookie can be stored on any web server and be pointed to soas to allow remote users the same
ease of use.
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similarly ignored. Plaintext messages hidden using the mechanisms in Aquinas
were also tested against spam filtration. After extensive testing, all messages were
delivered to the recipient address without being flagged.

At the time of writing, the mechanisms included with Aquinasare more than
sufficient to preserve the privacy of both sender and receiver.
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