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I PREFACE

With the recent technological advances in wireless communication and networking,
coupled with the availability of intelligent and low-cost actor and sensor devices with
powerful sensing, computation, and communication capabilities, wireless sensor net-
works (WSNs) are about to enter the mainstream. Today, one could easily envision a
wide range of real-world WSN-based applications from sensor-based environmental
monitoring, home automation, health care, security, and safety class of applications,
thereby promising to have a significant impact throughout our society. Wireless sensor
networks are comprised of a large number of sensor devices that can communicate
with each other via wireless channels, with limited energy and computing capabili-
ties. However, due to the nature of wireless sensor networks, we are witnessing new
research challenges related to the design of algorithms and network protocols that will
enable the development of sensor-based applications. Most of the available literature
in this emerging technology concentrates on physical and networking aspects of the
subject. However, in most of the literature, a description of fundamental distributed
algorithms that support sensor and actor devices in a wireless environment is either
not included or briefly discussed. The efficient and robust realization of such large,
highly dynamic and complex networking environments is a challenging algorithmic
and technological task. Toward this end, this book identifies the research that needs to
be conducted on a number of levels to design and assess the deployment of wireless
sensor networks—in particular the design of algorithmic methods and distributed com-
puting with sensing, processing, and communication capabilities. It is our belief that
this volume provides not only the necessary background and foundation in wireless
sensor networks but also an in-depth analysis of fundamental algorithms and proto-
cols for the design and development of the next generations of heterogeneous wireless
networks in general and wireless sensor networks in particular. This book is divided
into 18 chapters and covers a variety of topics in the field of wireless sensor networks
that could be used as a textbook for graduate and/or advanced undergraduate studies,
as well as a reference for engineers and computer scientists interested in the field of
wireless sensor networks.

The rest of this book is organized as follows. In Chapter 1, we address the several
important algorithmic issues arising in wireless sensor networks and highlight the
main differences to classical distributed algorithms. Next, an algorithmic perspective
toward the design of wireless sensor networks is discussed followed by an overview
of well-known algorithms for basic services (that can be used by other algorithms in
WSNs), data communication, management functions, applications, and data fusion.
Chapter 2 introduces heterogeneous wireless sensor networks where more than one

ix
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type of sensor node is integrated into a WSN. While many of the existing civilian
and military applications of heterogeneous wireless sensor networks (H-WSNs) do
not differ substantially from their homogeneous counterparts, there are compelling
reasons to incorporate heterogeneity into the network, such as improving the scala-
bility of WSNs and addressing the problem of nonuniform energy drainage, among
others. Chapter 2 also discusses how these reasons are interrelated and how this new
dimension heterogeneity opens new challenges to the design of algorithms that run
on such wireless sensor networks.

In order to develop algorithms for sensor networks and in order to give mathemati-
cal correctness and performance proofs, models for various aspects of sensor networks
are needed. In the next three chapters, we focus upon the modeling, design, and anal-
ysis of algorithms and protocols for wireless sensor networks. Chapter 3 discusses
how biological inspired models, such epidemic models, can be used to design reliable
data dissemination algorithms in the context of wireless sensor networks. Recall that
reliable data dissemination to all sensor nodes is necessary for the propagation of
queries, code updates, and other sensitive WSN-related information. This is not a
trivial task because the number of nodes in a sensor network can be quite large and
the environment is quite dynamic (e.g., nodes can die or move to another location).
Chapter 4 provides an overview and discussion of well-known sensor network models
used today and shows how these models are related to each other. While the collab-
orative nature of the WSN brings significant advantages over traditional sensing, the
spatiotemporal correlation among the sensor observations is another significant and
unique characteristic of the WSN which can be exploited to drastically enhance the
overall sensor network performance. Chapter 5 presents the theoretical framework
to model the spatiotemporal correlation in sensor networks and describes in detail
how to exploit this correlation when designing reliable communication protocols for
WSN.

With the traditional TCP/IP models not suited to routing in wireless sensor net-
works, the network layer protocol has to be updated to be synchronized with the chal-
lenging constraints posed by WSNs. Hence, routing in these networks is a challenging
task and has thus been a primary focus with the wireless networking community. The
next chapters investigate the major issues to routing with the goals to devise new proto-
cols to keep associated uncertainty under control. Chapter 6 highlights the properties
of a wireless sensor network from the networking point of view, and then it presents a
description of various well-known routing protocols for wireless sensor networks. The
common goals of designing a routing algorithm is not only to reduce control packet
overhead, maximize throughput, and minimize the end-to-end delay, but also to take
into consideration the energy consumption, especially in a sensor network comprised
of nodes that are considered lightweight with limited memory and battery power. In
order to achieve high energy efficiency and ensure long network lifetime for rout-
ing traffic control, as well as employ bandwidth re-use for data gathering and target
tracking, researchers have designed one-to-many, many-to-one, one-to-any, or one-
to-all communications, routing, and clustering-based routing protocols. Chapter 7
presents different protocols developed to create clusters and select the best cluster
head using Graph Theory concepts. Chapter 8 discusses the merits and challenges of
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algorithms and protocols that provide point-to-point services through position-based
routing, where forwarding decisions are made by maximizing or minimizing some
function of node locations within a coordinate system. Sensors can generally be placed
in an area of interest either deterministically or randomly. However, controlled node
deployment is viable and often necessary when sensors are expensive or when their
operation is significantly affected by their position. Chapter 9 investigates the effect
node placement strategies on the dependability of WSNs, and it presents the various
sensor and base-station positioning protocols that have been developed to enhance
further the performance of WSNs and extend its network lifetime.

The next generation of wireless sensor networks are envisioned to support mobile
sensor devices and a variety of mobile robot sensor devices and a variety of wireless
multimedia sensor services. Chapter 10 presents several techniques for exploiting the
mobility of network components in large networks of resource constrained devices,
such as wireless sensor networks, and improving the performance of these networks
without significantly affecting data routing and end-to-end latency. A number of
mobility issues in WSNs as well as the pros and cons of providing mobility to the
normal nodes, relay nodes, and/or sink nodes are analyzed. Also in this chapter,
solutions that use mobility to alleviate the problem of energy depletion of nodes near
the sink are shown. However, this mobility as well as the random deployment of the
nodes in a WSN imposes another problem to the network: how to discover the current
physical position of the nodes. Chapters 11 and 12 focus on the different aspects of this
problem known as the localization problem. In Chapter 11, the localization systems
are divided into different components—distance estimation, position computation,
and localization algorithm—and several techniques employed by these components
are explained. On the other hand, Chapter 12 deals with more specific problems, such
as using the signals’ angle of arrival to estimate the position of the nodes.

Quality of service (QoS) provisioning in wireless sensor networks (WSNs) is an
important concept to enable mission-critical and real-time applications. In Chapter 13,
the necessity to support QoS in WSNs, QoS-based communication protocols, and
research directions to support QoS in WSNss is discussed. Chapter 14 presents some
background topics in network information theory relevant to the efficient collection,
compression, and reliable communication of sensor data. Then, it discusses how a
QoS perspective enables scalability in classical flat sensor networks. Finally, a number
of practical QoS approaches for high-fidelity data extraction in large-scale sensor
networks are explored. Chapter 15 focuses on several important aspects of energy
efficiency, like minimizing the total energy dissipation, minimizing the number of
transmissions, and balancing the energy load to prolong the system’s lifetime. Several
characteristic protocols and techniques in the recent literature that explicitly focus on
energy efficiency are presented. Such techniques include clustering and probabilistic
forwarding, adaptive transmission range management, and local optimization.

WSNss are supposed to be deployed in critical scenarios to be used in safety, emer-
gency, and military applications. In these cases, security is a key technology in order
to make the gathered data a reliable information. Thus, we believe that a WSN book
would not be complete without a good review of the proposed techniques that aim to
provide the secure operation and communication in WSNs. Thus, the next chapters
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of this book investigate different aspects of providing security in WSNs. Chapter 16
focuses on general aspects of the problem, showing how WSNs are vulnerable to sev-
eral attacks in the different network layers. Cryptography techniques for WSNs such
as cryptographic systems, authentication methods, and key distribution and manage-
ment protocols are then studied and analyzed as a countermeasurement for a number
of the identified attacks. Also in this chapter, secure routing protocols that are resilient
to these attacks are discussed and explained. Besides securing the routing, it is also
important to secure other key protocols in WSNs such as the synchronization and
localization protocols. Chapter 17 provides a good overview of the proposed solu-
tions for securing a time synchronization protocol to be used in critical applications
of WSNs. This chapter shows the importance of a secure synchronization system,
how current synchronization solutions are vulnerable to a number of attacks, and the
proposed techniques to secure these protocols. Finally, Chapter 18 takes the security
issue to the localization protocols. This chapter shows how the different components
of the localization systems—distance estimation, position computation, and localiza-
tion algorithm—are vulnerable to a number of attacks and then shows the proposed
techniques and countermeasurements to secure these components and provide a se-
cure localization system that are able to work in the presence of hostile nodes and
compromised environments.

Itis our belief that this is the first book that covers the basic and fundamental algo-
rithms and protocols for wireless sensor networks, making their design and analysis
accessible to all levels of readers.

Special thanks are due to all contributors for their support and patience, as well
as to the reviewers for their hard work and timely reports, which make this book
truly special. Last but not least, we wish to extend our thanks to Paul Petralia and
Whitney Lesch from John Wiley & Sons for their support, guidance, and certainly
their patience in finalizing this book.

AZZEDINE BOUKERCHE

University of Ottawa
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I CHAPTER 1

Algorithms for Wireless Sensor
Networks: Present and Future

AZZEDINE BOUKERCHE

School of Information Technology and Engineering, University of Ottawa, Ottawa, Ontario K1N
6N5, Canada

EDUARDO F. NAKAMURA

Federal University of Minas Gerais, Brazil; and FUCAPI—Analysis, Research, and Technological
Innovation Center, Brazil

ANTONIO A. F. LOUREIRO

Department of Computer Sciences, Federal University of Minas Gerais, Belo Horizonte, Brazil

1.1 INTRODUCTION

Wireless sensor networks (WSNs) pose new research challenges related to the design
of algorithms, network protocols, and software that will enable the development of
applications based on sensor devices. Sensor networks are composed of cooperat-
ing sensor nodes that can perceive the environment to monitor physical phenomena
and events of interest. WSNs are envisioned to be applied in different applications,
including, among others, habitat, environmental, and industrial monitoring, which
have great potential benefits for the society as a whole. The WSN design often em-
ploys some approaches as energy-aware techniques, in-network processing, multihop
communication, and density control techniques to extend the network lifetime. In ad-
dition, WSNs should be resilient to failures due to different reasons such as physical
destruction of nodes or energy depletion. Fault tolerance mechanisms should take
advantage of nodal redundancy and distributed task processing. Several challenges
still need to be overcome to have ubiquitous deployment of sensor networks. These
challenges include dynamic topology, device heterogeneity, limited power capacity,
lack of quality of service, application support, manufacturing quality, and ecological
issues.

Algorithms and Protocols for Wireless Sensor Networks, Edited by Azzedine Boukerche
Copyright © 2009 by John Wiley & Sons Inc.



2 ALGORITHMS FOR WIRELESS SENSOR NETWORKS: PRESENT AND FUTURE

The capacity to transmit and receive data packets allows both information and
control to be shared among sensor nodes but also to perform cooperative tasks, all
based on different algorithms that are being specifically designed for such networks.
Some of the classes of algorithms for WSNs are briefly described in the following:

* Centralized algorithms execute on a central node and usually benefit from a
global network knowledge. This type of algorithm is not very common in WSNs
because the cost of acquiring a global network knowledge is usually unfeasible
in most WSNss.

 Distributed algorithms are related to different computational models. Ina WSN,
the typical computational model is represented by a set of computational devices
(sensor nodes) that can communicate among themselves using a message-passing
mechanism. Thus, a distributed algorithm is an algorithm that executes on dif-
ferent sensor nodes and uses a message-passing technique.

* Localized algorithms comprise a class of algorithms in which a node makes
its decisions based on local and limited knowledge instead of a global network
knowledge. Thus “locality” usually refers to the node’s vicinity [1].

Algorithms for WSNs may also have some specific features such as self-
configuration and self-organization, depending on the type of the target application.
Self-configuration means the capacity of an algorithm to adjust its operational param-
eters according to the design requirements. For instance, whenever a given energy
value is reached, a sensor node may reduce its transmission rate. Self-organization
means the capacity of an algorithm to autonomously adapt to changes resulted from
external interventions, such as topological changes (due to failures, mobility, or node
inclusion) or reaction to a detected event, without the influence of a centralized entity.

1.2 WIRELESS SENSOR NETWORKS: AN ALGORITHMIC
PERSPECTIVE

In the following, we present an overview of some algorithms for basic services (that
can be used by other algorithms), data communication, management functions, ap-
plications, and data fusion.

1.2.1 Basic Services

Some of the basic services that can be employed by other algorithms in wireless
sensor networks are localization, node placement, and density control.

Localization. The location problem consists in finding the geographic location of
the nodes in a WSN, which can be computed by a central unit [2] or by sensor nodes in a
distributed manner [3—8]. Essentially, the location discovery can be splitin two stages:
distance estimation and location computation [4]. Usually, the distance between two
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Figure 1.1. Position estimation methods: (a) triangulation, (b) trilateration, and (c) multi-
lateration. (Adapted from reference 10.)

nodes is estimated based on different methods, such as Received Signal Strength
Indicator (RSSI), Time of Arrival (ToA), and Time Difference of Arrival (TDoA) [4].
Once the distance is estimated, at least three methods can be used to compute the node
location: triangulation, trilateration, and multilateration [9], as depicted in Figure 1.1.
Another method to estimate the node location is called the Angle of Arrival (AoA),
which uses the angle in which the received signal arrives and the distance between
the sender and receiver.

Solutions for finding the nodes’ location are often based on localized algorithms in
the sense that every node is usually able to estimate its position. For instance, Sichitiu
and Ramadurai [11] use the Bayesian inference to process information from a mobile
beacon and determine the most likely geographical location (and region) of each
node, instead of finding a unique point for each node location. The Directed Position
Estimation (DPE) [8] is a recursive localization algorithm in which a node uses only
two references to estimate its location. This approach leads to a localization system
that can work in a low-density sensor network. Besides, the controlled way in which
the recursion occurs leads to a system with smaller and predictable errors. Liu et al.
[12] propose a robust and interactive Least-Squares method for node localization in
which, at each iteration, nodes are localized by using a least-squares-based algorithm
that explicitly considers noisy measurements.

Node Placement. In some applications, instead of throwing the sensor nodes on
the environment (e.g., by airplane), they can be strategically placed in the sensor field
according to a priori planning. In this approach, there is no need to discover the nodes’
location. However, good planning depends on the knowledge of the terrain and the
environmental particularities that might interfere in the operation of the sensor nodes
and the quality of the gathered data.

The node placement problem has been addressed using different approaches
[13-15]. However, current solutions are basically concerned with assuring spatial
coverage while minimizing the energy cost. The SPRING algorithm is a node place-
ment algorithm that also performs information fusion. In SPRING it is possible to
migrate the fusion role.

Besides spatial coverage [13, 15], other aspects should be considered in a node
placement algorithm, such as node diversity [14] and the fusion performance. When



4 ALGORITHMS FOR WIRELESS SENSOR NETWORKS: PRESENT AND FUTURE

Figure 1.2. An example of node scheduling: Gray nodes are asleep and black nodes are awake.

nodes perform data fusion, an improper node placement may lead to the degradation
of information fusion as illustrated by Hegazy and Vachtsevanos [16].

Density Control. The main node scheduling objective is to save energy using a
density control algorithm [17-20]. Such algorithms manage the network density by
determining when each node will be operable (awake) and when it will be inoperable
(asleep). Figure 1.2 depicts an example of the result of a node scheduling algorithm
in which gray nodes are asleep because their sensing areas are already covered by
awaken nodes (in black).

Density control is an inherently localized algorithm where each node assesses its
vicinity to decide whether or not it will be turned on. Some of the node scheduling
algorithms, such as GAF [17], SPAN [19], and STEM [18], consider only the com-
munication range to choose whether or not a node will be awake. Therefore, it is
possible that some regions remain uncovered, and the application may not detect an
event. Other solutions, such as PEAS [20], try to preserve the coverage. However,
none of the current node scheduling algorithms consider the information fusion ac-
curacy. As a result, nodes that are important to information fusion might be turned
off. A key issue regarding density control algorithms is the integration with other
functions such as data routing. Siqueira et al. [21] propose two ways of integrating
density control and data routing: synchronizing both algorithms or redesigning an
integrated algorithm.

1.2.2 Data Communication

In wireless sensor networks, the problem of data communication is mainly related to
medium access control, routing, and transport protocols.

MAC Protocols. The link or medium access control (MAC) layer controls the
node access to the communication medium by means of techniques such as con-
tention [22, 23] and time division [24, 25]. Basically, the MAC layer must manage
the communication channels available for the node, thereby avoiding collisions and
errors in the communication.
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Most solutions try to provide a reliable and energy-efficient solution. In this direc-
tion, Ci et al. [26] use prediction techniques to foresee the best frame size to reduce
the packet size and save energy. To avoid transmitting packets under unreliable con-
ditions, Polastre et al. [23] apply filter techniques to estimate ambient noise and
determine whether the channel is clear for transmission. Liang and Ren [27] propose
a MAC protocol based on a fuzzy logic rescheduling scheme that improves existing
energy-efficient protocols. Their input variables are the ratios of nodes that (i) have an
overflowed buffer, (ii) have a high failing transmission rate, and (iii) are experiencing
an unsuccessful transmission.

Routing Protocols. Routing is the process of sending a data packet from a given
source to a given destination, possibly using intermediate nodes to reach the final
entity. This is the so-called unicast communication. In WSNs, data communication,
from the point of view of the communicating entities, can be divided into three cases:
from sensor nodes to a monitoring node, among neighbor nodes, and from a moni-
toring node to sensor nodes. Data communication from sensor nodes to a monitoring
node is used to send the sensed data collected by the sensors to a monitoring applica-
tion. This class includes most of the routing protocols proposed in the literature [28].
Data communication among neighbor nodes often happens when some kind of coop-
eration among nodes is needed. Data communication from a monitoring node to a set
of sensor nodes is often used to disseminate a piece of information that is important
to those nodes. Based on an efficient dissemination algorithm, a monitoring node can
perform different activities, such as to change the operational mode of part or the
entire WSN, broadcast a new interest to the network, activate/deactivate one or more
sensor nodes, and send queries to the network.

The routing algorithms for wireless sensor networks can be broadly divided into
three types: flat-based routing, hierarchical-based routing, and adaptive-based rout-
ing. Flat-based routing assumes that all sensor nodes perform the same role. On
the other hand, nodes in hierarchical-based routing have different roles in the net-
work, which can be static or dynamic. Adaptive routing changes its behavior ac-
cording to different application and network conditions such as available energy
resources. These routing protocols can be further classified into multipath-based,
query-based, or negotiation-based routing techniques depending on the protocol
operation.

A natural routing scheme for flat networks is the formation of routing trees.
Krishnamachari et al. [29] provide analytical bounds on the energy costs and
savings that can be obtained with data aggregation using tree topologies. Zhou and
Krishnamachari [30] evaluate the tree topology with four different parent selection
strategies (earliest-first, randomized, nearest-first, and weighted-randomized) based
on the metrics, such as node degree, robustness, channel quality, data aggregation, and
latency. Tian and Georganas [31] identify drawbacks of pure single-path and multi-
path routing schemes in terms of packet delivery and energy consumption. The InFRA
algorithm [32] builds a routing tree by establishing a hybrid network organization in
which source nodes are organized into clusters and the cluster-to-sink communication
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occurs in a multihop fashion. The resulting topology is a distributed heuristic to the
Steiner tree problem.

For the hierarchical topology, several algorithms are provided in the literature.
LEACH [33] is a cluster-based protocol that randomly rotates the cluster heads to
evenly distribute the energy load among the sensors in the network. PEGASIS [34]
is an improvement of LEACH in which sensors form chains, and each node commu-
nicates only with a close neighbor and takes turns to transmit messages to the sink
node.

The Directed Diffusion [35] is a pioneer protocol that tries to find the best paths
from sources to sink nodes that might receive data from multiple paths with different
data delivery frequencies. If the best path fails, another path with lower data delivery
frequency assures the data delivery. Ganesan et al. [36] propose a routing solution,
which evolved from Directed Diffusion, that tries to discover and maintain alternative
paths, connecting sources to sinks, to make the network more fault-tolerant.

Niculescu and Nath [37] propose the Trajectory-Based Forwarding (TBF) algo-
rithm, a data dissemination technique in which packets are disseminated from a mon-
itoring node to a set of nodes along a predefined curve. Machado et al. [38] extend
TBF with the information provided by the energy map [39] of a sensor network to
determine routes in a dynamic fashion.

In WSNs, routing protocols are closely related to information fusion because it
addresses the problem of delivering the sensed information to the sink node, and it is
natural to think of performing the fusion while the pieces of data become available.
However, the way information is fused depends on the network organization, which
directly affects how the role can be assigned. Hierarchical networks are organized into
clusters where each node responds only to its respective cluster-head, which might
perform special operations such as data fusion/aggregation. In flat networks, commu-
nication is performed hop-by-hop and every node may be functionally equivalent.

Transport Protocols. In general, transport protocols are concerned with the
provision of a reliable communication service for the application layer. This is
the main objective of the Pump Slowly, Fetch Quickly (PSFQ) protocol [40].
PSFQ is an adaptive protocol that makes local error correction using hop-by-hop
acknowledgement. In this case, the adaptation means that under low failure rates,
the communication is similar to a simple forward, and when failures are frequent,
it presents a store-and-forward scheme. Another transport protocol that aims to
provide a reliable communication is the Reliable Data Transport in Sensor Networks
(RMST) [41] that also implements a hop-by-hop acknowledgment. However, RMST
is designed to operate in conjunction with Directed Diffusion.

An interesting approach is introduced by the Event-to-Sink Reliable Transfer
(ESRT) protocol [42, 43]. This protocol is designed for event-based sensor networks,
and it changes the focus of traditional transport protocols. The authors state that for
WSNs a transport protocol should be reliable regarding the event detection task. ESRT
assumes that an event must be detected when the sink node receives a minimum num-
ber of event reports from sensor nodes. If this threshold is not achieved, the sink node



WIRELESS SENSOR NETWORKS: AN ALGORITHMIC PERSPECTIVE 7

does not recognize the event. Thus, ESRT adjusts the transmission rate of each node
in such a way that the desired threshold is achieved and the event is reliably detected.

1.2.3 Management Functions

In the following, we present some high-level management functions that can be used
by different monitoring applications in a WSN. We start by presenting a management
architecture, followed by a discussion of data storage, network health, coverage and
exposure, and security.

Architecture. A WSN management architecture can be used to reason about the
different dimensions present in the sensor network. In this direction, the MANNA
architecture [44] was proposed to provide a management solution to different WSN
applications. It provides a separation between both sets of functionalities (i.e., appli-
cation and management), making integration of organizational, administrative, and
maintenance activities possible for this kind of network. The approach used in the
MANNA architecture works with each functional area, as well as each management
level, and proposes the new abstraction level of WSN functionalities (configuration,
sensing, processing, communication, and maintenance) presented earlier. As a result,
it provides a list of management services and functions that are independent of the
technology adopted.

Data Storage. Data storage is closely related to the routing (data retrieval) strategy.
In the Cougar database system [45], stored data are represented as relations whereas
sensor data are represented as time series. A query formulated over a sensor network
specifies a persistent view, which is valid during a given period [46]. Shenker et al. [47]
introduce the concept of data-centric storage, which is also explored by Ratnasamy
et al. [48] and Ghose et al. [49]. In this approach, relevant data is labeled (named) and
stored by the sensor nodes. Data with the same name are stored by the same sensor
node. Queries for data with a particular name are sent directly to the node storing that
named data, avoiding the flooding of interests or queries.

Network Health. An important issue underlying WSNs is the monitoring of the
network itself; that is, the sink node needs to be aware of the health of all the sensors.
Jaikaeo et al. [50] define diagnosis as the process of monitoring the state of a sensor
network and figuring out the problematic nodes. This is a management activity that
assesses the network health—that is, how well the network elements and the resources
are being applied.

Managing individual nodes in a large-scale WSN may result in a response im-
plosion problem that happens when a high number of replies are triggered by
diagnostic queries. Jaikaeo et al. [50] suggest the use of three operations, built on
the top of the SINA architecture [51], to overcome the implosion problem: sampling,
self-orchestrated, and diffused computation. In a sampling operation, information
from each node is sent to the manager without intermediate processing. To avoid the
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implosion problem, each node decides whether or not it will send its information
based on a probability assigned by the manager (based on the node density). In a
self-orchestrated operation, each node schedules its replies. This approach introduces
some delay, but reduces the collision chances. In a diffused computation, mobile
scripts are used (enabled by the SINA architecture) to assign diagnosis logic to sen-
sor nodes so they know how to perform information fusion and route the result to
the manager. Although diffused computation optimizes bandwidth use, it introduces
greater delay and the resultant information is less accurate. The three operations pro-
vide different levels of granularity and delay; therefore they should be used in different
stages: Diffused computation and self-orchestrated operations should be continuously
performed to identify problems, and sampling should be used to identify problematic
elements.

Hsin and Liu [52] propose a two-phase timeout system to monitor the node live-
liness. In the first phase, if a node A receives no message from a neighbor D in a
given period of time (monitoring time), A assumes that D is dead, entering in the sec-
ond phase. Once in the second phase, during another period of time (query time), A
queries its neighbors about D; if any neighbor claims that D is alive, then A assumes
it was a false alarm and discards this event. Otherwise, if A does not hear anything
before the query time expires, it assumes that D is really dead, triggering an alarm.
This monitoring algorithm can be seen as a simple information fusion method for
liveliness detection where the operator (fuser) is a logical OR with n inputs such as
input i is true if neighbor i considers that D is alive and false otherwise.

Zhao et al. [53] propose a three-level health monitoring architecture for WSN.
The first level includes the digests that are aggregates of some network property,
like minimum residual energy. The second comprises the network scans, a sort of
feature map that represents abstracted views of resource utilization within a section
of the (or entire) network [54]. Finally, the third is composed by node dumps that
provide detailed node states over the network for diagnosis. In this architecture, digests
should be continuously computed in background and piggybacked in a neighbor-
to-neighbor communication. Once an anomaly is detected in the digests, a network
scan may be collected to identify the problematic sections in the network. Finally,
dumps of problematic sections can be requested to identify what is the problem. The
information granularity increases from digests to dumps, and the finer the granu-
larity, the greater the cost. Therefore, network scans and, especially, dumps should
be carefully used.

An energy map is the information about the amount of energy available at each
part of the network. Due to the importance of energy-efficiency solutions for WSNss,
the energy map can be useful to prolong the network lifetime and be applied to
different network activities in order to make a better use of the energy reserves. Thus,
the cost of obtaining the energy map can be amortized among different network
applications, and neither of them has to pay exclusively for this information itself.
The energy map can be constructed using a naive approach, in which each node sends
periodically only its available energy to the monitoring node. However, this approach
would spend so much energy, due to communication, that probably the utility of the
energy information would not compensate the amount of energy spent in this process.
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Zhao et al. [55] propose a more interesting solution that obtains the energy map using
an aggregation based approach. Mini et al. [39] propose another efficient solution,
based on a Markov Chain mechanism, to predict the energy consumption of a sensor
node in order to construct the energy map.

Coverage and Exposure. Coverage (spatial) comprises the problem of determin-
ing the area covered by the sensors in the network [13, 14, 56, 57]. Coverage allows
the identification of regions that can be properly monitored and regions that cannot.
This information associated with the energy map [54] can be used to schedule sen-
sor nodes to optimize the network lifetime without compromising the quality of the
gathered information.

Azzedine Boukerche [57] defines coverage in terms of the best case (regions of high
observability) and the worst case (regions of low observability), and it is computed in
a centralized fashion by means of geometric structures (Delaunay triangulation and
Voronoi diagram) and algorithms for graph searching. Li et al. [56] extend this work
considering a sensing model in which the sensor accuracy is inversely proportional to
the distance to the sensed event, and they provide distributed algorithms to compute
the best case of coverage and the path of greater observability. Chakrabarty et al. [14]
compare coverage to the Art Gallery Problem (AGP), which consists in finding the
smallest number of guards to monitor the entire art gallery. Dhillon et al. [13] consider
coverage as the lowest detection probability of an event by any sensor. Exposure is
closely related with coverage and it specifies how well an object, moving arbitrarily,
can be observed by the WSN over a period of time [58].

Security. Security is an issue of major concern in WSNs, especially in surveillance
applications, with implication to other functions. For instance, despite the fact that
data fusion can reduce communication, fusing data packets makes security assurance
more complex. The reason is that intermediate nodes can modify, forge, or drop data
packets. In addition, source-to-sink data encryption may not be desirable because the
intermediate nodes need to understand the data to perform data fusion.

Hu and Evans [59] present a protocol to provide secure aggregation for flat WSNs
that is resilient to intruder devices and single device key compromises, but their
protocol may become vulnerable when a parent and a child node are compro-
mised. The Energy-efficient and Secure Pattern-based Data Aggregation protocol
(ESPDA) [60] is a secure protocol for hierarchical sensor networks that does not
require the encrypted data to be decrypted by cluster heads to perform data aggre-
gation. In ESPDA, the cluster head first requests nodes to send the corresponding
pattern code for the sensed data. If the same pattern code is sent to the cluster head by
different nodes, then only one of them is allowed to send its data. The pattern code
is generated based on a seed provided by the cluster head. No special fusion method
is actually applied in the ESPDA protocol, which simply avoids the transmission of
redundant data, so any information fusion must be performed by the sensor nodes,
not the cluster head. Secure Information Aggregation in Sensor Networks (SIA) [61]
presents a fuse—commit—prove approach in which fuser nodes need to prove that
they perform fusion tasks correctly. To avoid cheating by fuser nodes, SIA adopts
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cryptographic techniques of commitments and provides random sampling mecha-
nisms and interactive proofs to allow the user to verify the data given by fuser nodes,
even when the fuser nodes or some sensor nodes are corrupted.

1.2.4 Applications

Two of the most basic applications for wireless sensor networks are query processing,
and event and target tracking. The former is often used to answer queries posed by
users outside of the network, and the latter is used to know about events happening
inside the network, including specific targets. These two applications can actually
be seen as application protocols that might be present in different monitoring
applications.

Query Processing. Different solutions explore the query approach using in-
network processing to filter and/or aggregate the data during the routing process.
Directed Diffusion [35] introduces the concept of interests to specify which data will
be delivered through a publish/subscribe scheme, but no query language is specified.

Another possibility is to model the sensor network as a database so data access
is performed by declarative queries. The DataSpace Project [62] provides a means
of geographically querying, monitoring, and controlling the network devices that en-
capsulate data. DataSpace provides network primitives to assure that only relevant
devices are contacted when a query is evaluated. Sensor Information Networking Ar-
chitecture (SINA) [51] is a cluster-based architecture that abstracts a WSN as a dense
collection of distributed objects where users access information through declarative
queries and execute tasks through programming scripts. The Cougar Project [45]
handles the network as a distributed database in which each piece of data is locally
stored in a sensor node and data are retrieved by performing aggregation along a query
tree. Temporal coherency-aware in-Network Aggregation (TiNA) [63] uses temporal
coherency tolerances to reduce the communication load and improve quality of data
when not all sensor readings can be propagated within a given time constraint. The
ACtive QUery forwarding In sensoR nEtworks (ACQUIRE) [64] system considers
the query as an active entity that is forwarded through the network searching for a
solution. In ACQUIRE, intermediate nodes, handling the active query, partially eval-
uate the queries by using information from nodes within d hops. Once the query is
fully evaluated, a response is sent toward the querying node. TinyDB [65] provides a
simple query language to specify the data of interest.

Event and Target Tracking. Event (target) tracking is one of the most popular
applications of sensor systems in general. The problem consists in predicting where an
event or target being detected is moving to. This is essentially a data fusion application.

Coates [66] uses filters for target tracking in cluster-based networks in which cluster
heads perform computations and share information, and the other cluster members
sense the environment. To track multiple targets, Sheng et al. [67] use filters that
run on uncorrelated sensor cliques that are dynamically organized based on target
trajectories. Vercauteren et al. [68] propose a collaborative solution for jointly tracking
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several targets and classifying them according to their motion pattern. Schmitt et al.
[69] propose a collaborative algorithm to find the location of mobile robots in a known
environment and track moving objects.

1.2.5 Data Fusion

Data fusion algorithms [70] are orthogonal to the above-mentioned problems, in the
sense that these algorithms can be applied to any solution that needs to make inferences
or improve estimates.

Classical data fusion techniques have been used to assist solving many problems.
For instance, the Least-Squares method has been used to predict sensor data [71] and
find nodes’ locations [8, 12]; the moving average filter has been used to estimate link
connectivity statistics [72], estimate data traffic [73] and the number of events [74], and
track targets [75]; the Kalman filter has been applied to refine location and distance
estimates [6, 76], track different targets [77], predict the best frame size for MAC
protocols [26], and predict sensor data to reduce communication [78].

As discussed in the following, data fusion can have an important role when we
design an integrated solution for a wireless sensor network.

1.3 CHALLENGE: SYNTHESIS PROCESS

One of the most important challenges in the design of wireless sensor networks is to
deal with the dynamics of such networks. The physical world where the sensors are
embedded is dynamic. Over time, the operating conditions and the associate tasks to
be performed by the sensors can change. Some of the causes that might trigger these
changes are the events occurring in the network, amount of resources available at
nodes (particularly energy), and reconfiguration of nodes. Furthermore, it is important
that sensors adapt themselves to the environment since manual configuration may
be unfeasible or even impossible. In summary, the kind of distributed system we
are dealing with calls for an entire new class of algorithms for large-scale, highly
dynamic, and unattend WSN.

The complete design of a wireless sensor network, considering a particular applica-
tion, should take into account many different aspects such as application goals, traffic
pattern, sensor node capability and availability, expected network lifetime, access to
the monitoring area, node replacement, environment characteristics, and cost. Given
a particular monitoring application, the network designer should clearly identify its
main goals and the corresponding QoS parameters. For instance, given a fire detection
application for a rain forest, we would like to guarantee that the network will operate
for the expected lifetime. However, as soon as a fire spot is detected, this information
should reach the sink node as fast and reliable as possible, probably not worrying
about the energy expenditure of the nodes involved in this communication.

Power-efficient communication paradigms for a given application should consider
both routing and media access algorithms. The routing algorithms must be tailored
for efficient network communication while maintaining connectivity when required
to source or relay packets. In this case, the research challenge of the routing problem
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is to find a power-efficient method for scheduling the nodes such that a multihop path
may be used to relay the data. But, when we consider the particular aspects of the
monitoring application, we could apply, for instance, information fusion and density
control algorithms to reduce the amount of data packets to be relayed and sensor
nodes that need to be active, respectively.

As the sensor network starts to operate, it may be necessary to adjust the func-
tionality of individual nodes. This refinement can take several different forms. Scalar
parameters, like duty cycle or sampling rates, may be adjusted using self-configuration
and self-organization algorithms. This process may occur in different ways along the
operation of the network lifetime.

Ideally, a WSN designer should come up with both the hardware and software
necessary to accomplish the aspects mentioned above. Unfortunately, it seems that
we are far from this scenario. We are still giving the first steps in the design process
of a wireless sensor network as we move toward to a more disciplined development.
Most of the studies found in the literature study particular problems for a WSN. That
is possibly the way we should go since we need to have more experience before we
can design a complete solution in a more systematic and automated way.

Figure 1.3 depicts a possible monitoring application for a rain forest. In this case,
we might be interested in detecting different events such as the presence of a rare
bird, a fire spot, and different environmental variables. The operation of the sensor
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Figure 1.3. Monitoring application for a rain forest.
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Figure 1.4. Synthesis process.

network can also be based on data received from a meteorological station, an un-
manned airplane, or a satellite. Thus, given the different application requirements and
data sources, what are the best algorithms and sensor nodes that should be used to
accomplish the desired goals? This is a research challenge that we are starting to face
once more, and more real monitoring applications are being deployed. Notice that we
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can even go one step further and build a specific hardware node that best fits to the
proposed solution, leading to a truly hardware—software codesign.

In order to achieve this proposed solution, we need a network synthesis process,
as depicted in Figure 1.4. This is similar to what happens currently in the design
of an integrated circuit (IC) that starts with its high-level specification and finishes
with its physical design. The synthesis process is guided by some aspects such as the
testability of the IC. It is important to design a more testable IC, since a chip is tested
not to check its logical correctness but to check its manufacturing process. In the case
of the WSN synthesis process, there are very interesting scientific challenges that we
need to overcome to have this automated development, as it happens in the synthesis
of an integrated circuits.

These challenges are related to the theory, techniques, methodologies, tools, and
processes. We need to propose new fundamental principles that will create a theory to
synthesize both the hardware and software of a wireless sensor network. This theory
will lead to techniques, methodologies, tools, and processes that will enable designers
to design new sensor networks for different monitoring applications in a systematic
way. In this vision, algorithms for wireless sensor networks have a fundamental role,
since they will be the outcome of this synthesis process.
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2.1 INTRODUCTION

Wireless sensor networks (WSNs) have emerged as an important new class of com-
putation that embeds computing in the physical world. To date, most of the work
has focused on homogeneous WSNs, where all of the nodes in the network are of
the same type. However, the continued advances in miniaturization of processors and
in low-power communications combined with mass-produced sensors have enabled
the development of a wide variety of nodes. When more than one type of node is
integrated into a WSN, it is called heterogeneous. While many of the existing civilian
and military applications of heterogeneous wireless sensor networks (H-WSNs) do
not differ substantially from their homogeneous counterparts, there are compelling
reasons to incorporate heterogeneity into the network. These include:

¢ Improving the scalability of WSNs.
¢ Addressing the problem of nonuniform energy drainage.

Taking advantage of the multiple levels of fidelity available in different nodes.

Reducing energy requirements without sacrificing performance.

Balancing the cost and functionality of the network.
¢ Supporting new and higher-bandwidth applications.

As we will see, many of these reasons are interrelated. However, before discussing the
new dimension that heterogeneity brings to the algorithms that run on such wireless

Algorithms and Protocols for Wireless Sensor Networks, Edited by Azzedine Boukerche
Copyright © 2009 by John Wiley & Sons Inc.
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(a)

Figure 2.1. (a) Mica and (b) Stargate family of processors (not to scale).

sensor networks, we discuss the typical forms of and architectures for heterogeneous
wireless sensor networks.

2.1.1 Forms of Heterogeneity

A sensor node is made up of four basic components [1]: a processing unit, a transceiver
unit, a power unit, and a sensing unit. Heterogeneity may arise in each unit.

Nodes may vary significantly in their processing capability. For example, the Mica2
mote model MPR400CB [2] is based on the Atmel low-power ATmegal28L micro-
controller. It has only 128 Kbytes of program flash memory, 512 Kbytes of measure-
ment (serial) flash memory, and 4 Kbytes of programmable read-only memory. In con-
trast, the Stargate [2] is a 400-MHz Intel PXA255 XScale processor with 64 Mbytes
of synchronous dynamic random access memory and 32 Mbytes of flash memory.
Figure 2.1 show the Mica and Stargate families of processors. Nodes with higher com-
putational resources may perform more in-network processing, reducing the amount
and/or frequency of sensed information that needs to travel through the network.

Often, nodes that vary in transceiver unit also vary in their power unit. For example
the same Mica2 mote is a multichannel radio with four channels centered at 868 MHz.
It supports a data rate of 38.4 Kbaud drawing 27 mA to transmit at maximum power,
10 mA to receive, and less than 1 WA to sleep. This mote is powered by two AA
batteries. The Stargate runs a version of IEEE 801.11a/b and can run off a lithium-ion
battery or an alternating-current power adaptor. Its power consumption is low, at less
than 500 mA. Typically, nodes with more powerful energy resources are used to form
a backbone of the network, taking the communication burden. In terms of energy
consumption, the wireless exchange of data between nodes strongly dominates other
node functions such as sensing and processing [3, 4].

A number of classes of sensors are available. These include light, temperature, rel-
ative humidity, barometric pressure, acceleration, seismic, acoustic, radar, magnetic,
camera, and global positioning system (GPS) among others. In each class, the sensors
vary greatly in fidelity and hence may vary significantly in accuracy and in reliability.
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Higher fidelity usually comes at a higher cost, so balancing the functionality and the
cost consequently impacts the network architecture.

Currently, almost all of the nodes in both the homogeneous and the heteroge-
neous WSNs considered are static. In the future, nodes that are mobile, such as those
considered in reference 5, will inevitably be integrated into the network.

2.1.2 Architectures for Heterogeneous Wireless Sensor Networks

Two classes of architecture have emerged for heterogeneous WSNs: staged and
hierarchical.

In a staged architecture the nodes are organized into a series of n tasks performed
step-by-step. Within each stage, nodes are typically homogeneous, while successive
stages are heterogeneous in their capabilities. As the nodes in stage i, | <i <n — 1,
complete their task, they trigger the nodes in the next stage i + 1 to carry out their
task. Often, decreasing numbers of nodes of increasing fidelity are used in successive
stages. Figure 2.2a illustrates this architecture of a heterogeneous WSN.

A hierarchical architecture is an organization of the nodes into a forest of trees.
There are two ways in which the forest is commonly formed for n distinct node types.
In the single-hop organization, each tree has as many levels n as node types. The root
node (level zero) of each tree in the forest usually corresponds to nodes of highest
fidelity. Nodes at level i, 1 <i <n — 1, in a tree typically correspond to nodes of
type i. Each leaf or intermediate node is connected directly (via an edge) to its parent.
Inamultihop organization, the key difference is that leaf nodes may traverse a multihop
path to a node of higher fidelity. Therefore the number of levels in each tree does not
equal n. Furthermore, each tree may have a different height.

Figure 2.2b shows a hierarchical architecture made up of two node types. The
resulting forest has four trees, each of height one; each leaf node reaches its parent
in a singlehop. In contrast, Figure 2.2¢ also shows a hierarchical architecture for two
node types. Here the forest has four trees: one of height one, two of height two, and
one of height three. Hence, some of the low-fidelity nodes traverse a multihop path
to a node of higher fidelity.

While in each forest in Figures 2.2b and 2.2c the root of each tree forms a backbone
of the network, there is an important difference between them. In Figure 2.2b the
backbone is used to reach an information sink node, common in the architecture of
WSNs. In Figure 2.2¢ the network has no sink node. The high-fidelity nodes may
communicate amongst themselves and compute in a distributed manner.

Nodes physically organized into a hierarchy may be logically organized into stages
to accomplish a series of tasks. However, this need not be the case. The hierarchy
may exist solely to improve the scalability, functionality, or resource efficiency of the
network.

2.1.3 Chapter Organization

The rest of this chapter is organized as follows. In order to motivate some of the prob-
lems that arise in heterogeneous WSNs, Section 2.2 describes two testbeds. SensEye
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Figure 2.2. Architectures of heterogeneous WSNs: (a) Staged architecture (b) Single-hop
hierarchical architecture with sink (c) Multi-hop hierarchical architecture without Sink.

is a testbed for monitoring and surveillance in which four types of cameras are used
with three different hardware platforms, organized in a three-stage architecture. Ra-
dioactive source detection is the goal of the Los Alamos National Laboratory testbed.
It, too, is organized in a three-stage architecture. Section 2.3 examines the prob-
lems of scalability and nonuniform energy drainage in homogeneous WSNs and how
they are addressed in heterogeneous WSNs. Algorithms for topology formation and
routing are presented. Coverage is a fundamental problem in homogeneous WSNs.
The problems of differentiated and stochastic coverage in heterogeneous WSNs are
discussed in Section 2.4. Section 2.5 examines issues in the management of hetero-
geneous networks. Section 2.6 presents two new applications, live virtual reality and
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do not disturb, that are enabled by heterogeneity. Section 2.7 provides a summary
of established research projects in heterogeneous WSNs. As well, a summary of
systems infrastructure (including system software, middleware, and simulators) un-
der development for heterogeneous WSNs is provided. Finally, Section 2.8 provides
many potential directions of study in this emerging area of research in heterogeneous
wireless sensor networks.

2.2 HETEROGENEOUS WIRELESS SENSOR NETWORK TESTBEDS

2.2.1 A Heterogeneous Camera Sensor Network

SensEye is a heterogeneous camera sensor network motivated by two applications:
(a) the monitoring of rare species in remote forests and (b) surveillance in disaster
management [5]. Both applications share characteristics that involve three basic tasks:

1. Object Detection. The presence of a new object is detected in the monitored
environment. A good algorithm minimizes the latency in detection.

2. Object Recognition. Once a new object is detected, it is classified by type.

3. Object Tracking. If the object is of interest, then tracking is warranted. This
involves multiple tasks including computing the location and trajectory of
the object, the ability to track the object as it moves out of the visual range
of one camera sensor and into the range of another, and streaming video (or a
sequence of still images) of the object to a monitoring station.

In order to achieve low latency in detection without sacrificing energy efficiency, a
staged architecture is used. Low-fidelity cameras perform the simpler task of motion
detection, while higher-fidelity cameras are woken up on-demand for object recogni-
tion and tracking. Figure 2.3 shows the three stages of the SensEye architecture. The
imaging, processing, and networking capabilities improve with increasing stage.

The first stage of SensEye is made up of Mica2 motes [2] equipped with 900 MHz
radios and low-fidelity Cyclops [6] or CMUcam [7] camera sensors. The second
stage is made up of Stargate nodes [2] equipped with webcams. Each Stargate runs
Linux and is equipped with a webcam that can capture higher-fidelity images than
the cameras at stage one. Each stage two node has two radios: (1) an IEEE 802.11
radio that is used by the Stargates to communicate with each other and (2) a 900-MHz
radio that is used to communicate with the motes in the first stage. The third stage is
a sparse deployment of high-resolution pan—tilt—zoom (PTZ) cameras connected to
embedded personal computers. These cameras are used to fill any gaps in coverage
of the second-stage nodes and to provide additional redundancy for tasks such as
localization. There are no base stations in the architecture; nodes are assumed to
communicate in ad hoc mode in each stage and between stages.

The principles that guide the design of SensEye include:

¢ Each task is mapped to the least powerful stage with sufficient resources.
e Wake-up on demand, along with redundancy in coverage, is exploited.
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Figure 2.3. Staged architecture of SensEye.

In general, object detection requires few resources and it is therefore performed at
stage one. The camera and the sensor node are duty-cycled, or woken up periodically,
to detect the presence of a new object. In addition, SensEye uses a randomized duty-
cycling algorithm where different cameras are woken up at different times to further
reduce object detection latency. A frame differencing algorithm is used to detect
objects. Each camera compares the newly acquired image to a background image
obtained when the system is calibrated; the pixel difference is used to indicate the
presence of a new object.

If a new object is detected in stage one, appropriate stage two nodes are woken up.
This involves computing the coordinates of the object and determining the stage two
nodes that have cameras pointing at its location; the details of object localization are
provided in reference 5. Each stage one node knows the visual range of each stage two
node in its vicinity and can therefore use the coordinates of the object to determine
the most appropriate stage two nodes. If no appropriate stage two node is identified,
a stage three camera is woken up, since it can use its pan and tilt capabilities to point
to the location of the object. Localization is feasible only when at least two stage one
nodes view the object. If only a single stage one node detects the object, then all stage
two nodes that have overlapping coverage with it are woken up.

The separation of object detection and recognition across stages introduces latency
between the execution of tasks. This latency includes the delay in receiving and
processing a wake-up packet as well as the delay in waking up a stage two node. The
wake-up process begins with the transmission of a wake-up packet to a stage two
node similar to “wake-on-wireless” energy saving strategy of Shih et al. [8]. Upon
receiving a wake-up packet, the stage two node transitions from a suspend to an awake
state. By running a minimum of device drivers, this transition time is kept small.
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Accurate recognition of an object requires a higher-fidelity image and significantly
greater processing and memory resources than are available on a stage one node. As
a result, the recognition algorithm is executed using higher-fidelity webcams and
the more capable processors of stage two nodes. As a proof-of-concept, SensEye
implements two well-known recognition algorithms from the computer vision litera-
ture in the stage two nodes [5]. Object tracking in SensEye involves a combination of
detection, localization, and wake-up, in addition to recognition. The current system
can track objects moving slowly.

An experimental evaluation of SensEye shows that, compared to a flat network
architecture, an order of magnitude improvement in energy usage is obtained. Despite
the energy reduction, similar detection performance (only 6% more missed detections)
is obtained. Detection latency and energy usage at the stage one nodes is an order of
magnitude less than at the stage two nodes. The mean localization errors indicate that
detection can be performed by the lower-fidelity cameras of stage one while tracking
is best done using higher-fidelity cameras; see Kulkarni et al. [5] for the details of the
evaluation.

The SensEye heterogeneous camera sensor network testbed has demonstrated suc-
cessfully the benefits of a staged architecture over a flat architecture with respect to
energy usage. Continuing research examines tradeoffs such as system cost and cover-
age. Design issues that impact performance, such as (a) the number of stages in the ar-
chitecture and (b) the allocation of tasks to sensors, are also under study. The problem
of streaming video (or a sequence of still images) of the object to a monitoring station is
not addressed in this work; providing quality-of-service (QoS) support for such high-
bandwidth, real-time data is a challenging open problem in heterogeneous WSNs.

2.2.2 Detection of Radioactive Sources

A team of researchers at Los Alamos National Laboratory have spent the past sev-
eral years focusing on the development of heterogeneous WSNs for event detection.
Typical deployments of sensor networks revolve around biological or environmental
monitoring applications where the emphasis is on collecting all of the data from a
sensor array to be sent back to a laboratory for detailed analysis. Applications of
interest to the Distributed Sensor Networks with Collective Computation (DSN-CC)
team have instead focused on the detection, classification, and tracking of radiologi-
cal materials within the sensor network. These goals are very similar to those of the
SensEye system, requiring all processing to be performed within the network with no
use of base stations. However, this work relies on multiple sensor modalities instead
of a single sensor type for event detection.

The motivation for this research is to develop systems to guard against attacks from
radiological dispersal devices (RDDs) capable of contaminating an area or population
with fissile material. A potentially last line of defense for such attacks may reside in
systems placed along roadways that are able to detect such material in-transit and
alert the appropriate authorities before dispersal occurs [9].

One approach to such a threat employs portal monitoring equipment. Portals pro-
vide high fidelity results; however, they are large, conspicuous, and costly and require
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Figure 2.4. Staged architecture for radioactive source detection.

considerable time and infrastructure to set up. Instead the DSN-CC project strives to
employ networks of small, low-cost, heterogeneous sensors in producing similar qual-
ity results in persistent applications where the system deployments may occur utilizing
fast, low-impact methods. Such a system must be heterogeneous in sensor type, as
well as in node backbone, to allow for data redundancy, in-network processing, and
hypothesis validation.

In the SensEye system a staged architecture is employed as a means of achieving
energy efficiency. While energy efficiency is an important factor for the development
of the DSN-CC system, the staged architecture is utilized instead as a means of gaining
confidence in a network-developed detection while decreasing system false alarms.
A single radiation detector provides specific detection and false alarm rates; coupling
a string of radiation detectors with seismic sensors, magnetometers, acoustic sensors,
atmospheric sensors, and video cameras increases dramatically the fidelity of the
decisions made within the network.

Figure 2.4 shows the three stages of the radiation detection application of the
DSN-CC system. Stage one consists of both Mica2 motes equipped with the MTS310
multisensor boards and Stargate nodes. Stage two is comprised of an array of radiation
detectors connected directly to the Stargate nodes, and stage three is a video camera
connected to a Stargate node. In all instances the Mica2 motes communicate through
an embedded 900-MHz radio while the Stargate nodes are equipped with both the
900-MHz radio and an IEEE 802.11 radio transmitting at the 2.4-GHz frequency.

Figure 2.5 shows the inexpensive Mica2 motes densely placed along the roadway
in stage one to allow for hardware failures through redundancy. The goal of stage one
is to detect the presence of a vehicle utilizing data from the acoustic and magnetometer
sensors for cueing stage two and three sensors. Vehicle classification may also occur
during this stage. The algorithms for vehicle detection and classification are embedded
within the network in the stage one Stargate nodes. The stage two nodes remain in a
background collection mode and stage three nodes remain inactive until a vehicle is
detected within the network by the stage one nodes. This helps to minimize the false
alarm rate of the radiation detection assets, as well as reducing the required energy
draw of the stage three nodes.
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Figure 2.5. Stage one Mica2 vehicle detection network.

When a vehicle is detected within the sensing array, the stage one Stargate nodes
transmit cues to the second stage nodes. These radiation detection nodes change state
from background count collection to an active, timed-count collection. Each stage two
detector node takes a radiation count while the passing vehicle is directly in front of
it based upon its node location and the speed of the passing vehicle. These counts are
coherently added across the network and compared to the environmental background
readings [10]. If the vehicle is suspected of carrying radiological material, the stage
three video camera is cued to collect an image of the offending vehicle. This image,
along with the corroborating event information, is then relayed to a command-and-
control console similar to Figure 2.6 for monitoring personnel for interdiction. In the
field, this command-and-control console is a tablet PC communicating to the network
via its IEEE 802.11 radio link.

Although commercially available hardware is limited in its performance and capa-
bilities, ongoing field experiments provide an indication that heterogeneous systems
have the potential to provide low-cost, highly reliable solutions to many persistent
surveillance applications. Continuing research at the Los Alamos National Labora-
tory is focusing on (a) the operational issues of a network such as node and network
security, (b) validation studies of efficient communication protocol schemes, (c) de-
velopment of additional embedded algorithms for further event classification and
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Figure 2.6. Simple command-and-control console interface.

tracking, (d) the investigation of alternate backbone hardware, and (e) the investiga-
tion of long-range exfiltration schemes.

2.3 SCALABILITY AND SYSTEM LIFETIME

It is well known that homogeneous ad hoc networks, which include homogeneous
WSNs, suffer poor capacity. Gupta and Kumar [11] were the first to show that
the throughput of a node is ®(1/4/n logn), where n is the number of nodes in the
network—a very pessimistic result! In addition, as paths between nodes become
longer, the probability of packets being lost becomes higher. As the number of nodes
in a network grows, the successful end-to-end transmission rate drops significantly
[12]. Experimentation in simulation [13] and in testbeds [14] has confirmed that the
performance of homogeneous ad hoc networks does not scale with increasing .

A primary difference between WSNs and ad hoc networks is that the traffic pat-
tern is many-to-one, from the sensor nodes to the base station. Figure 2.7 shows a
homogeneous WSN with a base station at the center. A transmission from any sensor
node to the base station goes through one of the nodes within a distance of r of the
base station. These critical nodes have the highest burden of relaying traffic. As a
result, they are likely to exhaust their energy before other sensor nodes [15]. When
the critical nodes die, connectivity of the network is lost. Hence the energy drainage
rate of the critical nodes determine the system lifetime. Indeed, Du and Xiao [16]
found that when connectivity is lost, more than half of the nodes still have more than
50% of their energy left. This energy is wasted since communication with the sink is
no longer viable.
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Figure 2.7. The energy of critical nodes (within the circle) drain nonuniformly.

Adding structure to the network can help improve scalability and also alleviate the
problem of nonuniform drainage of energy. Clustering is one way to add structure in a
homogeneous WSN. Heinzelman et al. propose LEACH, a clustered network in which
each cluster head aggregates data and transmits it directly to the base station [17]. The
cluster heads are periodically rotated for efficient load balancing and a consequent
lengthening of network lifetime. In order to minimize the total energy, the number of
cluster heads must scale as the square root of the total number of sensor nodes [17]. The
LRS [18] and power-aware chessboard-based adaptive routing (PCAR) [19] protocols
also aim to balance the energy consumption in a homogeneous sensor network. All of
these protocols suffer from overhead associated with frequent cluster-head rotation.

While the problem of routing in homogeneous WSNs has been considered in flat
architectures (see Directed Diffusion [20] as an example), when the architecture is
hierarchical, the routing protocol makes use of the hierarchy (see TTDD [21] and
LEACH [17] as examples). Hierarchy is shown to help a homogeneous WSN achieve
higher total throughput and increase the network lifetime.

In heterogeneous WSNEs, it is often natural to organize the nodes into a hierarchy.
In this section we consider algorithms for heterogeneous WSNs to form hierarchical
topologies, and address the related problem of routing, in order to tackle the problems
of scalability and nonuniform energy drainage.

2.3.1 A Resource-Oriented Protocol: Topology Formation
and Routing

In WSN applications in which the sensor nodes are inherently heterogeneous in energy
resources, these differences should be considered in order to improve the network
capacity and extend the system lifetime.
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Maetal. [22, 23] consider a wireless in-home heterogeneous sensor network. This
may include devices embedded into everyday objects such as appliances, devices for
climate monitoring and environmental control, and medical devices integrated into
the home for monitoring medical conditions. Even mobile sensor nodes, such as those
carried by people or on mobile toys, are considered.

In-home sensor nodes are heterogeneous in their power units. Some nodes are
directly connected to the alternating current power supply and have, essentially, un-
limited energy. Others are powered by batteries with varying capacities. To exploit
the heterogeneity in power units, a resource-oriented protocol (ROP) is proposed.
The goal is to achieve the longest system lifetime. To be precise, the system lifetime
for a sensor network is the shortest lifetime of any participating node in the net-
work. The node lifetime for a sensor is the time at which the sensor exhausts all its
energy.

ROP exploits the existence of sensor nodes with unlimited resources. A topology
is formed to minimize the consumption of resources of energy-constrained sensor
nodes. Sensor nodes with unlimited energy serve as relays, since they can afford
higher transmission power and hence longer transmission range. This saves energy in
the energy-constrained sensor nodes and, as a result, extends the functional lifetime
of the network.

Figure 2.8 shows an example of ROP; node U has unlimited energy resources,
while the others are energy-constrained sensor nodes. Of these energy-constrained
nodes, nodes E1 and E» are battery-powered local cluster heads with medium energy
capacity, and the rest of the nodes only have small energy capacity. When there is a
message that needs to be sent, for example, from a source node 1 to a destination node
7, atraditional multihop routing protocol might route the packets from node 1 through
nodes 2, 3, 4, 5, and 6 to 7. However, because of the existence of the unlimited energy
node U and the medium energy capacity node E1, ROP would route the packets from
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Figure 2.8. Resource oriented routing versus multihop routing.
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1 to 8, then to E; and U, and then directly to 7. Although such a path is not energy-
efficient, it saves more energy in energy-constrained sensor nodes, in order to prolong
the operational lifetime of these nodes.

ROP has two phases: a topology formation phase and a topology update phase. The
topology formation phase, in turn, involves two steps. In the first step, each sensor
node reports its characteristics and available resources to all of its neighbors. The
local cluster-head aggregates these reports and sends it to the most powerful sensor
nodes. In the second step, these most powerful nodes decide the topology of the
network and broadcast routing information. On receipt of the topology packet, each
sensor node configures its route cache based on the topology decided. Figure 2.9a
shows the topology formation phase for a network with nodes at three resource levels:
small, medium, and large. This phase builds a multihop hierarchical topology with
the large resource nodes at level zero—that is, the root of each tree (see, for example,
Figure 2.9b).

In order to reduce the energy cost of the topology formation phase, some sensors
may be left isolated. The topology update phase takes care of this situation, and
it establishes routes to mobile nodes. ROP is one of the few heterogeneous WSN
protocols that incorporates mobile sensor nodes.

When a sensor wants to communicate with other sensors, it uses the route in its
cache. If the route is outdated, it sends a route request (RREQ) packet. The returned
route replaces the outdated route in its cache. If several routes are received, it chooses
the one with the largest resources; and if two routes have the same resources, the one
with fewer children is selected. The details of ROP and the reactive routing scheme
are described in Ma et al. [23].

The performance of ROP is evaluated in simulation. In ROP, energy efficiency
cannot always result in longer system lifetime. Rather, balancing resources among
sensors and saving energy for those more resource-constrained sensor nodes con-
tributes to lengthening system lifetime.

2.3.2 Chessboard Clustering and Routing Protocol

Du and Xiao [16] propose a chessboard clustering and routing protocol for het-
erogeneous WSNs to overcome the performance bottleneck and poor scalability of
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homogeneous WSNs and to address, at same time, the problem of nonuniform energy
consumption. A good observation is made that clustering alone does not solve the
problem of nonuniform energy drainage; indeed, the center node in Figure 2.7 can as
well be a cluster head rather than a base station.

Two types of nodes are assumed: a small number of high-end sensor nodes and
a large number of low-end sensor nodes. Each node is assumed to be aware of its
location. A cluster is formed around each high-end sensor node which serves as a
cluster head. Low-end sensor nodes perform the basic sensing as well as the relaying
of packets within the cluster. Given its powerful energy reserve and communication
ability, each high-end node performs data fusion within its cluster, and it transmits the
aggregated data to the sink via a single-hop link or a multihop path. In this way, the
network is divided into multiple regions, with each region assuming a smaller burden
of the communication due to the smaller number of sensor nodes within the cluster.
The network lifetime is therefore increased by transmitting fewer packets at low-
end sensor nodes and utilizing the less power-constrained or non-power-constrained
nodes as much as possible.

Figure 2.10 shows the sensor field divided into equal-sized cells with adjacent cells
colored with different colors, resembling a chessboard. These nodes are assumed to
be uniformly and randomly distributed in the sensor field. Since each node knows its
location, it can determine if it is in a white cell or a black cell.

The basic idea is to use the underlying chessboard to define two clustered topolo-
gies, with only one clustering in use at a given time. In a white clustering, all high-
end sensor nodes in white cells are active while all high-end sensor nodes in black
cells are inactive. In a black clustering, all high-end sensor nodes in black cells are
active while all high-end sensor nodes in white cells are inactive. Low-end sensor
nodes are all active, forming multihop clusters around the currently active high-end
sensor nodes. The motivation for switching colors is as follows: sensor nodes that
are critical nodes in a white clustering are likely to become non-critical nodes in a
black clustering and vice versa. Since critical nodes consume more energy in packet

Figure 2.10. Chessboard clustering scheme.
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Figure 2.11. A black (left) and white (right) clustering of the heterogeneous WSN.

forwarding than do other sensor nodes, switching the color of the clustering balances
the energy consumption among sensors, and prolongs the network lifetime.

Figure 2.11 shows an example of clustering based on black and on white cells,
respectively. In the black clustering, sensor node 3 is a critical node forwarding packets
on behalf of nodes 1 and 2. In the white clustering, nodes 1 and 2 become critical
forwarding packets on behalf of other nodes in the cluster; in particular, node 2 now
forwards the packets of node 3.

In order to form a black (white) clustering, each black (white) high-end sensor node
broadcasts a hello packet, containing its identifier and its location. Low-end sensor
nodes may receive hello packets from multiple black (white) high-end nodes. In a
two-dimensional sensor field, each low-end sensor node selects the closest high-end
sensor node as the cluster head; this leads to the formation of Voronoi cells where the
cluster heads correspond to the nuclei of the cells [16].

The decision to switch the color of the clustering is based on the energy levels of
the high-end nodes. Suppose the current clustering is black. Periodically, each black
high-end sensor node exchanges packets with its neighboring white high-end nodes.
The packets contain the energy remaining in the node. If the remaining energy of the
black high-end node drops below a threshold, its neighboring white high-end nodes
become active and initiate cluster formation. As the network runs, the black high-
end nodes drain their energy and become unavailable. Gradually, the white high-end
nodes become active.

Both intra- and intercluster routing protocols are proposed [13, 16]. Routing within
a cluster is achieved via a greedy geographic routing protocol. Each low-end sensor
node simply forwards a packet to the neighbor closest to the cluster head.

In order to support intercluster routing, after the clusters are formed, each cluster
head sends its location to the sink. The sink then broadcasts the locations of all clusters
heads. For a cluster head to communicate with the sink, it draws a line between
itself and the sink. The line intersects some number of Voronoi cells. The packet is
forwarded from the source cluster head to the sink through the cluster heads in these
relay cells. The chessboard routing protocol achieves a higher delivery ratio, lower
total energy consumption, smaller end-to-end delay, and better throughput than two
routing protocols for homogeneous WSNs. The details of the chessboard clustering
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and routing protocols, as well as their performance evaluation in simulation, can be
found in references 13 and 16.

2.3.3 Analyses of System Lifetime in Heterogeneous WSNs

Mhatre and Rosenberg [24] present a cost-based comparative study of (a) homoge-
neous WSNs and (b) heterogeneous WSNs with two types of nodes. Their model
takes into account the cost of manufacturing the hardware as well as the battery en-
ergy of the sensor nodes. First, a single-hop clustered architecture is considered, with
LEACH [16] selected as the representative in a single-hop homogeneous WSN. For the
multihop homogeneous clustered architecture a multihop variant, called M-LEACH,
is proposed and analyzed. In comparing (a) the cost of the multihop homogeneous
clustered architecture with M-LEACH and (b) a multihop heterogeneous clustered
architecture, the homogeneous WSN can outperform the heterogeneous one if the
nonuniform energy drainage problem is not addressed.

Mhatre et al. continue their study of heterogeneous WSNs in reference 15. They
consider a WSN with nodes of two types distributed over a sensor field using two-
dimensional homogeneous Poisson point processes: (a) type 0 nodes with intensity
(average number per unit area) Ao and battery energy Eo and (b) type 1 nodes with
intensity A1 and battery energy E;. The type 0 nodes do the sensing while the type 1
nodes act as the cluster heads. Nodes use multihop paths to communicate with their
closest cluster head. The optimum node intensities (Ao, A1) and node energies (Eo, E1)
that guarantee a lifetime of at least 7 units, while ensuring both connectivity and
coverage of the surveillance area with high probability, are determined. The overall
cost of the network is minimized under these constraints. Here, the network lifetime
is defined as the number of successful data gathering trips (or cycles) that are possible
until connectivity and/or coverage are lost. Conditions for a sharp cutoff are taken into
account. This means that it is ensured that almost all the nodes run out of energy at
about the same time so that there is very little energy lost due to residual energy. The
results comparing a random deployment of nodes with a deployment in which nodes
are placed deterministically along grid points show that 1 scales approximately as
+/20. The results can be extended to take into account unreliable nodes.

Duarte-Melo and Liu [25] examine the performance and the energy consumption
of a heterogeneous WSN providing periodic data from a sensor field to a remote
receiver. A flat homogeneous WSN is compared to one in which an overlay of fewer
more powerful sensor nodes is added. The energy consumption is formulated and the
estimated lifetime based on a clustering mechanism with varying parameters related
to the sensor field, such as size and distance, is studied. The optimal number of clusters
is quantified based on the model. Also, an allocation of energy between the two levels
of the architecture is discussed.

Li and Mohapatra [26] develop an analytical model for the problem of nonuniform
energy drainage. It is found that density does not affect the energy consumption rate
of a node. This confirms the fact that simply deploying more nodes in a network
cannot prolong its lifetime. Using the model, they investigate the effectiveness of some
existing approaches toward mitigating the nonuniform energy drainage problem in a
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formal manner. Using a hierarchical architecture alleviates, though does not eliminate,
the problem. Other approaches include investigating the impact of source bit rate and
the impact of traffic compression. Simulation is used to validate the analysis.

Aietal. [27] develop an analytical model for energy dissipation for ahomogeneous
WSN with a flat architecture and also for a heterogeneous WSN with a hierarchical
clustered architecture. The communication cost of multihop links increases with the
number of clusters, while the communication cost of forwarding messages on the
backbone increases with the number of clusters. Thus, there is an optimal number of
clusters that trade off the power consumption between multihop and single-hop links
to minimize the energy dissipation rate.

2.4 COVERAGE IN HETEROGENEOUS WSNs

One of the fundamental issues in homogeneous WSNss is the problem of coverage,
which reflects how well a sensor network is monitored by sensor nodes. Several forms
of coverage have been studied.

In order to achieve deterministic coverage, a static network of predefined shape
must be deployed. A grid-based sensor network is an example of a uniform deter-
ministic deployment. In this case, the problem of coverage of the sensor field reduces
to the problem of coverage of one cell and its neighborhood [28, 29]. A weighted
deployment might be used in an art gallery where more valuable objects are equipped
with more sensors to maximize the coverage of the security system.

In many situations, deterministic deployment of the sensor nodes is neither practi-
cal nor feasible. Instead, sensor nodes may be randomly distributed in the sensor field
and stochastic coverage is considered [30-33]. The stochastic random distribution
model may be uniform, Gaussian, or any other distribution based on the application.

In this setting, Megerian et al. [29] study the worst-case and best-case coverage
problems. Informally, in the worst-case coverage problem, the goal is to find the
closest distance to sensor nodes that an agent traveling on any path in the sensor field
must encounter at least once. The idea is that the closest distance to sensor nodes
is one metric by which coverage of the field may be characterized. This scheme is
worst-case since the closest distances to sensor nodes is determined, even if the agent
tries to avoid them. At the other extreme is the best-case coverage problem, where the
goal is to find the farthest distance to sensor nodes that an agent traveling on any path
in the sensor field must have from the nodes even if it tries to stay as close to them as
possible. Provably optimal polynomial time algorithms for the best- and worst-case
coverage problems are provided [29].

Yan et al. [34] examine the problem of differentiated coverage (corresponding
to weighted deployments) in homogeneous WSNs. A protocol is designed in which
each node is able to dynamically decide a schedule for itself in order to guarantee a
degree of coverage. The schedule has an average energy consumption that is inversely
proportional to the node density.

We highlight the work on coverage in heterogeneous WSNs next.
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2.4.1 Differentiated Coverage in Heterogeneous WSNs

In some applications, differentiated coverage is necessary. This is when a different
degree of coverage is applied to different parts of the network [34, 35]. For example,
some areas of a battlefield are of more interest than others.

Du and Lin [35] propose an algorithm for uniform coverage that can be extended
to provide differentiated coverage of a heterogeneous WSN. As in references 13
and 16, two types of nodes are assumed: a small number of high-end sensor nodes
and a large number of low-end sensor nodes. Each node is assumed to be aware of its
location.

A logical grid is assumed to overlay the sensor field with certain grid points re-
quiring coverage k. In order to provide uniform coverage of the grid points, the goal
is to design a node scheduling algorithm that ensures that all grid points have the
required coverage while at the same time minimizes the total energy consumption
and balances node energy consumption.

The high-end sensor nodes know the locations of the low-end nodes and can
compute which low-end nodes cover a grid point. In Figure 2.12, the low-end sensor
nodes A, B, C, and D cover grid point 1. If k sensor nodes cover a grid point, then
an ideal schedule has each node awake for 7/k time and asleep for T — T/ k time,
in a round 7. However, a low-end sensor node may need to cover other grid points.
Therefore the high-end sensor considers the assigned slots when each low-end sensor
is awake and assigns a time slot that has the maximal overlap with the existing awake
slots. For example, if node D already has a slot of [0, 7/4] for covering grid point 1,
then the high-end node can assign an awake slot of [0, 7/3] to D. Node D need only be
active during [0, 7/3] in order to cover both grid points 1 and 2. If there is a conflict,
then a node may require the assignment of additional slots in which it is awake. After
determining the node schedule for all grid points, the high-end node broadcasts it to
all low-end sensor nodes. The schedule is updated periodically to ensure the coverage
algorithm is robust to sensor failure.
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Figure 2.12. Coverage for grid points.
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The uniform coverage algorithm is extended to provide differentiated coverage. To
provide a coverage degree ¢ of a certain grid point, the high-end node correspondingly
adjusts the time awake for each low-end sensor in the coverage area. For a grid point
covered by k sensor nodes, 7/ k slots in each round T are assigned to provide coverage
of degree 1. For coverage of degree c, the number of slots must be ¢ - T/ k. The
complete algorithm for differentiated coverage is provided in reference 35.

While the focus of Mhatre et al. [15] is on maximizing the lifetime of the network,
one of the constraints relates to coverage. Two types of node are deployed over a sensor
field for the purpose of surveillance. One type of node does the sensing while the other
type acts as cluster heads. An aircraft visits the area periodically and gathers data about
the activity in the field from the sensor nodes. The problem is treated assuming that
the base station (aircraft) receives updates from every cluster. However, if the base
station is interested in receiving updates from only a few clusters (an extrasensitive
region), then the analysis can be modified to accommodate this requirement. More
nodes are deployed over the regions of frequent updates, and these nodes are taken
into account in the overall network cost. The redundant nodes stay inactive while the
battery energy of other nodes lasts; they join the cluster when the other nodes start to
expire.

2.4.2 Stochastic Coverage in Heterogeneous WSNs

Lazos and Poovendran [31] study the following stochastic coverage problem in het-
erogeneous WSNs: Given a planar sensor field and n sensor nodes deployed according
to a known distribution, compute the fraction of the sensor field that is covered by at
least k sensor nodes, k > 1. This may also be viewed as a problem in k-coverage [33].
The problem is formulated as a set intersection problem arising in integral geom-
etry. Analytical expressions for stochastic coverage as then derived. The formulation
does not require the sensor nodes to have identical sensing capability, and it does not
restrict the distribution according to which the sensors are deployed. In addition, the
formulation is applicable to scenarios where the sensing area of each sensor node has
arbitrary shape. The validity of the derived expressions are verified by simulation.

2.5 MANAGEMENT OF HETEROGENEOUS WSNs

By definition, heterogeneous WSNs have more than one type of sensor, making their
management increasingly important. Management includes:

Coordinating and scheduling tasks for sensors.

¢ Optimizing the use of capabilities and resources.

e Managing the sensor data aggregation and correlation.
¢ Assessing the situation.

Adapting the sensor network.

Reducing human involvement.
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Vaidya et al. [36] propose a framework for sensor configuration and management
to take the responsibility of making decisions in order to coordinate the assignment
and scheduling of sensor nodes best suited for the application. The application
considered is tracking and movement of objects in a moderately occupied confined
space. Figure 2.13 shows how the management component is positioned in the
unified sensing system model.

A manager is designed to operate over a heterogeneous WSN that provides sensory
data from multiple types of sensor. The goal of the management system is to minimize
the energy consumption and the required bandwidth while preserving the quality of
tracking.

When tracking the movement of one object, the system uses a set of three sensor
nodes to determine the current location of the object and to predict the next set
of sensor nodes to use according to its velocity and direction. This allows the rest
of the sensor nodes in the network to go to sleep for the next detection round. For
multiple targets that are far away from each other, tracking is similar to a single object
moving. When multiple objects move very close to each other, there is ambiguity in
the data acquired from the sonar sensors. In this case, visual sensors come to the aid.
Figure 2.14 shows the complete flow chart for the sensor management system. With
the help of management system, a significant energy reduction is achieved compared
to a randomized activation scheme.

The challenge of correlating the data gathered by several sensor nodes listening to
live traffic is studied by Andersson et al. [37]. Correlating data from different types
of sensor brings a number of benefits. The first is a reduction of the number of alerts
that a user must address. The correlation engine should recognize when reports from
multiple sensors refer to the same incident. Correlation can enhance the detection
capability as a second benefit. In addition, correlation can exploit the complemen-
tary coverage from several sensors. Reports from several sensors employing diverse
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Figure 2.14. Sensor management flow chart.

analytical techniques may reinforce each other. A standard format is developed to
facilitate the interoperability of diverse sensors.

Management of the WSN may also help network scalability. In reference 38,
Girgen et al. propose a hybrid approach offering scalable solutions that combine
the advantages of both centralized and distributed data stream management. Their
main concern is the querying and system management of large sets of sensors. In the
heterogeneous WSN considered, diverse types of sensor nodes are used, each with
a different data delivery rate. A three-stage architecture is proposed for distributed
evaluation of queries on the network: sensor nodes, gateway, and control site. In the
architecture, the load of query evaluation is distributed between stages. A mediator-
wrapper [39] is applied at the gateway stage to serve as local query translator and
optimizer. The wrapper proposed is an approach for heterogeneous sensor data man-
agement and provides an integrated global view of the different types of sensor. With
the help of this three-stage management scheme, the query load is distributed; also, the
burden at each stage is decreased. Hence, the scalability of the network is improved
by manipulating the query in the heterogeneous WSN.

2.6 NEW APPLICATIONS ENABLED BY HETEROGENEOUS WSNs

Using a homogeneous WSN may not satisfy the requirements of an application [40].
The following two applications are examples requiring a heterogeneous WSN.
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The ability to reliably deliver a large volume of data has opened a new range of
applications for heterogeneous WSNs. This includes audio/video surveillance and
the monitoring of telemetry data. Yuan et al. [40] consider a new live virtual reality
application. The idea is to provide a user with live real-time video of a monitored
sensor field together with the ability for the user to navigate virtually within the field.
One example is that of a heterogeneous WSN deployed for securing a building, where
a console operator can survey a building using a joystick for navigation.

Gnawali and Yarvis [41] propose a “do not disturb” application requiring a het-
erogeneous WSN. The purpose of this application is to alert people to keep the noise
down in an office environment when there are people working in a nearby area.

A “do not disturb” WSN consists of nodes with motion and sound sensors. Motion
detectors determine the occupancy status of a cubicle. Sound sensors in cubicles
measure the loudness of the sound heard in each cubicle. Sound sensors in the hallways
pick up the noise of impromptu hallway meetings. The “do not disturb” application
determines the source of the noise by data fusion; this requires CPU and memory
resources typically not available in sensor nodes. Figure 2.15a shows two types of
sensor node deployed in an office environment, as well as actuators to alert people
when it is too noisy; the network topology that corresponds to the deployment is
shown in Figure 2.15b.

The use of heterogeneous nodes allows a distributed architecture using ad hoc
deployment that is resilient to failure and has lower cost. In addition to the motion
and sound sensors, a sensor with more powerful processing ability is required. This
is where the motion and sound data are sent for processing and analysis, to determine
whether an actuator signal is needed. As a result, the successful transmission rate
increases, and delay decreases significantly. Moreover, as the network grows and
computational demand increases, more high-end sensor nodes can be added in the
network.

2.7 SUMMARY OF PROJECTS AND SYSTEMS INFRASTRUCTURE

2.7.1 Summary of Heterogeneous WSN Projects

A summary of heterogeneous WSN projects is given in Table 2.1.

2.7.2 Systems Infrastructure for Heterogeneous WSNs

A summary of systems infrastructure for heterogeneous WSNss is given in Table 2.2.

2.8 OPEN PROBLEMS

Research in heterogeneous WSNs is in its infancy and is therefore rich in open prob-
lems. Some of them include:

Inadequate Theory of Heterogeneous WSNs. Most of the models assume that
a heterogeneous WSN provides data that are clock-driven (or periodic).
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Figure 2.15. (a) A “do not disturb” application deployed in an office area and (b) its corres-
ponding topology.

Theory for query-driven and event-driven heterogeneous WSNs needs to be
explored. While Mhatre et al. [15] consider hardware cost, models that also
consider energy consumed in data processing (compression, fusion, etc.) are of
interest.
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TABLE 2.1. Heterogeneous WSN Projects.

Project Brief Description and Website
CENS, Center for Embedded Networked Sensing
University of A mission of CENS is to develop and demonstrate architectural
California, principles and methodologies for deeply embedded, massively
Los Angeles distributed, sensor-rich systems. Research areas that relate to
heterogeneous WSNs include the Multiscaled Sensing and
Actuation (MAS) project, the Tenet project, the EmStar family
of generalized deployment software tools, and individual
protocols such as the centralized (CentRoute) and distributed
(Hyper) routing protocols.
http://research.cens.ucla.edu/
CoSense, Collaborative Sensemaking
Palo Alto Research Collaborative sensemaking of distributed sensor data for target
Center recognition and condition monitoring.
http://www?2.parc.com/spl/projects/cosense/
DSN-CC, Distributed Sensor Networks with Collective Computation
Los Alamos National The goal of DSN-CC is to demonstrate in situ collective
Laboratory computation abilities of heterogeneous sensor networks in
simulation and using inexpensive, readily available off-the-shelf
platforms. One application is a staged heterogeneous wireless
sensor network for the detection of radioactive sources.
http://www.lanl.gov/source/orgs/isr/dsn/background.shtml
GNOMES, Generalized Network of Miniature Environmental Sensors

Rice University

HSN,
University of
California, Berkeley

GNOMES is a low-cost hardware and software testbed. It is
designed to explore the properties of heterogeneous wireless
sensor networks, to test theory in sensor networks architecture,
and to be deployed in practical application environments.
http://cmclab.rice.edu/projects/sensors/

Heterogeneous Sensor Networks

Heterogeneous sensor networks for automated target recognition
and tracking in urban terrain is the focus. Issues addressed
include: a new theory for distributed signal processing with
random spatiotemporal sampling of complex scenes, robust
design principles for sensor networks with both low- and
high-bandwidth sensors, and metrics for the design and
deployment of sensor networks and incorporating mobility into
sensor networks.
http://trust.eecs.berkeley.edu/hsn/
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Project

Brief Description and Website

Intel Research

Microsoft Research

SensEye,
University of
Massachusetts,
Ambherst

SensorNets,
Carnegie Mellon
University

Heterogeneous Sensor Networks

To address the scalability problem in WSNs, high-end nodes (such
as Intel XScale-based nodes) are overlaid on a sensor network.
Goals include identifying and utilizing heterogeneous
capabilities, such as links and services, for embedding local
processing, imposing a database model, and enhancing routing
protocols. Applications include preventive maintenance for
equipment in Intel’s fabs and sensor networks for theme parks.
http://www.intel.com/research/exploratory/heterogeneous.htm

Networked Embedded Computing Group

Microsoft is developing new service architectures, interoperation
protocols, and programming models that are resource-aware and
resource-efficient across heterogeneous devices that can range
from extremely limited sensor nodes to more powerful servers.
http://research.microsoft.com/nec/

A Multitier Multimodal Camera Sensor Network

Trends in technology have resulted in a spectrum of camera
sensors, wireless radios, and embedded sensor platforms.
SensEye is designed on the principle that multitier networks are
not only scalable, but also offer a number of advantages over
simpler, single-tier unimodal networks: lower cost, better
coverage, higher functionality, and better reliability.
http://sensors.cs.umass.edu/projects/senseye/

Pervasive Infrastructure Sensor Networks

SensorNets creates a framework for applications of networks of
sensors in long-lived infrastructure systems such as buildings,
bridges, and highways—a heterogeneous collection of sensors
that must continue to operate even as parts of the infrastructure
are changed, upgraded, or remodeled. The project has four main
areas of thrust: devices, applications, systems, and data.
http://www.ices.cmu.edu/sensornets/
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TABLE 2.2. Systems Infrastructure for Heterogeneous WSNs

Systems Brief Project Description and Website
Aspen, Abstraction-based Sensor Programming at Penn
University of The Aspen project focuses on the challenges in developing a
Pennsylvania programming environment and runtime system for complex
applications that may have heterogeneous types of sensor,
confidentiality requirements, different levels of connectivity,
and timing constraints. A programming model that handles
heterogeneous data stream types and sensor capabilities is under
development.
http://www.cis.upenn.edu/~zives/aspen/
Avrora, Sensor Network Simulation
University of Avrora is an instruction-level sensor network simulator. Avrora
California, simulates a network of AVR/Mica2 motes. The goal is to
Los Angeles enhance Avrora with new capabilities for executing and
monitoring simulations of heterogeneous sensor networks.
Specifically, this includes supporting sensor code that is
dynamically updated, other sensor platforms, and source-level
monitoring of simulations.
http://research.cens.ucla.edu/projects/ 2006/Systems/Avrora
DSS, Distributed Sensors Simulator
Los Alamos National DSS is a simulation framework that assists in implementing
Laboratory and debugging wireless distributed sensor networks. The user
provides data on node locations and characteristics, defines
event phenomena, and plugs in the applications each node runs.
DSS provides simulation of the wireless and environmental
channels and was specifically designed for investigations of
topological, phenomenological, networking, robustness,
and scaling issues in WSNs.
http://www.lanl.gov/source/orgs/isr/dsn/codes.shtml
EmStar, EmStar
University of EmStar is a family of tools, libraries, and services that provide an
California, environment to help enable the design, development,
Los Angeles and deployment of WSN applications. EmStar supports

heterogeneous deployments consisting of both mote-class and
microserver-class component systems.
http://research.cens.ucla.edu/
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Tradeoffs Between Local and Remote Processing. The tradeoffs regarding where
processing of the sensed data should be performed are not well understood.
What are the benefits of staged versus hierarchical architectures, and centralized
processing at a sink node versus distributed processing by the cluster heads?

Querying, In-Network Processing, Caching. A related question to the processing
tradeoff is how to support querying in a heterogeneous WSN, what to cache and
where to cache, and what kind of in-networking processing can be performed.

Event Detection. A large application of heterogeneous WSNss is in event detection.
How do we reliably detect events with a low false alarm rate?

Quality-of-Service Support. Heterogeneous WSNss bring the potential of of high-
bandwidth sources such as audio and video. Such data streams require quality-
of-service support in order to meet delay, jitter, and related constraints.

Nonuniform Energy Drainage. While hierarchical architectures have alleviated the
problem of non-uniform energy drainage, the problem remains unsolved.

Mobility in Sensor Nodes. Eventually, mobile nodes will be integrated into het-
erogeneous WSNs. This will add another dimension of complexity to all of the
problems.
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Epidemic Models, Algorithms,
and Protocols in Wireless Sensor
and Ad Hoc Networks

PRADIP DE and SAJAL K. DAS

Center for Research in Wireless Mobility and Networking (CReWMaN), Department of
Computer Science and Engineering, University of Texas at Arlington, Arlington, TX 76019

3.1 INTRODUCTION

Sensor networks are composed of a large number of sensing devices, which are
equipped with limited computing and radio communication capabilities. They have
diverse application areas, ranging from tracking and intrusion detection for secu-
rity purposes to environment monitoring and traffic and location systems. However,
with the steady advancements in processor, memory, communication, and sensing
technology, along with a drive toward a smarter environment, there is an increased
interest in the development and deployment of wireless sensor networks to be used
for many interesting and new applications. These applications range from real-time
remote monitoring and control, military surveillance, and environmental monitoring
to healthcare management, construction safety, and so on.

Within the next few years, it is very likely that the number of deployed sensors
will see an exponential increase. Most of these networks will require application-
specific functionalities and performance requirements [1]. However, the realization
of these networks poses a lot of challenges in system and network design, algorithm
and protocol design, and query language and database design. The primary issues
under focus which are critical to the proper functioning of wireless sensor networks
are energy consumption, connectivity, clustering techniques, data aggregation, and
so on. These issues stem mostly from the stringent resource constraints of the sensor
nodes. Therefore, in order to address these issues, we require efficient modeling
techniques and robust algorithms and protocols before actual implementation and
deployment is done.

Algorithms and Protocols for Wireless Sensor Networks, Edited by Azzedine Boukerche
Copyright © 2009 by John Wiley & Sons Inc.
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Oftentimes, in the course of modeling complex entities and networks, we have
taken recourse to biologically inspired paradigms. Biologically inspired modeling
techniques are among the many mechanisms that have been adopted to accurately
model certain phenomena in wireless sensor networks. For example, data dissemina-
tion, routing algorithms, and broadcast protocols are among the few areas that have
been effectively modeled by epidemic theoretic concepts.

In this chapter, we address the modeling techniques, algorithms, and protocols
proposed in wireless sensor and ad hoc networks that are primarily based on Epidemic
Theoretic concepts and paradigms.

The rest of the chapter is organized as follows. In Section 3.2, we provide a gen-
eral overview of Epidemic Theoretic concepts and analysis. In Section 3.3, we discuss
the data dissemination models in sensor networks and their use of epidemic theory.
Section 3.4 illustrates several reprogramming and code update protocols in sensor
networks that adopt epidemic theoretic principles. In Section 3.5, we look into epi-
demic protocols in ad hoc networks. Section 3.6 looks into some security aspects and
explains the propagation process modeling of malware in sensor networks. Finally,
we conclude the chapter in Section 3.7.

3.2 OVERVIEW OF EPIDEMIC THEORY

In order to appreciate the epidemiological models applied in wireless sensor networks,
we need to first understand the concept of epidemiology. In this section we provide a
terse description of the theory and its applications. Epidemic Theory [2] is the study
of the dynamics of how contagious diseases spread in a population, resulting in an
epidemic. Primarily, the theory mathematically models the propagation process of an
infection and measures its outcome in relation to a population at risk. The population
at risk basically comprises of the set of people who possess a susceptibility factor
with respect to the infection. This factor is dependent on several parameters such
as exposure, spreading rate, previous frequency of occurrence, and so on, which
define the potential of the disease causing the infection. Among the different models
characterizing the infection spread, two are quite popular. They are the Susceptible
Infected Susceptible (S-1-S) Model, Susceptible Infected Recovered (S-1-R) Model,
and so on. In the former, a susceptible individual acquires infection and then after
an infectious period (i.e., the time the infection persists) the individual becomes
susceptible again. On the other hand, in the latter, the individual recovers and becomes
immune to further infections.

An approach to model the propagation of an infection is to assume that the prob-
ability (per unit time) for a susceptible individual to acquire infection is equal to the
average rate at which new infective partners are acquired multiplied by the probability
of being infected by any one such partner. In the general deterministic S-I-R model,
if N(#), X(¢), Y(¢), and Z(¢) denote the total population, the susceptibles, the infected,
and the recovered or immune individuals, respectively, at time ¢, we can say

NOY=Xt)+Y@®)+ Z(1) 3.1
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If B denotes the infection rate and y denotes the removal rate of infected individuals,
then assuming a homogeneous mixing model (i.e., each of the susceptibles can get in
contact with any of the infectives), it is simple to observe that in time At, there are
BxyAt new infections and yyAr removals. Therefore, the basic differential equations
that describe the rate of change of susceptibles, infectives, and recovered individuals
are given by

dx(t
J = —BXY,
dt
Y
YO _ pxy oy,
dt
dZ(1)
7 =Y
dt Y

The above equations can be solved either approximately or precisely based on some
boundary conditions, such as, at the start of the epidemic, when t =0, (X, Y, Z)
can take the values (xg, yo, 0). Note that, in particular, if yo is very small, xq is
approximately equal to N. It also follows that if the relative removal rate, u = y/ B,
is greater than xg, only then can an epidemic start to build up as this condition will
resultin [dY(¢)/dt];=0 > 0, 1.e. Y(¢) will have a positive slope. Therefore, the relative
removal rate ;1 = x¢ gives a threshold density of susceptibles.

On the other hand, the S-I-S model does not have the recovered subset Z(¢), and
those who are infected fall back into the susceptible subset S(¥) after their infectivity
duration.

An important aspect that is of particular interest in epidemiological studies is
the phenomenon of phase transition of the spreading process that is dependent on a
threshold value of the epidemic parameter; that is, if the epidemic parameter is above
the threshold, the infection will spread out and become persistent; on the contrary, if
the parameter is below the threshold, the infection will die out. Identification of this
threshold value is critical in the study of how an epidemic spreads and how it can be
controlled.

Apart from modeling technique based on the continuous differential rate equa-
tion, the study of epidemics has often been performed by treating the population as
a network graph, with the nodes representing each individual and the edges their
interaction. This form of analysis [3] has mainly been used in scenarios where the
end result of the epidemic spread is more important than the temporal dynamics of
the propagation. Several works have spawned from this formulation [3—-8], where the
spread of diseases have been studied by modeling the social network as a scale-
free topology. Several other works also exist that model the spread of computer
viruses [9, 10].

Epidemic Theory has found special attention in the design and modeling of several
phenomena and protocols in sensor networks wherever there is a scope of information
distribution on a large scale, preferably from a small number of sources to a large
number of recipients. Among the popular phenomena in sensor and ad hoc networks
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where this theory has been adopted are data dissemination, broadcast protocols, and
routing. We will delve into some of these areas where Epidemic Theory has been used
to study and model several processes and functions of sensor networks.

3.3 DATA DISSEMINATION IN SENSOR NETWORKS:
MODEL AND PROTOCOLS

The problem of reliable data dissemination in the context of wireless sensor networks
is very critical. Reliable data dissemination to all nodes is absolutely necessary for
the propagation of queries, code updates, and other sensitive information in a wireless
sensor network. This is not a trivial task since the number of nodes in a sensor network
can be quite huge and the environment is dynamic (i.e., nodes can die or move), thus
making the topology change constantly.

Since data dissemination primarily deals with the transfer of messages from one
node to all nodes of a network, algorithms based on epidemiological formulations are a
perfectfit. Accordingly, these algorithms have been successfully used in disseminating
information in sensor networks and, depending on the application, the dissemination
can start at a single node, such as a base station, or at multiple sensor nodes. The
decentralized and distributed nature of wireless sensor networks fits the context of
epidemic algorithms aptly.

One of the prominent works of data dissemination in sensor networks is SPIN
[11]. An obvious problem with normal epidemic broadcast-based dissemination is
the inefficient use of bandwidth and other resources. Therefore, the basic epidemic
strategy needs to be optimized for sensor networks. In reference 11, the authors
proposed the concept of meta data or data descriptors to eliminate the chance of
redundant transmissions in sensor networks. Their work focuses on the efficient dis-
semination of individual sensor observations to all the sensors in a network. Their
main contribution was based on the basic deficiencies of classic flooding, namely,
Implosion, Overlap, and Resource Blindness. Implosion is sending data redundantly
to one’s neighbors regardless of whether they already received it. Coverage overlap of
nodes can make them gather the same data and flood it to common neighbors. Classic
flooding can be blind to the availability of resources when it is flooding data across
the network.

The use of metadata allows nodes to negotiate between themselves and prevent
redundantly transmitting the same information. Also, in SPIN, each node has a local
resource manager that keeps track of its resources and helps a node decide whether
to transmit or process data. SPIN first broadcasts metadata to its neighbors. Then,
if it receives a request for the data from any neighbor it sends the data to that
node.

There are four protocols in the SPIN family. The first two, SPIN-PP and SPIN-BC,
tackle the basic problem of data dissemination under ideal conditions. The other
two, SPIN-EC and SPIN-RL, are modified versions of the first two. SPIN-PP is
optimized for communicating in a point-to-point mode, where for each data
transmission between neighbors, a three-stage handshaking (ADV-REQ-DATA) is
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Figure 3.1. SPIN-PP protocol. Node A sends advertisement messages (ADV) to B. B responds
with a request (REQ) message. Then B starts to send ADV to its neighbors.

performed. As illustrated in Figure 3.1, a node sends an ADV message whenever it
has new data to advertise. Upon receiving an ADV message, the neighboring node
verifies whether it has already received or requested the advertised data. If not, it
responds by sending a REQ message for the missing data back to the sender. The ini-
tiator of the protocol responds to the REQ message with a DATA message containing
the missing data.

Although this protocol has been designed for a lossless environment, it can be
adapted for a lossy environment. Nodes can periodically send the ADV message to
counter lost ADV messages. For lost REQ and DATA messages, nodes can request
items that do not arrive within a fixed time period. SPIN-EC is a modification of
SPIN-PP so that when a node observes that it is approaching a low-energy threshold,
it reduces its participation in the protocol.

In SPIN-BC, which is a broadcast transmission protocol, each node transmits to
the broadcast address (Figure 3.2). Every node that is in the transmission range of the
sender processes the received message. This approach is justified because broadcast
and unicast transmissions use the same amount of network resources in a broadcast
network. The proliferation of redundant messages in the network can be curtailed by
SPIN-BC because a node A suppresses its own transmission whenever it observes
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Figure 3.2. SPIN-BC protocol. (1) A sends ADV to all its neighbors. (2) C responds by
broadcasting a request, specifying as originator of the ADV. It also suppresses D’s REQ.
(3) After receiving the requested data, E’s REQ is also suppressed.

that another node B has transmitted the same message that A itself was supposed to
transmit.

We observe the epidemic nature of the dissemination of data in SPIN, especially in
SPIN-BC. Using the three-way handshake, a node that has the missing data passes it
on to a neighbor that does not have it, thereby infecting it in the process. The working
of the three-way handshaking protocol basically constitutes the contact and infecting
process of the SPIN protocol.

3.3.1 Infuse

For the reliable dissemination of data in sensor networks, the authors of Infuse [12]
proposed a TDMA-based data dissemination protocol for sensor networks. The pri-
mary purpose of the protocol was similar to that of Deluge [13]—that is, reliable dis-
semination of bulk data in a sensor network. We discuss Deluge later in this chapter.
In Infuse, the data dissemination protocol is based on a TDMA-based medium access
layer. Since TDMA ensures a deterministic slot when a sensor node should transmit
its packet, it offers a degree of reliability which is used by the data dissemination
strategy adopted in Infuse. The authors tackle the problem of random message losses
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in the presence of channel errors by considering recovery algorithms based on sliding
window protocols, modified to use implicit acknowledgments.

In the ideal scenario without channel errors, the base station sends a special Start
Download message to the sensor which contains the number of subsequent packets to
follow in each TDMA slot. The sensor then reserves the necessary flash and downloads
the arriving packets.

For dealing with channel errors, Infuse uses an implicit acknowledgment tech-
nique. This happens because whenever a successor sensor forwards a data packet, the
predecessor node gets to hear it. This overhearing acts as an implicit acknowledgment
for the predecessor node. Furthermore, Infuse forwards a received packet in the next
TDMA slot, thus maintaining a pipeline effect of the transfer process which helps
in reducing the total latency of the dissemination process. The use of TDMA-based
data dissemination also allows Infuse to send the node to sleep except in its own
transmission slot, thereby making the Infuse protocol energy-efficient.

3.3.2 Firecracker

Routing a packet from one source to a single destination is fast because forwarding
nodes can retransmit without worrying about suppression or local density. At the
same time, routing cannot be used to disseminate data to all the nodes in a sensor
network because the nodes are not individually addressable. The Firecracker Protocol
[14] uses a combination of routing and broadcast principles to rapidly disseminate
data throughout a sensor network. As depicted in Figure 3.3, a data source first routes
the data to be distributed to distant points in the network. Once the data reaches
its destination, broadcast-based dissemination starts along the path like a string of
firecrackers. Firecracker is largely designed to disseminate small pieces of data that
would propagate fast, like small programs or configuration constants. While main-
taining the energy efficiency of broadcasts, Firecracker can achieve dissemination
rates close to routing.

From an epidemic modeling standpoint, Firecracker is fundamentally an infec-
tion propagation strategy with a predetermined set of infective nodes defined by the
destination nodes of the routing protocol. Having strategically placed the infective
nodes at different points of the population, the protocol starts its final broadcast to
disseminate the information to the rest of the network. The dissemination strategy
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Figure 3.3. The Firecracker disseminaton mechanism.
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could be Trickle [15], and the routing strategy could be any suitable one used for
sensor networks.

To elucidate further, Firecracker is composed of three main parts: (a) Broadcast
Protocol, (b) Routing Protocol, and (c) Seed Selection. The broadcast protocol is very
important to the functioning of Firecracker. It not only must propagate data to nodes
that do not have the data, but also decide when to propagate. Moreover, the protocol
should minimize the cost of detection but propagate rapidly, and temporary network
disconnections should not prevent reception.

The basic purpose of the routing phase is to spread data to distant points in the
network so that the initial seeds are placed as deep as possible into the network. This
facilitates the following broadcast process to spread the data rapidly. In this regard,
a naming scheme that allows nodes to choose such points is helpful. Since wireless
data, even during the routing phase, is essentially broadcast in the neighborhood,
nodes along the route should be able to snoop on routed traffic to cache the data
as they pass by. Moreover, reliability and nonredundancy are more important than
minimum hop paths. Therefore, taking a long, winding path through different areas
of the network could benefit the subsequent broadcast protocol in quickly installing
the code in all the nodes.

The choice of the seed nodes is also equally important to the performance of
Firecracker. The farther the seeds are from the original source and the farther they are
spread apart from themselves, the faster the data would propagate to all the nodes of
the network.

In general, epidemic algorithms for data dissemination follow the model of nature
to spread information and define simple rules for information to flow between nodes
of a network. The authors in reference 16 have done a comparative study of epidemic
algorithms for data dissemination. Based on the style of communication between
neighboring nodes, they have classified epidemic algorithms for data dissemination
into three categories.

* Pull-Based. A node tries to extract new information from its neighbor.
* Push-Based. A node sends new information to a selected neighbor.

® Pull-Push-Based. A node asks its neighbors for new information as well as
sends new information to its neighbors.

They have studied the performance of these three classes of epidemic algorithms on
sensor networks. Their results show that both pull-based and push-based algorithms
perform better than the push—pull-based epidemic algorithms in terms of delivery rate
and scalability. The primary reason for this result is the restricted memory resource
of sensor devices.

In reference 17, the authors performed an experimental and empirical study of the
epidemic style algorithms in large-scale multihop wireless networks.

A smart tag-based data dissemination technique is explained by the authors
in reference 18, where mobile individuals, equipped with smart tags disseminate
data across disconnected static nodes spread across a wide area. When the mobile
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individuals equipped with smart tags move into a sensor field, they get updated with
the latest information from the sensors. Later, when they move into another field, they
disseminate the newly acquired information. The concept of using carriers, who are
mobile, to carry data between connected components of the network has also been
used by the authors of the epidemic routing protocol [19]. However, they did it more
for the purpose of routing, whereas here the authors use smart tags to carry the sensed
information to another set of output devices like display units. The authors used
Bluetooth-enabled smart tags to illustrate the characteristics of their approach. As an
intuitive technique, their approach is suited for applications that are delay-tolerant.

3.4 CODE UPDATE PROTOCOLS IN SENSOR NETWORKS

Several protocols have been proposed for code update and propagation in sensor
networks. These protocols are mainly broadcast in nature, and tasks in sensor networks
are assigned through code updates, and all the nodes in the sensor network will have
the same code to execute. The propagation mechanism for the code update is basically
hop by hop to all nodes in the network. Needless to say, wireless sensor nodes have
limited energy, and therefore maintenance costs of the code updates must be low.
Another important requirement is rapid propagation of updates, because some tasks
may have to be activated as soon as possible and newly assigned tasks make the older
ones obsolete. Moreover, the update process should be scalable and should work in a
dynamically changing environment.

Being inherently broadcast in nature, these protocols and algorithms fundamentally
transmit code updates in a manner similar to an infection spread in a susceptible
population. In this subsection, we study some of these protocols and their mechanism.

3.4.1 Trickle

Trickle [15] is a broadcast algorithm for propagating and maintaining code updates
in a wireless sensor network. Conceptually, Trickle borrows from epidemiological
concepts and performs what the authors claim as polite gosip.

Sensor networks are generally deployed in remote areas and are expected to op-
erate unattended for lengthy periods of time. Thus, there is every possibility that the
requirements and environments of a sensor network evolve. As a result, users need
to be able to introduce new code to retask the network. However, the large-scale and
embedded nature of the network requires these code updates to propagate through
the network. However, as is obvious, networking in sensor networks is very costly in
terms of energy consumption, and therefore an efficient and effective reprogramming
protocol is necessary.

An effective reprogramming protocol must transfer the code as fast as possible
because in the transition time when the code is propagating, the network is actually
in a useless state because the old and the new programs are concurrently running.

Propagation of code is costly, and nodes need to learn when they need to propagate
code. Nodes, therefore, periodically communicate to learn when there is new code.
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To reduce energy costs, nodes transmit metadata to determine when code is needed.
However, the cost of periodically transmitting metadata consumes almost the same
amount of energy as actually transmitting the code itself. Therefore, there is a crucial
need for the reprogramming algorithm to be efficient in this aspect and effectively
determine when nodes should propagate code. Motivated by this requirement, the
authors in reference 15 have identified three main properties that a reprogramming
algorithm should have. They are as follows:

e Low Maintenance. When a network is in a stable state, metadata exchanges
should be infrequent, just enough to ensure that the network has a single program.

* Rapid Propagation. When the network discovers nodes that need update, it
should propagate the code as fast as possible and to every node of the network.

e Scalability. The algorithm should obviously be scalable and be robust against
any environmental changes and node failures.

Trickle tries to meet all these requirements. Its basic working principle is simple.
Every so often, a mote transmits code metadata if it has not heard a few other motes
transmit the same information. Trickle sends all messages to the local broadcast
address. When a neighbor receives a broadcast, either it is up to date, or it detects the
need for an update. Detection can be the result of either an out-of-date mote hearing
someone having a new code, or an updated mote hearing someone has old code. As
long as every mote communicates somehow, the need for an update is always detected.
It does not matter who transmits first, but as long as some nodes communicate with
each other at a nonzero rate, every node would be up to date. More formally, each node
maintains a counter c, a threshold k, and a timer 7 in the range of [0, t]. k is a small,
fixed integer (e.g., 1 or 2) and 7 is a time constant. When a node hears metadata iden-
tical to its own, it increments the counter c. At the timepoint ¢, which is uniformly
randomly chosen in the range of [0, 7], the mote broadcasts its metadata only if
¢ < k. When the interval of size t completes, c is reset to zero and ¢ is reset to
a new random value in the range [0, t]. Thus, Trickle allows each node to broad-
cast its metadata at most once per period t, thus maintaining the politeness of
its gossip. In each interval 7 , the sum of receptions and sends of each mote is
k. The random selection of ¢ uniformly distributes the choice of who broadcasts
in a given interval. This evenly spreads the transmission energy load across the
network.

In Figure 3.4, the solid line represents a transmission, the broken lines represent
reception, and the gray line means suppression of an advertisement. This mechanism
of Trickle not only allows us to scale to high network density, but also propagates
updates fast. It also distributes transmission load evenly as it spreads, and it is
simultaneously robust to transient disconnections. The experimental verification by
the authors shows that it imposes a maintenance overhead on the order of only a few
packets per hour per node.

The epidemiological essence in the working principle of Trickle is evident. The
objective is to propagate code as fast as possible to all nodes of the network. Thus,
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Figure 3.4. Trickle metadata advertisement.

from an epidemic theoretic standpoint, the rate at which the metadata is exchanged
gives the rate at which the infection or propagation proceeds in the network. Since
after a node advertises metadata every node in the neighborhood gets updated with
the current code, Trickle succeeds in propagating the code update to all nodes in the
network. The propagation rate is dependent on the value of . With a large value of t,
there is less communication overhead, but the code propagates slowly and conversely
in the case of a small t.

3.4.2 Deluge

Another type of data dissemination protocol for supporting network programming
in sensor networks is Deluge (Figure 3.5) [13]. It is a reliable data dissemination
protocol for propagating large data objects from a few source nodes to many other

Broadcast requested packets
Recv request from older page

All requested packets
broadcast

after max wait

Figure 3.5. The Deluge state machine.
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nodes in a wireless sensor network. Trickle’s key contribution is its polite gossip that
uses suppression and dynamic adjustment of the broadcast rate to limit transmissions
among neighboring nodes. It only provides a mechanism for a node to decide when to
propagate code. Deluge, on the other hand, though based on Trickle’s principles, has
the added feature of supporting the transfer of large data objects. It uses a three-phase
protocol similar to SPIN-RL [11].

Deluge, being an epidemic protocol, can disseminate large data objects as quickly
and reliably as possible. The basic local broadcast principle of Deluge is simple and
similar to Trickle, but it also addresses several subtle issues that improve its perfor-
mance. The local suppression of redundant broadcasts makes it density-aware. Its
three-way handshaking mechanism ensures that there is a bidirectional link, thereby
making it a reliable data dissemination protocol. Moreover, by dynamically adjust-
ing the rate of advertisements and emphasizing on the use of spatial multiplex-
ing to allow parallel transfers, Deluge allows quick propagation of large blocks of
data.

Deluge divides the large data object into fixed-size pages for transfer. This enables
efficient incremental update and also limits the amount of state that should be reserved
at a time at the receiver. Each page is also divided into a fixed number of packets.
Because of the epidemic nature of the page propagation, Deluge offers CRC checks
at both the packet and page level to be safe from the negative effects of the epidemic
nature of data transfer. The protocol resides in one of the three states, namely, MAIN-
TAIN, TX, and RX. In the MAINTAIN state, a node uses a summary advertisement
mechanism to ensure that all nodes in the communication range are up to date with
the current version of the object. In the RX state, the node is responsible for request-
ing all remaining packets of a page; and while in the 7X state, it is responsible for
broadcasting all requested packets for a given page.

Another work, which was based on an epidemic style multihop reprogramming
service for sensor networks, was proposed in MNP [20]. One of the basic problems in
reprogramming and code update in a wireless network is the issue of message collision
and the hidden terminal problem. The authors counter this problem by proposing a
sender selection algorithm whereby it is guaranteed that in a neighborhood, there is
at most one sensor transmitting at a time. In the basic version of the sender selection
protocol, a node becomes a source node and starts advertising this fact only when it
acquires the new program code entirely.

Each source node maintains a variable that indicates the number of distinct requests
ithasreceived so far, and it gets incremented each time a node receives a new download
request. Two messages are used for sender selection, namely, advertisement and
download request. The advertisement message contains information about the new
program and the source node. When a node j receives the advertisement request from
node i and it is in need of the new code, it sends a download request message to the
broadcast address so that any neighboring node k becomes aware that i is a potential
source.

In order to ensure that a node is aware of all the requesters who are likely to receive
the code, if it is chosen to transmit the code, the node sends a download request to all
senders of the advertisement messages. However, if node j loses to node k that has
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more requesters, then whenever j attempts to advertise again, j must reset its request
counter value to zero and recalculate its requesters. After k finishes transmitting, it
sleeps for a while, so that other sources get a better chance to send. When it wakes up
and reenters the advertising state, its counter value is reset to zero, and a new round
of sender selection begins.

We observe that there is considerable similarity with MNP and the SPIN family of
protocols because both of them use a kind of three-way handshaking procedure for
disseminating the data.

For the transfer of large-sized data, MNP tries to incorporate pipelining into the
data dissemination process by breaking the large data into segments, each containing
a constant number of packets. Thus, the protocol now operates at the segment level
which helps in a node forwarding segments even if it has not received the whole data.
In this aspect it is very similar to Deluge [13].

MNP is equipped to address reliability issues like loss detection and recovery.
Each packet has a unique ID and each receiver is responsible for detecting its own
loss. Since the size of a segment is considerably small, a bitmap of the current seg-
ment is maintained in memory, where each bit corresponds to a packet. Using this,
a sensor node can receive packets in any order. This bitmap is called the Missing
Vector. A node also maintains a Forward Vector, which is a bitmap of the adver-
tised segment. Whenever a node sends a download request, it puts its Missing Vector
in the request message. The advertising node marks its Forward Vector according
to the Missing Vector messages it receives. A node only sends the packets indi-
cated in the Forward Vector. Upon receiving all the segments of a program, the node
reboots.

3.5 EPIDEMIC MODELS IN AD HOC NETWORKS

In ad hoc networks, the power supply of individual nodes, wireless bandwidths are
limited, and the channel conditions can vary significantly. Moreover, since nodes
can be mobile, routes may constantly change. Thus, to enable efficient communi-
cation, robust routing protocols must be developed. Several existing Mobile ad hoc
routing protocols [21, 22] have been developed that allow wireless nodes to com-
municate with one another without any preexisting network infrastructure. In this
section we look into some of the routing protocols that essentially have the flavor of
epidemiology.

3.5.1 Gossip

Although flooding has been used with some optimization to route packets in an ad
hoc network, many routing messages are propagated unnecessarily. The authors in
reference 23 have proposed a gossip-based approach where each node decides to
forward a message to another node based on some probability. They showed that this
technique could significantly reduce the number of routing messages sent. Gossip is
essentially an epidemic algorithm, where neighbors are chosen probabilistically to
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propagate the information in the same way as an infection spreads in a susceptible
population.

In the gossip protocol a source sends the route request with probability 1. When
a node first receives a route request, with probability p it broadcasts the request to
its neighbors, and with probability 1—p it discards the request; if the node receives
the same route request again, it is discarded. Thus, a node broadcasts a given route
request at most once.

The problem with gossip is that if the source has very few neighbors, then the nodes
will not gossip and it would die out. Basically, from the epidemiological standpoint we
say that the phase transition did not happen and the propagation collapsed. In order to
circumvent this problem, the authors modify gossip so that each node forwards with
probability 1 for the first £ hops before continuing to gossip with probability p. The
modified protocol is called the GOSSIP1(p, k) protocol.

The performance study of the gossip protocol in finite networks reveals several
important results. As expected, the location of the source node does not affect the
fraction of the source node receiving the messages. However, it does affect the number
of executions in which the gossip dies out. The number of executions in which the
gossip does not die out is higher for a more central node and is lower for a corner node.
The authors observe that lowering the probability significantly changes the fraction
of executions in which all nodes and no nodes get the message.

The authors suggest a few optimization techniques to the basic gossip protocol. In
many cases, a gossip protocol may be run in conjunction with other protocols. If the
other protocols maintain fairly accurate information regarding a node’s neighbors,
GOSSIP1 can make use of this information effectively, by a simple optimization. In a
random network, the number of neighbors of a node might not be very high. In such a
case, the gossip protocol might not propagate the information and die out. To overcome
such a situation, the authors proposed that the gossip probability at a node could be a
function of its degree, where nodes with lower degree gossip with higher probability.
The modified protocol has four parameters: p1, k, p2, and n. As in GOSSIP1, p is the
main gossip probability and k is the number of hops with which gossiping starts with
probability 1. The new features are p, and n; the idea is that the neighbors of a node
with fewer than n neighbors gossip with probability p» > pi. Thus, if a node has
fewer than n neighbors, it would instruct its neighbors to broadcast with probability
p> rather than p1. The modified protocol is called GOSSIP2 (p1; k; p2; n). GOSSIP2
has significant impact in topologies that are random rather than regular.

However, GOSSIP1 and GOSSIP2 might suffer a premature death because the
probability is low. In order to detect whether the gossip is dying out, a node might
monitor the number of messages it is getting from its neighbors. If a node x has
n neighbors and the message does not die out, then it would expect that all of its
neighbors would get the message, and, if the gossip probability is p, it should get
roughly pn messages from its neighbors. If it gets significantly fewer than pn mes-
sages within a reasonable time interval, then this is a clue that the message is dying
out. The authors have proposed a modification to resolve this issue. If a node with n
neighbors receives a message and does not broadcast it, but then does not receive
the message from at least m neighbors within a reasonable timeout period, it
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broadcasts the message to all its neighbors. If m is chosen too large, then there may
be too many messages. The experimental results show that the most significant per-
formance improvement could be obtained with m = 1. Thus, in GOSSIP3 (p, k, m),
if a node originally did not broadcast a received message but did get the message
from at least m other nodes within some timeout period it will immediately broadcast
the message after the timeout period. In what follow, we will discuss several gossip
schemes.

Geographic Gossip for Efficient Aggregation. Gossip algorithms have also
been used for data aggregation in sensor networks. Their forte is their simplic-
ity in approach. However, in their basic form they may waste significant energy
by essentially passing around redundant information. The authors in Geographic
Gossip [24] propose an alternative gossiping scheme that exploits geographic
information.

In anetwork of n sensors, a basic solution to the averaging problem (i.e., to compute
the average of all n sensor measurements) is based on the Gossip algorithms where
each node randomly picks a one-hop neighbor and exchanges their current values.
This is performed in an iterative fashion, and ultimately all nodes converge to the
global average in a distributed manner. The key issue here is the number of iterations
it takes for such a gossip algorithm to converge to a sufficiently accurate estimate.
Recent works [25-29] have dealt with variants of this problem. The convergence
time of this algorithm is closely linked with the mixing time of the Markov Chain
defined by a weighted random graph on the network. In reference 26, the authors
showed how to optimize the neighbor selection probabilities for each node in order to
find the fastest mixing Markov chain. However, for sensor network graphs, even an
optimized gossip algorithm can result in excess energy consumption. The authors of
Geographic Gossip exploit geographic information to build a completely randomized
and distributed algorithm that requires substantially less communication. The idea is
to include geographic routing to gossip with random nodes far away in the network.
Empowered with geographic knowledge, this protocol succeeds in quickly diffusing
information everywhere in the network and thus computes the average faster than the
standard nearest-neighbor gossip.

Smart Gossip. The authors of Smart Gossip [30] propose an adaptive form of
gossiping in sensor networks. They propose techniques by which a gossip-based
protocol can automatically and dynamically adapt to the network topology. Smart
Gossip copes well with wireless losses and unpredictable node failures that affect
network connectivity. The adaptivity of the gossiping strategy also extends itself
to provide reliability for disseminating messages. The authors argue that existing
gossip strategies are mostly static, since there is a fixed probability for transmitting
the received information. There are a few variants of the gossip protocol which are
adaptive. Haas et al. [23] proposed an adaptive form of gossip which chooses its
probability, based on the number of neighbors. The authors of Smart Gossip argue
that simply choosing gossip probabilities based on the number of neighbors is not
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Figure 3.6. Example illustrating the argument for Smart Gossip.

correct. For example, in Figure 3.6, which is a subgraph of a random topology, node
C has a high degree and therefore its probability of gossiping would be low. This
could adversely affect the reception of the information at node F, which is solely
dependent on C for receiving messages originating at any node to the left of C.

From the point of view of gossip percolation, the authors extract out the notion of
dependence between a node X and a subset of its neighbors. These dependencies give
birth to parent—child relationships between neighbors based on the direction in which
the gossip can travel probabilistically. This dependency graph is just logical and also
probabilistic in nature. In other words, node X does not depend on any particular
parent, Y, to receive the gossip. Instead, it depends on a group of nodes, expecting at
least one member of this group to probabilistically deliver the gossip to it. The gossip
probabilities chosen at each node is therefore a function of the group size.

Based on this intuition, nodes promiscuously overhear broadcast messages and
extract information by applying simple rules and thereby deduce whether the sender
of the message is a parent, child or a sibling. A child node, on identifying its parent
set, calculates the probability with which it thinks its parents are required to send,
and it announces this probability by piggybacking it on every gossip it forwards. A
parent node overhears such announcements and assumes its gossip probability to be
the maximum of all the announced probabilities.

3.5.2 Epidemic Routing

The authors in reference 19 introduce epidemic routing for partially connected ad hoc
networks where pairwise exchanges of messages among mobile hosts in a random
manner ensure the eventual message delivery to the destination node. The prominent
goals of epidemic routing are to (i) maximize message delivery rate, (ii) minimize
message latency, and (iii) minimize the total resources consumed in message delivery.

Existing ad hoc routing protocols assume that there is a connected path from source
to destination. However, with the emergence of short-range wireless communication
environments (e.g., Bluetooth [31]) and the wide area over which such networks are
deployed, this assumption is not always a realistic one. Unfortunately, the current
ad hoc routing protocols are heavily dependent on consistent network connectivity
to deliver packets between the source and the destination and generally fail in the
presence of network partitions. At the same time, several applications based on a
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mobile sensor network exist, where there are frequent and numerous formations of
network partitions.

In reference 19, the authors develop techniques for delivering application data with
a high probability even when there is never a fully connected path between the source
and destination. The main essence of their approach is to distribute data to connected
hosts of the network, whom they call carriers; and depending on node mobility, the
carriers can establish contact with other connected portions of the network. Through
such transitive transmission of data, messages have a high probability of eventually
reaching their destination. However, with basic random forwarding, the data might
be transmitted to a large number of carrier hosts other than the destination that is
not desirable. Since the overall goal of epidemic routing is not just to maximize
message delivery rate and minimize message delivery latency, but also to minimize
the aggregate system resources consumed in message delivery, the authors circumvent
this problem to a reasonable extent by placing an upper bound on the message hop
count and per-node buffer space (the amount of memory devoted to carrying other
host’s messages). Their results show that epidemic routing is able to successfully
deliver messages to the destination nodes where existing ad hoc routing protocols fail
because of limited node connectivity.

Although the authors of this work do not explicitly use the mathematical formula-
tions of an epidemic model, they essentially follow the same principles of the model.
The contact rate between carriers and destination or intermediate connected nodes
is dependent on the mobility pattern of the carriers. However, since the notion is to
route and not broadcast the message, the authors successfully constrain resources at
nodes to restrict the number of messages a host is willing to carry on behalf of other
hosts.

3.5.3 Epidemiology and Mobile Ad Hoc Networks

Information diffusion in mobile ad hoc networks (MANET) has been an area where
epidemiological modeling concepts fit naturally. As mentioned earlier, several model-
ing formulations in epidemiology assume a homogeneously mixing population where
each infected individual has an equal probability of having contact with any suscepti-
ble individual. Scenarios that fit this assumption can borrow the differential-equation-
based formulations popular in epidemiology. Information diffusion in MANETS fit
very closely in this model. Given the random mobility model, it’s a fair assumption
that the nodes can homogeneously mix. As a result, this phenomenon could be aptly
modeled based on the differential rate equation formulations. This has been done
by the authors in reference 32. Based on a simplistic S-I-S model, the authors have
simplistically modeled the spread of information in a MANET. They showed that the
information dissemination can be more or less accurately described by the infection
rate of the model. They derived expressions that show the change of infection rate
based on the node densities.

In reference 33, the authors address the issue of how to disseminate relevant
information to mobile agents within a geosensor network. In their work, the authors
propose an environment for simulating information dissemination strategies in
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mobile ad hoc geosensor networks. A geosensor network is defined as a sensor net-
work that monitors phenomena in geographic space [34]. In the context of geosensor
networks, the authors provide a decentralized location-based service that is able to
disseminate relevant geospatial information to spatially dispersed mobile users that
form a mobile ad hoc geosensor network. The authors explore the precise nature
of efficient information dissemination strategies based on localized communication
between agents in a geosensor network. Specifically, they are concerned with mo-
bile location-aware agents who are able to sense information about their immediate
geospatial environment and communicate with other agents in their neighborhood.
The authors distinguish between three different strategies. The first strategy, Flood-
ing, is where each geosensor node that encounters an event or receives a message
about an event passes on the information to every other node within its commu-
nication range. The second approach is referred to as an Epidemic, in which each
node only informs n other agents about the events. In the third approach which is
location-constrained, information is only passed on in proximity to the event, and then
discarded.

In reference 35, the authors propose a document oriented model for information
dissemination in mobile ad hoc networks. The problem of routing messages in dis-
connected or partially connected mobile ad hoc networks has been dealt by previous
works like references 19 and 36. The main contribution in reference 35 is the imple-
mentation of a service for document dissemination in ad hoc networks and then using
this service as a building block for application level services.

Any document that is sent in the network is cached as long as possible by as many
devices as possible, so that it can remain available for those devices that could not
receive it at the time it was sent originally. Other than providing a caching system
where documents can be maintained in mobile devices, their service also provides
facilities for document advertisement, document discovery, and document transport
between neighboring devices. A device can periodically advertise to its neighbors
about the documents stored in its cache. It can also search for specific documents in
its neighborhood and can either push documents toward or pull documents from its
neighbors.

In reference 37, the authors propose a middleware for a controlled epidemic style
dissemination for mobile ad hoc networks. Since traditional middleware primitives
offer very little information on dissemination mechanisms and epidemic algorithms
have hardly been used to control the spreading of information depending on the
desired reliability and network structure, the authors present a mobile ad hoc network
middleware that uses epidemic-style information dissemination techniques to tune
the reliability of the communication.

The authors argue that existing epidemic algorithms have little control on the
information dissemination process, and much of it is based on experimental results
and not on any analytical model. In other words, the information spread cannot be
accurately tuned in order to reach only a desired percentage of the hosts.

The authors, therefore, propose algorithms that rely on epidemic models and take
into account the underlying network structure. They design middleware interfaces
that allow programmers to set the reliability for unicasting and anycasting with a high
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degree of accuracy. The middleware would have primitives for epidemic dissemination
and would take as control inputs the percentage of hosts to which the information
is disseminated. The authors use the infectivity, which is the probability of being
infected by a neighboring host, to control the reliability of the probabilistic unicast.
Thus, given an expected reliability value, the middleware is able to calculate the
infectivity accurately in order to obtain an infection rate proportional to the total
number of hosts in the network. For constructing the analytical model, the authors
adopt the simple S-I-S model of epidemiological spread to model the information
dissemination in a MANET. For the analytical model, the authors assume that there is
homogeneous mixing of the nodes and that the infectivity of a single host per message
is constant. Using the average node degree and the probability of infection, the authors
calculate the infection rate. Based on its calculation, the authors depict the epidemic
spread algorithm which is executed periodically.

3.6 EPIDEMIC MODELS OF MALICIOUS CODE PROPAGATION

Computer worms have recently emerged as one of the most critical threats against
information confidentiality, integrity, and service availability. Host machines in the
Internet have repeatedly revealed their susceptibility to malicious intrusions like
worms that have compromised millions of vulnerable hosts at an extremely fast pace
[38, 39]. Given that the threat of virus and worm propagation in wireless networks is
quite real, a few recent works have tried to focus on this idea and successfully utilized
the concept of epidemic theory to model the spread of worms in wireless ad hoc and
sensor networks.

In reference 40, the authors discuss the epidemic model of virus spreading in
mobile environments. Given the increasing rise in the usage of mobile devices, it is
a matter of time before viruses propagating over the air interface would be a ma-
jor menace. Already, there are several viruses and worms that spread over the air.
For example, the Brador virus [41] infects Pocket PCs running Windows CE; and by
installing a backdoor, it allows a remote attacker access to the device. The Cabir worm
[42] infects cell phones running the Symbian operating system. Identifying these
examples, the authors of reference 40 stress several important factors like movement
of devices and the geographic locations while formulating epidemic models for virus
spread in mobile environments. In their model which they call probabilistic queuing,
the authors investigate the behavior of malicious codes that spread via proximity-based
point-to-point wireless links. They point out the drawbacks that existing epidemio-
logical modeling of similar processes in mobile environments have, like ignoring
the node velocity and the nonhomogeneous connectivity distributions that often arise
in mobile environments. The Kephart—White (KW) Model [10] assumes a homoge-
neously connected topology, and the network is represented by a single parameter,
namely, the average node degree. However, mobile environments are too dynamic in
order for this model to fit. The KW model only considers mean connectivity, and it
discards useful information when the underlying distribution has significant variance,
which is normal in a mobile environment. Furthermore, the velocity is an important
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factor that influences the way a virus can spread among mobile nodes. The authors
incorporate this parameter in their model, and they come up with a new epidemic
threshold value when the virus spread reaches endemic state. In the KW model, which
ignores node mobility, this threshold is crossed when the infecting rate is greater than
the curing rate. In their model, the authors incorporate the mobility model in their
derivation of a node’s degree distribution, which leads to a new value for the epidemic
threshold.

Several other works discuss various aspects of vulnerabilities of sensor and mobile
ad hoc networks in the light of epidemic theory.

3.6.1 TWPM

In reference 43, the authors develop a fopologically aware worm propagation
model (TWPM) for wireless sensor networks. An important strategy effectively
employed by many recent worms (e.g., CodeRed v2) is localized scanning. The lo-
cal scanning worms after compromising a host machine, instead of scanning a fixed
IP address space, scan neighboring hosts with a higher probability. This strategy
has proven to be quite effective since the presence of a single vulnerable host
implies that other hosts on the same network would also be vulnerable with a high
probability.

Since general routing strategies in sensor networks have each sensor maintain a
neighbor list, this procedure of localized scanning could be very effective for a virus
spreading in a sensor network. Moreover, since the worm under consideration employs
(next-hop) information from a sensor to infect other sensors, the authors refer toitas a
topologically aware worm. Based on the S-I-S model of epidemic spread, the authors
have constructed a differential-equation-based worm propagation model in sensor
networks. Apart from simultaneously capturing both time and space propagation
dynamics, TWPM incorporates physical, MAC and network layer considerations of
practical sensor networks.

Dividing the sensor network into equal-sized segments and using a constant rate
of infection, the authors have arrived at a closed-form expression for the number of
infectives at time ¢ that also successfully captures the spatial information in terms of
the segment coordinates.

3.6.2 Compromise Propagation in Secure Sensor Networks

TWPM modeled the worm propagation process using a differential-equation-based
approach. However, generally in a static network (e.g., a sensor network), the
differential-equation-based approach is not feasible since it assumes a homogeneous
mixing of the susceptible nodes and the infected nodes. In such a scenario, a network
or graph-theoretic modeling technique is much more suitable to capture the propa-
gation process. One such novel work has been done by the authors in reference 44,
where they model the process of how a compromised node in a sensor network grad-
ually compromises other nodes and eventually compromises the whole network.
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The authors assume the nodes in the sensor network to be uniformly randomly
deployed in an area and securely communicating among themselves. By secure com-
munication, the authors assume a secret shared key-based communication paradigm.
They assume that a prior random key distribution technique has distributed secret
keys to each node, whereby they communicate with each other. Given such a securely
communicating sensor network, the authors study how an adversary who has captured
one or two sensor nodes and extracted their secret keys can possibly propagate the
compromise of nodes to the whole network.

When a node is captured and its keys are known by the attacker, secure commu-
nication can be established with neighboring nodes with which the captured node
shares keys. Being able to securely communicate with its neighbor, the node with
the malicious code can easily attain its susceptible neighbor’s trust and pass on the
malicious code to the latter. Once it has passed to the susceptible neighbor, the au-
thors assume that the malicious code has the ability to acquire the secret keys of
the new node. This is when the new node also becomes infected and results in the
propagation of malicious code. This process continues until the whole network gets
compromised.

By constructing a random graph model of the key sharing overlay graph of the
sensor network, the authors present the compromise propagation model as a Poisson
process with a mean that is dependent on the infection probability and the infectivity
duration at each node. The propagation process was expressed by a transmissibility
factor of the infection, and it was basically analogous to the bond occupation proba-
bility on the graph representing the key sharing network. The size of the epidemic was
equivalent to the size of the giant component formed with edge existence probability
defined by the transmissibility of the compromise process.

The main focus of their work was to identify the phase transition points of
the process when it attains epidemic proportions. They studied the effects of the
compromise propagation under two scenarios, namely, without node recovery and
with node recovery. In the event of a compromise, the network may attempt to re-
cover the particular node. Recovery might be realized in several possible ways. For
example, the keys of the nodes might be revoked and the node may be given a
fresh set of secret keys. In this context, key revocation, which refers to the task of
securely removing keys that are known to be compromised, has been investigated
as part of the key management schemes—for example, in reference 45. Moreover,
recovery can also be achieved by simply removing the compromised node from
the network—for example, by announcing a blacklist—or by simply reloading the
nodes programs. More sophisticated methods may include immunizing a node with
an appropriate antivirus patch that might render the node immune from the same
virus attack. Regardless, in their analysis, the authors studied virus spreading
under the two cases, respectively, depending on whether a node can be recovered
or not.

Since, contrary to the differential-rate-equation-based modeling methods, the
graph theoretic model does not capture the temporal effects of an epidemic, the
authors captured the temporal dynamics of the propagation process using simula-
tion techniques.
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3.7 CONCLUSION AND OPEN ISSUES

In this chapter we have delved into various epidemiological models and protocols
employed in wireless ad hoc and sensor networks. Starting from data dissemination
and gossip protocols to security issues in sensor networks such as propagation of
compromise of sensor nodes, we observe that there have been several works inspired
by this powerful concept of epidemic theory. The density and scale of a sensor network,
coupled with the objective of a one-to-many data transfer from a few nodes to the rest
of the network, unleash the efficiency with which this theory can effectively model and
provide solutions to several problems in ad hoc and sensor networks. In this chapter,
we have tried to touch most of the salient contributions that have adopted this theory
and provide a concise compilation under various categories of subclassifications.

Among the open issues related to the modeling of sensor networks, we find that not
many protocol models in sensor networks have been proposed with the nodes being
mobile. With mobile nodes, the dynamics of the network and its properties, like
connectivity, keep changing continuously, thus making it more difficult to capture in
an analytical closed-form model. For example, the analysis and performance study of
broadcast protocols in a mobile sensor network environment still requires considerable
research. Another important aspect that needs to be dealt with while modeling a sensor
network protocol is the node deployment scenario. Apart from the straightforward
uniform random deployment of the sensor nodes, there could be other distributions
for node deployment. A popular one among them is deploying nodes in packets such
that the resident points of nodes from each packet forms a two-dimensional Gaussian
distribution about the dropping point. Given such a position distribution of the sensor
network, epidemic modeling of dissemination or broadcast protocols would have to
deal with the change in degree distribution dependent on the location of a node in the
network.

3.8 EXERCISES

1. How is epidemic modeling in sensor networks different from that used for the
Internet?

2. What is the basic reproductive number in epidemiology? How is it different for
scale-free networks from other networks?

3. How does a homogeneously mixing population and a heterogeneously mix-
ing one affect the mathematical formulation of the spreading process in
epidemiology?

4. How does mobility of the network nodes change the mathematical formulation
of an epidemic model of the network?

5. What are the important parameters that determine the choice between a contin-
uous and a discrete time epidemic model of a network?

6. What are the important issues while epidemic modeling of malware spread in
a mobile environment? How do the location of a mobile device and the time of
the day affect the model?
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I CHAPTER 4

Modeling Sensor Networks

STEFAN SCHMID and ROGER WATTENHOFER

Computer Engineering and Networks Laboratory (TIK), ETH Zurich, CH-8092 Zurich,
Switzerland

4.1 INTRODUCTION AND MOTIVATION

In order to develop algorithms for sensor networks and in order to give mathematical
correctness and performance proofs, models for various aspects of sensor networks
are needed. This chapter presents and discusses currently used models for sensor
networks. Generally, finding good models is a challenging task. On the one hand, a
model should be as simple as possible such that the analysis of a given algorithm
remains tractable. On the other hand, however, a model must not be too simplistic
in the sense that it neglects important properties of the network. A great algorithm
in theory may be inefficient or even incorrect in practice if the analysis is based on
idealistic assumptions. For example, an algorithm that ignores interference may fail in
practice since communication happens over a shared medium. Many models for sensor
network have their origin in classic areas of theoretical computer science and applied
mathematics. Since the topology of a sensor network can be regarded as a graph,
the distributed algorithms community uses models from graph theory, representing
nodes by vertices and wireless links by edges. Another crucial ingredient of sensor
network models is geometry. Geometry comes into play as the distribution of sensor
nodes in space, as well as the propagation range of wireless links, usually adheres to
geometric constraints.

The chapter is organized as follows. In Section 4.2, the reader will become fa-
miliar with various models for the network’s connectivity. Connectivity models an-
swer the question: Which nodes are “connected” to which other nodes and can
therefore directly communicate with each other. Section 4.3 then enhances these
connectivity models by adding interference aspects: Since sensor nodes communi-
cate over a shared, wireless medium, a transmission may disturb a nearby concurrent
transmission. After having studied connectivity and interference issues, we look at
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modeling questions related to algorithm design in Section 4.4. The reader is provided
with a survey of models that influence the feasibility and efficiency of certain opera-
tions on sensor networks. We draw some general conclusions in Section 4.5, and we
point out interesting areas for future research in Section 4.6.

4.2 MODELING THE SENSOR NODES’ CONNECTIVITY

A first and foremost modeling question concerns the connectivity of sensor nodes:
Given a set of nodes distributed in space, we need to specify which nodes can receive
a transmission of a node. Throughout this chapter, if a node u is within a node v’s
transmission range, we say that u is adjacent to v, or, equivalently, that u is a neighbor
of v. In the absence of interference (cf. Section 4.3), this relation is typically symmetric
(or undirected); thatis, if anode u can hear anode v, also v can hear u. The connectivity
of a sensor network is described by a graph G = (V, E), where V (vertices) is the
set of sensor nodes, and E (edges) describes the adjacency relation between nodes.
That is, fortwonodesu, v € V, (u, v) € Eif visadjacent to u. In an undirected graph,
it holds that if (u, v) € E, then also (v, u) € E; that is, edges can be represented by
sets {u, v} € E rather than tuples.

The classic connectivity model is the so-called unit disk graph (UDG) [1]. The
name “unit disk graph” stems from the area of computational geometry; it is a special
case of the so-called intersection graph. In this model, nodes having omnidirectional
radio antennas—that is, antennas with constant gain in all directions—are assumed
to be deployed in a planar, unobstructed environment. Two nodes are adjacent if and
only if they are within each other’s transmission range (which is normalized to 1).

Model 4.2.1 (Unit Disk Graph (UDG)). Let V C R? be a set of nodes in the two-
dimensional Euclidean plane. The Euclidean graph G = (V, E) is called unit disk
graph if any two nodes are adjacent if and only if their Euclidean distance is at most
1. That is, for arbitrary u, v € V, it holds that {u, v} € E < |u, v| < 1. Figure 4.1
depicts an example of a UDG.

The UDG model is idealistic: In reality, radios are not omnidirectional, and even
small obstacles such as plants can change connectivity. Therefore, some researchers
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Figure 4.1. Unit disk graph: Node u is adjacent to node v (distance < 1) but not to node w
(distance > 1).



MODELING THE SENSOR NODES’ CONNECTIVITY 79

have proposed to study the other extreme and model the sensor network as a general
graph; that is, each node can be adjacent to every other node.

Model 4.2.2 (General Graph (GG)). The connectivity graph is a general undirected
graph G.

While a UDG is too optimistic, the GG is often too pessimistic, because the con-
nectivity of most networks is not arbitrary but obeys certain geometric constraints.
Still, in some application scenarios it might be accurate to operate either on the UDG
or on the GG. Indeed, there are algorithms developed for the UDG which also perform
well in more general models. Moreover, some algorithms designed for the GG are
currently also the most efficient ones for UDGs (e.g., reference 2).

The research community has searched for connectivity models between the two
extremes UDG and GG. For example, the quasi unit disk graph model (QUDG)
[3, 4] is a generalization of the UDG that takes imperfections into account as they
may arise from non-omnidirectional antennas or small obstacles. These QUDGs are
related to so-called civilized graphs. The interested reader can find more information
in reference 5.

Model 4.2.3 (Quasi Unit Disk Graph (QUDG)). The nodes are in arbitrary posi-
tions in R?. All pairs of nodes with Euclidean distance at most p for some given
o € (0, 1] are adjacent. Pairs with a distance larger than 1 are never in each other’s
transmission range. Finally, pairs with a distance between p and 1 may or may not be
neighboring. An example is shown in Figure 4.2.

Note that, for p = 1, a QUDG is a UDG, and therefore the following theorem
holds.

Theorem 4.2.1. A UDG is a special case of a QUDG.

The QUDG model itself can be extended in several ways.

Figure 4.2. Quasi unit disk graph from the perspective of node u: Node u is always adjacent
to node vy (d(u, v;) < p) but never to vs (d(u, vs) > 1). All other nodes may or may not be in
u’s transmission range. In this example, node u is adjacent to v3 and v, but not to v,.
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Model 4.2.4 (QUDG Variations). The QUDG as presented in Model 4.2.3 does not
specify precisely what happens if the distance is between p and 1. There are several
options. For example, one could imagine an adversary choosing for each node pair
whether they are in each other’s transmission range or not. Alternatively, there may
be a certain success probability of being adjacent: The corresponding probability
distribution could depend on the time and/or distance [6]. For example, the QUDG
could be used to study Rayleigh fading; that is, the radio signal intensity could vary
according to a Rayleigh distributed random variable. Also, a probabilistic on/off
model is reasonable, where in each round a link’s state changes from good to bad and
vice versa with a given probability.

Measurement studies suggest that in an unobstructed environment, and with many
nodes available, 1/pis modeled as a small constant [7]. Interestingly, many algorithms
can be transferred from the UDG to the QUDG at an additional cost of 1/p? [4]. Note
that while for p & .5 this factor is bearable, the algorithms are two orders of magnitude
worse if p ~ .1. While the QUDG can be attractive to model nodes deployed in
fields with few obstacles, it does not make sense for inner-city or in-building networks
where obstructions cannot be ignored: Since a node may be able to communicate with
another node which is dozens of meters away, but not with a third node being just
around the corner, p would be close to 0.

However, even in such heterogeneous environments, the connectivity graph is still
far from being a general graph. Although nodes that are close but on different sides
of a wall may not be able to communicate, a node is typically highly connected to
the nodes which are in the same room, and thus many neighbors of a node are direct
neighbors themselves. In other words, even in regions with many obstacles, the total
number of neighbors of a node which are not adjacent is likely to be small. This
observation has motivated Model 4.2.6, see reference 8 for more details.

Model 4.2.5 (Bounded Independence Graph (BIG)). Let Y (u) denote the set of
independent nodes that are at most » hops away from node u (i.e., nodes of u’s
r-neighborhood) in the connectivity graph G. Thus, a set SV of nodes is called
independent if all nodes in the set are pairwise not adjacent; that is, for all u, v € S,
it holds that {u, v} ¢ E. Graph G has bounded independence if and only if for all
nodes u € G, | Y"(u)| = O(poly(r)) (typically |Y"(u)| € O(r¢) for a small constant
c>2).

The BIG model reflects reality quite well and is appropriate in many situations.
Figure 4.3 shows a sample scenario with a wall; in contrast to UDG and QUDG, the
BIG model captures this situation well.

Since the number of independent neighbors in a disk of radius r of a UDG is at most
O(r?), we have the following fact. The proof is simple (and similar to the upcoming
proof of Theorem 4.2.13) and left to the reader as an exercise.

Theorem 4.2.2. The UDG model is a special case of the BIG model. Similarly, if p
is constant, also a QUDG is a BIG.
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Figure 4.3. Nodes u and v are separated by a wall. Nodes on the same side of the wall are
completely connected. However, due to the wall, although u can reach a distant node w, it
cannot hear the close node v. Such situations can be modeled by the BIG but not by the UDG
or the QUDG.

Observe that many models described so far can be generalized. For instance, the
UDG and QUDG models can be studied in three dimensions rather than in the plane,
or using different distance functions (norms). For more detailed information on the
concept of norms, the reader may want to consult any introductory book on linear
algebra.

Model 4.2.6 (Generalized (Q)UDG). One extension of the UDG and QUDG mod-
els is to consider nodes in R3. Moreover, distances between nodes could be
modeled using the Manhattan norm (IL; norm). In the Manhattan norm, the dis-
tance between two points u = (x1, y1) and v = (x2, y2) in the plane is given by
d(u, v) = |x2 — x1| + |y2 — y1l, while in the Euclidean norm (L, norm), the dis-
tance is d(u, v) = v/|x2 — x1|2 + |y2 — y1|2. Alternatively, also the maximum norm
(Lo norm) is popular, where d(u, v) = max |x2 — x1|, |y2 — y1].

The UDG model has also been extended to more general metric spaces; for
example, in reference 9, it was extended to doubling metrics [10]. Note that
a metric space defines distances between all pairs of nodes while guaranteeing
non-negativity, identity of indiscernibles, symmetry, and triangle inequality. A dou-
bling metric is simply a metric space with some additional constraints which are
described next.

Model 4.2.7 (Unit Ball Graph (UBG)). A doubling metric space is defined as fol-
lows: For a node u, let the ball B, (r) denote the set of all nodes at a distance at most
r from u. It holds, for all nodes u and all r > 0, that the ball B,(r) can be covered
by a constant number of balls of radius r/2; that is, B, (r)C |J By, (r/2), where

i=l...c
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Figure 4.4. The Euclidean plane forms a doubling metric. In this example, the nodes are
distributed in R?, and three balls of radius r/2 are sufficient to cover all nodes in B, (r); that is,
By(r) = By, (r/2) U B, (r/2) U B, (r/2).

u; are arbitrary nodes and c is a (usually small) constant. In the UBG model, nodes
are assumed to form a doubling metric space. Two nodes u and v with d(u, v) < 1 are
adjacent, whereas all other nodes are not.

The proof of the following theorem is left to the reader as an exercise.

Theorem 4.2.3. Nodes in a two-dimensional Euclidean plane (i.e., the metric space is
given by the Euclidean distances) form a doubling metric. A general graph, however,
does not.

Figure 4.4 shows an example for the Euclidean plane. In this setting, three balls of
radius r/2 are enough to cover all nodes in the ball of radius » around node u. To
see why a general graph may not form a doubling metric, consider a graph where all
nodes have distance 1 to all other nodes. Observe that it is possible to model a UDG
with a UBG by using the Euclidean distances of the UDG and connecting those node
pairs which have distance at most 1. Moreover, even a QUDG can be modeled with
a UBG. We have the following results.

Theorem 4.2.4. A UDG is a UBG.
Theorem 4.2.5. An undirected QUDG with constant p is a UBG.

Proof. The idea of the proof is as follows: First, we transform all distances in the
QUDG. We then show that during this transformation, all edges are maintained; that
is, the resulting graph is isomorphic to the QUDG. Moreover, it can be shown that
after the transformation, the graph also fulfills the requirements of a doubling metric
space.
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We transform the distances between all pairs of nodes (u, v) in the QUDG as
follows. Let dg(u, v) denote the distance from node u to node v in the QUDG, and let
dp(u, v) be the transformed distance in the UBG. Moreover, let € > 0 be an arbitrary
small number.

do(u,v)/p if dg(u,v) <p

1 if p<dp(u,v)<1andvis adjacent to u
dp(u, v) :=
G 1+e¢ if p<dp(u,v)<1andvis not adjacent to u

do(u, v) if do(u,v)>1

Observe that by this transformation, pairs of nodes that are adjacent in the QUDG are
assigned distances of at most 1 and are therefore also adjacent in the UBG. Similarly,
nodes that are not adjacent in the QUDG have a distance larger than 1 are therefore
not neighboring in the UBG either. Also observe that the transformation increases the
distance between two nodes by less than a constant factor of u := (1 4 €)/p, but it
never decreases any distances. It remains to show that after the transformation, the
nodes indeed form a doubling metric space.

In order to form a metric space, the distances between the nodes are to fulfill the
following properties: (1) nonnegativity, (2) identity of indiscernibles, (3) symmetry,
and (4) triangle inequality. The nonnegativity and the identity of indiscernibles cri-
teria are met trivially. The symmetry criterion, however, might not hold, because the
adjacency relation can be directed in a QUDG. Therefore, in the following, we con-
sider undirected QUDGs only. Hence, since our distance transformation maintains
symmetry, Property 3 holds as well. It remains to discuss the triangle inequality.

Consider two arbitrary nodes u# and v. Since in the QUDG, all distances are
Euclidean, it holds that

Yw :do(u,v) <dou,w)+do(w, v) “.1)

Let us now look at the following three cases in turn: (i) dg(u, v) < p, (ii) p <
do(u,v) < 1,and (iii) 1 < dg(u, v). In Case i, no node w with distance larger than p
from any of the two nodes u and v can challenge the triangle inequality. For all other
nodes w, however, itholds thatdp(u, v) = dg(u, v)/p < (dg(u, w) +do(w, v))/p =
dp(u, w) 4+ dp(w, v). Here, the equalities hold by the definition of the transformation
function and the inequality is due to Eq. (4.1). Next, we tackle Case ii. Again, only
nodes w with dg(u, w) < p and dgp(w, v) < p can challenge the inequality. How-
ever, we know that dg(u, v) > p, and hence Eq. (4.1) yields dg(u, w) + dp(w, v) =
do(u, w)/p + do(w, v)/p > 1. Finally, the triangle inequality also holds in Case iii,
because the distance between u# and v in the UBG is the same as in the QUDG, and
our transformation never decreases any distances.

We conclude the proof by showing that the metric space has a constant dou-
bling dimension. Recall that all distances are only stretched by a constant factor
between 1 and u in our transformation. Therefore, for all nodes u and arbitrary radii
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r, BMQ UDG(r/ wc B,[{ BG (7). Thus, at most a constant factor of O(log i) times, more

balls are needed for the UBG than for the QUDG (the Euclidean plane) in the worst
case, and the claim follows.

The UBG itself has a polynomially bounded independence and is therefore a BIG.
Theorem 4.2.6. A UBG is a BIG.

Proof. Fix a node u. We have to prove that the total number of independent nodes in
B, (r) grows polynomially in r. Observe that, due to the triangle inequality, in B,,(1/2)
there is at most one independent node. Thus, by the definition of a doubling metric,
there are at most ¢ independent nodes in B, (1), at most ¢ in B,(2), ¢> in B,(4),
and so on. Generally, there are at most ¢°2”*! independent nodes in B, (r). Since
clogr e 0(r¢), the claim follows.

To conclude, we present two additional modeling aspects with which connectiv-
ity models are occasionally extended. The first aspect concerns the sensor nodes’
antennas.

Model 4.2.8 (Antennas). Besides omnidirectional antennas, there is a wide range of
more sophisticated antenna models. For example, a node can have a directional radio
antenna with more gain in certain directions.

Finally, as mentioned in the discussion of the QUDG, links are not always reliable:
Links may be up and down—for example, according to a probabilistic process.

Model 4.2.9 (Link Failures). Any graph-based model can be enhanced with proba-
bilistic links.

4.3 INTERFERENCE ISSUES IN WIRELESS SENSOR NETWORKS

In wireless networks, the communication medium is shared and transmissions are
exposed to interference. Concretely, a node u may not be able to correctly receive a
message of an adjacent node v because there is a concurrent transmission nearby. In
some sense, an interference model explains how concurrent transmissions block each
other. Interference is a difficult phenomenon, with many hard-to-capture characteris-
tics. A signal might, for example, interfere with itself due to multipath propagation
(e.g., a direct path canceling with a longer path reflecting on an object). A discus-
sion of these effects is beyond the scope of this overview chapter. Instead we look at
models that capture reality from a worst-case perspective. The mother of all interfer-
ence models is the so-called physical or SINR model [11-13], which is widely accepted
by information theorists. In this model, the successful reception of a message depends
on the received signal strength, the ambient noise level, and the interference caused
by simultaneously transmitting nodes.
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Model 4.3.1 (Signal-to-Interference Plus Noise (SINR)). Let P, be the signal
power received by a node v, and let I denote the amount of interference gener-
ated by other nodes. Finally, let N be the ambient noise power level. Then, a node
v, receives a transmission if and only if Ni’ = B. Thus, B is a small constant (de-
pending on the hardware) and denotes the minimum signal to interference ratio that
is required for a message to be successfully received. The value of the received signal
power P, is a decreasing function of the distance d(vy, v,) between transmitter vy
and receiver v,. More specifically, the received signal power is modeled as decaying
with distance d(vs, v,) as W The so-called path-loss exponent « is a constant
between 2 and 6 and depends on external conditions of the medium, as well as on the
exact sender—receiver distance. ! Let P; be the transmission power level of node v;.
A message transmitted from a node vs; € V is successfully received by a node v, if

Py
d(U51 Ur)a

N + ZvieV\{vS

p— =P
Vd(vi, vy

In other words, in the SINR model, a node correctly receives a transmission if the re-
ceived signal power—which depends on the sending power and the distance between
sender and receiver—is large enough compared to the signal power of concurrent
(interfering) transmissions and the ambient noise level. Sometimes a variation of this
SINR model is used in literature. It has an additional requirement: For a success-
ful reception, the received signal power must exceed a minimal threshold 6, that is,
P, > 6. In many situations, such a threshold can also be incorporated implicitly by
the ambient noise power level N. Moreover, researchers have also studied a proba-
bilistic SINR model [14], where the gain of an antenna is described by a Gaussian
distribution—independently of the distance! Apart from the interference term, and
if all nodes send with the same transmission power level, the connectivity model of
SINR is exactly the UDG, with path-loss exponent o and minimum ratio 8 such that
the maximum distance for receiving a signal is 1. Hence, the SINR model can be
extended similarly to the UDG model. Now, observe that the SINR model does not
specify the signal power P; used by a sender v to transmit data to the receiver v,.
Three models are common:

Model 4.3.2 (Power Control). CONST: All nodes use the same constant transmis-
sion power. DIST: The power level depends on the distance d between sender and
receiver. Concretely, the transmission power is given by ¢ - d* for some o > 2 and
some constant ¢ > 0. GEN: A general (or arbitrary) power level is assumed at the

'In free space, o roughly equals 2. In the so-called two-ray ground model, it is assumed that there are
two paths of the electromagnetic wave: a direct one and a ground reflected signal path; to describe this
situation, o = 4 is used. Finally, note that ever since Marconi’s first experiments, time has been devoted to
explain radio propagation phenomena, and there is a plethora of other proposals. For example, for small
urban cells, a photon propagation model has been suggested implying an exponentially growing path loss.
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Figure 4.5. Sample network with heterogeneous transmission ranges. For instance, the node
on the far left saves energy and reduces interference by using only a small power level.

sender, which may change over time. Figure 4.5 depicts a network where each node
has a different power level.

Although the SINR model incorporates many important physical properties, it has
not received an appropriate amount of attention from the algorithms community [12].
This can be partially explained by the fact that the SINR model is complicated. For
instance, a lot of far-away transmissions sum up, and may interfere with a close-by
sender-receiver pair. In practice, however, these far-away transmissions often only
contribute to the ambient noise and need not be counted individually. Twiddling the
knobs of the model a bit more, we might not sum up all interfering transmissions, but
simply look at the worst—or, in the case of a CONST model; closest—disturbance:
A node receives a transmission if and only if the closest simultaneously transmitting
node is far enough.

Model 4.3.3 (Interfering Transmissions). SUM: All interfering transmissions are
taken into account. ONE: Only the worst (or closest) interfering transmission matters.
NULL: Pure connectivity models which do not consider interference aspects (cf.
Section 4.2).

ONE models are quite popular because of their simplicity. The UDI—an
interference-aware version of the UDG—is a prominent example (cf. Model 4.3.4).
Observe that, because of the constant transmission power, the power control type of
UDI is CONST. Figure 4.6 shows an example.

Model 4.3.4 (UDG with Distance Interference (UDI)). Nodes are situated arbi-
trarily in the plane. Two nodes can communicate directly if and only if their Euclidean
distance is at most 1, and if the receiver is not disturbed by a third node with Euclidean
distance less or equal a constant R > 1.

Often the constant R of the UDI model is approximated in such a way that in-
terference can be reduced to a parameter of the UDG. For instance, some MAC
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Figure 4.6. The UDI model has two radii: a transmission radius (length 1) and an interference
radius (length R > 1). In this example, node v is not able to receive a transmission from node
u if node x concurrently transmits data to node w—even though v is not adjacent to x.

protocols (e.g., coloring algorithms [ 15]) have been proposed to reduce interference by
ensuring a certain hop distance between two senders. Concretely, it is assumed that
only the k-neighborhood of a receiver u can interfere with u. Clearly, this is a stark
simplification since in a UDG a (k + 1)-neighbor can be close to the receiver (see
Figure 4.7).

Model 4.3.5 (UDG with Hop Interference (UHI)). Nodes are located at arbitrary
positions in R?. Two nodes are adjacent if and only if their Euclidean distance is at
most 1. Two nodes can communicate directly if and only if they are adjacent, and

Figure 4.7. Example where UHI fails: Nodes v, and vy, are separated by a path of k + 1
hops, but are close (distance 1 4 ¢€). Thus, concurrent transmissions of nodes v, and v, may
interfere at v; in spite of their large hop distance.
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if there is no concurrent sender in the k-hop neighborhood of the receiver (in the
UDG).

Observe that while the UHI model—for every k—sometimes overlooks interfer-
ence terms which the UDI would take into account, the contrary does not hold.

Theorem 4.3.1. By choosing R = k, and since a hop has at most length 1, the UDI
model does not overlook any interference terms that UHI would have taken into
account. The contrary does not hold (cf. Figure 4.7).

Like UDI and UHI, also the protocol model (PM) is of type ONE (Model 4.3.3).
However, the senders in the PM model adapt their transmission power according to
DIST (Model 4.3.2)—that is, depending on the distance between sender and receiver.
Model 4.3.7 is a variation of the model introduced in reference 11.

Model 4.3.6 (Protocol Model (PM)). Let uy, u», ..., ur, be the set of nodes trans-
mitting simultaneously to receivers vy, vy, ..., Vg, respectively. The transmission of
u; is successfully received by v; if for all j = i, it holds that d(u ;, v;) > A - d(u, v}),
where A > 1 is a given constant. That is, v; must not fall into a “guard zone” around
any sender u ; which is a factor (1 + A) larger than u ;’s transmission range.

Many interference models distinguish between senders and receivers assuming
that interference arises at senders and occurs at receivers. However, often receivers
acknowledge messages and are therefore also senders. If the original messages are
short (e.g., control messages), then the sender/receiver distinction may not make sense.
By this observation, some models (e.g., reference 16) simply consider the interference
of undirected links. Figure 4.8 depicts an example.

Model 4.3.7 (Direction). DIR: This class of interference models distinguishes be-
tween senders and receivers (interference disks around senders). UNDIR: Interference
originates from undirected links (interference “pretzels” around links).

Figure 4.8. DIR vs. UNDIR: On the left, only the sender transmits data (interference disks
around senders). On the right, there is no distinction between sender and receiver, and hence
interference arises from the entire link (“pretzels” around links).
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As in the case of connectivity models, the SINR, the UDI, and the UHI models
can be extended with directional antennas and link failures, and hence Models
4.2.14 and 4.2.15 also apply here. Moreover, also the idea of quasi unit disk graphs
(cf. Model 4.2.3) could be adopted. For example, the UDI can be “quasified” as fol-
lows: If two nodes are closer than a given threshold R, concurrent transmissions will
always interfere; if the distance is larger than a second threshold R;, there will be
no interference. Finally, if the distance is between R| and R;, transmissions may or
may not interfere. However, these models are often too complicated to be handled
algorithmically. It is sometimes simpler to study general weighted interference graphs
instead. That is, similar to connectivity graphs, the interference model is based on
graphs; however, the edges are now weighted. Formally, in a weighted interference
graph H = G(V, E, w), V represents the set of sensor nodes, E represents the set of
edges, and w : E — R is a function assigning a positive value to each edge. The
weight denotes how large the interference between the corresponding nodes actually
is. As in the SINR model, a transmission is received correctly if the ratio between re-
ceived signal power and the amount (either the sum or the maximal interfering signal
strength) of interfering traffic is smaller than a certain threshold.

Model 4.3.8 (General Weighted Graph (GWG)). A weighted interference graph
H is given. A receiver v successfully receives a message from a sender u, if and
only if the received signal strength (the weight of the link between u and v in H)
divided by the total interference (the sum or the maximum of the weights of the links
of concurrently transmitting nodes with a receiver v in H) is above the threshold given
by the signal-to-interference-plus-noise ratio.

The general weighted graph model is quite pessimistic, because it allows for non-
natural network topologies. Again—Ilike in the BIG connectivity model—we need
a weighted graph model that captures the geometric constraints without making too
many simplifying assumptions. Again, one approach is to assume that the nodes form
a doubling metric (cf. UBG model of Section 4.2).

Model 4.3.9 (Doubling Metric (DM)). The DM model assumes that the nodes form
a doubling metric; that is, the set of nodes at a distance (which is now given by the
weights of the edges) of at most r from a node u can be covered by a constant number
of balls of radius r/2 around other nodes, for any r (cf. Model 4.2.9). Interference
can be incorporated in various ways. For example, the amount of interference at a
receiver u could depend on u’s distance (in the doubling metric space) to the closest
concurrently transmitting node (ONE model), or on the number of concurrent senders
(SUM model).

As a final remark, note that so far we have only presented binary interference
models: A message can be received either correctly or not at all. In practice, however,
also the transfer rate at which messages can be transmitted can depend on interference:
The larger the signal-to-noise ratio, the larger the available bandwidth. A WLAN
802.11, for example, exploits environments with less interference in order to transmit
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Figure 4.9. Overview of connectivity and interference models presented in Sections 4.2 and
4.3. The arrows show how the models are related.

more data per time unit. Of course, it would be possible to extend, for example, the
DM model to capture this aspect as well. However, since these issues are beyond the
scope of this chapter, we refer the reader to reference 17 for more details. To conclude,
Figure 4.9 summarizes the connectivity and the interference models.

4.4 ALGORITHM DESIGN

The main purpose of deploying sensor networks is the collection physical data such
as light intensity, sound, or temperature. In order to aggregate (e.g., compute the
minimum temperature, or the average, etc.) the data that are stored at the individual
nodes—and which are therefore distributed in space!— protocols or algorithms are
needed specifying how these operations are performed. For example, due to the limited
radio communication range, sensor nodes have to communicate (e.g., gather data) in
a multihop manner with each other—that is, the messages have to be relayed by
intermediate nodes—and hence a routing algorithm has to define which messages are
to be forwarded via which other nodes.

Algorithms for sensor networks come in different flavors. In the following, we
first describe the different types of algorithmic models appearing in literature today.
We then discuss modeling aspects that may influence an algorithm’s performance—
for instance, what kind of identifiers nodes have, or how the nodes are distributed in
space. Besides the classic evaluation criteria for algorithms—namely, time complexity
and space complexity—algorithms for sensor networks pose additional optimization
problems; for example, the number of messages that are sent should be small; or, in
order to maximize the lifetime of the network, the nodes’ energy consumption must
be minimized. In order to facilitate a better understanding of the different algorithm
types presented in the upcoming paragraphs, we will consider a sample problem: the
computation of dominating sets.

Definition 4.4.1 (Dominating Set Problem (DS)).. The computation of a dominat-
ing set (DS) is a fundamental operation in sensor networks. For instance, such a set
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Figure 4.10. A minimum dominating set with two dominators.

can be used to build node clusters. Moreover, it may serve as a basis for constructing
backbone networks that typically form a connected DS. A dominating set DCV of a
(undirected) network graph G = (V, E) is a set of nodes such that for all nodes u € V
it holds that either u is in the dominating set itself (i.e., u € D), or u is adjacent to
anode vin D (i.e., {u, v} € E A v € D). Itis often desirable to have small dominat-
ing sets. The minimum dominating set (MDS) is defined as the dominating set that
minimizes the number of dominators |D|. An example of an MDS is illustrated in
Figure 4.10. It can be shown that the MDS problem is NP-hard on general graphs and
that a logarithmic approximation is asymptotically optimal unless P ~ NP [18]. For
simpler connectivity graphs such as the UDG graph, the approximation complexity
of the problem may be better; for example, there is a polynomial time approximation
scheme (PTAS) for UDG graphs!

The first category of algorithms we present here is similar to the classic (graph)
algorithms appearing in the field of theoretical computer science or applied mathemat-
ics. These global algorithms can operate directly on the entire network or graph and
can have complete information about the state of the system. For example, a system
designer planning a fixed sensor network can apply a global algorithm to determine
the optimal positions of the nodes in a given observation area.

Model 4.4.2 (Global Algorithms). A global algorithm can operate directly on the
entire network.

Kruskal’s algorithm for computing a minimum spanning tree [19] is an example of
a global algorithm: The algorithm receives the entire graph as input and can sort the
edges according to their weights. Kruskal’s algorithm thus has a complete visibility
of the entire graph and can perform arbitrary operations on it. No messages have to
be sent between nodes.

Example 4.4.3. Let us tackle our dominating set problem! When faced with the task
of designing an algorithm for a certain problem, it is often a good idea to start by
studying greedy algorithms—that is, algorithms that in every execution step “greed-
ily”” do the currently most promising thing. Interestingly, a greedy algorithm is often
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optimal (see also Matroid theory [19]). So how can we greedily compute an MDS? A
straightforward approach is the following (see Algorithm 1): First, we initialize the
set of dominators with the empty set, that is, D := {}. We will call nodes in D black
(“dominators”), nodes that are covered by nodes in D gray (“dom