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Chapter 1

Scaling Exponent for the Healthy and Diseased
Heartbeat

Quantification of the Heartbeat Interval Fluctuations

Toru Yazawa and Katsunori Tanaka®

Abstract “Alternans” is an arrhythmia exhibiting alternating amplitude or alternat-
ing interval from heartbeat to heartbeat, which was first described in 1872 by Traube.
Recently alternans was finally recognized as the harbinger of a cardiac disease
because physicians noticed that an ischemic heart exhibits alternans. To quantify
irregularity of the heartbeat including alternans, we used the detrended fluctuation
analysis (DFA). We revealed that in both, animal models and humans, the alternans
rhythm lowers the scaling exponent. This correspondence describes that the scaling
exponent calculated by the DFA reflects a risk for the “failing” heart.

Keywords Alternans - Animal models - Crustaceans - DFA - Heartbeat

1.1 Introduction

My persimmon tree bears rich fruits every other year. A climatologist report that
global atmospheric oxygen has bistability [1]. Period-2 is such an intriguing rhythm
in nature. The cardiac “Alternans” is another period-2. In cardiac period-2, the heart-
beat is alternating the amplitude/interval from beat to beat on the electrocardio-
gram (EKG). Alternans has remained an electrocardiographic curiosity for more
than three quarters of a century [2,3]. Recently, alternans is recognized as a marker
for patients at an increased risk of sudden cardiac death [2—7]. In our physiologi-
cal experiments on the hearts in the 1980s, we have noticed that alternans is fre-
quently observable with the “isolated” hearts of crustaceans (Note: At this isolated

T. Yazawa (=) and K. Tanaka

Department of Biological Science, Tokyo Metropolitan University, Tokyo, Japan.
Bio-Physical Cardiology Reseach Group

e-mail: yazawa-tohru@c.metrou.ac.jp; yazawatorujp @yahoo.co.jp

*The contact author mailing address:1705-6-301 Sugikubo, Ebina, 243-0414 Japan, telephone and
fax number:+81-462392350. Present address, 228-2 Dai, Kumagaya, Saitama, 360-0804 Japan.

S.-I. Ao et al. (eds.), Advances in Computational Algorithms and Data Analysis, 1
Lecture Notes in Electrical Engineering 14,
© Springer Science+Business Media B.V. 2009



2 T. Yazawa and K. Tanaka

condition the heart sooner or later dies in the experimental dish). We soon realized
that alternans is a sign of future cardiac cessation. Presently, some authors believe
that it is the harbinger for sudden death [2, 6]. So we came back to the crustaceans,
because we knew the crustaceans are outstanding models. However, details of al-
ternans have not been studied in crustaceans. So we considered that we could study
this intriguing rhythm by the detrended fluctuation analysis (DFA), since we have
already demonstrated that the DFA can distinguish a normal heart (intact heart)
from an unhealthy heart (isolated heart) in animal models [8]. We finally revealed
that alternans and lowered scaling exponent occurred concurrently. In this report,
we demonstrate that the DFA is an advantageous tool in analyzing, diagnosing and
managing the dysfunction of the heart.

1.2 Procedure

1.2.1 DFA Methods: Background

The DFA is an analytical method in physics, based on the concept of “scaling”
[9, 10]. The DFA was applied to understand a “critical phenomenon” [9, 11, 12].
Systems near critical points exhibit self-similar properties. Systems that exhibit
self-similar properties are believed to be invariant under a transformation of scale.
Finally the DFA was expected to apply to any biological system, which has the
property of scaling.

Stanley and colleagues have considered that the heartbeat fluctuation is a phe-
nomenon, which has the property of scaling. They first applied the scaling-concept
to a biological data in the late 1980s to early 1990s [11, 12]. They emphasized on
its potential utility in life science [11]. However, although the nonlinear method is
increasingly advancing, a biomedical computation on the heart seems not to have
matured technologically. Indeed we still ask us: Can we decode the fluctuations in
cardiac thythms to better diagnose a human disease?

1.2.2 DFA Methods

We made our own programs for measuring the beat-to-beat intervals and for cal-
culating the approximate scaling exponent of the interval time series. These DFA-
computation methods have already been explained elsewhere [13]. We describe it
here briefly on the most basic level.

Firstly, we obtain the heartbeat data digitized at 1 KHz. About 3,000 beats are
necessary for a reliable calculation of an approximate scaling exponent. Usually a
continuous record for about 50 min at a single testing is required. We use an EKG
or finger pressure pulses.
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Secondly, our own program captured pulse peaks. Using this program, we iden-
tified the true-heartbeat-peaks in terms of the time of peaks appearances. In this
procedure we were able to reject unavoidable noise-false peaks. As a result we
obtained a sequence of peak time {Pi}. This {Pi} involved all true-heartbeat-peaks
from the first peak to the ending peaks, usually ca. 2,000 peaks.

Practically, by eye-observation on the PC screen, all real peaks were identified
and all noise peaks (by movement of the subject) were removed. Experiences on
neurobiology and cardiac physiology are necessary when determining whether a
spike-pulse is a cardiac signal or a noise signal. Finally our eyes confirmed, read,
these entire beats.

Thirdly, using our own program, intervals of the heartbeat {I;}, such as the R-R
intervals of an EKG, were calculated, which is defined as:

{Pi1— P} = {1} (L.1)
Fourth, the mean-interval was calculated, which is defined as:

1 N

n =y

Yk (1.2)

k=1

where N is the total number of interval data.
Fifth, the fluctuation value was calculated by removing a mean value from each
interval data, which is defined as:

Yi=1— (1) (13)

Sixth, a set of beat-interval-fluctuation data {B;} upon which we do the DFA, was
obtained by adding each value derived from the Eq. (1.3), which is defined as:

Bi=)Y Y (1.4)
k=0

Here the maximum number of i is the total number of the data point, i.e., the total
number of peaks in a recording. In the next step, we determine a box size, T (TAU),
which represents the numbers of beats in a box and which can range from 1 to a
maximum. Maximum 7AU can be the total number of heartbeats to be studied. For
the reliable calculation of the approximate scaling exponent, the number of total
heartbeats is hopefully greater than 3,000. If TAU is 300, for example, we can obtain

ten boxes.
Seventh, we calculate the variance, successively, as expressed by Egs. (1.5)

and (1.6).
B =Bi— fuz(i) (1.5)

Here, n is the number of boxes at a box size T (TAU). In each box, we performed
the linear least-square fit with a polynomial function of fourth order. Then we made
a detrended time series {B}} as Eq. (1.5).

F?(t) = ((Biy.—B)?) (1.6)
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Here we adopted a method for “standard deviation analysis.” This method is prob-
ably the most natural method of variance detection (see ref [14]). Mathematically,
this is a known method for studying “random walk’ time-series.

Meantime, Peng et al. [12] analyzed the heartbeat as we did. But they used a dif-
ferent idea than ours. They considered that the behavior of the heartbeat fluctuation
is a phenomena belonging to the “critical” phenomena. (A “critical” phenomenon
is involved in a “Random-walk” phenomenon.) Our consideration is that the behav-
ior of a heartbeat fluctuation is a phenomenon, involved in a “random walk” type
phenomenon. Peng et al. [12] used a much a stricter concept than ours. There was
no mathematical proof, whether Peng’s or ours is feasible for the heartbeat analysis,
since the reality of this complex system is still under study. Probably the important
point will be if the heartbeat fluctuation is a “critical” phenomenon or not. What we
wondered is that the physiological homeostasis is a “critical” phenomena or not. As
for the biomedical computing technology, we prefer a tangible method to uncover
“something is wrong with the heart” instead of “what is the causality of a failing
heart.” So far, no one can deny that the heartbeat fluctuation belongs to the “criti-
cal” phenomena, but also there is no proof for that. We chose technically “Random
walk.” The idea of “random walk” is applicable to biology; a broad area from a bio-
chemical reaction pathway to animal’s foraging strategies [15]. “Random walk time
series” was made by the Eq. (1.4). The present DFA study is a typical example for
the “random walk” analysis on the heartbeats.

Eighth, finally, we plotted a variance against the box size. Then the scaling expo-
nent is calculated, by looking at the slope (see Fig. 1.8 for an example).

Most of computations mentioned above are automated although we still need, in
part, keyboard manipulations on PC. Our automatic program is helpful and reliable
to distinguish a normal state of heart (scaling exponent exhibits near 1.0) from a sick
state of heart (high or low exponent). In this report, we mention the three categories
in differentiation: Normal, high, and low.

1.2.3 EKG and Finger Pulse

From human subjects we mostly used the finger pulse recording with a Piezo-
crystal mechanic-electric sensor, connected to a Power Lab System (AD Instru-
ments, Australia). The EKG recordings from crustacean model animals were done
by implanted permanent metal electrodes, which are connected to the Power Lab
System. By this recording, animals walked around in the container.

It is most important to us, that animal models are healthy before an investigation.
We captured all specimens from a natural habitat by ourselves. We observed with
our very own eyes that all animals, which were used, were naturally healthy, before
starting any experiments.

During the decades of biological research on crustaceans, many famous inverte-
brate scientists (i.e. some distinguished cardiac researchers: J. S. Alexandrovicz in
1930s, C. A. G. Wiersma in 1940s, D. M. Maynard in 1950s, I. M. Cooke in 1970s,
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and McMahon and Wilkens in 1980s) have studied the hearts and its surrounding
organs, investigating every accessible detail of its physiology and morphology, from
nerves to muscles, from transmitters to hormones and from circulatory/respiratory
control, to relevance and to behavioral integration. Thus it was that the crustacean
cardiovascular systems have been well documented, as reviewed by Cooke [16] and
Richter [17]. We, ourselves, have also been studying the heart of this animal [18].

1.3 Results

It is known that the human heart rate goes up to over 200 beats per min. when an life
comes to an end (Dr. Umeda, Tokyo Univ. Med.; Dr. Shimoda, Tokyo Women Med.
Univ., personal communication). Literally a similar observation has been reported
during this period accompanied by a brain death (see Fig. 1.1 of ref [19]).

3
~—
—
A L1 e
x O ~..
wl
141IABCDEF GHI J K L M NOPAGQ R
400
2 ** W"" no no
= - v
E 200~ [T | o[ o [
o
[+
£ ol l_
Time 8 9 20 48 1:04 1:12

1:06:15 1:12:20 1:12:55

Fig. 1.1 EKG and heart rate of a dying crustacean, isopods, Ligia exotica. Two metal electrodes,
200 um in diameter, were placed on the heart by penetrating them through the dorsal carapace. A
sticky tape on a cardboard immobilized the animal. Records are shown intermittently for about
1'h and 20 min. From H to M, the EKG and heart rates are enlarged. Small five arrows indicate
alternans, which is observable at H-L. From Q to R, no EKG signals were observed. Only small
sized signals with sporadically appearance were seen
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In an animal model we observed an increase of heart rates during the dying pe-
riod (Fig. 1.1). Here, a healthy heart rate was about 200 (see A, B, and C). The heart
rate is normally high in small animals. The body size of this animal was 3 cm in
length. At terminal condition (see N, O, and P in Fig. 1.1), the heart rate attained
over 300 beats per min. This model experiment indeed demonstrated a strong re-
semblance of a cardiac control mechanism, between lower animals and humans.

The aforementioned examples give evidence that: “Animals are models of hu-
mans.” The similarity (a general idea that animals evolved from a common ances-
tor) was first noticed by a German scientist, who noted: “Biogenetische Grundregel”
(“Recapitulation theory” by Ernst Heinrich Philipp August Haeckel). There is an-
other reason to use lower animals. Ethics is of course a big requisition. But we know
Gehring’s discovery of a gene, named homeobox: To our surprise at that time, an
identical gene named “pax-6" was found to work in both, in fly’s eyes and mouse’s
eyes at a embryonic stage for developing an optical sensory organ [20,21]. In 2007,
further strong evidence has been presented with a new data of the origin of the
central nervous system: The role of genes, which patterns the nervous system in
embryos of chordates (like humans) and annelids (a lower animal) are surprisingly
similar and the mechanism is inherited almost unchanged from lower animals to
higher animals through a long period of geology [22,23].

In this isopod specimen (Fig. 1.1), interestingly, a significant alternans is seen
when they are dying (H, I, J, and K, Fig. 1.1). Its alternans lasted for not long,
therefore we did not perform the DFA on this data.

EKG from a dying crab also exhibited alternans. Alternans appeared intermit-
tently but very densely (Figs. 1.2a, 1.3). The alternans was again followed by a
period of high-rate heartbeats before it died (Fig. 1.2b).

Finally we succeeded to calculate the scaling exponent of “alternans.” The DFA
revealed that the alternans exhibits a low approximate scaling exponent (Fig. 1.3).

The crab had a normal/healthy-scaling exponent (Fig. 1.4, which is 11 days be-
fore Fig. 1.3) when an EKG recording was first done, right after its collection in the

a time O b time 18h

EKG

50 5

Heart rate

[o]
0

0l = = = = = = o

Fig. 1.2 EKG from a dying Mitten crab, Eriocheir japonicus. a A recording started at time zero.
An irregular rate and alternans can be seen. The base line heart rate is about 15 beat per min. b
18 h after a, no alternans is seen. The heart rate increased to about 35 beats per min. This crab died
8.5 h after the recording b
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Fig. 1.3 Mitten crab DFA. The same crab shown in Fig. 1.2. About 980 beats for the DFA; the
middle part was omitted. The approximate scaling exponent for alternans was low. Short-term
box-size “30 beat—60 beat”” and “70 beat—140 beat” were calculated, 0.54 and 0.29, respectively
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Fig. 1.4 Mitten crab DFA. The same crab shown in Figs. 1.2 and 1.3. But the recording was
immediately after the specimen was captured. The approximate scaling exponent was not low but
about 1.0 (cf., Fig. 1.3). The crab’s heart seems to be normal on the first day of the experiment

South Pacific, on Bonin Island. Therefore, alternans and low exponents would be a
sign of illness.

In models, we found that the isolated heart, which can repeat contractions for
hours in a dish, often exhibits alternans (Fig. 1.5). The DFA again revealed that the
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Fig. 1.5 Isolated heart of a spiny lobster, Panulirus japonicus. Alternans appeared here all the way
down from the first beat to 4,000th beat. The scaling exponent was found to be low
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Fig. 1.6 The DFA of an intact heart of a spiny lobster, Panulirus japoniculs. No alternans appeared.
The heart rate (shown in Hz) frequently dropped down, so-called bradycardia. This is well known
in normal crabs and lobsters, first reported by Wilkens et al. [28]. The present DFA revealed that

the scaling exponent is normal (nearly equal to 1.0) when the lobster is healthy and freely moving
in the tank

scaling exponent of alternans is low (Fig. 1.5). We therefore tested another three-
isolated hearts of these lobster species, all of which exhibited alternans (data not
shown), and the scaling exponent of the alternans’ heart was low. A healthy lobster
before a dissection, however, exhibits a normal scaling exponent (Fig. 1.6).

After model experiments, we studied the human heartbeat. The finger pulse of
a volunteer was tested (Figs. 1.7 and 1.8). Similar to the models, human alternans
exhibited a low exponent (Fig. 1.8). This subject, a 65 years old female, is physically
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Fig. 1.7 Human alternans. A woman, who volunteered, age 65. Upper trace, recording of finger
pulses. Lower trace, heart rate. Both amplitudes alternans and intervals alternans can be seen
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= 400} -
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Fig. 1.8 Result of the DFA of human alternans shown in Fig. 1.7. Thick and thin straight lines
represent a slope obtained from a different box-size-length. The slope determines the scaling ex-
ponent. The 45° slope (not shown here) gives the scaling exponent 1.0 which represents that the
heart is totally healthy. The two lines are obviously less steep than the 45° slope. This argument
draws a conclusion: The alternans significantly lowers the scaling exponent

weak and she cannot walk a long distance. However, she talked with an energetic at-
titude. She was at first nervous because of us (we did not realize it and even she her-
self didn’t notice it), but finally she got accustomed to our finger pulse testing task
and then she was relaxed. Hours later, we were surprised to note that her alternans
decreased in numbers. The heart reflects the mind. We observed that alternans is
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coupled with the psychological condition. This is evidence that an impulse discharge
frequency of the autonomic nervous system changes the condition of the heart.

It is known that healthy human hearts exhibit a scaling exponent of 1.0 [11].
Our analysis revealed the same results (data not shown, from age 9 to 82, about 30
subjects). So, the exponent 1.0 is the sign of “healthy heart in healthy body.” In the
future, health checkup may use this diagnostic idea.

It is not known what exponents the sick human hearts show. As aforementioned,
a human alternans heart exhibits low scaling exponent (Figs. 1.7 and 1.8). It still
remains to be investigated, because there may be other types of a diseased heart. In
crab hearts we have already found out that a sudden-death heart exhibited a high
exponent and a dying heart exhibited a gradual decay of exponent [24]. Here we
tested our DFA computation on diseased human hearts.

A subject (male age 60), whose heartbeats are shown in Fig. 1.9, once visited to
us and told us that he had a problem with his heart. He did not give us any other
information about his heart, but challenged us and ordered: “Check my heartbeat
and tell me what is wrong with my heart.” The result of analysis is shown in Fig. 1.9.
I replied to him: “According to our experience, I am sorry to tell you, that I diag-
nosed your heart and is indeed has a problem with its heartbeats. I wonder if there is
a partly injured myocardium in your case, such as the ischemic heart.” After listen-
ing to my opinion he explained that his heart has an implanted defibrillator, because
of the damage of an apex of the heart in its left ventricle. He continued: “Please
call me if your analysis machine will be commercially available in the future. I will
buy it.”

Figure 1.10 is another example analysis of a human diseased heart. A professor of
Physiology at an Indonesian National University came to meet us. He told us that he
had a bypass surgery of his heart, before we started to analyze his heartbeat. Finally
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Fig. 1.9 Ischemic heart disease. The scaling exponent is high, see Box size 70-270
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Fig. 1.10 A bypass surgery subject. The scaling exponent is high, see Box size 30-270

we found out that he had a high exponent, way over 1.0 (not shown). The subject
shown in Fig. 1.10 is a case study: He (male age 65) has had a bypass operation 10
months before this measurement. One of the coronary artery had received a stent.
Two other coronary arteries received bypass operations. This heart again exhibited
a high exponent as shown in Fig. 1.10.

1.4 Discussion

A real time observation of both, EKG-signal and biological condition of a speci-
men, is important to deduce the physiological meaning from the scaling exponent.
We performed all experimentations with our own eyes in front of us, together with
the on-line EKG or on-line pulse recordings. We have engaged in both, recordings
and analysis, by the same scientists. We thus were able to interpret the relationship
between subjects’ behavior, EKG waveform and DFA exponent. This is one impor-
tant point of advantage in this study.

Other important points of our present studies are, that we made our own PC
program, which assisted the accuracy of the peak-identification of heartbeats and
then the calculation of the scaling exponent. Our DFA program shortened the period
length of time-consuming analysis. We are currently developing a much simpler
program for a practical use. It is a series of automated calculations, intended to
be used by non-physicists who have no physical training. The program freed us
from complicated PC tasks before obtaining the result of a calculation of the scaling
exponent. As a result, we will be able to handle many data, sampled from various
subjects.
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Fig. 1.11 EKG and heart rate recordings from a freely moving crayfish, Procambarus clarkii.
Alternans can be seen at a rising phase of a heart rate tachogram. This occurred spontaneously
when the animal was in the shelter. An arousal from sleep might happen. Generally, alternans
occurs at a top speed of a cardiac acceleration

It is said that alternans is the harbinger of a sudden death of humans. That was
true in dying models. However, alternans was also detectable in non-dying occa-
sions in models, for example, during emotional changes (Fig. 1.11) [25]. This is
evidence for that stressful psychological circumstances invoke autonomic accelera-
tory commands, leading to trigger alternans in the heart. In the early to mid-1990s a
series of clinical trials demonstrated that an adrenergic blockade (that is a pharma-
cological blockade of the sympathetic acceleratory effects on the heart) was actually
cardio-protective, particularly in post-myocardial infarction (MI) patients.

Physiological rhythms are considered to be generated by nonlinear dynamical
systems [26]. There is evidence that physiological signals under healthy condition
have a fractal temporal structure [27]. Free-running physiological systems are of-
ten characterized by 1/f-like scaling of the power spectra, S(f), where f is the
frequency [15]. This type of spectral density is often called the 1/f spectrum and
such fluctuations are called 1/f fluctuations. The 1/f fluctuations were well docu-
mented in the heartbeat of normal persons [15]. After all, we noticed that a disease
often leads to alterations from a normal to a pathological rhythm, and then we dis-
tinguished normal conditions from pathological conditions with our DFA program,
by computing the scaling exponent for the healthy and diseased heart [10].
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1.5 Concluding Remarks

Alternans lowers the approximate scaling exponent. An ischemic heart pushes the
scaling exponent up, way over 1.0. In our present study, the DFA identified a typical
diseased heart, the ischemic heart, which has partially damaged myocardium. This
might be good news in the future for persons, who might potentially have a sudden
death, to prevent it! Indeed cardiac failure has a principal underlying aetiology of
ischemic damage from a vascular insufficiency (that is a decreased oxygen supply,
particularly from coronary arteries). The life science may have profited from the
ability of the DAF. The DFA provides analytical strategies, if models and human
beings live on all functions under the same set of physical laws. This is still a testable
hypothesis.
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Chapter 2

CLUSTAG & WCLUSTAG: Hierarchical
Clustering Algorithms for Efficient Tag-SNP
Selection

Sio-Iong Ao

Abstract More than 6 million single nucleotide polymorphisms (SNPs) in the
human genome have been genotyped by the HapMap project. Although only a pro-
portion of these SNPs are functional, all can be considered as candidate markers for
indirect association studies to detect disease-related genetic variants. The complete
screening of a gene or a chromosomal region is nevertheless an expensive undertak-
ing for association studies. A key strategy for improving the efficiency of association
studies is to select a subset of informative SNPs, called tag SNPs, for analysis. In
the chapter, hierarchical clustering algorithms have been proposed for efficient tag
SNP selection.

Keywords Single nucleotide polymorphisms - Tag-SNP - Clustering - HapMap

2.1 Introduction

In the genome, a specific position is called a locus [1]. A genetic polymorphism
refers to the existence of different DNA sequences at the same locus among a popu-
lation. These different sequences are called alleles. In each base of the sequence,
there can be any one of the four different chemical entities, which are adenine
(A), cytosine (C), guanine (G) and thymine (T). Inside these genomic sequences,
there contain the information about our physical traits, our resistance power to dis-
eases and our responses to outside chemicals. The differences in sequences can be
grouped into large-scale chromosome abnormalities and small-scale mutations. The
abnormalities include the loss or gain of chromosomes, and the breaking down and
rejoining of chromatids.
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The single nucleotide polymorphisms (SNP) is a common type of this small-scale
mutation, and is estimated to occur once every 100-300 base pairs (bp) and the total
number of SNPs identified reached more than 1.4 million. A candidate SNP is a
SNP that has a potential for functional effect. It includes SNPs in regulatory regions
or functional regions, and even in some non-synonymous regions. Different kinds
of the SNP variations can provide different useful information about the diseases in
different ways:

1. Functional variation refers to the situation when the SNP is with a nonsynony-
mous substitution in a coding region.

2. Regulatory variation happens when the SNP is in a non-coding region, but it can
influence the properties of gene expressions [2].

3. Associations of the SNP with the disease become useful when there are some
SNPs close enough to the mutations that cause the diseases. These SNPs can
then be utilized in the association studies with the diseases [3].

4. Construction of the haplotype maps becomes possible with the collection of the
information of the SNPs. The map is helpful for selecting SNPs that can be infor-
mative for explaining the differences in different ethnic groups and populations.

2.1.1 Methods for Selecting Tag SNPs

As described in the previous discussion, there exist redundant information in the
whole set of SNPs and it is expensive to genotype this whole set. Different ap-
proaches have been developed to reduce the set of SNPs that are to be genotyped.
These selected subsets are called haplotype tagging SNP (htSNPs) or tag SNPs.
The approaches can be divided into two main categories [4]: (1) The block based
tagging, and (2) The entropy based tagging (or called non-block based tagging).

With the block based tagging, we need to define the haplotype block first. Inside
each haplotype block, the SNPs are in strong LD with each other, while, for SNPs of
different blocks, they are of low LD. The disadvantage of this type of tagging SNPs
is that the definition of the haplotype block is not unique and sometimes ambiguous,
as we will see later. Also, it is true that the coverage of the haplotype block is not
enough in some genomic region.

Because of the problems associated with the haplotype blocks, alternative meth-
ods have been developed and they can collectively called entropy based tagging.
The term entropy is used loosely as the measure for assessing the amount of infor-
mation that can be captured or represented by these tag SNPs. In this approach, it
is not necessary to define the haplotypes and then to define the haplotype blocks.
Instead, the goal of this approach is to select a subset of SNPs (the tag SNPs) that
can capture the most information across the genomic region. Different multivariate
statistical techniques have been applied to achieve this task. Byng et al. [5] pro-
posed the use of single and complete linkage hierarchical cluster analysis to select
tag SNPs. Hierarchical clustering starts with a square matrix of pair-wise distances
between the objects to be clustered. For the problem of tag SNP selection, the ob-
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jects to be clustered are the SNPs, and an appropriate measure of distance is 1 — R?,
where R? is the squared correlation between two SNPs. The rationale is this: the
required sample size for a tag SNP to detect an indirect association with a disease is
inversely proportional to the R> between the tag SNP and the causal SNP.

2.1.2 Motivations for Developing Non-block
based Tagging Methods

Meng et al. [6] have noticed that all the block-detecting methods can result in dif-
ferent block boundaries. In fact, the existence of the block is still conflicting [7].
As a result, Meng et al. have developed a method that use the spectral decom-
position to decompose the matrix of pairwise LD between markers. The selection
of the markers is based on their contributions to the total genetic variation. Meng
et al. have used the sliding window approach for dealing with large genomic re-
gions.

In the experimental data result analysis, Meng et al. have found that, for the chro-
mosome 12 dataset, when selecting 415 markers (63.9%) out of a total 649, the spec-
tral decomposition method can explain 90% of the variation. For the chromosome
22 dataset that is used for association study with the CYP2D6 poor-metabolizer
phenotype, 20 out of 27 markers are selected by the method and they are shown to
retain most of the information content of the full data well.

Meng et al. have also pointed out the differences between the method and that
based on the haplotype. It can be generalized to the comparison of methods based
on two-locus LD (i.e., pairwise correlation between single-markers) and methods
based on haplotypes. Haplotypes can provide more information than the pairwise
LD measures, if the LD measure involving with more than two markers is making
a significant contribution to the overall LD measure. If not, then, haplotype fre-
quencies are just linear combinations of pairwise LD frequencies. It has been found
that, in the experimental study of chromosome 12 and 22, the LD based on the
three-locus LD decays more quickly than the two-locus LD, and that the extent of
three-locus LD is relatively small. Thus, it can justify the approach with two-locus
LD of single-markers.

Meng et al. have also found that the two-locus approach of the spectral decom-
position is of similar performance to that based the haplotypes. Nevertheless, the
two-locus approach has the advantage that techniques, like sliding windows, can
be applied for easing the computational burden, as this approach only requires
the pairwise LD. The haplotype information is not required here, in contrast with
the haplotype-based method, which require the estimation of the haplotype fre-
quencies with the numerical methods like EM algorithms. The computational time
for such algorithms will increase dramatically when the number of markers in-
creases.
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2.2 CLUSTAG: How Tag SNPs are Selected Efficiently

2.2.1 Agglomerative Clustering

The clustering algorithms of the CLUSTAG [8, 9] are of agglomerative cluster-
ing, where the two clusters with the smallest inter-cluster distance are successively
merged until all the objects have been merged into a single cluster. Different forms
of agglomerative clustering differ in the definition of the distance between two clus-
ters, each of which may contain more than one object. In single-linkage or nearest-
neighbour clustering, the distance between two clusters is the distance between
the nearest pair of objects, one from each cluster. In complete linkage or farthest
neighbour clustering, the distance between two clusters is the distance between the
farthest pair of objects, one from each cluster. The clustering process can be rep-
resented by a dendrogram. The dendrogram can show how the individual objects
are successively merged at greater distances into larger and fewer clusters. All dis-
tinct clusters that have been generated at or below a certain user-defined distance are
considered (see Fig. 2.1). For the example of complete linkage clustering, the dis-
tances between rs2103317, rs2354377 and rs1534612 are less than the user-defined
distance. So are the distances between rs7593150 and rs7579426.

2.2.2 Clustering Algorithm with Minimax for Measuring Distances
between Clusters, and Graph Algorithm

A desirable property for a clustering algorithm, in the context of tag-SNP selection,
would be that a cluster must contain at least one SNP (the tag SNP) that is no more
than the merging distance from all the other SNPs from the same cluster. If this
is the case, then by setting a cutoff merging distance of C, one can ensure that no
SNP is further than C away from the tag SNP in its cluster. As said, neither of the

rs2103317
rs2354377 ——

rs1534612 ——

rs7593150

1s7579426

rs1049599

Fig. 2.1 Sample illustrative dendrogram showing how seven SNPs are merged into three clusters
at or below the cutoff merging distance
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methods proposed by Byng et al. [5] is ideal, since the single-linkage method does
not guarantee the existence of a tag SNP with distance less than C from all SNPs in
the same cluster, while complete-linkage is too conservative in that all SNPs have
distance under C from all other SNPs in the same cluster.

In order to achieve the desired property described above, we propose a new defi-
nition of the distance between two clusters, as follows:

1. For each SNP belonging to either cluster, find the maximum distance between it
and all the other SNPs in the two clusters.

2. The smallest of these maximum distances is defined as the distance between the
two clusters.

3. The corresponding SNP is defined as the tag SNP of the newly merged cluster.

We call this method minimax clustering, which is an agglomerative method. There
is a parallel in topology in which the distance between two compact sets can be
measured by a sup-inf metric known as Hausdorff distance [10].

For comparison we have also implemented an algorithm based on the NP-
complete minimum dominating set of the set-cover problem in the graph theory,
similar to the greedy algorithm developed by Carlson et al. [11]. The set of SNPs
are the nodes of a graph, which are connected by edges where their corresponding
SNPs have R? > C. The objective is to find a subset of nodes such that that all nodes
are connected directly to at least one SNP of that subset. The details of this heuristic
algorithm can be found in Reuven and Zehavit [12] and Johnson [13]. The one by
Johnson is on the studies of the error bound of the algorithm. Briefly, at the begin-
ning of the method, all the SNPs belong to the untagged set. The algorithm picks
the node with the largest number of nodes that are connected directly to it (with-
out passing through any other nodes) from the untagged set. Then the SNPs inside
the selected subset are deleted from the untagged set, and the next largest connected
subset is chosen from the untagged set. The algorithm terminates when the untagged
set becomes empty.

2.3 Experimental Results of CLUSTAG

We have implemented the complete linkage, minimax linkage and set cover algo-
rithms in the program CLUSTAG. The program takes a file of R” values produced,
for example, by HAPLOVIEW [14], and outputs a text file containing one row per
SNP and the following columns (Fig. 2.2): (i) SNP name, (ii) cluster number, (iii)
chromosomal position, (iv) minor allele frequency, (v) maximal distance (1 — R?)
from other SNPs in the same cluster, and (vi) average distance (1 — R2) from other
SNPs in the cluster. Both (v) and (vi) are useful for providing alternative SNPs that
can serve as the tag SNP of the cluster, allowing some flexibility in the construction
of multiplex SNP assays. A visual display (in html format) provides a representa-
tion of the SNPs in their chromosomal locations, color-labeled to indicate cluster
membership (Fig. 2.2). The tag SNP is highlighted and hyperlinked to a text box
containing columns (i)—(vi) on the cluster.
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2 152305634 0 0 47004130 036 0.19 20 0.091666676 19
3 81079276 0 0 47006331 045 0.14999998 9 0076666676 16
4 157646799 0 0 47113150 045 0.14999998 9 00716674 18
5 1511130115 0 0 47142253 045 0.14999998 9 0076666676 16
6 |1s2305638 0 0 47007434 0.46. 0.18' 17 0.09625002 21
7 157610636 0 0 47025028) 047 0.19 20 0.102500014 23
8 154078466 0 0 47087135 046 0.18 17, 000583335 20
9 rs6785790 0 0 4707524 046 0.19 20 0097916685 2
10 154315703 0 0 47283373 042 0.13999999 3 004833333 4
11 |1s295441 0 o 4793887 043 0.13 1 0.047916662 2
12 |rs4683327 0 0 47319854 042 0.13999999 3 0.04833333 4
13 |152159400 0 0 a7 043 0.13 1 0047916662 2
14 |1s205458 0 0 476177 042 0.13999999 3 004333333 4
15 15807931 0 0 47349908 04 0.14999998 9 0.05166666 9
16 |1s7613262 0 0 47350001 042 0.13999999 3004833333 4
17 rs11130127 0 0 47359385 039 0.13999999 3 0049999993 3
| 18 [s922057 0 1 47382744 042 013099999 3 o003 1]
19 |rs2062278 0 0 47377353 042 0.17000002 13 0060416657 10
20 1510865946 0 0 4738552 041 017000002 13] 0064583324 13
| 21 1511712445 0 0 47305144 0.4 0.19 20 0070833325 15
22 154858811 0 0 47441116) 042 0.17000002 13]  0.060416657 10
23 |1s11130128 0 0 4747224 042 017000002 13]  0.060416657 10
| 24 162101247 0 0 47454805 04 0.8 17 0.06624999 14
| 25 rs6442055 1 0 47071314 043 0.13999999 1 0051999997 2
26 16766230 1 1 47156801 042 0.13999999 1 0043999992 1 =

Fig. 2.2 Text output of the CLUSTAG

We have compared the performance of the three implemented algorithms, using
SNP data from the ENCODE regions of the HapMap project, according to three
criteria:

1. Compression, the ratio of clusters to SNPs

2. Compactness, the average distance between a SNP and the tag SNP of its cluster
(1 —R?) and

3. Run time

Our results show that the compression ratio is roughly equivalent for the set cover
and minimax clustering algorithms but substantially higher for the complete linkage
(Table 2.1). The minimax algorithm produces more compact clusters than the set
cover algorithm (Table 2.2), but takes approximately twice as long to run. The run
times of all three algorithms are expected to increase in proportion to the square of
the number of SNPs.

The complexity of the clustering methods are of order O(n?). With the run time
information in our table of several hundred SNPs and this complexity information,
the users can estimate roughly the expected run time for their samples before the
program’s execution. The run time will not be an issue for data of several hundred
to a hundred thousand SNPs. But, it will be a constraint when we are studying the
whole genome at one time, when the size may be of several million SNPs. This is
an area of further work as the HAPMAP project is producing the whole genome
haplotype information.

We have also the tested the different threshold values C for the chromosome 9
of the ENCODE data in the following two figures. The values of the threshold C
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Table 2.1 Properties of three tag SNP selection algorithms, evaluated for ENCODE regions
Encode Compression Run time (s)

region

(SNP no.) Complete Minimax Set cover Complete Minimax Set cover
2A (519) 0.277 0.245 0.247 3.94 5.42 3.20
2B (595) 0.291 0.255 0.261 5.44 6.92 4.03

4 (665) 0.242 0.211 0.209 6.53 13.30 5.25
TA (417) 0.314 0.281 0.281 2.56 3.39 2.00
7B (463) 0.186 0.166 0.171 3.53 5.03 2.84
7C (433) 0.240 0.217 0.215 2.38 3.28 1.80
8A (364) 0.269 0.245 0.245 2.39 2.94 1.83

9 (258) 0.360 0.318 0.314 1.47 1.74 0.98
12 (454) 0.260 0.227 0.227 2.69 3.69 2.03
18 (350) 0.283 0.254 0.254 2.17 2.81 1.64

Table 2.2 Compactness of three tag SNP selection algorithms, evaluated for ENCODE regions

Encode region Compactness Minimax Set cover
(SNP no.) Complete
2A (519) 0.021 0.033 0.037
2B (595) 0.018 0.033 0.032
4 (665) 0.016 0.031 0.035
TA (417) 0.013 0.028 0.032
7B (463) 0.020 0.030 0.035
7C (433) 0.018 0.019 0.021
8A (364) 0.019 0.035 0.040
9 (258) 0.012 0.025 0.031
12 (454) 0.017 0.028 0.034
18 (350) 0.014 0.033 0.037
Compression Ratios vs Threshold
o 0.6
S 0.5
E 0.4 e —— Complete
o A/ﬁ//ﬁ " e
@ 0.3 = —#— Minimax
8 02 gttt
s h
g_ 0.1 X Grap!
8 0 1 1 1 é 1 ;) 1 @I 1 bI 1 ;) 1 1
N >
07 07 ¥ P % N P P

Threshold

Fig. 2.3 Compression ratios vs. different threshold values

are 0.7, 0.75, 0.8, 0.85, 0.9 and 0.95, which cover the range of reasonable threshold
values. The results show that the compression ratio and the compactness are quite
stable over the range from 0.7 to 0.8 (Figs. 2.3 and 2.4).
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Fig. 2.4 Compactness vs. different threshold values

2.4 WCLUSTAG: Motivations for Combining Functional
and sxLD Information in the Tag SNP Selection

In the association studies for complex diseases, there are mainly two approaches for
selecting the candidate polymorphisms. In the functional approach, the candidate
polymorphisms are selected if they are found to cause a change in the amino acid
sequence or gene expressions. The second approach, the positional approach, is to
systematically screen polymorphisms in a particular genome region by using the
linkage disequilibrium information with the disease-related functional variants. The
functional approach is direct approach, while the positional approach is indirect
approach. The algorithms and programs that we have described in the above sections
are basically constructed with the positional approach. The candidate tag SNPs are
selected for genotyping by utilizing the redundancy between near-by SNPs through
the LD information. The purpose is to improve the efficiency of the analysis with
minimal loss of information while reducing the genotyping costs at the same time.

In order to further utilize the genomic information for improving the tag-SNP
selection efficiency, it would be desirable if the tag-SNP selection algorithm can
take account of the functional information, as well as the LD information. In the hu-
man genome, it is well known that different kinds of polymorphisms have different
effects on the gene expressions and importance. The SNPs can attach more impor-
tance when their positions are within the coding, regulatory regions. Similarly, for
SNPs in the non-coding regions, they are attached with less biological importance.
Furthermore, it is also desirable for the tag-SNP selection algorithm to take care of
practical laboratory considerations like the readiness of the SNPs for assaying and
the existing genotyped results in the previous laboratory experiments.

2.4.1 Constructions of the Asymmetric Distance Matrix
Jor Clustering

The WCLUSTAG [15] is developed in order to take care of the functional informa-
tion and LD information, as well as the laboratory consideration. The development
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of the WCLUSTAG is based on the previous CLUSTAG, by adding the variable
tagging threshold and other functions, and the web-based interface. As described
above, the CLUSTAG is of agglomerative hierarchical clustering and starts with
the constructing of a square matrix of pair-wise distance between the objects to be
clustered. An appropriate distance measure for the LD tagging is 1 — R?, where the
second term is the square of the correlation between the SNPs. The clusters with
the least inter-cluster distance are successively merged with each other. A cutoff
merging distance, denoted by C, is required for the terminating of the algorithm and
for ensuring that, in each cluster, it contains no SNP further than C away from the
corresponding tag SNP.

In CLUSTAG, this cutoff merging distance C is the same for all the SNPs. In
WCLUSTAG, the program has been modified so that the tagging threshold C can be
specified by the user for each SNP, and can be variable among the SNPs. Then, the
factors like the positional and functional information, as well as the practical labo-
ratory information, can be utilized for the assigning of tagging threshold values for
SNPs individually. For example, for SNPs in the coding or regulatory regions, a high
value of C (e.g. 0.8) can be assigned to these SNPs. On the other hand, for the other
SNPs in the genome regions (like the non-coding regions), a low value of C (like
0.4) can be given. With this modification, unlike the CLUSTAG, the square matrix
of pair-wise distances between the objects becomes asymmetric for WCLUSTAG.
For example, let a coding SNP have a C of 0.8, and another non-coding SNP of C
value 0.4, and let the R? between these two SNPs be 0.5. It can be observed that the
first SNP can serve as the tag SNP for the second. On the hand, the second SNP is
not able to tag the first one. Thus, the WCLUSTAG has been built with the capabil-
ity for handling of asymmetric distance matrix, such that the distance from object /
to object k is not required to be the same as the distance from object k to object A.

With these considerations, the WCLUSTAG has been modified from CLUSTAG
and works as followed:

Firstly, a user-define value C is assigned for each SNP;

Secondly, let C; be the value of C for SNP k, and, let the distance from SNP &
to SNP k be C, —Rﬁk. Then, for C;, —Rﬁk < 0, SNP £ can serve as a tag SNP for
SNP k.

Thirdly, the minimax clustering method is applied with this new asymmetric dis-
tance matrix, and the cut-off merging distance is zero.

Then, cluster is formed for the case that there is a tag SNP that has a distance
of zero or less with its cluster members respectively. The set-cover algorithm has
undergone similar modifications in WCLUSTAG.

2.4.2 Handling of the Additional Genomic Information

As discussed above, it is desirable that the tag-selection algorithm can initially se-
lect all SNPs that have already been genotyped, and then remove these SNPs and
the SNPs tagged by these SNPs from the next genotyping experiment. The algo-
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rithm will provide the laboratory users with more flexibility if the algorithm can
exclude those SNPs that have problems with assay design etc. In order to achieve
these properties, the algorithm has been subjected to the below further modifica-
tions, which can be done by changing the values of certain elements in the matrix
similarities [Rﬁk].

For the case that the SNP ¢ has already been genotyped, all the elements of col-
umn ¢ in the matrix are set to zeros, except for the diagonal element of the column
¢t which remains one. This setting can ensure that the SNP 7 can not be tagged by
any other SNPs, and, therefore, it will be included as one of the tag SNPs in the
clustering and graph algorithms. For the case that the SNP ¢ has problem with assay
design, all the elements of the row 7 in the matrix are set to zero. Therefore, the
SNP ¢ can never serve as one of the tag SNPs in the algorithms. There is one prob-
lem associated with these settings. With these settings, it does not ensure that all the
problematic SNPs for assay design can be tagged in the algorithms. This is because
some non-assayable SNPs can only be tagged by certain SNPs, while these SNPs
may not be selected as the tag SNPs with the algorithms. This problem can be solved
with the following further modification, which forces the selection of certain SNPs
for tagging these non-assayable SNPs.

1. Firstly, for non-assayable SNPs that can not be tagged by any assayable SNP, as
there do not exist any assayable tag SNP for them, they are listed and excluded
from further processing. Then, the remaining non-assayable SNPs are subjected
to following procedure to ensure that there will exist at least one tag SNP for
each of them.

2. The set of already-genotyped SNPs (if existed) are checked if the SNPs there
can tag the non-assayable SNPs. The SNPs of the non-assayable SNPs that can
not be tagged by these already-genotyped SNPs are called the set of untagged
non-assayable SNPs.

3. Each assayable SNPs (but not those already genotyped) is checked against the
untagged non-assayable SNPs for the number of untagged non-assayable SNPs
that each assayable SNP can tag. The one with the largest number is assigned as
a SNP for forced selection, and the non-assayable SNPs that can be tagged by
this SNP are removed from the set of untagged non-assayable SNPs.

For cases that there still exist untagged non-assayable SNPs, the above step (2) is
repeated until there exist no untagged non-assayable SNP.

The SNPs selected in the above steps (2) and (3) are treated in the same way as
the SNPs that have been already genotyped, and are subjected to the same procedure
for forced selection.

2.5 WCLUSTAG Experimental Genomic Results

To illustrate the performance of the new algorithms, the CEPH sample genotype
data from the International Haplotype Map Project was tested with the algorithms.
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Table 2.3 Properties of the tag SNP selection algorithms, weighted with 0.8 for gene regions and
0.4 for other regions

Encode Compression (uniform) Compression (weighted)
region

(SNP no.) Complete Minimax Set cover  Minimax Set cover
2A (519) 0.277 0.245 0.247 0.104 0.104
2B (595) 0.291 0.255 0.261 0.197 0.198
4 (665) 0.242 0.211 0.209 0.089 0.089
TA (417) 0.314 0.281 0.281 0.149 0.139
7B (463) 0.186 0.166 0.171 0.114 0.114
7C (433) 0.240 0.217 0.215 0.189 0.185
8A (364) 0.269 0.245 0.245 0.190 0.190

9 (258) 0.360 0.318 0.314 0.221 0.225
12 (454) 0.260 0.227 0.227 0.167 0.163
18 (350) 0.283 0.254 0.254 0.186 0.189
Average 0.267 2.237 0.238 0.154 0.153
Additional - - - 35.2% 35.9%
saving

Table 2.4 Effect of weighting scheme (intragenic versus other SNPs) on the comparison ratios for
tag-SNP selection algorithms in the Chromosome 9 Encode data

Weighted ratio Compression Set cover
Minimax
0.8:0.4 0.221 0.225
0.8: 0.3 0.198 0.198
0.8: 0.5 0.240 0.244
0.7: 0.4 0.217 0.221
0.9:0.4 0.240 0.244
0.8: 0.8 0.318 0.314

The ENCODE regions were selected because genotyping were undertaken for all
known SNPs in these regions. Intragenic regions were identified from the start and
end points of the coding sequences for the 33 K Ensembl genes in NCBI build 34.
Intragenic SNPs are given a C weighting of 0.8, and other SNPs 0.4. The compres-
sion ratios (the number of tag-SNPs over the total number of SNPs) of the various
ENCODE regions are compared with the original procedure which used a uniform
C value of 0.8. Our results show that there can be a further 35.2% saving with our
weighted minimax algorithm, and 35.9% with the set cover method (Table 2.3).
We also explored the impact of using different weighting schemes. Some additional
saving can be obtaining by lowering the weights for either intragenic or other SNPs,
although the compression ratios remain in the region of 0.2 (Table 2.4). The aver-
age ratio of the SNPs in the intragenic regions to the overall SNPs is 32.3% in the
dataset (Table 2.5).
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Table 2.5 The number of SNPs in the intragenic regions and the other regions. The average ratio
of the SNPs in the intragenic regions to the overall SNPs is 32.3%

SNPs no. SNPs in intragenic regions SNPs in other regions
chr2A 0 519
chr2B 273 322
chr4 0 665
chr7A 21 396
chr7B 159 304
chr7C 299 134
chr8A 203 161
chr9 66 192
chrl2 180 274
chrl8 167 183

2.6 Result Discussions

With the necessary modifications, the WCLUSTAG can enable the users to select tag
SNPs, complying the advantage of the functional approach and positional approach
of the association studies. The choice of the threshold values can be made according
to the budget for the disease data. Currently, the users can use the downloadable
program version, which may be convenient for running scripts for multiple data
sets. Or, the users can assess our web interface for importing their own genotype
data. The web interface also has the capability of downloading the HapMap data
directly from its mirror database for further computation.

There are factors that can affect the overall effectiveness of the tagging strategy.
They include the functional information like the comprehensiveness of SNP maps,
the quality of functional annotation of the genome, and the linkage disequilibrium
information between the polymorphisms and the complex human diseases, and the
underlying genetic architecture of the complex diseases. Many of these have not
been fully understood by researchers and remain to be explored in the future studies.
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Chapter 3

The Effects of Gene Recruitment
on the Evolvability and Robustness
of Pattern-Forming Gene Networks

Alexander V. Spirov and David M. Holloway

Abstract Gene recruitment or co-option is defined as the placement of a new gene
under a foreign regulatory system. Such re-arrangement of pre-existing regulatory
networks can lead to an increase in genomic complexity. This reorganization is
recognized as a major driving force in evolution. We simulated the evolution of gene
networks by means of the Genetic Algorithms (GA) technique. We used standard
GA methods of point mutation and multi-point crossover, as well as our own opera-
tors for introducing or withdrawing new genes on the network. The starting point for
our computer evolutionary experiments was a 4-gene dynamic model representing
the real genetic network controlling segmentation in the fruit fly Drosophila. Model
output was fit to experimentally observed gene expression patterns in the early fly
embryo. We compared this to output for networks with more and less genes, and
with variation in maternal regulatory input. We found that the mutation operator, to-
gether with the gene introduction procedure, was sufficient for recruiting new genes
into pre-existing networks. Reinforcement of the evolutionary search by crossover
operators facilitates this recruitment, but is not necessary. Gene recruitment causes
outgrowth of an evolving network, resulting in redundancy, in the sense that the
number of genes goes up, as well as the regulatory interactions on the original genes.
The recruited genes can have uniform or patterned expressions, many of which re-
capitulate gene patterns seen in flies, including genes which are not explicitly put
in our model. Recruitment of new genes can affect the evolvability of networks (in
general, their ability to produce the variation to facilitate adaptive evolution). We see
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this in particular with a 2-gene subnetwork. To study robustness, we have subjected
the networks to experimental levels of variability in maternal regulatory patterns.
The majority of networks are not robust to these perturbations. However, a signifi-
cant subset of the networks do display very high robustness. Within these networks,
we find a variety of outcomes, with independent control of different gene expression
boundaries. Increase in the number and connectivity of genes (redundancy) does not
appear to correlate with robustness. Indeed, removal of recruited genes tends to give
a worse fit to data than the original network; new genes are not freely disposable
once they acquire functions in the network.

Keywords Complexification of gene networks - Gene co-option - Gene recruit-
ment - Pattern formation - Modeling of biological evolution by Genetic Algorithms -
Redundancy and robustness of gene networks

3.1 Introduction

Early in metazoan evolution, gene networks specifying developmental events in em-
bryos may have consisted of no more than 2 or 3 interacting genes. Over time, these
were augmented by incorporating new genes and integrating originally distinct path-
ways [1]. While it may initially be thought that new functions require novel genes,
whole genome sequencing has shown that apparent increases in developmental com-
plexity do not correlate with increasing numbers of genes [2]: the number of genes
in the human genome is somewhat higher than in fruit flies and nematodes, but lower
than in pufferfish and cress and rice plants. Therefore, evolution of developmental
pathways may most commonly proceed by recruitment of preexisting external genes
into preexisting networks, to create novel functions and novel developmental path-
ways [3]; developmental evolution may act primarily on genetic regulation [4,5].
Specifically, gene recruitment may occur through mutational changes in the regu-
latory sequences of a gene in an established pathway, enabling a new transcriptional
regulator (or regulators) to bind. This regulator may be from a newly evolved gene
(say via duplication and subsequent change), in which case it simply adds to the ex-
isting pathway, or it may have already been part of a pre-existing pathway, in which
case the two pathways become integrated. In either case, the developmental func-
tion of the pathway may be significantly altered. Similarly significant alterations can
arise by inserting regulatory sequences for an existing gene at new loci, transferring
transcriptional control of the original gene to other members of the genome [1, 6].
In insects, two distinct modes of segmenting the body have evolved. In primitive
insects, such as the grasshopper, the short germ band mode lays out body segments
sequentially. Many more highly derived insects, such as flies, use the long germ band
mode to establish all body segments simultaneously. This simultaneous mechanism
must act quickly during development; it has been proposed that it evolved by co-
option of new genes to the short germ band mechanism, in order to maintain accurate
regulation of patterned gene transcription over the whole embryo in a condensed
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time frame 1. The invertebrate segmentation network is one of the best-studied gene
ensembles, in which the amount of diverse experimental data provides a unique
opportunity for studying known and hypothetical scenarios of its evolution in detail.
In particular, the level of detail for the segmentation gene network for the fruit fly
(Drosophila melanogaster) has made it for many years the most popular object for
computer simulations of its function and evolution [7-12].

In this publication, we investigate the interrelations between redundancy (addi-
tion of extra genes to a network), evolvability (ability of a network to change), and
robustness (ability of a network to remain fit in a variable environment). We use an in
silico approach to simulate evolution of a dynamic model of the gap gene network,
central to fly segmentation (specifically). This model (adapted from [9,13]) is a sys-
tem of differential equations describing the regulatory interactions of 4 gap genes
(giant, gt; hunchback, hb; Kriippel, Kr; knirps, kni), under the control of gradi-
ents of maternal proteins (Bicoid, Bcd, in our basic model; plus maternally-derived
Hb (Hbpy, ), Caudal (Cad), and Tailless (TIl) in our extended model). Figure 3.1A
shows the integrated (averaged) spatial patterns of the gap genes along the antero-
posterior (A-P; head to tail) axis of the fly embryo in early nuclear cleavage cy-
cle 14A (even-skipped, eve, is a pair-rule gene, regulated by the maternal and gap
genes). Figure 3.1B shows the gap patterns slightly later in development, at mid
cleavage cycle 14A. Figure 3.1C shows the patterns of the maternal input factors.
Model parameters for gene interaction strengths are varied and solutions selected
by a Genetic Algorithms method (details below) based on how well they fit the gap
gene data. This produces networks describing particular interactions (and quantita-
tive strengths) between the component genes (e.g., Fig. 3.1D). In this way, we can
use a model of our current understanding of fly segmentation to study the evolu-
tionary dynamics of how the segmentation network may have arisen, and how this
might reflect on its current characteristics.

In particular, we are interested in what genetic mechanisms are necessary for re-
cruiting (co-opting) new genes to small networks, what characteristics these recruits
have (e.g., spatial patterns, regulatory interactions), and how they might change the
behavior of the network. There is currently much discussion in evolutionary biology
on these topics, and it is expected that the outgrowth of preexisting networks through
gene recruitment should cause structural (genes duplicating existing ones) and func-
tional (development of compensatory pathways) redundancy of the networks [14].
Cases of such redundancy have been found in many genetic ensembles in many
organisms [14]. One of the common conclusions from these cases is that the redun-
dancy could affect such key species characteristics as evolvability or robustness to
perturbations and variability during development.

The segmentation network lays down the spatial order of the developing embryo,
so the fitness of any network depends on how reliably it establishes spatial position.
In our computations, we establish this type of fitness by scoring model solutions on
how well they reproduce experimental pattern. By doing hundreds of simulations,
we generate a large sample of networks for studying the mechanisms of gene recruit-
ment and how these relate to evolvability and robustness (in particular for making
reproducible output in the face of biological levels of variability in the upstream
maternal control gradients).
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Fig. 3.1 Biological data used to fit ODE model by GA. A. Integrated gene expression profiles for
early cleavage cycle 14A. Vertical axis represents relative protein concentrations (proportional to
intensity), horizontal axis represents position along the anteroposterior (A-P) embryo axis (where
0% is the anterior pole). Data from the FlyEx database [26]. B. Integrated gene expression pro-
files for mid cleavage cycle 14A. C. Integrated gene expression profiles for the external, maternal
inputs used in this paper, from the very beginning of cleavage cycle 14A. D. Overview of the gap
gene network (After [14]). The gap genes are represented as boxes. Repressive interactions are
represented by T-bar connectors. Looped arrows mean self-regulation

We investigate the mechanisms of gene recruitment through the Genetic Algo-
rithms (GA) technique. Run on our fly segmentation model, it is a simulation of
how this network may have evolved in nature. We use standard GA operators (mu-
tation and crossover), as well as our own operators for introducing and removing
new genes on the networks.

In computing evolutionary searches, we have found that the standard operator
for point mutations, in combination with the gene introduction operator, is enough
to support recruitment of new genes to pre-existing networks. This is in contrast
to a mainstream view in evolutionary biology, that the main mechanism facilitat-
ing recruitment is the sophisticated shuffling of genetic material, such as unequal
crossover (recombination), or the activity of transposons [15]. A computational ap-
proach allows us to systematically compare recruitment by these different mecha-
nisms, specifically point mutation versus one- and multi-point crossover.
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Our results indicate how complexification or “outgrowth” of gene networks
can proceed, by recruiting new genes to make new connections between old and
new members of the network. We have characterized the structure of the evolved
networks, as well as the possible influence of gene recruitment on evolvability. In
particular, we found that for a 2-gene subnetwork evolvability is clearly raised via
co-option of new genes. Evolvability was not so clearly raised when starting with
the 4-gene networks.

We also studied the effects of gene recruitment on the robustness of the com-
puter networks to variability in external control parameters. Specifically, we sim-
ulated variability in maternal morphogenetic factors which are upstream (in terms
of regulatory control) of the simulated networks. The gap gene network has been
shown to be quite robust to this sort of variability, spurring a great deal of interest
in the biology community on how embryos might filter maternal or environmen-
tal variability or noise [16-21]. We tested robustness in our basic 4-gene network
(Bcd control only, which has been most extensively studied experimentally) and our
extended 4-gene network (additional control by Hbpaternal, Cad and T11). By simulat-
ing variability in each of the upstream factors we can see which computed solutions
have experimentally observed levels of robustness, or better, and whether networks
evolve with more robustness to particular factors. Computation allows us to under-
stand the experimentally well-characterized factors, such as Bed, and extend results
to the other, less well-characterized maternal factors.

Analyzing several hundred high-scoring solutions of the three variants of our
model, we found very diverse ways for the networks to solve the pattern fit, and
these had quite different levels of robustness to variability in maternal factors. We
did not, however, find a clear correlation between the types of new connections in
the evolved networks and robustness. Many of the recruited genes are, however,
spatially patterned like known Drosophila genes. These patterns can either be like
those for members of our 4-gene model, or our evolutionary searches also recruit
genes with patterns like real segmentation genes that aren’t one of the original
model genes.

3.2 Methods and Approaches

3.2.1 The Segmentation Gene Network and its Modeling

Four gap genes, K7, gt, kni and hb, are the core elements in our segmentation model.
In Drosophila, these are transcriptionally activated by the maternal Bed protein gra-
dient in a concentration dependent manner, a classic example of a morphogen as
characterized by Wolpert [22]. Three other gradients, Hbyy, Cad, and TII, help de-
termine the positions of the gap genes. The combination of this upstream specifica-
tion and gap-gap cross-regulation results in sharp and precise gap patterns.
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We model these genes (and proteins) and their interactions using the gene circuit
framework [23, 24], to produce A-P concentration patterns (fitting data such as in
Fig. 3.1A-B). The model is computed for a one-dimensional row of nuclei, between
30% and 94% A-P position (where 0% is the anterior pole) during nuclear cleavage
cycles 13 and 14A. The gap gene proteins (Kr, Gt, Kni and Hb) are variables in
the model, with the rates of change of their concentrations dv{/dt (for each gene
product a in each nucleus i) defining a system of number of proteins times number
of nuclei ODEs (Ordinary Differential Equations) given byx

dvijdt = Rag (u®) + D [(Vi_y —v¥) + (v —v)] — At (3.1)

The main terms on the right hand side of (3.1) represent protein synthesis (R,), dif-

fusion (D) and decay (A,).g (u?) is a sigmoid regulation-expression function. For

values u® below —1.5 and above 1.5 g (u*) rapidly approaches zero. u“ is given by

u® = YT + mavBed + h. Parameters T constitute a genetic interconnectivity
b

matrix, representing activation of gene a by the product of gene b (with concentra-
tion v?) if positive, repression if negative, and no interaction if close to zero. vF?
represents the concentration of Bed in nucleus #, which is constant in time. m“ de-
scribes the regulatory input of Bced to each gene. Bed is a general activator for all
4 gap genes considered. h* represents regulatory input from ubiquitous factors. Our
extended model includes Hby,,:, Cad, and TII in a similar manner to Bcd, as time-
independent parameters.

The full extended model involves heavy computation, which can greatly delay
evolutionary searches and the generation of large samples of networks. For this rea-
son, we have focused on reduced networks to study robustness and evolvability,
either the basic 4-gene model (under Bed control only), or a 2-gene subnetwork of
Hb and Kr, with Bed, Cad and Tl maternal control. This subnetwork can serve as a
core for the whole gap network, and allow us to compare 4-gene networks evolved
from this core to experimental results and results from the original (non-evolved)
4-gene models.

After networks are created through the Genetic Algorithm selection, we can ana-
lyze the robustness of each solution to maternal variability (in Bcd, Hbpa, Cad and
TIl). For this, we take any particular parameter set (network) and rerun the solution
many times with different Bed, Hbpya, Cad and Tl gradients. The gradient variabil-
ity is biological: the different gradients are data obtained from individual embryos.
We used 89 individual Bed gradients, 38 Cad gradients, 35 Hbyy, and 27 TII ones.

3.2.2 Experimental Data for Fitting

The data we used to fit our models is the result of a large-scale project we are
engaged in, aimed at collecting, processing and analyzing the expression of the
Drosophila segmentation genes [17, 20, 25]. Most of this dataset is now available
publicly [26]. In this paper, we use expression data from early and mid cleavage
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cycle 14 (prior to full cellularization). This period of development is the stage dur-
ing which segmentation patterns become mature, and also progressively more com-
plicated, due to activation of more and more genes that interact with the 4 gap genes
in our model (this is called the mid-blastula transition). It is unknown precisely how
many newly activated genes begin to interact with our 4 gap genes, nor do we know
the precise activation times of these new genes. Therefore, new genes which are
recruited in our simulations may shed light on the spatial patterns and regulatory
features of real genes activated during the mid-blastula transition.

We have found that our models have faster and better fits to early patterns than to
later, more mature ones. We believe this reflects that early gap patterns are chiefly
under the control of the genes and maternal factors explicitly included in the model,
while later, more complicated patterns begin to reflect interactions with other, newly
activated genes recruited to the basic network.

We have also found, with quantitative data analysis [20, 25] that segmentation
patterns become more precise and robust from early to mid cycle 14. Hence, it is
instructive to fit our models separately to early patterns and to mid cycle 14 patterns,
to see if the robustness of the solutions reflects the trend in the data.

3.2.3 GA to Simulate Evolution of Gene Networks

The set of ODEs (3.1) was solved numerically by Euler’s method [27]. We mini-
mized the following cost function E by adjusting parameters 7" in Eq. (3.1):

E= Z (V?(t)model - v?(t)data)2' (3.2)

For the remaining parameters, m® and h“ were found in preliminary runs and then
used as fixed parameters; R;, D?, A,were determined similarly for the core 4- and
5-gene networks, but were found by GA in the reduced 2-gene networks; for the
extended 4-gene model, R, was found by GA and the rest were fixed.

Our approach followed the general scheme of population dynamics, by using
repeated cycles of mutation, selection and reproduction. This is common to both
GA [28] and general simulations of biological evolution.

Following the standard GA approach, the program generates a population of
floating-point chromosomes, one chromosome for each gene a. The value of a given
floating-point array a (chromosome a) at index b corresponds to a 7% value (see
Eq. (3.1)). The task of the evolutionary search is to optimize the 7% to fit to the
experimental patterns (e.g. Fig. 3.1A, B).

The initial chromosome values are generated at random. The program then cal-
culates the v; by Eq. (3.1) and scores each chromosome set (T matrix) by the cost
function £ (Eq. (3.2)). An average score is then calculated for all the chromo-
some sets run. Chromosome sets with worse-than-average scores are replaced by
randomly-chosen chromosome sets with better-than-average scores. A proportion
(from 5-25%, depending on computation) of the chromosomes are then selected
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to reproduce, undergoing the standard operations of mutation and crossover (de-
fined below; 1/10 of these operations are crossover), giving changes to one or more
of the T%values. The complete cycle of ODE solution, scoring, replacement of
below-average chromosome sets, and mutation and crossover is repeated until the E
score converges below a set threshold, typically 4,000-5,000 generations.

In GA, mutation is a genetic operator used to maintain genetic diversity from
one generation of a population of chromosomes to the next, analogous to biological
mutation. Point mutation in GA involves a probability that a 7*value on a chromo-
some will be changed from its original state (compared to changing a nucleotide in
biological point mutation).

GA crossover is a genetic operator used to vary chromosomes from one gener-
ation to the next, by swapping strings of values between chromosomes, analogous
to crossover in biological reproduction. In one-point crossover, a point on a parent
chromosome is selected. All data beyond that point is swapped between two parent
chromosomes. Two-point crossover calls for two points to be selected on the par-
ent strings. Everything between the two points is then swapped between the parent
strings. Multi-point crossover is defined by analogy with the two-point case.

The model is implemented in Delphi (Windows) and GNU Pascal (Linux) and
available from the authors upon request. Each run of the algorithm requires about
3h CPU time on a Dell workstation (Intel Xeon CPU 2.80 GHz).

3.2.3.1 Introduction and Withdrawal of New Genes

In biology, one can imagine at least two scenarios for how new genes could be-
come available for recruitment into a network [3]. First, a new gene could appear in
the genome by the process of gene duplication. Second, a given gene from another
network could become available for recruitment. In our model we do not distin-
guish these two cases, but introduce a Gene Introduction operator which adds a new
gene to the network (at a rate of 5-10% per generation, depending on computation).
Specifically, this adds a new row and column to the 7% matrix, which can be then
be operated on by mutation and crossover. To study the importance of this one-way
process forcing networks to recruit new genes, we introduced a Gene Withdrawal
operator which removes a row and column from the 7%’ matrix (at a rate of 2—-10%
per generation, depending on computation). Gene Withdrawal does not operate if
the network is minimal (N = 4 genes).

3.3 Results and Discussion

Recruitment of new genes into the preexisting network is typical for our model. We
have found that even with point mutation alone, the network will recruit small num-
bers (from one to four) of new genes by the time it converges below the threshold
E score. If mutation is reinforced with crossover, the number of recruits increases
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slightly (but statistically significantly). Increasing the rate of crossover leads to
continual recruitment up to convergence, with some dozens of genes in the final
networks.

We also find that cooption of a new gene can facilitate the evolutionary search,
i.e. increase evolvability, in the sense of giving faster and better fits to the data. This
was most apparent for a subnetwork 2-gene model.

Recruited genes can be uniform or spatially patterned. These patterns can either
recapitulate patterns of existing network genes, or introduce patterns novel to the
model network, but like patterns seen in the full biological network.

When we test the evolved networks against variability in maternal control factors,
we find a significant minority display high robustness. These network solutions are
varied, and show that robustness can be local to particular gene pattern boundaries.
We did not find, however, that gene recruitment was associated with the robustness
of the networks.

We expand on these findings in detail in the subsections below.

3.3.1 Point Mutations are Enough to Recruit New Genes

In our first series of runs, we studied recruitment events in detail and checked if
crossover can raise the efficacy of recruitment. Several sets of runs under differ-
ent conditions (point mutations only; point mutations + multi-point crossover; etc.)
were performed, with each set including ~200 runs. For runs with both mutation
and crossover, the mutation rate was adjusted so that total change per generation
stayed comparable to runs with mutation only (e.g. if crossover, with rate 2% per
generation was added to mutation, which had run at a 20% rate, the mutation rate
would be adjusted to 18%). Runs with E (Eq. (3.2)) scores below a threshold level
were picked as winners. The threshold was established by visual inspection of the
quality of fits to the expression patterns, and resulted in about half of the runs being
winners. These winners were analyzed further to see what qualities they had.

We found new genes recruited to the network formed two distinct types of pat-
tern. In the first type, recruits formed flat or nearly flat patterns (uniform distribu-
tions); they were incorporated into the network as ubiquitous activators or inhibitors.
In the second type, recruits produced monotonic gradients, or even more sophisti-
cated spatial patterns, influencing the patterns of the obligatory, minimal 4 genes of
the network (gt, hb, Kr & kni). Figure 3.2 shows a representative example of such
a network. The obligatory 4 genes all fit well to the experimental data in Fig. 3.1.
All good-score networks studied (112 point mutation only + 94 also with crossover)
included at least one new recruit acting upstream of the obligatory genes (i.e., the
obligatory genes were regulatory targets of the recruits). Nearly all networks studied
included at least one (but usually more) upstream recruit that formed an AP gradi-
ent, such as Bcd. But most networks also included one or more upstream recruits
that formed an opposing, postero-anterior gradient (Fig. 3.2B, patterns A, B). This
is especially interesting because the minimal 4-gene ensemble we fitted in these
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Fig. 3.2 An example of a redundant gene network selected by Genetic Algorithms: 12 (A-L) genes
have been recruited to the original 4 model genes. A. Representative patterns for the 4 obligatory
genes. B. Patterns for some (A,B,F,G) of the genes recruited upstream of the 4 obligatory genes
(in A). C. Overview of the gene network in A-B, showing some of the interactions of the recruited
genes. The genes are represented as boxes. Repressive interactions are represented by T-bar con-
nectors. Looped arrows mean self-regulation. Cf. with Fig. 3.1C. In this simulation, 4,000 net-
works were generated for each generation; the point mutation rate was 18% per generation, plus
2% crossover rate; 20% of individuals with the best scores were marked for reproduction; and the
rate for new gene recruitment was 5% per generation

runs did not posses such postero-anterior gradients. Hence, recruitment produced a
kind of compensation for this lack of essential external output: in real fly embryos
postero-anterior gradients of proteins such as caudal and nanos are essential for
early segmentation.

In some cases, upstream recruits formed not simple monotonic gradients, but
more sophisticated patterns with sub-domains (Fig. 3.2B, patterns F, G). These pat-
terns are reminiscent of the mature patterns of Drosophila gap genes and demon-
strate how recruitment could supply new gap genes for an evolving segmentation
network (as in the transition from short to long germ band mechanisms).

We found that the point mutation operator is enough to recruit at least 1 new
gene to the network; i.e., not one of the evolved high-score networks had just the
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Table 3.1 Outgrowth of networks by evolutionary search, with point mutations only and point
mutations plus crossover®

N Mean score Recruits, Recruits Upstream Upstream
runs in toto upstream of  recruits recruits
4 obligatory  expressed forming
genes ~ubiquitously patterns
Point 112 188.00+£69.61 2.99+£093 1.98+0.75 0.33+0.49 1.65+£0.57
mutations
Point 94 171.184+63.70 2.954+0.60 2224092 0.20+0.43 2.02+0.98

mutations +
crossover

4 Results are mean =+ standard deviation.

obligatory 4 genes (Table 3.1). The mean number of recruits was around 3, while
the average number of recruits upstream of (controlling) the obligatory 4 genes was
about two. As shown in Table 3.1, it appears that crossover selects networks with a
slightly better score, gives a higher average number of upstream recruits and a lower
number of these recruits have uniform distributions (all differences statistically sig-
nificant). These upstream recruits more often form gradients or more complicated
patterns (highly statistically significant). So, while we find crossover facilitates re-
cruitment, point mutation is certainly sufficient for this, in contrast to a mainstream
view in evolutionary biology, that complex recombination of genetic material is re-
quired for recruitment [15].

3.3.2 Addition and Subtraction of New Genes

A simple explanation for why the number of recruits rises during evolution of a
network is that addition of new potential recruits to the system creates an implicit
pressure facilitating that recruitment. More specifically, a new recruit becomes in-
corporated into a network as its T matrix values begin to deviate from zero. Holding
the T values at their initial zero state would involve a cost to the existing network,
hence the presence of a new recruit causes pressure to evolve its T values and
become incorporated into the network. With this tendency towards incorporation,
the mean number of recruits should depend on the introduction rate. To test this,
we introduced the Gene Withdrawal operator into our computations, as a way to
control the net introduction rate. In conditions where addition is higher than sub-
traction, mutation and crossover operators still ensure recruitment. However, if the
subtraction rate is equal to or greater than the addition rate, then recruitment is re-
duced compared to the Table 3.1 results; due to the random nature of the mutation,
some networks can still gain recruits under these conditions. Hence, by using the
Gene Introduction and Withdrawal operators to control net addition, we can show
that addition of a new recruit creates implicit pressure for incorporation, facilitating
recruitment.
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3.3.3 Network Redundancy and Evolvability

The minimal, obligatory 4-gene network fits experimental pattern with good quality.
Introduction of new recruits to this network does not generally raise the quality of
the fits. In this sense, the new interactions with the recruited gene can be considered
redundant. However, this is not what is frequently called structural redundancy, in
which repeated elements (genes) can substitute for lost elements, providing a type
of robustness in networks. We find that withdrawal of a recruited gene from a good-
scoring network (solution) makes its fit worse. Therefore, recruitment tends to alter
the interactions of the original network; it is not advantageous to remove a gene once
it has acquired functionality in the network. In this and the next section, we evaluate
how recruitment affects a network’s properties of evolvability and robustness. In
terms of evolvability, we investigate whether recruitment of additional genes aids a
network’s capacity to evolve further. In particular, we can see if recruitment leads to
faster (less generations) or better fits of the network to the data.

3.3.3.1 Evolvability of the 4-Gene Models

To begin to investigate what potential role these added interactions provide, we
tested whether they might help a network recruit more new genes. In these runs,
we constrained the model to keep 5 obligatory genes: g, K7, kni, hb, and one new
recruit. We first fit the model to the usual gap gene data of Fig. 3.1, during which
process new genes were recruited. Once a good fit was attained, the fit criteria were
changed to require the model to fit an expression pattern for 5 genes, by including
the pattern for the primary pair-rule gene even-skipped. The 5th pattern could be fit
by any of the newly recruited genes. Our expectation was that higher redundancy of
networks could facilitate the evolutionary search for the gene to fit this pattern. We
performed runs with point mutations only, and with point mutations and crossover
(Table 3.2). The parameters for these runs were exactly as for Section 3.3 (see cap-
tion for Fig. 3.2). To our surprise, we did not find any difference in efficacy between
these runs and the previous runs of Table 3.1, as measured by the average number of

Table 3.2 Efficacy of evolutionary search with redundant networks

N Mean score Recruits, Recruits Recruits Recruits
runs (averaged) in toto upstream of  upstream eve,  upstream
(averaged) even-skipped expressed eve, forming
(eve) ~ ubiquitously  gradients
(averaged) (averaged) (averaged)
Point 98 23523 +£65.68 3.06 £ 0.96 0.50 £ 0.56 0.40 £+ 0.49 0.10 £ 0.39
mutations
Point 73 22435+£7645292+0.57 0.67+0.67 0.23+0.43 0.44 +£0.52

mutations +
crossover
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recruits. We did find, however, that the average number and character of the recruits
upstream of the even-skipped gene were significantly different: upstream recruits
are far fewer in Table 3.2, and recruits form far fewer patterns. As in Table 3.1,
crossover still tends to favor patterned recruits, compared with mutation alone.

Hence, gene networks with four obligatory genes do not show evident correlation
of evolvability and the extent of redundancy.

3.3.3.2 Evolvability of the 2-Gene Model

To further investigate how the number of genes in the network might affect evolv-
ability, we did a similar study, but starting from a 2-gene network, with hb and Kr
only. As a control, we ran 500 simulations with this simple network, and computed
an average score for how well Hb and Kr fit the biological patterns (both the mid
cycle 14A patterns and the early cycle 14A ones, see Methods). Then, we did a
series of 579 test simulations, in which 2 new genes were added at the onset of
the evolutionary computation. Further addition/withdrawal operators were not used
during the course of the computations. Again, the test networks were only required
to fit the Hb and Kr patterns, but we wanted to see whether the two introduced genes
would be incorporated into the network in such a way as to affect these pattern fits.
Using the average score of the test computations, we found that the added genes
significantly improved the fitting of the Hb and Kr pattern, both for early and mid
cycle 14A, with the mid 14A difference being more dramatic. On average, the tests
had scores of 128.005 & 71.703, and the controls had scores of 165.073 + 32.8009.

For the 2-gene model, we find that redundancy serves as a mechanism to find not
only better solutions, but also usually to find these solutions faster, in less genera-
tions; recruitment significantly raises the efficacy of the evolutionary search. Hence
for a small fragment of the network, which could be treated as an “ancestral” primi-
tive primary gene ensemble, redundancy via co-option could substantially facilitate
evolutionary searches. To improve pattern, evolution causes such a primitive net-
work to enlarge.

We wondered what kind of spatial patterns are generally made by the recruits,
particularly whether they tended to mimic the missing two members of the real 4-
gene gap network, gr and kni. We found that the patterns of the co-opted genes are
usually reminiscent of anterior Hb or Gt domains; that is, simple S-shaped patterns,
but often with reversed orientation (Fig. 3.3A). We also found cases where recruits
had Kr-like patterns (Fig. 3.3B).

We found several cases when one of the co-opted genes formed pattern similar
to anterior Gt (Fig. 3.3C). We also saw more complicated patterns, reminiscent of
real two-domain gap patterns (Fig. 3.3D). It could be that the evolutionary search
is tending to fill in the missing gap patterns to generate the structure of the real,
complete gap network. However, these two-domain gz-like patterns were relatively
rare, and we did not find any kni-like patterns.

In summary, we have found that for the case of small fragments of gene en-
sembles, the co-option of new genes really does facilitate the evolutionary search.
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Fig. 3.3 Representative examples of 2-gene models with two recruits. A. Recruit patterns are sim-
ilar to Gt and Hb (reverse orientation; Cf. Fig. 3.1A). B. Recruit pattern is similar to Kr. C. Recruit

pattern looks like anterior Gt (Cf. Fig. 3.1A). D. Recruit pattern is reminiscent of real Gt, with
anterior and posterior domains

We can speculate that similar mechanisms acted during early evolution of primi-

tive ancestral gene ensembles, while for evolutionarily more mature and larger gene
networks this tendency has become less pronounced.

3.3.4 Redundancy and Robustness of Gene Networks

Above, we have shown that our models of evolution, both the 2-gene and 4-gene
ones, do account for recruitment of new genes and the selection of redundant net-
works. Here, we investigate the influence of redundancy on network robustness. A
case of robustness that has received much attention in Drosophila segmentation is
the robustness to variability in the shape of the Bed morphogen gradient [16-21].
We can use our GA model to study this kind of robustness. The networks in the
previous sections were selected on an averaged Bed gradient (average profile of the
real Bed gradients in the FlyEx database [26]). If we take one of these networks, and
now run it on the individual, and varying, Bcd gradients in our database (Fig. 3.4B),
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Fig. 3.4 The real, biological variability in the gap gene patterns and the maternal inputs (See
[20, 25]; Fly Ex DB). A. The between-embryo variability of the gap gene patterns (gt, hb, Kr,
kni; Cf. with Fig. 3.1B) for mid cleavage cycle 14A. Much of this variability is probably due to
between-embryo variability in the maternal gradients, such as Bed B, and Cad C. B. The between-
embryo variability of the maternal morphogenetic gradient Bed, 89 embryos, 13th cleavage cycle.
C. The between embryo variability of the maternal factor Cad, 38 embryos, 13th cleavage cycle

we get a picture of how robust the network’s gap gene patterning is, and how this
compares with the observed biological robustness (Fig. 3.4A). We can compare net-
work robustness for the starting 2-gene and 4-gene models, as well as for the evolved
redundant models.

3.3.4.1 Robustness of 2-Gene Networks

We start our investigation of robustness on the 2-gene model described in
Section 3.3.2, with the same test and control simulations described there. With this
simplified model, the effect of variability in Bed input on robustness is especially
evident.

First, we found that the 2-gene solutions can be very robust to Bcd variability.
Some solutions are substantially more robust than the robustness level observed
for real Drosophila segmentation genes (Fig. 3.5A). However, good or even very
good solutions (according to fitting score) can show no robustness to Bed variability.
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Fig. 3.5 2-gene model: robustness to Bed variability. Bed — green; Hb — red; Kr — blue. A. Highly
robust. B. Not robust. C. Hb is robust, but Kr is not robust. D. All borders are robust, except for
posterior Kr. E. The posterior Kr border is the most robust

These non-robust solutions can give Hb and Kr variability as high as that for Bed
(Fig. 3.5B), in contradiction to the several-fold drop in variability seen in the data
(Fig. 3.4; [20]). The best-fit solutions span from highly robust, capable of filtering
out Bced variability nearly completely, to solutions unable to filter variability at all.
It is biologically established that the position of each domain border of each
gap gene pattern is under the control of different combinations of regulatory inputs
from the other members of the segmentation ensemble. In the case of the 2-gene
model, we have one border for Hb and two borders (anterior & posterior) for Kr.
Even for good-scoring solutions, there are cases when Hb is robust but Kr is less
robust, or even non-robust (Fig. 3.5C). In many cases, the anterior Kr border is
more robust then the posterior one (Fig. 3.5D), but we also saw some cases with the
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Fig. 3.6 2-gene model: Cad noise filtration. Hb —red; Kr — blue. A. Hb and anterior Kr borders are
very precise, but posterior Kr is not. B. Cad variability can cause, or amplify, the second, posterior
domain of Hb

opposite (Fig. 3.5E). Our results show that robustness can evolve relatively indepen-
dently at each border. Hence, the positional error for each border can be relatively
independent.

Detailed analysis of the dynamics underlying this robustness to Bed variability in
the networks, both for the hb-Kr pair and the rest of gap ensemble, will be presented
in another paper [29].

Because the 2-gene model is under the control of not one, but three external
inputs (Bcd, Cad & TII), we could also study its robustness to the variability of these
other factors. Cad displays an even higher variability than Bed (Fig. 3.4C; Cf. [20]).
We have found a set of solutions that can filter this Cad variability to a degree
comparable to Bced filtering. This small set of solutions can filter Cad variability
substantially better than real embryos can (data not shown). A typical result from
this set has very precise Hb and anterior Kr borders, but un-precise posterior Kr
(Fig. 3.6A). This situation is not unexpected, because the more posterior the domain
position, the higher Cad intensity level and the higher the Cad positional (horizontal)
variability (Fig. 3.4C; Cf. [20]).

We found cases where Cad variability induced not only quantitative, but qualita-
tive changes in the Hb and Kr profiles. For instance, Cad variability can cause or at
least highly amplify a second, posterior domain of Hb (Fig. 3.6B). Interestingly, this
new posterior domain really does form in embryos during cycle 14, but later than
the early stage patterns we used to fit the model.

In summary, the simple 2-gene model, an elementary module of the gap network,
shows all possible combinations of robust versus non-robust behavior, including a
significant subset of solutions which are very robust to upstream variability. We also
found that robustness of the three domain borders can be independently controlled.

We did not find any significant correlation between the fitting scores of solutions
and their robustness, either for the control 2-gene networks or redundant solutions
with one or two recruits. Robust solutions constitute about 10% or less of the total
for 2-gene model, and non-robust solutions constitute a similar proportion.
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3.3.4.2 Robustness of the 4-Gene Networks

To see if the external noise filtration we found in the elementary 2-gene model works
in more complicated gene networks, we tested the robustness of 4-gene network so-
lutions to biological variability in a similar way. In these cases, the model has ten
domain borders, which makes systematic analysis more difficult. However, we again
found that there is (1) no evident correlation between fitting scores and robustness,
(2) different borders of different domains can display quite different levels of posi-
tional precision, (3), both robust and non-robust solutions are relatively rare, and (4)
there were no evident differences in robustness between the control 4-gene networks
and redundant networks evolved from these.

By using our extended 4-gene model, which includes control by all (or at least
most) of the known maternal factors, Bed, Hby,, Cad and TIl, we can investigate
the networks’ abilities to filter a more complete set of external variabilities, or to
test their robustness to combinations of these factors.

We performed a series of runs to fit this extended version of the 4-gene model,
for both control conditions and test runs with recruitment of new members to the
core 4-gene ensemble. This extended 4-gene model is several times more computa-
tionally intensive, so for this case we have obtained several dozen networks with an
appropriate level of fitting to the experimental data.

We performed a detailed analysis of the 18 best-fit solutions (control and test
runs) for robustness to variability in all four external factors (Bcd, Hby,, Cad and
TIl), one by one, and in pairs of the factors. For Bed variability alone, we found that
the behavior of the extended gene network is similar to that observed for 2-gene and
minimal 4-gene models. In most cases (Fig. 3.7A; control runs shown in Fig. 3.7, but
test runs give the same qualitative results), Hb and Gt tend to be highly robust, while
Kr and kni are less robust (but they are comparable to the biologically observed
robustness). In other cases, all the gap domains (with the exception of posterior Hb)
can show similar, and relatively high, levels of positional variability (not shown).
Finally, we see some cases of autonomy in robustness to Bed variability: the Kr
domain can show very high precision, while the other genes do not (not shown).

With variable Cad input, we have not found robust solutions (Fig. 3.7B). The only
precise domain in the case of Fig. 3.7B is the most anterior Gt one. Robustness of
this domain can be expected because it is chiefly under control of Bed and relatively
independent of Cad regulation. With variable TIl (also a posterior gradient), the
picture is similar (Fig. 3.7C); the extended 4-gene model is largely not robust to
this. Only the most anterior borders of Gt, Hb and Kr are robust, and again these are
largely under Bced control and are relatively independent of TII.

Looking at pairs of external factors, the most interesting case was the pair of Bed
and Hbp,. It is biologically established that this pair of anteroposterior gradients
cooperatively control patterning of gap genes in the anterior half of the Drosophila
embryo [30]. We found that the extended 4-gene model is capable of decreasing
not only Bcd or Hbpy variability separately, but can filter both these variabilities
together (Fig. 3.7D).
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Fig. 3.7 Extended 4-gene model (Bcd, Cad, T1l maternal control). Colors as in Fig. 3.4. A. Robust-
ness to Bed variability. B. Non-robustness to Cad variability. C. Non-robustness to T1l variability.
D. Robustness to double Hb + Bcd noise

3.4 Conclusions

In this work, we have presented the results of a computational simulation of evo-
lution of the segmentation gene network, controlling spatial patterning in early fly
embryonic development. We used Genetic Algorithms (GA) methods to evolve the
parameters of a differential equation model for the segmentation proteins, tested
against fitness for matching the biological data for the protein patterns.

We simulated recruitment (co-option) of new genes to existing networks, by in-
troducing gene-addition and gene-removal operators, on top of standard GA tech-
niques. We found that recruitment occurred in all our simulations, even for those in
which only point mutations were operating. Crossover aided recruitment, but was
not necessary. The recruited genes were either ubiquitous or formed spatial patterns,
many of which were similar to real, biological gene patterns, including patterns for
genes not in our core starting networks.

With our generated networks, we tested whether recruitment affected evolvability
or robustness to variability in external factors. We found the evolvability was espe-
cially aided in a 2-gene subnetwork, possibly representing the process by which
the ancestral short-germ band segmentation mechanism evolved into the long-germ
band mechanism of flies. For robustness, we tested the networks for their ability
to filter variability in upstream, regulatory maternal factors. This apparent filtration
has been the subject of a great deal of attention in developmental biology in recent
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years, and we find that a significant subset of our evolved networks (with and with-
out recruitment) have the capacity to filter this maternal variability, i.e. generate
domain boundaries with greater precision than the maternal regulatory gradients.
Robust networks display a variety of behaviors, demonstrating that domain bound-
aries can be regulated independently with respect to spatial precision. The model
was very successful for filtering variability in anterior gradients, such as Bed and
Hbp, (individually, or as a pair), but less so with posterior gradients, such as Cad
and TII. There is no apparent correlation between the quality of a network’s fit to
the data and its capacity for robustness to maternal variability.

It has been suggested that redundancy, either structural, in which new genes can
substitute for existing genes, or functional, in which new genes create compensatory
pathways, can provide robustness to networks [13]. We do not find that recruitment
aids robustness to maternal variability, but our recruited genes are not strictly struc-
turally or functionally redundant. Rather, removal of recruited genes results in fitting
scores lower than the starting network: genes can not be freely disposed once they
have been integrated into the functionality of the network.

Our work demonstrates that relatively simple evolutionary operators can account
for network outgrowth. The evolved networks display a number of features of the
biological system of interest, such as recruitment of genes from ancestral modules,
and robustness to regulatory variability, shedding light on the evolutionary and func-
tional dynamics of this developmental network.
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Chapter 4

Comprehensive Genetic Database of Expressed
Sequence Tags for Coccolithophorids

Mohammad Ranji and Ahmad R. Hadaegh

Abstract Coccolithophorids are unicellular, marine, golden-brown, single-celled al-
gae (Haptophyta) commonly found in near-surface waters in patchy distributions.
They belong to the Phytoplankton family that is known to be responsible for much
of the earth reproduction. Phytoplankton, just like plants live based on the energy
obtained by Photosynthesis which produces oxygen. Substantial amount of oxy-
gen in the earth’s atmosphere is produced by Phytoplankton through Photosynthe-
sis. The single-celled Emiliana Huxleyi is the most commonly known specie of
Coccolithophorids and is known for extracting bicarbonate (HCO3) from its envi-
ronment and producing calcium carbonate to form Coccoliths. Coccolithophorids
are one of the world’s primary producers, contributing about 15% of the aver-
age oceanic phytoplankton biomass to the oceans. They produce elaborate, minute
calcite platelets (Coccoliths), covering the cell to form a Coccosphere and sup-
plying up to 60% of the bulk pelagic calcite deposited on the sea floors. In or-
der to understand the genetics of Coccolithophorid and the complexities of their
biochemical reactions, we decided to build a database to store a complete pro-
file of these organisms’ genomes. Although a variety of such databases currently
exist, (http://www.geneservice.co.uk/home/) none have yet been developed to com-
prehensively address the sequencing efforts underway by the Coccolithophorid
research community. This database is called CocooExpress and is available to public
(http://bioinfo.csusm.edu) for both data queries and sequence contribution.

Keywords Marinealga - Coccolithophorids - Emiliana Huxleyi - Expressed Sequence
Tags - Relational database - Entity Relationship Diagram

4.1 Introduction

Within the past decade many organisms have been examined and their DNA se-
quences were decoded. These DNA sequences are stored in databases and are used
to solve many of the biological mysteries such as determining genes that code for
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proteins. There are several tools developed every year to contribute to these efforts
and make break through where not possible before due to limitation of technology.

CoccoExpress is a project dedicated to creating such one tool to serve as data-
base and search engine of genetic data of Coccolithophorids, a family of species
known for their unique ability to produce calcium carbonate platelets. Through ex-
tensive research, increasing number of sequences of this family is extracted. This
project was initiated to create a tool to maintain this data and allow a meaningful
representation of it by building relational structure among different sets of data.

CoccoExpress contains over 120,000 ESTs from Emiliania huxleyi. Emiliania
Huxleyi (Ehux) is the most commonly known species of Coccolithophorids and
was selected for whole genome sequencing by the Joint Genome Institute (JGI).
The sequences are obtained through a number of experiments and collected by the
researchers at California State University San Marcos. As explained in [1-3], each
EST sequence is a single pass read from a randomly selected cDNA clones. ESTs
can be assembled into either overlapping (contigs) or non-overlapping (singletons or
singlets). Cluster analysis reveals the most likely arrangement of these fragments.
The products of cluster analysis are known as consensus sequences, representing
overlapping stretches of cDNA in which each string position is filled by the most
likely nucleic acid for that position. By comparing each fragment to large, publicly
available databases of known genes, the identification of the consensus sequences
within the genome can be partially established. The consensus sequences are blasted
against the NCBI non-redundant sequence database, and the top matches are stored
for later analysis [1—4]. This is still an ongoing research at California State Univer-
sity San Marcos. The primary goal of this exercise is to reduce the EST dataset into
a biological meaningful set of sequences which can be readily maintained, manipu-
lated and queried in a database.

In order to be able to profile expression patterns under specific conditions and to
determine the portion of the genome that is transcriptionally active, it is necessary
to build an EST gene database to help analyze and organize the EST sequence data.
While the processes used in developing an EST database vary, the primary goal
of the exercise is to reduce the EST dataset into a biological meaningful set of
sequences which can then be readily queried.

“CoccoExpress” was designed to assist in the gene annotation, and is the first
known databases built to store and organize data for Coccolithophorids. “CoccoEx-
press” serves both as a repository for ongoing sequencing efforts and facilitates the
public dissemination of sequence information as it relates to this organism. In brief,
this research explained in this paper makes a number of contributions to the work
underway on the genome discovery of Coccolithophorids. The major contributions
of this paper are:

e Creating a database schema to ensure that data anomalies and redundancies are
minimized and information are correctly linked within the well-structured tables.

e Design of a set of backend tools that is cost efficient, optimizes the throughput
of the system, and facilitates the storage, and maintenance of data.

e Creating a simple user-friendly front-end user-interface that allows researchers
to query, upload or download the data.
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The rest of this paper is organized as follows. Section 4.2 gives a general overview
of our database design. Section 4.3 describes the main components of the Entity
Relationship Diagram (ERD) that is our database schema. In addition, it details the
implementation of the front and back end tools that reflect the hardware and software
components used in this project. Finally, future work and concluding remarks are
presented in the last sections of this paper.

4.2 Relates Work

Thus, “Cocco Express” was designed to assist in the gene annotation of Coccol-
ithophorids, and is the first known database built to store and organize data for Coc-
colithophorids. Using the search engines in CoccoExpress, researchers can profile
expression patterns under specific conditions to determine the portion of the Coc-
colithophorids genome that is transcriptionally active. CoccoExpress serves both as
a repository for ongoing sequencing efforts and facilitates the public dissemination
of sequence information of Coccolithophorids.

Some other similar EST tools and databases developed for retrieval and gene
analysis of different species include [5—9]. Compared to these existing similar data-
bases, CoccoExpress has several new and unique features. First, its dynamic website
is developed based on the most current tools and programs available today in the
market. Thus CoccoExpress has relatively better manipulation speed and less over-
head. Second, many of the exiting databases have very limited search capabilities.
Built-in rigid queries limit the user’s choices in retrieval of the information. Occa-
sionally, researches may have to send special request to the administrators of the
database and ask for specific data that could not be easily queried directly from the
provided web interface. CoccoExpress relaxes this constraint by providing a very
simple customized search. Researchers can set any valid criteria that can be accept-
able by the database server on any field without having the knowledge of structural
query programming.

In addition, many of the exiting databases have developed their own packages to
secure their data, provide help, or administrate their information. In general, nowa-
days, developing these tools for databases are waste of time. CoccooExpress takes
advantage of the open source tools such as phpAdmin, WikiPedia, and allstat. and
integrate them with the database.

4.3 Planning

4.3.1 Technology Choice

Technology used for implementing CoccoExpress was chosen by taking several fac-
tors into consideration. Main objective of this engine was to provide simple yet
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efficient platform to be used by both scientists and bio-info engineers. For plat-
form’s operating system, Linux was picked for several reasons:

e Exceptional features and security provided for multi-user projects.

e Unix-based operating systems (OS) are the primary OS for bio-informatics tools
and research.

e Minimal overall cost of ownership and scalability.

The overall structure of CoccoExpress can be divided to three main sections: Front-
end, Back-end, and Database. Each section was carefully planned to accommodate
the objectives of building simple and efficient system.

4.3.2 Front-End Interface

This search engine is subject to be used by scholars from all around the globe.
To provide a complete, useable, and easily system accessible, a web interface was
chosen for front-end functionality. With several hundred thousands of records in
database, primary challenge was to create an interface that is easily expandable to
include new records yet is easily maintainable. In an effort to meet these require-
ments, we chose to create a dynamic front-end display that could adjust dynamically
to reflect the changes of database.
Some of the challenges during planning of front-end were:

e Search engine friendly so scholars from around the world could find CoccoEx-
press by searching the main search engines

e Dynamically maintained and redesigned using forms and database instead of sta-

tic html editing

Several methods of searching the database for simple and complex searches

Scalability to dynamically adopt the new species added to the database

User friendliness to provide robust navigation

Help and documentation to match the front-end and be accessible throughout the

entire site for given elements

4.3.3 Backend Engine

In the above, we addressed that front-end of CoccoExpress relays heavily on dy-
namic content. To provide a bridge between database and front-end we needed a
backend engine that could provide such dynamic requirements. After sufficient re-
search PHP programming language was adopted for constructing the backend. This
decision was made after evaluating several criteria such as:

e Naturally optimized for Linux servers
e Database access layer support
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Web development friendliness
Development speed
Runtime performance

Meanwhile we decided to make use of Perl and C++ for some of the back-end
routine functionality such as backup rolling and data parsing. Generally speaking
PHP was picked for web development and Perl/C++ was reserved for Batch/Cron
processes.

4.3.4 Database

Back-end database was indeed the core of this project. This database must have
ability to provide relational structure to house several thousands of records and pos-
sibly grow to several millions over years. In addition, database engine to be used
for CoccoExpress must have good indexing capabilities to provide several different
indices to be employed to speed up heavy cpu/disk intensive queries over hundreds
of thousands of records.

Most importantly, database should be capable of running stable on Linux plat-
forms. Due to structure and relationship of our data, several relational database sys-
tems were researched to find the proper engine. MySQL, Oracle and were nominated
to perform as our backend database.

Although both Oracle and MySQL both were well qualified for housing the Coc-
coExpress database, MySQL was picked primarily for lower cost of ownership, bet-
ter compatibility with PHP, and ease of scalability.

4.4 Implementation

4.4.1 Database Schema

This section describes the architecture of the database schema of the CoccoExpress.
The schema is shown in Fig. 4.1. The main entities of this schema are Library,
Clone, EST, Consensus, Submitter, and the Blast_Results of Coccolithophorids.

4.4.2 Front-End

4.4.2.1 Front-End and user Interface

Several different technologies were employed to construct the front-end. Each tech-
nology was used to better enhance the usability of CoccoExpress and achieve great
user satisfaction.
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Fig. 4.1 Entity Relationship Diagram

Front-end is primarily built on Hyper Text Markup Language, commonly known
as HTML. Since HTML is the common standard used for constructing web pages,
there seemed to be no better solution for presentation layer. However, HTML is sta-
tic and doesn’t reflect dynamic changes or factors such as time, user, query, etc.
In order to overcome this limitation, we used a server side scripting language to
generate and stream HTML dynamically to user’s browser. For better client experi-
ence we employed different client side techniques such as Cascading Style Sheets
(CSS), JavaScript and Asynchronous JavaScript and XML also known as AJAX.
Once HTML content is sent over to user’s browser, user will be required to navigate
to other pages from that page. This is usually the expected method of navigation.
However, this can become time consuming when dealing with search results page,
in which client is forced to navigate back and forth between search form and search
result to find the desired information. We employed AJAX to dynamically change the
search result upon users request for faster and more user friendly search experience.

Front-end was developed primarily with one objective in mind. (Dynamic manip-
ulation of pages). With that in mind, all menus for different species were constructed
by dynamically querying database. Species home pages were also pulled from data-
base to provide constant information across the platform. This would provide robust
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Fig. 4.2 CoccoExpress menu page

yet scalable system that could grow to house more species with minimal develop-
ment efforts.

Figure 4.2 demonstrates the front-page of CoccoExpress. Sections 4.1 and 4.2 in
Fig. 4.2 are dynamically built using data pulled from database, based on requested
page. Section 4.1 is list of species in database and will dynamically grow/shrink
when new specie is added or existing specie is deleted. Section 4.2 is also dynam-
ically generated based on information regarding selected specie. This will allow
anybody even with minimum knowledge of web designing, maintain front-end of
CoccoExpress.

Figure 4.3 demonstrates the home page of Emiliana Huxleyi. Sections marked
as 1 thru 4 in Fig. 4.3 are dynamically built using data pulled from database.
Section 4.1 demonstrates user friendly/search engine friendly naming conventions
of CoccoExpress pages. This well-formatted URL is picked by search engines and
is easy to parse by search engine’s back-end parser. It is important to remember that
“/Coccolithophorids/Emiliana-Huxleyi/” is not an existing folder on web server, in-
stead it is a dynamically built URL for better structure and search engine optimiza-
tion. In back-end implementation we will discuss this in more details. Section 4.2 of
Fig. 4.3 demonstrates the dynamically built menu for the given specie. Section 4.3
and 4 are also pulled dynamically from database based on selected specie.

4.4.2.2 Quick Search

As the name describes, Quick Search was implemented to provide a fast method of
searching the database for different records of specie.
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Figure 4.4 demonstrates the quick search tool for Emiliana Huxleyi (this tool is
also available for all other species in the database). Users can search by different
criteria as shown in the figure. Help button is also provided to show help documen-
tation on data type of any given criteria.

Figure 4.5 demonstrates the results of a quick search submitted with “F2” as
criteria for library name. Once this result is sent to client’s browser, client can easily
sort the result by desired column in desired order. As it is demonstrated in the figure,
client can click on the record to see more detail about any given column. This request
for more details is sent to backend system using Ajax, once the answer to request is
available, results page is updated accordingly. This will allow fast access to several
records in different tables without leaving the page.

4.4.2.3 Advance Search

Figure 4.6 demonstrates the interface for advance search. As shown in Section 4.1
in this figure, fields for selected tables are pulled dynamically from database to
construct series of windows with fields of each table. If a field is added/removed
from a table in database, this form is updated automatically to reflect the changes.
By using advance search, user is capable of selecting desired fields to be pulled from



4 Comprehensive Genetic Database of Expressed Sequence Tags for Coccolithophorids

Search
by:

Emiliana huxleyi

;&%E

d Tags (EST) & Microarray Database
Project Overview About us

EST
Quick Search
Advance Search
Microarray

Quick Search
Advance Search

rﬂnn 1l 2pm
10000x “marg 127

fhbrary 7] value:

ESTID

Raw EST Sequence
Trimmed EST Sequence -
e _Submit |
Consensus

ion

Fig. 4.4 Quick search interface for Emiliania Huxleyi

Total Records Found: 1939

=] B2

“F"'l A Ubrary Clone EST Submitted by  Consensus Blast

Elast

AQ1 430277 E2QuadAl 201 4302... Betsy Read Contig73]1 Results/Gene
Deseription

1ID: Contig731
Type: Contig

-

\TGCC
CGCCGGCG C
[ TCGCTCCACATGACCATC GC TCGAGGCGCTCGGC uuu;l
H Number of Bases:1756

=] E2

" 1p: A01_430280
i Vactor: pCW

Blast
401 £30290 E2Quadal AQL 4302.., Estsy Read Contigls? Rssults/Gens
Deseription

E2

C cting to Datab Please wait... |

A03 430280  F2QuadAi AO3 4302.. BatsyRead  Contiqi68 Results/Gane
] Descriotion

Institution:
Phone: (1)
Email:

Name: Betsy Read

: CSUSM
(760)750-4129

bread@csusm.edu

Molecular Biology

Fig. 4.5 Result of quick search for Emiliania Huxleyi

59

database (Section 4.2 in the figure). In addition, users can specify desired criteria for
any given field. (Sections 4.3 and 4.4 in the figure). The query behind quick search
is constructed automatically using back-end engine written in PHP.

Quick search was implemented with a very straight forward sequence flow in
mind. While it can provide a fast and easy access to records, it has several limitations
by design. These limitations (i.e. lack of ability to select other fields or criteria versus
predefined options) led to implementation of a more sophisticated search system.
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Once again, the challenge was to build a system that can satisfy advance queries
with an easy to use interface that could be used not just by computer scientists but
also by scholars of other fields, mainly biologists.

In addition to previously mentioned benefits of advance search, following con-

cerns are also addressed and solved in design of advance search:

Manually writing of queries similar to the one produced by advance search could
be very time consuming and requires in-depth knowledge of our backend data-
base.
User written queries are usually written and tweaked several times before desired
results is achieved, wasting both user’s time and server’s resources.

User created queries are often not well-optimized and do not use proper indices,
therefore they are slow and take up a lot of resources to run.

To write such queries, knowledge of database and SQL is required.

Returning results in manually written queries are in a text format and are hard to
manipulate, where in advance search results are returned as spread sheet.

Each window in advance search represents a table of CoccoExpress database. These
windows are constructed with ability to shrink or grow in size based on available
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screen size and total number of tables and fields. As demonstrated in Fig. 4.7, for
user comfort, these windows can be moved around and resized manually to achieve

desired length and width just like any other window based desktop application.

Figure 4.8 demonstrates the results returned by an advance search. Results are
provided in spreadsheet format so they are easier to modify and work with for end
users. Columns in spreadsheet are built based on selected fields by user.

A centralized help system was an absolute necessity since CoccoExpress con-
sists of several technical terms and has a unique structure. After some research, we
decided to adopt an already developed platform rather than reinventing the wheel.
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Fig. 4.9 CoccoPedia help integrated with CoccoExpress

This help system was created by taking advantage of open-source software also used
by Wikipedia. This help system was to be linked to from different places of Coc-
coExpress to provide definition and help on different technical terms. Figure 4.9 is
snapshot of CoccoPedia entry for Emiliana Huxleyi.

While we could manually link to CoccoPedia’s articles and definitions from any-
where in front-end website of CoccoExpress, it seemed too much of a hassle to
check CoccoPedia for existence of a page and manually linking all occurrences of
that term within the entire site. It was even more hassle to manually go back and
update all occurrences of a term every time a page was added, deleted or modified
in CoccoPedia. CoccoPediaLinker was born to overcome this problem.

CoccoPedialinker is a parser system that is enabled by default for all the pages in
CoccoExpress website; it can be turned off manually per page. It is responsible for
parsing the page content and examining the content against available articles of Coc-
coPedia. If a term is found in CoccoPedia engine, CoccoPediaLinker will link the
term to CoccoPedia entry automatically. This will provide a well documented front-
end for CoccoExpress. More importantly, documentation of CoccoExpress pages
will get richer as more articles are added to CoccoPedia. Figure 4.10 Demonstrates
the term “Coccolithophorids” that was picked up by CoccoPedialinker and was
linked to proper CoccoPedia article page.

The links built by CoccoPediaLinker are underlined with dashed line to be ex-
tinguished from normal links of the site. CoccoPediaLinker was built with some
intelligence to avoid un-wanted link creations such as modifying an already linked
keyword or modifying keywords within html tags and attributes.
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Fig. 4.10 CoccoPedia linker feature of CoccoExpress

4.4.3 Backend and Database

Back-end system was written primarily in PHP. In most cases PHP was used to
generate the HTML and Apache was responsible for running PHP and streaming
HTML over to user’s browser. We previously mentioned that MySQL was picked as
our back-end database system. This allowed us to take advantage of compatibility
between PHP and MySQL. MySQL connection was established at the beginning of
each page by including a centralized header. Later this connection was used within
the PHP script to access the database for various reasons such as dynamically build-
ing the navigation menu section. We deployed two primary databases, one to be
used by CoccoExpress and one to serve as data warehouse for CoccoPedia.
CoccoExpress database structure is consist of 11 tables, out of which 9 were
used primarily to house genomic data and two were used to control CoccoExpress
front-end interface. To easily access and work with the database, phpMyAdmin was
deployed on the server. phpMyAdmin is an open source software that will create a
web-based interface for MySQL database. With phpMyAdmin, database adminis-
trators can simply make modifications to database such as inserting new record or
deleting an existing record with minimum knowledge of database administration.

4.5 Future Work and Conclusion

CoccoExpress was designed to be scalable and grow dynamically to house several
different species of Coccolithophorid. At this time majority of data in our data-
base belongs to Emiliana Huxleyi, (Ehux). Future research and work can be done to
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place the analyzed data of different species of Coccolithophorid family in Cocco-
Express. There is also an extensive amount of active research and planning has been
conducted in developing the Microarray database [4]. Once Microarray database
is completed, it can be linked to EST database and some possible cross-database
functionalities could be added.

In brief, CoccoExpress was designed to serve as the primary tool to access and
manage EST database of Coccolithophorid. Project was approached with two pri-
mary objectives of advance usability and easy maintenance/usage. It was originally
designed as Ehux Express [10]. Due to requirements for several fundamental en-
hancements, it was redesigned and built from ground up to better accommodate the
requirements of the fast growing data set. As further research is conducted, we will
benefit from dynamic growth of engine and will have a better understanding of the
mechanism causing carbon fixation. That shall lead us toward new discoveries about
these important species and life matters.
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Chapter 5

Hybrid Intelligent Regressions with Neural
Network and Fuzzy Clustering

Sio-Iong Ao

Abstract A hybrid intelligent algorithm of neural network regression and unsuper-
vised fuzzy clustering is proposed for clustering datasets of nonparametric regres-
sion models. In the new formulation, (i) the performance function of the neural
network regression models is modified such that the fuzzy clustering weightings
can be introduced in these network models; (ii) the errors of these network models
are feed-backed into the fuzzy clustering process. This hybrid intelligent approach
leads to an iterative procedure to formulate neural network regression models with
optimal fuzzy membership values for each object such that the overall error of the
neural network regression models can be minimized. Our testing results show that
this hybrid algorithm NN-FC can handle cases that the K-means and Fuzzy C-means
perform poorly. The overall training errors drop down rapidly and converge with
only a few iterations. The clustering accuracy in testing period is consistent with
these drops of errors and can reach up to about 100% for some problems that the
other classical fuzzy clustering algorithms perform poorly with about 60% accu-
racy only. Our algorithm can also build regression models, which has the advantage
of the NN component, being non-parametric and thus more flexible than the fuzzy
c-regression.

Keywords Neural network - Regression models - Fuzzy clustering - Fuzzy
performance function

5.1 Introduction

Hathaway and Bezdek [1] developed a methodology of switching regression mod-
els and fuzzy clustering. Their main idea is to employ a fuzzy clustering for linear
or polynomial regression models for data sets. Their approach leads to an iterative
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procedure to formulate linear or polynomial regression functions with optimal fuzzy
membership values for each object such that the overall error of the linear or poly-
nomial regression functions is minimized. Hathaway and Bezdek have pointed out
that there are various applications of the switching regression models in economics.
And an example from fisheries was illustrated. The sexuality of a fish called halibut
is indistinguishable. The mean length of a male halibut depends on its age for a cer-
tain range of ages and so does the female halibut. And the problem can be treated as
a switching regression problem of two models, one for the male and another for the
female. For the example, Hathaway’s two models are

y=PBux+Pfi+e
y=PHix+Bn+e (5.1)

where y = length and x = age. And our proposed approach can give solutions of the
form

y=filx)+&
y=hHx)+& (5.2)

where the functions are to be simulated by two neural network regression models
respectively. Menard [2] extended fuzzy clustering and switching regression models
using ambiguity and distance rejects. The main drawback of switching regression
approach is that the parameters of the formal generating functions must be known.
However, this may not be valid in practice.

The general regression models for representing the dependent variable Y and
independent variable X can be written as followed:

Y=F(X)+e (5.3)

for 1 <i <K, where € are the noises of the data type, K is the number of different
regression functions, and F; is the ith regression function between X and Y. The dif-
ficulty of solving this problem is that (i) the regression functions are unknown and
(ii) the regression functions are not labeled. For (i), it implies that the form of F; is
unknown and that it may be linear or nonlinear. For (ii), it implies that the clustering
of the data X and Y for the regression functions is required. Our aim is to cluster a set
of points into two groups, and to construct their corresponding regression functions
for this set of points.

In this paper, we propose the nonparametric neural network (NN) regression
models to remove such parametric models on regression functions. Our intelligent
algorithm can provide non-linear non-parameter solutions to the above applications
of the switching regression models. It has been illustrated from the difference be-
tween Egs. (5.2) and (5.3). Furthermore, it can cluster datasets produced by some
underlying generated functions.

Many clustering problems will be solved poorly with common clustering meth-
ods, for instance K-means clustering and Fuzzy c-means (FCM). Our tests of apply-
ing these clustering methods can give us a clustering accuracy of about 60% only.
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It is because the K-means and Fuzzy C-means techniques have strict restrictions
on the shapes of the clusters being studied (hyper-spherical clusters of equal size
for Euclidean distance and hyper-elliptical clusters for Mahalanobis distance) [3].
Even though Gustafson-Kessel and Gath-Geva algorithms have extended the Fuzzy
C-means algorithm for shapes of ellipses and ellipsoids [4], there are still strict re-
strictions on the clusters’ shapes. For the clustering problem with two centers, the
FCM will cluster the left-hand side data points into one group and the right-hand
side data into another group. It is clear that this is a very poor cluster decision for
this problem. Fuzzy c-regression can solve the problem partially, only when the pa-
rameters of the formal generating functions are given. But, in reality, it is difficult
to know in advance about the generating functions.

There are studies [5—8] that combine the fuzzy clustering and the neural network
for supervised classification purposes. They have applied the fuzzy clustering to
the original data and got the membership values for each object in each cluster.
This information can serve as the weighting for the neural network output at the
performance level in Sarkar’s study. Or it is used during the combining of different
NN models’ outputs in Ronen’s work. In Boca’s study, they employ the Fourier
analysis and fuzzy clustering to extract the signal features for the supervised neural
network classification. Bortolan has applied the fuzzy clustering as a preprocessor
for the initialization of the receptive fields of the radial basis function neural network
for supervised classification.

It should be noted that these studies have employed the hybrid system in the loose
format. That is to pass the variables through each component only once. They have
reported satisfactory results for problems that are suitable for supervised learning.
But, these studies are restricted to problems that suit the Fuzzy C-means clustering
and will perform poorly for other problems. Our study differs from these above
methodologies in that we deal with unsupervised learning problems instead of their
supervised classification problems. Also, we have developed our algorithm in an
iterative manner and achieve the hybrid objectives of unsupervised clustering and
neural network regressions with our algorithm.

We have formulated a hybrid iterative methodology of neural network and unsu-
pervised fuzzy clustering so that the clustering and regression components can sup-
plement each other for further improvement. A general solution for these problems
can be found with our new NN-FC algorithm, which can give clustering accuracy
of about 100% in our testing period.

The outline of this paper is as follows. In Section 5.2, we present the proposed
algorithm. In Section 5.3, we illustrate the effectiveness of the proposed method by
some examples. Finally, a summary is given in Section 5.4.

5.2 The Proposed Algorithm

Our proposed intelligent algorithm consists of the neural network and the unsu-
pervised fuzzy clustering components. The neural network is for investigating the
regression relationships between the dependent and independent variables, while the
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unsupervised fuzzy clustering is for clustering the objects into different generating
functions. Then, NN regressions are implemented to simulate different generating
functions with the modified performance functions that each error is weighted by
the output from the FC. The respective performance errors are passed back to the
FC. FC component will adjust the membership values for each object in each cluster
based on the corresponding errors of that object in each generating NN model.

The idea comes from the fact that, if an object fits a particular NN model well,
its error in that model will be much lower than its errors in other NN models. At
the same time, when the memberships are more and more close to the corrected
generated clusters, it can help the NN to have better simulations for each underlying
regression function. These two components work in a hybrid way and form a loop
until the overall errors do not show any further significant improvement.

5.2.1 Neural Network Regression Models

Neural network is well known for its non-linear capability and is usually employed
with the three-layer architecture. The layers are input layer, hidden layer and output
layer. The inspiring idea for this structure is to mimic the working of our brain. The
mathematical structure for the above neural network structure can be expressed as
followed [9]:

J 1
y=1 (Z W g (Z w§}>x,~> ) (5.4)
j=1 i=1

where the function f is the activation function of the network, I denotes the number
of inputs, J the number of hidden neurons, x; the ith input, w(l) the weights between
the input and hidden layers, w(?) the weights between the hidden and output layers.

Unlike traditional neural networks, we have employed the fuzzy membership re-
sults from the clustering as the weighting for each output error of the network. We
have adopted the fuzzy clustering instead of the hard clustering. If the hard clus-
tering of membership values 0 and 1 were employed, the network would be trained
with these crisp weightings and then optimized with respect to these crisp weights.
When we perform the clustering procedure for such data in the next iteration, the
objective function value does not improve. The main reason is that the NN regres-
sion models fit the data points very well. It is difficult to adjust the weightings to the
optimal membership values when we were restricted with the membership values 0
and 1 only.

As said, we have modified the performance function of a typical network

1 N
E = oni &

n=1

(an - tnm)z
1

M=
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with our new one:

anm tknm)z (5.5)

HM§

mLLL

where N is the number of examples in the data set, M the number of outputs of the
network, #,,, the mth target output for the nth example in the kth cluster, zx,,, the
mth output for the nth example in the kth cluster, K the number of clusters. Wy,
is the fuzzy membership value for each sample to belong a certain cluster &, and o
is the fuzzy weighting exponent. We have developed specific learning laws for this
modified NN performance function similar with the neural network part of Sarkar’s
study and the derivation for a simple three-layer network with logistic transfer func-
tion is in Appendix. Sarkar et al. have discussed the motivations and advantages of
introducing of this fuzzy mean square error term. In brief, with the introduction of
the fuzzy mean square error term, the restriction of an input datum belonging to one
and only one cluster/class has been removed. It addresses the situations where the
datum may belong to more than one cluster. And the training of the networks can be
conceptually viewed as a fuzzy constraint satisfaction problem.

5.2.2 Fuzzy Clustering

K-means and Fuzzy C-means are two conventional clustering methods. The differ-
ence of the K-means clustering and the Fuzzy C-means clustering is on the over-
lapping or not of the boundaries between the clusters. In K-means clustering, the
belonging of a datum x to a cluster k or not is crisp, usually donated by a member-
ship function uy : X — {0, 1}, where u;(x) = 1 if and only if x € k, and u(x) = 0 if
and only if x ¢ k. The task of the K-means clustering algorithm is to determine the
K cluster centers and the 1 (x) values for every datum and cluster.

In the real life situations, boundaries between the classes may be overlapping [5]
and it is uncertain if a datum belongs completely to a certain cluster. This is one
of the motivations for our adoption of Fuzzy C-means clustering here. In Fuzzy C-
means clustering, the membership function u; is no longer crisp. Instead, here, it
can take any values between 0 and 1, with the constraint

K
Z ue(x) =1

for every datum x and every cluster k.
The objective of applying fuzzy clustering component in our study is to minimize
the above performance function (5.5) of the neural network with respect to the wy,»,

where
K

Winn € {0,1},  and Z Wimn = 1Vm,n (5.6)
k=1
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Define
1

Eknm - m (anm - tknm)z

as the dissimilarity measure between the object nm and the k cluster center, we can
have

M=

K N
E = Z Z Wit Enm (5.7)
k=1n=1m=1

which can be recognized as a fuzzy clustering problem like [10, 11] etc., and can
be solved by taking partial derivative of E with respect to wyy,,. For o > 1, the
minimizer Wy, is given by

L, ifEhnm =0
N 0, ifEpynm =0 forsomeotherk # h
Whnm = K (g 1/(a—1) . (5.8)
l/k);] {ﬁ] , otherwise

where ] <h<Kand1<k<K.

5.2.3 Hybrid Neural Network and Fuzzy Clustering (NN-FC)

Instead of clustering the data only once and then passing it to the neural network,
our algorithm further utilize the information of the clustering and neural network. It
works in a hybrid iterative loop. As said, the motivation is that outputs from each of
the two components can improve each other component in the following round. The
algorithm is given as follow:

Algorithm 1 The Hybrid NN-FC Algorithm

Step 1. Randomize the fuzzy membership matrix wyg,,;

Step 2.  Train the neural network models to minimize E for each cluster, using our
modified gradient-descent rules and keeping wy,,,, as constants;

Step 3. Update the fuzzy membership values wy,,, of every object in each cluster,
such that E is minimized with respect to Wy,

Step4. Repeat the above steps (2) and (3) in iteration until the improvement of
the performance function between the successive iterations drops below a certain
level.

Then, the accuracies of the clustering results will be checked in our testing
period.
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5.3 Experimental Results

We have carried out some tests of the NN-FC algorithm on different synthetic
datasets that cannot be solved well by the previous studies of NN-FC that are in
loose hybrid format [5,6]. And the results show that the proposed algorithm is ca-
pable of clustering the data sets accurately and forming the regression functions
accurately.

The dataset comes from two linear generating functions as shown:

F: €(X>
F:X/10+&(X) (5.9)

where X will have values drawn evenly from the interval studied, € is the corre-
sponding noise. For the following dataset, one generating function is of second-
order and the other of third order, with noises at different levels:

F:260 % (X —7.5)> 4+5+0.1 x &(X)
Fr:8x X3 4+0.1xe(X) (5.10)
The following experiments are with the datasets 3 and 4 respectively. The dataset 3
show us a problem from two linear generating functions with intersection:
Fi:—56xX+4+90+¢(X)
F:6xX+e(X) (5.11)
In the dataset 4, the two generating functions are of second-order and first-order
respectively:
Fi:10x (X —6.5)2+540.1 x (x)
Fr: —68 x X +620+0.1 x £(X) (5.12)
And, Table 5.1 shows us the clustering results for these datasets. We can see the
accuracies of our proposed method are close to 100% for all datasets in the testing
period. Sarkar’s results are obtained with fuzzy membership assignment. In their

methodology, each of the data sets will pass the fuzzy clustering and neural net-
work components once and only once. While the neural network component have

Table 5.1 Clustering accuracies (in percentage) for the datasets in the testing period

Datasets 1 2 3 4

Our method 96% 100% 99% 97%
Sarkar’s 61% 50% 61% 77%
K-means 62% 51% 61% T7%

Hierarchical 51% 100% 55% 63%
Quantum 59% 50% 62% 80%
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Table 5.2 Clustering accuracies (in percentage) for the datasets in the testing period

Noise levels 0.1 400 1600
Accuracies 96% 91% 96%

added as a classifier, the actual clustering jobs are done with the fuzzy clustering. K-
means clustering results are also listed. As said, Sarkar’s method has employed the
fuzzy clustering technique for the clustering process and we can see that their perfor-
mances are very similar with the K-means clustering. The hierarchical cluster results
are obtained with the single linkage algorithm. The quantum clustering algorithm
has been recently suggested by Horn and Gottlieb [12] and has been successfully
applied to the genome datasets [13]. The algorithm is based on the solution for the
Schrodinger equation.

We have applied different noise levels to the first dataset to check the robust-
ness of our method. The following generating functions are that for dataset 1 with
different noise levels controlled by o

Fi:260 % (X —7.5)2+5+axg(X)
P 8x X+ axe(X) (5.13)

The noise level 0.1 is the one we have used and is with noise level o equal to 0.1.
And the noise level 400 is with o value equal to 400 and the noise level 16 is with
a value equal to 1,600. This is comparable with the magnitude of our datasets.
Table 5.2 shows that the clustering results of these different noise levels. We can see
that our method is robust over these levels and can maintain its clustering accuracies
above 90% while other methods can give only about 60% accuracy for the original
dataset.

Three different neural network structures have also been tested to see the effect of
different NN architectures. Among the test structures, they are three-layer networks
of 5 hidden neurons, 10 hidden neurons and 15 hidden neurons respectively. All of
the three networks with sample 2 datasets can produce stable clusters in less than
20 iterations and obtain 100% clustering accuracies. We can see these results in the
below figure. This suggests that our hybrid NN-FC algorithm is stable with respect
to the network’s structure. And we can observe the total training errors decrease
rapidly and converge to a small value in just a few epochs.

5.4 Summary and Discussion

In our results, it is shown that our NN-FC is able to handle problems that cannot be
properly solved with the K-means, fuzzy c-means, and the previous fuzzy clustering
and neural network systems. In the studies [5-8], the fuzzy clustering has been
designed as a preprocessing tool for feeding the neural network with better inputs
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without any feedback to the fuzzy clustering. Here, we have successfully developed
a feedback algorithm so that the fuzzy clustering can be further improved for solving
unsupervised learning problems. And the steady decreases of the sums of errors
confirm with this. Table 5.2 shows us that our algorithm can have stable solutions
for a range of different noise levels.

There is still much room for the optimization of this methodology. It is expected
that further improvement can be obtained with the optimal design of network struc-
ture like the number of hidden neurons, with faster second-order learning laws of
fuzzy performance function, and with the tabu-search algorithm. Therefore, the pro-
posed algorithm can explore the solution space beyond local optimality in order to
aim at finding a global optimal solution of unsupervised learning problems [14].

Appendix

In a simple three-layer network, the inputs to hidden neuron j can be donated as

I
uj =ap; + 'Zl ajjx;, and its output as y; = g(u;), where the function is the Logis-
i=

J
tic transfer function. The inputs to k output are given as vy = boy + Y, bjry;, and
j=1

its output is z;z = g(v¢). For the on-line learning case, the mean squared error is
given by:

A1 E
ZZk—fk

Here, we have replaced this measurement of error by our new one E* with the
weightings w; for each output k, where wy is obtained from our fuzzy clustering
component,

E* 22 Y wila—n)?

N =
™~

As a result, the updating procedure for the neural network is different from the
typical network and will be derived as followed in a similar way as Sarker et al.
Taking derivative of E* with respect to z,

OE* .
TZk = wy(zx — 1)

And we can update gTE; as followed:
n

JE* B JE* aZk avk { P]:7f0rj:O

abjki aZk aivkab]ki P/:ijaforjzla?‘]

where
P = wi(ze —ti)ze(1 — k)
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IE* o o .
And Ja;; 1S given by:

JE* K OE* 9z vy \ dy; du; { i fori=0

3a,-j o =1 8Zk Tvk@iyj Tujé'a,j Q;fxi,fori: ]a"'7I

where
K
Q= | Y Bbj|yi(1—y)).
k=1
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Chapter 6

Design of DroDeASys (Drowsy Detection
and Alarming System)

Hrishikesh B. Juvale, Anant S. Mahajan, Ashwin A. Bhagwat,
Vishal T. Badiger, Ganesh D. Bhutkar, Priyadarshan S. Dhabe,
and Manikrao L. Dhore

Abstract The paper discusses the Drowsy Detection & Alarming System that has
been developed, using a non-intrusive approach. The system is basically developed
to detect drivers dozing at the wheel at night time driving. The system uses a small
infra-red night vision camera that points directly towards the driver’s face and mon-
itors the driver’s eyes in order to detect fatigue. In such a case when fatigue is
detected, a warning signal is issued to alert the driver. This paper discusses the algo-
rithms that have been used to detect drowsiness. The decision whether the driver is
dozing or not is taken depending on whether the eyes are open for a specific number
of frames. If the eyes are found to be closed for a certain number of consecutive
frames then the driver is alerted with an alarm.
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6.1 Introduction

Driver fatigue is a significant factor in a large number of vehicle accidents. The
development of technologies for detecting or preventing drowsiness at the wheel
is a major challenge in the field of accident avoidance systems. By monitoring the
eyes, it is believed that the symptoms of driver fatigue can be detected early enough
to avoid a car accident. Detection of fatigue involves a sequence of images of a face,
and the observation of eye movements and blink patterns [1-4].

The eye detection algorithm as well as the drowsy detection procedure has been
implemented using a self developed algorithm. The system is developed using image
processing fundamentals. The focus of the system is on accurately determining the
open or closed state of the eyes. Depending on the state of the eyes it can be said
whether the driver is alert or not.

To achieve the result we have used the clustering & slope detection algorithms.
The images of the drivers face are acquired from the infra-red night vision camera.
The infra red camera illuminates the drivers face at night time. The images obtained
are converted to binary images first & then clusters on those images are found out.
The slope detection algorithm is used to make the former algorithm more accurate
in detecting the state of the eyes. It calculates the slope between each of the clusters
& keeps on discarding the clusters as long as we don’t get the right clusters as the
pupils of the eyes.

This paper discusses these algorithms as well as the flow of the system in greater
detail in the following sections.

6.2 Block Diagram

The block diagram shown in Fig. 6.1 describes the dynamic flow of the sys-
tem wherein a new image/frame is extracted pre-processed, processed and post
processed to determine whether the state of drowsiness is reached. If this state is
reached then an alert is given to the driver and the process continues until all frames
are processed.

6.3 Phases of the System

The system uses a completely software approach & has been broken down into three
phases:

1. Pre-processing
2. Processing
3. Post-processing

The processing phase forms the major part of the system & this is where the algo-
rithm to detect the state of the eyes has been implemented.
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I Start Capturing
Input
New Image
Output
Pre-Processing

rBinarization] I Noise Removall

mbrocessing
| Clustering | | Slope Detecﬁonl

I Decision Making
Qutput ;

| Alerting Driver

Fig. 6.1 Block diagram of DroDeASys

6.3.1 Pre-processing

The images acquired from the infra red night vision camera are converted into bi-
nary images using a specific threshold. Also the image is enhanced by isolating
independent pixels.

6.3.2 Processing

The binary image is then input to the clustering algorithm wherein clusters are found
out within the binary image. Depending on the illumination from the camera at
that instant of time & the skin color of the person there will be different number
of clusters that will be found each time. Clusters are nothing but the areas of the
face which are turned on after applying a specific threshold. Once the clusters are
detected the centers of each of the clusters is found out & distance is calculated. We
have tested the algorithm on the samples of a number of different people & found
out the approximate distance within which the two pupils lie. To detect the eyes
the distance is checked between the clusters & if ever the clusters are found to be
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within that range then the eyes are detected. One problem with this algorithm is that
the same distance can be there between a different set of clusters which are really
not the eyes.

To accurately detect the eyes the slope detection algorithm is used to calculate
the slope between each of the clusters & it discards the clusters till finally the eyes
are detected.

If ever the eyes are found then the driver is alert & there is no need of raising an
alarm. But if the eyes are not found or are closed for a period of 3 s continuously
then it is safe to assume that the alertness level has dropped down to certain level &
the driver is dozing. In such a case the driver is alerted by raising an alarm.

where, (x1,y1) and (x2,y2) are any two points.

dist = Sqrt(x2 —x1)2+ (y2 —y1)2) 6.1)

Distance formula
Slope = dy/dx (6.2)

Slope formula
6.3.3 Post Processing

Depending on the state of the eyes found in the previous stage an appropriate deci-
sion is made & then displayed on screen (Fig. 6.2).

Fig. 6.2 Flowchart of DroDeASys
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Drowsy

Fig. 6.3 Tested samples

6.4 Samples Tested

Following are the tested samples under conditions mentioned below:

EAEEIR o

Constant distance from camera
Tilted to one side

Looking straight in front

Deep drowsy state

Looking at a rear view mirror

6.5 Conclusion

As shown in the tested samples in Fig. 6.3, the system works on a variety of samples.
The results of the experiments carried out on around 70 samples indicate a success
rate of 90%. Thus this approach will be used to implement the system on a full-
fledged basis.
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Chapter 7

The Calculation of Axisymmetric Duct
Geometries for Incompressible Rotational
Flow with Blockage Effects and Body Forces

Vasos Pavlika

Abstract In this paper a numerical algorithm is described for solving the boundary
value problem associated with axisymmetric, inviscid, incompressible and irrota-
tional flow with a circumferentially arranged cascade of aerofoils placed in the duct.
The governing equations are formulated in terms of the stream function y(x,y) and
the function ¢(x,y) as independent variables where for irrotational flow ¢(x,y) can
be recognized as the velocity potential function, for rotational flow @(x,y) ceases
being the velocity potential function but does remain orthogonal to the stream lines.
A numerical method based on finite differences solving a Poisson type equation on
a uniform mesh is employed. The technique described is capable of tackling the
so-called inverse problem where the velocity wall distributions are prescribed from
which the duct wall shape is calculated, as well as the direct problem where the ve-
locity distribution on the duct walls are calculated from prescribed duct wall shapes.
Results for the case of prescribing the radius i.e. the so called Dirichlet boundary
conditions are given. A downstream condition is prescribed such that cylindrical
flow, that is flow which is independent of the axial coordinate, exists. The numerical
results are obtained by using Green’s function for the Laplace equation on a rectan-
gle. The presence of the blades has a bearing on the rate of mass flow and thus alters
the usual equation of continuity.

7.1 Introduction

Designers of ducts require numerical techniques for calculating wall shapes from
a prescribed velocity distribution [1-3]. The objective of the prescribed velocity
is typically to avoid boundary layer separation. At inlet a velocity is prescribed to

V. Pavlika
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allow for a vorticity to be present calculated from @ = V A v where the A denotes
the usual cross product of vectors, V is the vorticity vector and v the velocity vector
respectively.

The present paper describes a numerical algorithm for solving the boundary value
problem that arises when the independent variables are ¢ and y where ¢ may be
identified as the velocity potential function (for irrotational flow only), for flow with
vorticity, ¢ ceases being the velocity potential function but does remain orthogonal
to W which may be identified as the stream function. The dependent variable y, is
the radial coordinate and x is the axial coordinate. The numerical technique is based
on the finite difference scheme on a uniform mesh.

7.2 The Design Plane

As shown in Pavlika [4] when the independent variables are ¢(x,y) and y(X,y)
where the ¢(x,y) and y(x,y) have been previously defined it can be shown that the
governing partial differential equation that the radius satisfies is given by:

d (A dy Jd (Bady\ _

39 (55) * oy (33y) = o
with the speed calculated from

11 oy 1 fay)

7w (5) ~7 (5%) 72

and completion of the physical coordinates are provided from

By A dy

dp— —==—dy

P= v Bae

where x is the axial coordinate and A and B satisfy their own first order quasi-linear
hyperbolic partial differential equations with characteristics parallel to the ¢ and v
axes which maps the physical flow field into an infinite strip in the (¢, ) plane. In
fact the A and B satisfy:

J _n
%(log(A)) = q—zB (7.3)

and P ©
W(log(B)) = f?A (7.4)

Regarding temporarily 17, @, and q as known functions of ¢ and y the system (7.3)
and (7.4) as previously mentioned is quasi-linear hyperbolic with characteristics
parallel to the ¢ and y axes which maps the physical flow field into an infinite
strip in the (¢, y) plane. Bearing in mind the freedom available in the stream wise
variation of ¢ and the cross stream variation of y, suitable values of A can be
prescribed along one ¢ characteristic and those of B can be prescribed along one y
characteristic.
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7.3 The Numerical Algorithm in the Design Plane
Rewriting the partial differential equation that y satisfies i.e. Eq. (7.1) as:
0 dy Jd (1dy\
35 (<35) 7 () = "

where C = %, for problems posed in the design plane ¢ = 0, the value of C will vary
depending on whether the flow field is irrotational or swirl free etc. Equation (7.5)
will be re-written as a Poisson equation that is as:

o (11N (9 9%
Vy—C+<1 C2)81//2 <8(Ploge|C| 0
Lo (1) oy
Coy \C)/ dy

where V? is the usual Laplacian operator

(7.6)

92 92
“ov Tap?

9’y dy dy
2, —
Vy_g<aw27aq)aawac7c>

where g is a function of the arguments shown as defined by expression (7.6). Writing
in finite difference form using central differences gives:

VZ

so that

YD 4 AY® 4 y(+1) — g0 (1.7)
where
Yi-1,1 Vil Yi+1,1
) Yi—-1.2 Yi2 . Yi+1,2
Y= =y =
Yi—-1,N YiN Yi+1,N
8i,1 —Yi0
8i2
EW = p2 .

8i,N — ViN+1



84 V. Pavlika

and
-4 1 00

1 -4 1
A=(0 1 —4-

on a uniform mesh with AQ = Ay = h.

7.4 Direct Solution of the Difference Equations

The matrix-vector Eq. (7.7) is
YD 4 AYD 4 Y1) = )

With all matrices of order (NxN), and column vectors Y and E(¥) of order N. To
solve the vector recurrence relation a speculation is made that the ¥’ (1) vector can
be related linearly to the Y@ vector as follows:

where the B(") and the K(!) are at present unknown matrices and column vectors
respectively. Substituting (7.8) into (7.7) gives

(WOBW 4 A)YW) = W) — gDy (i+1)

YO = —(whBW) 4 o)~ TE@y+D
+ (WOBH 4 A)~1whK ()

but
Y(l) _ B(H—l)Y(H-l) +K<i+1)

Thus equating coefficients implies
B+ = —(W(i)B(i)+A) 'E(i) (7.9)

and
KO = (whBH 1+ o)~ 1wk ()

For i = 0 this gives
Y0 — gy 4 g (7.10)

To determine the K(l), if the first iterate B(Y) = 0 then

KD — v
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The matrix and vector sequences are now defined by Egs. (7.9) and (7.10) fori =1
to M. The Y\ vectors are now calculated starting from right to left (as YM*1) is
known) using YM) = BM+Dy(M+1) 4 g(M+1)

7.5 Axisymmetric Flow in the Presence of Body Forces

So that the algorithm can accommodate a larger class of flow problems as shown in
Pavlika [5] equations are given for the general case of axisymmetric, inviscid and ro-
tational flow in the presence of body forces. Numerical results are obtained however
without incorporating the model including the body forces. Adopting cylindrical po-
lar coordinates with y being the radial coordinate, a the circumferential and x the
axial coordinate, defining velocity components uy,uq and uy with corresponding
vorticity components ®y,®q, Wy in the direction of increasing y, o and x respec-
tively, suppose also that there is a body force resolved into two components, one
orthogonal to the flow direction and one parallel to the flow direction, then:

Fi = Fyey+Figeq+Fiexand P, = P> yey + > geq + I ey

Where ey,eq and e, are unit vectors in the direction of increasing y, & and x
respectively. Imposing orthogonality between F| and u implies that u.F; = 0 =
uyFy y +ugFy o + u i = 0 with equation of continuity with unit density giving:

;:E—Y,B (7.11)

Where % is the material derivative. Equation (7.11) can be written using well known
vector identities as:

o oy Ty Ty Th T gy

duy duy 81@714%{ r dp

dug Jug dug  Uglly
hta(c3 Pl P TaTy g
ot il ox Ty dy y ¢
duy duy duy dap
70 = L —_F - £ 7.12
o Ty Ty TR (7.12)
Furthermore
ou +uVu=F-V
o MM EETLL

can be written (once again using an appropriate vector identity as)

du B L,
E*‘(Q/\ﬂ) =-V(p+ 4 )—F

Thus for steady flow Crocco’s form of the equation of motion is obtained, i.e.
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(unw)=VH-F

where H is the total head defined by H = p+ %qz. So that

u(uNw)=uVH—u.F|—uF,

=uVH =urF,
so for axisymmetric flow this becomes

oH oH
Uy—— FUuy— = usz_y —+ Man o+ MxFZ.x
ay dx ' ' /

and Eq. (7.12) (axial component) gives

JoH
UyWDg = —=— + U @y — (Fl,x+F2,x)

ox
with
d
Oy = _a(yua)
now
o _aga oy
dx dx do dx dy
thus

9H _u,dH  IH
ox Bap oy
8£ _uy8H

e LY
ox  uy dy 2% Uy 2y Uy 20

the following operator relations are valid
9 _999 Jy I
dx  dxdo Jdx Iy
9 _999 9y I
dy dydo dydy

and
9 _xo o
dy  Jdyadx Jdyady
9 _mo wa
do  Jdpdx Jpdy
so that
oH u; OH oH

V. Pavlika

(7.13)
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and hence

0O, uy, JH JH B, Ug ) Uglty 0
— =3 a

= — + R
y Byuc dQ  dy  yuy uuyy T YuyBI@

Ug a
(Vue) + y aw(}’“a)
(7.14)
and for axisymmetric flow the vorticity vector @ becomes

vy Qual  [duy du 190ua)
(D—V/\u—{ 8x}+{8x 8y}a+{y T (7.15)

furthermore the axial velocity profile is constant given by u,(y) = f, where f3, is
a constant and the swirl velocity uq/(y), will be of the form ug(y) = f where 1 is a
constant and the term 1/y represents the so-called free vortex term.

7.6 The Blockage Effect: Deriving the Additional Flow Equation
Due to the Circumferentially Arranged Aerofoils

In deriving the additional flow equation the effect of the circumferentially arranged
blades placed in the duct must be considered. The blades effect the rate of mass
flow 7, considering Fig. 7.1, with k = k(x, y) representing the blockage effect, the
mass flow into and out of the fluid element is:

Face A: 5 ok
auy oK 2
<2uy—|— o 5x> ox <2k+ e 5x> +0((6x)7)
Face B:
Ju, du,
dk dk
oy <2k+23x§x+ ay5y>
+0((8x)%) + 0((8y)?)
A
hid
a
-
\ (=]
Uy
Fig. 7.1 The meridional plane x
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Face C:
duy duy
Ox | 2k+ 2%5y+ %5)(?
dy ox

+0((8x)*)+0((8y)%)
Face D:
u, ok
(Zux + aySy) oy <2k+ ayﬁy)
+0((8y))

summing these terms, using the principle of conservation of mass and taking the
limit as x — 0,8y — 0 gives:

lim

massflow  d(ku,) d(kuy)
5x%0< 45x3y ) o + Jy =0
oy —0

which may be identified as the continuity equation for two dimensional compress-
ible flow with the density term being replaced by the blockage factor k.

7.7 The Blockage Function k(x,y)

The blockage function k(x,y) is defined to be of the form k(x,y) =1— % where
the function A (x) represents the contour shape of the aerofoil and the term T(y) is
a scaling factor given by T'(y) = ZW” y, where N is the number of blades (arbitrary).
If the axial span of the aerofoil is x; then the function A(x) is defined to have a
maximum at x; /5 and A(x;/5) = x;/10. Furthermore A (x) is chosen to vanish at
x = 0 and x = x;. Choosing A (x) to be of the form A (x) = cx*(xP —xlf), where ¢ is
a constant. With 8 = 1(arbitrary) = o = %, applying these conditions gives

1/5 1/4 1 /5x 1/4
c:—8<)61) andl(x):—g(xl) (X—X1)-

7.8 The Design Plane Counterparts

In order to compute numerical solutions in the design plane (with no body forces),
expressions are required for the terms A, B and @, thus
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aux_i_()l/ty:_l( ay+uy)

dx  dy y\ "0
0
= —q_(log(y))
or
_ 11
but

1= 5 log(4)

thus Ay = f(y), that is %‘,’z’ = ff’l) The arbitrary function /() represents the free-

dom in the cross stream distribution of ¥ and choosing /() to be unity everywhere
y can be identified as the usual Stokes stream function given by

Equation (7.12), (circumferential component) gives

d(yug) | 9(yua)
dx Ty dy

Referring to the meridional plane Fig. 7.2, it may be deduced that

0=u,

y
A 5x
A
C
D dy

B

uyT v
Ux

—
. X

Fig. 7.2 A fluid element
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ox dy
Uy ZQE;I@ ZQ$

2]
= &(yua) =0
Soyug =C(y)

where g = s Tp terms of C(y) the vorticity vector (Eq. (7.15)) becomes

dt
w=VAu= _loc + Iuy _ o
BT A= y ox Y dx dy |~

+{18C}x
yady )~

= Wyy + W0 + WX, by definition.

An expression for @y, is required as this appears in the expression for B, so using
the radial component of Eq. (7.14) (with no body forces) gives

Uy (1 8C> 1 0H
Wg=— -5 )——=—
ug \y dy ) uy dy
using the Stokes’ stream function this becomes

_ C(y) (dC) Zle
v

= —2 [ —
y \dy
which is the required expression to be used in calculation of B according to defini-
tion (7.4). If far upstream the flow is assumed to be cylindrical so that all quantities
are independent of x, then with unit density the equation of motion and the Stokes’
Stream function give

_0.9P _ . 9p _ug Oy _ 0y _
My*(),g*(),a*y*?,gfosa*y*yux
giving
_Cy) (dCN yd 5 oo Uy
Ty (dw> 2ay ) Ty

With u,(y) = B and ug(y) = é as previously defined. Once 92 has been calculated
upstream it takes this value throughout the (¢, y) since as is self evident the expres-
sion is independent of y. This last expression for wy, is required in the calculation of
B and numerical coupling with Eq. (7.1) gives the numerical solution in the design
plane.
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7.9 Downstream Conditions

Downstream a cylindrical flow condition as discussed below will be prescribed.
Defining the pressure function H(y) and the function C(y) as

1
H(W) = 306 1)+ and C(y) =yt

for cylindrical flow radial equilibrium (from Eq. (7.12) (with no body forces) radial
component gives:

ldp _ug

pdy vy

Integrating gives
1 u C?
E(p - py—inner) = / Tady = / y(;ll)dy
y—inner y—inner

Which gives H(y) as

1 pz—'
H(y) = 56 1)+ e
C2
N / (31//) dy
. y
y—inner
- C(y) 1
Now / 3 dy=—3 / C2d(1/y%)
y—inner y—inner
_ e (e gL,
- 2 y2 y2 y—inner 2 : y2 dy Y
y—inner
Therefore

1 —i 1
_ 3 )26 Py ll)mzer +§(u%¢)y7inner

Suppose iy 1 = uy,1 (W) and ug | = ug 1 (), where the subscript 1 denotes upstream
conditions, then u,» = w2 (W) and ug 2 = ug 2 () are required as functions of y,
where the subscript 2 similarly denoting downstream conditions, so that
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1
Eu)zc.z =H(y)

' p
1 1 dC?

_ 77dllj
2 |
q/:Oyl v

P2.inner 1 2
- - E(ua72)inner

(7.16)

and

dy
/ 761"!/ = (y% _y%,irmer)
Uyx2
y=0

Furthermore C(y) = yiuq,1 = y2uq 2, and Eq. (7.16) now give

1 2 1 2 P1.inner P2.inner
P
1
+ *((u%x,l)inner - (”éﬂz)inner)

N =

or

1 1

“)%,2:“)%,1+K+ / <2—> d(CZ) (7.17)
1

where

1,i 2,
K=2 (p;mer - pzprmer) + (u%x,yl)inner - (M(nyz)inner

dy
andy%:y%,inner+2 / o
Y=

Ux2

(7.18)

with u, > in this case given by (7.17).

7.10 Calculation Procedure

The calculation of the downstream radii y,(y) follow from Eq. (7.18) with u,»
given by Eq. (7.17), which can be written as

2
! > d(C )dl// (7.19)

1
“)%,228(W)+K, where g(y) = )2c,l+/ (22 v
weo Y »n v

In order to calculate the (4 1) iterate it is known that:

i(yZ ):z/i diy/ :_/wdiw
oK 2, outer 0K g(y/)+K v=0 <u3 )(n)
x,2

y=0
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but

(n) 2 (n+1) _ (12 (n)
( i (y%,,mm> _ D2ouer) 02 ouer) (7.20)

87 K(n+1) _ g(n)

from which as can be seen from Eq. (7.20) the K must be calculated iteratively
with K0 = 0, Once the K (n+1) has been calculated it is introduced into Eq. (7.19),
giving rise to a new (u2,)"*!) which in turn gives a new (yjzc‘z)("“) from Eq. (7.18)
and the process repeatéd until some convergence criteria is satisfied.

7.11 Prescription of Wall Geometries

In this paper the Dirichlet boundary conditions will be prescribed on the wall
boundaries so that it is the radii values, y that are given as a function of ¢ on
the boundaries. The function chosen to give a y distribution is based on the hy-
perbolic tangent, choosing y(¢) = Cr anh(a@ + b) + k where C, a, b and k are con-
stants, applying the conditions that y =y, at ¢ =0 and y = y; at ¢ = P taking
a® + b = 3(arbitrary) and b = —3, so that tanh(a®+ b) ~ 1 and tanh(b) ~ — 1, then
it follows that

(@) = (ydzy“) tanh(ag + b) + (yd;y“) (7.21)

replacing @, by x in Eq. (7.21) gives a y(x) distribution. The inner radius is pre-
scribed to be given by a hyperbolic tangent function in this paper. The geometries
produced are shown in Figs. 7.3-7.5 respectively.

7.12 Alternative Solution Using an Integral Formula
Based on Green’s Theorem

Here a second method of solution is derived using an integral formula. Commencing
with the generalized form of Green’s theorem for the self adjoint elliptic operator
E(t) in normal form given by:

o av dt
_ W — 2l L
/R/VE(t) tEW (v)dody Z{ta” v ds

where t = y?, where E(u) = E™ (u) is the adjoint of E and v is the fundamental so-
lution to the adjoint equation. In this case the adjoint equation is given by VZv =0
and E(t) = g as defined by Eq. (7.6). The contour C bounding the surface R is tra-
versed in the counter clockwise sense. For a doubly connected region introducing a
singularity at the point (¢, W) (inside or on the contour C) and assuming v(¢, y) =
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F(¢,y)log, |r| so that the distance r is given by: r = ((¢ — @9)> + (y — l//o)z)l/2

with F (¢, ) analytic, then it can be shown that

d ot
mtt(@o, Yo)F (o, Wo) = fra—’: —v%ds (7.22)
C
2%t %L
/R/vg (W’aqﬂ)d"’d"” m=1,2 (7.23)

with L = log,z. Now m = 2 if (¢, yp) is within C and m = 1 if (¢p, yp) is on
C (the m = 1 case can be shown using the appropriate Plemelj formulae or by in-
denting the contour at (¢, Wo)). For the Dirichlet case of boundary condition of
t(@, ) he requirement is that v(¢,¥) = 0 on C in addition to v(¢@, ) being har-
monic and for the Neumann conditions on t, the requirement is that % =0 and
v(@, ) once again satisfying Laplace’s equation. Much literature is available for
the Green’s function for the Laplace equation (see Williams [6]) and need not be
mentioned here. Hence for the Dirichlet problem setting F (¢, y) = 1V, y without
loss of generality and for interior points:

B dvp 2%t 9°L
27t (@o, Yo) = _C tandS—/R/VDg (W’W)d(pdw (7.24)
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i.e., the Green’s function vp satisfies Laplace’s equation on dQ where dQ is defined
by: @0 < @ < @y11, Yo < ¥ < Y41 and vanishes on C. For the Neumann problem

ot 2%t 9’L
zm((POﬂl/O):—y{VNadS—//VNg <a(p2,aq)2>d(/)dll/
C R

Which give integral formulae for the square of the radius t, from which the radius y
can be determined, above Green’s function vy satisfies the Laplace equation on dQ
with '95—”1" vanishing on C. Knowledge of the derivatives a%and a% are also required
for the determination of the speed q given by Eq. (2) hence differentiating under the
integral sign above with respect to ¢ and y gives integral formulae for both g—é) and

ot .
v such that:

0 . " ot 8vD asz
2”@’(‘!’07%)—C W'W—Hi&wan

P (20T ) 2 (1Y g
J Daw 8 a(pzvaq,z alllg a(p27a(P2 Qay

and similarly for a%

ds

0 . ot aVD (92\/[)
Zﬂ%t(q’o,%) *C 99 an Hi&(pan

P (6 (YYD (P P
J D8¢ 8 a(pzua(pz a(pg 8(p2’8(p2 pay

ds

7.13 Iterative Solution

To convert formula (7.24) to a system of linear algebraic equations the point
(@0, W) inside C is related to its boundary values on C. To obtain the first iter-

ates t[-“)((po7 W), gfo) is set equal to zero, so that

IN+2M+4 av
2 = Y (D> tiAs; 1=0,1,2,...2N+2M+4
- on ;
J

Using the trapezoidal rule

2N+2M+41 p]
') = Yy - (VD> (sj41—5j-1)t;
J

! - 4\ on

1=0,1,2,...2N+2M + 4



7 The Calculation of Axisymmetric Duct Geometries 97

Where K(VD,S) = ﬁ (%) (SjJr] 7Sj,1)

Using this method there is a simple self-consistency check. i.e. the t; are known
upstream and downstream for j = 0,1,2,....N+1 and j = N+M+3,N+M+
4,....2N+ M+ 3, hence the first iteration may be written as:

1—Kyi2 —Kyq3 - —Konyiomas IN+2
—Kni2 1 —Kni3 —Kn+a - —Konyomta IN43

—Kni2 : « - —Konvyomia| |Baniomta

_Z Kjl‘j—
j
LKjt;
j

LKjtj
LJ .

so that A (D) = p(0) (7.25)

where the summations on the right hand side are performed over j =0,1,... N+ 1
and j =M+N+3,M+N+4...,2M + N + 3. Once the first iterate t; has been cal-
culated the field integral containing g is then computed, where the central difference
approximation to the second derivative is used, this is then introduced into the right
hand side of Eq. (7.25) and compute the second iterate t?. The procedure is re-
peated until some convergence criteria is satisfied e.g. || gl@ — 571 < &, where €
is a constant and the p denotes the p-norm (p = 1,2 or = ).

7.14 Conclusions

As shown, geometries have been produced subject to given upstream and down-
stream conditions with prescribed Dirichlet boundary conditions. In this case vor-
ticity at inlet has been specified by defining the axial velocity to be of the form
uy(y) = B and the swirl velocity of the form uy(y) = é, where 1 is a constant,
defining the so-called free vortex whirl respectively. The downstream conditions
where such that: cylindrical flow was present, Dirichlet boundary conditions were
prescribed, however the case with Neumann conditions can be accommodated us-
ing the algorithm, in addition so can the case with Robin boundary condition. Fur-
ther examples of the algorithm with a combination of boundary condition is given
in Pavlika [5]. It was found that at most eight iterations were required to achieve
an acceptable level of convergence, with the technique accelerated using Aitken’s
Method.
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Chapter 8
Fault Tolerant Cache Schemes

H.-yu. Tu and Sarah Tasneem

Abstract Most of modern microprocessors employ on-chip cache memories to meet
the memory bandwidth demand. These caches are now occupying a greater real es-
tate of chip area. Also, continuous down scaling of transistors increases the possi-
bility of defects in the cache area which already starts to occupies more than 50%
of chip area. For this reason, various techniques have been proposed to tolerate
defects in cache blocks. These techniques can be classified into three different cat-
egories, namely, cache line disabling, replacement with spare block, and decoder
reconfiguration without spare blocks. This chapter examines each of those fault tol-
erant techniques with a fixed typical size and organization of L1 cache, through
extended simulation using SPEC2000 benchmark on individual techniques. The de-
sign and characteristics of each technique are summarized with a view to evaluate
the scheme. We then present our simulation results and comparative study of the
three different methods.

Keywords Fault tolerant - Cache block disabling - Spare cache - PADded

8.1 Introduction

High-performance VLSI processors results increasing demand of memory band-
width which the memory technology never be able to satisfy [1]. Thus, extensive
use of on-chip cache memories became essential to sustain memory bandwidth de-
mand of the CPU. Meanwhile, advances in semiconductor technology and continu-
ous down scaling of feature size creates extra-space for additional functionality on a
single chip. The most popular way to make use of this extra-space is integrating big-
ger size of cache so that a microprocessor is able to gain higher performance. We can
observe that the area occupied by cache in current processor already exceeded 50%
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of total area of CPU die. However, an increase in the circuit density is closely cou-
pled with an increase in probability of defect. Furthermore, the increased defects can
mostly be in the on-chip cache area since the area occupied by cache grows larger
and larger. Consequently, the defect level of the cache has a significant impact on
the defect level of overall CPU. Therefore, the first fault tolerant cache design was
proposed in [2] for the purpose of enhancement in yield of micro-processors.

To design fault tolerant cache, we first need to observe that cache is a redundant
structure which is employed to enhance the performance of CPU. Thus, the CPU can
work correctly without cache-memory. Among many components in microproces-
sor, redundant structures, such as cache is called non-critical component and de-
fects in that structure is called non-critical defects [2]. The non-critical defects can
be easily tolerated by simply disabling non-critical component which contains de-
fect. Thus, disabling defective part of caches were investigated in [2—4]. However,
simply disabling the defective part of cache will result degradation of overall per-
formance of CPU. Thus, use of redundancy to tolerate defect in cache memory is
studied in the literature. The redundancy techniques that are used for RAM can eas-
ily applied to cache. Using a SEC-DED code [5] codes can mask out defective bits
in cache as well as main memory. However, a detailed investigation in [2] showed
that employing SEC-DED code for on-chip cache is not appropriate due to the delay
introduced by SEC-DED hardware. Using redundancy and reconfiguration logic is
another method to tolerate faults in cache by providing spare cache blocks [6, 7].
The defective block is switched to spare block by reconfiguration mechanism. The
reconfiguration can be done either electrical or laser fuses to permanently replace
defective blocks [6]. In [7], instead of permanent replacement, they employed small
fully associative cache to dynamically replace the faulty block.

Yet another technique which called PADded cache [8] is presented recently. This
new technique can sooth the degradation of cache performance without spare cache
block. Instead of using explicit spare blocks, the physical or logical neighborhood
blocks play a role of spare block.

In this chapter, we examine and compare three different fault tolerant schemes,
namely, cache line disabling [2-4], spare cache [7], and PADded cache [8]. In
Section 8.2, a brief overview of the organizations of the different schemes as well
as summary of previous results are presented. In Section 8.3, we evaluate each tech-
nique with realistic, unbiased setup for fair comparison. Also, the results of our
comparisons of the schemes are reported.

8.2 Fault Tolerant Caches

8.2.1 Cache Block Disabling

In general, redundancy, which is explicitly provided, is used as the main technique
to tolerate defect/fault. However, cache is provided not for the fault tolerance but for
the performance enhancement. Thus, disabling the faulty cache will not affect the
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correct operation of CPU. However, disabling entire cache will significantly degrade
computer performance. Thus, one may consider disabling some portion of cache, for
example, disable one unit (way) of set associative cache [3]. However, purging the
entire way is wasteful since all the other fault free blocks in the same unit cannot be
utilized. The opposite extreme solution is disabling faulty byte or word in data array
to maximize the utilization of fault free bits. However, most cache implementation
fetches data from the main memory by the size of multiple words (i.e. transfer block
size), instead of by a byte or a word, which is usually the same as block size of cache.
Hence, disabling a single block containing fault/defect was investigated in [2, 4],
where a single bit is used to indicate the presence of fault in a block. This indicator
bit is called the availability bit [2], the purge bit, or the second valid bit [4]. In the
present chapter, we will call this indicator bit as faulty-bit.

The faulty blocks (i.e. blocks containing defect/s) can be identified either by (a)
manufacturing test to enhance the yield of micro-processors [2,4] or (b) error detec-
tion code to tolerate permanent fault occurred even during normal operation [5, 9].
The faulty-bit of a faulty block will be set once the block is identified as faulty.
When access to the certain address of cache occurs, the cache control logic makes
use of the faulty-bit by treating the access as a miss and also excludes the block from
cache replacement algorithm. Figure 8.1 illustrates simplified block diagram of this
scheme. The effect of disabling faulty block is first presented in [2] and mathemati-
cally extended in [4].

According to their result and analysis, the performance degradation incurred by
disabling defective block is sensitive to the cache organization. The associativity
of cache, especially, has the biggest impact on this sensitivity. In case of direct
mapped cache, all the memory blocks that are mapped onto defective block will
be excluded from the cache. Thus, one can expect the linear degradation of per-
formance on fraction of faulty block. On the other hand, set associative cache has

Block Address | Word Off.
Tag | Word

Replacement

‘Controll

Tag array Data Array

< e~ =0 TN
O = - ) <

Controller

Hit/Miss

Fig. 8.1 Cache line disabling with faulty bit
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less degradation ratio to the fraction of faulty block. Suppose M-way set associative
cache. If one block among M-way in a same set is defective, the remaining (M — 1)
healthy blocks are still able to accommodate the corresponding memory blocks that
are mapped onto the set. However, the replacement rate on a faulty set will increase
due to higher probability of conflict miss by decreased number of ways in that set.
A fully associative cache always allows every memory block to be cached in every
cache blocks. Therefore, the degradation of cache performance would solely de-
pend on the probability of conflict miss. To overcome this, the idea of using small
fully associative spare cache has been evolved which is described in the next sub-
section.

The cache block disabling method is the most primitive and therefore, has little
overhead (single bit for each block). Many other fault-tolerant cache schemes as
explained in following sub-sections are based on this method.

8.2.2 Replacement Using Small Spare Cache

The crux of fault-tolerant technique is the use of redundancy and replacement. Even
though the cache itself is a redundant component of main memory and simply dis-
abling them would guarantee correct operation of CPU, the performance degrada-
tion can be significant.

To recover the performance loss due to disabling faulty blocks, a replacement
scheme called the Memory Reliability Enhancement Peripheral (MREP) is dis-
cussed in [6]. The main idea is to provide extra words which can replace any faulty
words in memory. Using this scheme on cache memory, there is no performance
loss if the number of faulty block is less than the number of spare words. However,
number of spare block will limit the capability of recovery. A similar method is used
in [7]. While MREP replaces a faulty block with the a spare which is dedicated for
the specific faulty block, Vergos and Nikolos [7] used small fully associative cache
as a spare for the faulty blocks of direct mapped primary cache. Since any blocks
in fully associative spare cache — hereafter called spare cache — can store data of all
possible indexes that is used for its primary cache, it can temporary replace more
faulty blocks than the number of spare blocks in spare cache.

The organization of spare cache scheme is illustrated in Fig. 8.2. When cache
is accessed, the primary cache and spare cache is accessed with the same address
simultaneously. In case of read operation, cache hit from spare cache will over-
ride hit/miss signal from primary cache regardless of faulty status of primary cache
block. On the other hand, write operation should be treated more carefully. If write
access occurs to the primary cache, the controller will check if the addressed block
is faulty or not. In case of write operation on faulty block, the controller redirects
write-access to the spare cache. The replacement will also be controlled by the sta-
tus of faulty-bit of replacement candidate in primary cache.

Use of spare cache for direct-mapped cache and its performance recovery are ex-
tensively studied in [7]. In order to limit our scope of study on various fault-tolerant
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Fig. 8.2 Block diagram of a fully associative spare cache

cache schemes, it is worth to make some observation from their study. First, they
defined a matrix called MR (Miss-recovery Rate) to measure the effectiveness of
spare cache which is:

MR — Misses removed by spare cache

100% 8.1
Misses caused by faults 8 ’ @1

Based on MR, their study on spare cache can be summarized as follows:

1. MR decreases as number of faulty block increases.

2. For a constant block size and number of faulty blocks, MR decreases as total
cache size decreases.

3. Block size of 16 or 32 maximizes MR.

4. One or two blocks are sufficient for a small number of faulty blocks.

It is obvious to see that the first and second results are due to the increased con-
flict miss in spare cache. As the number of faulty block increases, more blocks will
contend to occupy limited number of blocks in spare cache resulting more conflict
misses in spare cache. Also, as the size of the primary cache decreases, the number
of addresses which is mapped onto faulty block will increase and eventually will in-
crease the conflict miss in spare cache. The third observation (i.e. the relation of MR
to the cache’s block size) is more complicated. For the block size of less than 16, MR
increases as the cache’s block size increases because the misses caused by fault is
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greater for caches with larger block size and thus the spare caches with same block
size will cover those misses (i.e. the denominator and the numerator in Eq. (8.1)
will increase by the same amount). However, if block size becomes too big, the ad-
dressable space in primary cache will decrease and results into more conflict misses
in spare cache. The fourth observation (i.e. required number of spare blocks) is re-
lated to the temporal locality [1] on the access to the faulty blocks in primary cache.
Due to the presence of temporal locality, the number of spare blocks does not have
to be proportional to the number of faulty blocks in primary cache to achieve rea-
sonable MR. Based on the above observations, we re-examined the use of the spare
cache scheme from various aspects. First, we investigate the effectiveness of spare
cache for bigger size of primary cache and spare cache, since previous simulation
results and conclusion are outdated, regarding the size of caches. It might require
more than one or two spare blocks to achieve reasonable MR. Moreover, we examine
the effectiveness of spare cache on set-associative cache. This is valuable to study
because most of today’s micro-processors employ set associative cache to increase
hit rate. Furthermore, since cache line disabling on set associative cache already has
acceptable degradation for fault tolerance with a very little hardware overhead, it is
worthy to investigate the effectiveness of spare cache with set-associative primary
cache. The new simulation results and analysis on extended study is presented in
next section.

8.2.3 Programmable Decoder (PADded Cache)

As mentioned before, caches have an intrinsic redundancy since the purpose of
caches is to improve performance; it should not be relative to the preciseness of
operation. Many architectures can work without any cache at the cost of degraded
performance. Therefore, adding extra redundancy, using spare blocks, could be inef-
ficient. There is a phenomenon to cut this second redundancy. Because of the spatial
and temporal locality of memory references not all of the sets in a cache are hot at
the same time. Thus, there must be some cache sets which can substitute the spare
blocks. A special Programmable Address Decoder (PAD) [4] is introduced to exploit
this nature.

When a memory reference happens, a decoder maps it to the appropriate block.
A PAD is a decoder which has programmable mapping function for the fault toler-
ance. Once a faulty block is identified, a PAD automatically redirects access to that
block to a healthy block in the same primary cache. For example, let’s consider a
PADded cache, which is equipped with PAD. If PADded cache has n cache blocks
and one of the blocks is faulty, the cache will work as if it has n-1 cache blocks. PAD
re-configures the mapping function so that a healthy block acts as a spare block. The
method to find suitable defect-free block is predefined and implemented in hard-
ware. Figure 8.3 shows one implementation of PAD where SO = f'0-a’'0+ f1 and
S1 = f"1-a0+ f0 (a0 is the least significant bit of the index). In the case of where
block 0 is faulty, SO will be always on. That is, index for both block I and block 0
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Fig. 8.3 One-level programmable address decoder (PAD)

will be directed to block 1. However, during the remapping process, one bit of index
information will be lost. Therefore, an extra tag bit (shaded boxed in Fig. 8.3) is
required to determine whether the contents in block 1 is its own or not. Otherwise,
bogus hits can be generated in block 1. For instance, suppose that memory address
000 is originally mapped to block 0 but redirected to block I because block 0 is
faulty. If after the reference to block 0, memory address 001 is given, it will be a hit
even though the contents come from memory address 000.

For better reliability, multiple levels can be utilized by applying above scheme
recursively. $4 and S5 can be modified to reflect the faults among block 0 to block 1
for the case when both block 0 and block 1 are faulty. As expected, corresponding
number of extra tag bits will be required. For the multiple-level PADs, the orders of
input to PADs affect their result because caches exploit the special locality of mem-
ory access space. Suppose faulty block and re-mapped block are too close to each
other in address space. Then access to the consecutive memory address will break
the spatial locality between those consecutive sets. However, just reversing the or-
der of index can reduce that effect. It is simple and works well since the order of
input is independent to the function of PADs. Indeed, the simulation result showed
that reverse order indexed PADs work better than normal ordered PADs. Besides
the level-expansion, applying PADs for each way enables to utilize set-associative
caches. For instance, each way of a four-way associative cache can have separate
PADs. Figure 8.4 illustrates how the PADs work. The Shaded block in Set 1 substi-
tutes the faulty block in Set 0. The shared block belongs to both of Set 0 and Set I;
the faulty block does not belong to any set. That is, Ser 0 and Set I have three their
own blocks and they share one block.

To evaluate PADded caches, they compared this technique with the cache block
disabling method for several configurations: cache size (2, 4, 8, 16 and 32 KB),
block size (8, 16, 32 bytes) and associativity (1, 2 and 4). Many sets of traces were
used: ATUM traces, traces from SPEC92 and SPEC95, and the IBS traces. All PADs
were assumed that they are programmable for all levels and reverse ordered. The re-
sults of their simulation showed that the miss rate of PADded caches stay relatively
flat and increase slowly towards the end. Simulations of caches with different sizes
show that when half of the blocks are faulty, the miss rate of a PADded cache is
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Fig. 8.4 Four-way associative cache employing PAD

almost the same as a healthy cache of half the size. The authors claimed that the
full capacity of healthy blocks is utilized and the performance decreases with al-
most minimum possible degradation. Hardware overhead of PADded cache is also
estimated to be 11%, in terms of area [8]. According to their calculation, PADs cost
3%, extra tag bits cost 7%, and the remaining 1% is due to faulty bits.

8.3 Evaluation and Comparisons

In this section, we first discuss our simulation set up to evaluate above surveyed
techniques and present the results. Results are divided into two sub-sections. Each
fault tolerant schemes are evaluated separately and their results are given in Section
8.3.1 and the comparisons of different schemes are presented in Section 8.3.2.

We modified the SimpleScalar [1] execution-driven architecture simulator to sim-
ulate each technique. Five benchmark programs (i.e. bzip2, gcc, mcf, vortex, and
parser) from SPEC2000 benchmark suite were simulated. For each benchmark,
5 million instructions were simulated (total 25 million). Moreover, caches were
flushed on every system calls to mimic realistic operating system environment.

We total cache size and block size was fixed to 32 KB and 16 byte, respectively,
which is a reasonable configuration for most L1 cache of modern days. Although the
total size of cache and the size of block can affect the performance of each technique,
the manageable amount of result should be used to focus on the comparison of each
technique. However, we varied associativity (1, 2 and 4) since the performance of
surveyed techniques were significantly sensitive to the associativity. All simulated
caches used write-back, allocate-on-write-miss, and LRU replacement algorithm.
No pre-fetching or sub-blocking was used. Also, unified instruction/data cache was
used since simulation on separated caches showed no significant difference with
unified caches’ results.

The random spot defect model [10] was assumed to inject permanent faults in
random locations in the cache. We assume that power up BIST identifies faulty
block with 100% coverage. The fraction of faulty block (hereafter called FFB) was
set to range from 0% to 100% for all simulations. The FFB lower than 15% was
examined more closely for realistic evaluations.
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Miss rate is used, to measure effectiveness of individual techniques. The MR
(miss recovery rate, Eq. (8.1)) is used to compare relative performance of spare-
cache and PADded cache to cache block disabling method.

8.3.1 Evaluations

8.3.1.1 Cache Line Disabling

Cache line disabling is examined first since it is the most primitive way of tolerating
fault in cache and will be used as the basis of comparing effectiveness of other
techniques. In addition to direct mapped, a two-way and four-way set associative
cache, and a fully associative cache is also simulated to get the lower bound of
degradation for cache block disabling. Total size of cache and block size is fixed to
32 KB and 16 bytes, respectively.

Figure 8.5 depicts the cache miss ratio versus FFB. For the direct mapped cache
organization, the miss ratio increases almost linearly with FFB. Each block in direct
mapped cache is mapped to its congruent memory blocks. In other words, a specific
address can be mapped to no more than one block. Thus, the memory blocks those
are mapped to disabled block cannot be cached. All the references to these blocks
will be missed in cache, resulting linear degradation.

On the other hand, disabling faulty blocks in fully associative cache shows 0.07
increase only, even with 90% of faulty blocks. As discussed in previous section,
blocks in fully associative cache can accommodate every possible memory blocks
and the miss rate depends only on the increased replacement rate. Two-way and
four-way set associative cache showed their degradation somewhere in between di-
rect mapped cache and fully associative cache.
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Fig. 8.5 Miss rate of cache line deletion (32 KB)
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Our result shows that the fully associative cache can be the best solution for
cache line disabling. However, the implementation of fully associative cache is pro-
hibitively large and impractical.

Although there is a large probability for cache to be faulty, we believe that consid-
ering more than 15% of FFB is impractical. Thus, we closely examined the degrada-
tion of each cache with FFB lower than 15% and the results are plotted in Fig. 8.6.
While the relative degradation between two- or four-way set associative cache and
fully associative cache is significant for large number of faulty blocks, there was
only up to 0.01 difference in miss rate between four-way and fully associative cache
when FFB is less than 15%. Furthermore, there was only up to 0.015 miss rate dif-
ference between two-way associative cache and fully associative cache with FES
less then 15%.

In summary, the cache block disabling can be more effective when the asso-
ciativity of cache is larger. However, for reasonable value of FFB and feasibility,
two- or four-way set associativity is sufficient to get the advantage of associative
organization of cache. The results presented for cache block disabling will be used
in subsequent subsections as the basis for comparing effectiveness of other schemes.

8.3.1.2 Spare Cache

Extensive simulation on spare cache for the direct mapped primary cache is done
in [7] and their results are summarized in previous section. However, the simulation
set up is obsolete since the simulated cache size was too small (less than 16 KB) and
the effectiveness of spare cache in the conjunction with set associative primary cache
is not considered. Thus, we extended our simulation for larger cache size (32 KB).
Moreover, a two- and four-way set associative primary cache as well as a direct
mapped cache was simulated. First, the effects of varying the spare cache size for
three different primary caches are considered. Figures 8.7—8.9 plots miss rate versus
FFB for Direct-mapped, two- and four-way set associative cache, respectively. For
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Fig. 8.8 Spare cache with two-way set associative cache
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Fig. 8.9 Spare cache with four-way set associative cache

each of the cases a 2, 4, and 8-block sized spare cache was considered. In those
figures, DM, 2W, 4W denotes direct-mapped cache, two-way set associative, and
four-way set associative cache, respectively, “-Del” means cache line disabling or
deletion, and “-xS” denotes spare cache of x blocks.

For the entire primary cache configuration, the sensitivity to the size of spare
cache is noticeable. The direct mapped cache is more sensitive to spare cache size
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Fig. 8.10 Miss recovery rate

as opposed to both a two- and four-way set associative caches. While there is more
than 0.05 miss rate difference between 2-block spare and 8-block spare with direct-
mapped primary cache at 15% of FFB, two-way and four-way set associative caches
showed less than only 0.005 miss rate difference between 2-block and 8-block spare
cache. Especially, the number of blocks in spare cache showed negligible miss rate
difference for the four-way set associative cache.

In case of direct-mapped cache, we notice that employing spare cache improves
the miss rate significantly as compared to set associative caches. While the miss
rate of cache line deletion already exceeds 0.08 with only 5% of FFB, spare cache
suppress the miss rate under 0.08 for the FFB of up to 14%. Similar but less im-
provement over cache line disabling can be observed in two-way set associative
cache. On the other hand, there was no significant miss rate improvement (less than
1% difference of miss rate) for FFB below15% in four-way set associative cache.
This is because the degradation due to cache line disabling on set-associative cache
is already small compared to that of direct-mapped cache. This result brings up new
question: Is spare cache effective only for a direct mapped or a small associativity
cache? To answer this question, we need to compare MR (Miss-recovery Rate) for
each of the primary cache organizations. Figure 8.10 compares the MR for three dif-
ferent primary cache organizations for a fixed spare cache size of 4 blocks. The size
of spare cache is fixed to solely compare the effectiveness of employed spare cache
on primary caches with different associativity. For small FFB, the misses recovered
by 4-block spare cache is higher for lower associativity. However, the MR for direct
mapped cache quickly drops when FFB exceeds 8% resulting less MR as compared
to four-way associative caches. The similar drop of MR for two-way set associative
was also observed.

Thus, the following observation can be made from our results:

e Primary cache with larger associativity is less sensitive to the size of spare cache.
This is because the associativity of primary cache can already be able to reduce
the misses caused by faulty block access. If misses caused by faulty block ac-
cess is lower, the contention in the spare cache will be lower, therefore, a very
small number (2 or 4-block) spare cache size is enough to tolerate FFB of less
than 15%.

e The MR is higher for smaller associative cache for a lower value of FFB, then
quickly drops below the MR of higher associative primary cache when FFB
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increases further. The reason is that there are more misses caused by fault in
smaller associativity cache than larger associativity cache, while the quick drop
occurs when the contention in the spare cache causes more replacement in spare
cache.

8.3.1.3 PADded Cache

In this subsection we present simulation results of PADded cache, the last scheme.
In [8], PADded caches are simulated extensively on the range of ...... % to 100%
to emphasize the effectiveness of PADded cache in case of large FFB. Although
PADded cache has this nice property, we believe that considering more than 15%
of FFB would be impractical. Figure 8.11 plots miss rate versus FFB for Direct-
mapped cache from 0% to 15% of FFB. Cache block disabling is added to compare
the effectiveness. As shown in Fig. 8.11, PADded caches show very low and flat
miss rate for one level of PAD is used,. However, there is no significant change of
miss rate after level two, which implies employing more than two levels could be
extravagant for small range of FFB. Therefore, we have used only level two PADded
caches to evaluate PADded caches, although other levels have been simulated to
verify our result.

From observation on Fig. 8.11, it seems that PADded caches successfully dis-
solve spare blocks in themselves as they are supposed. However, there is another
point. Inserting spare blocks into caches cause the change of locality in the caches.
For example, there is a two-way associative PADded cache. It has a faulty block,
block A, so that the references to block A are redirected to an adjacent healthy
block B. Then, it is hard to exploit the spatial locality of the set which contains block
b. As expected, this phenomenon can be reduced by different ordering of address
bits in the PAD. The simulation results confirm that reverse order indexed PADs
have better performance than normal ordered PADs. Thus, the result presented in
this report is based on reverse-ordered index PAD.
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Fig. 8.11 Miss rates for different PADded levels
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To assess the effectiveness of PADded caches, we also simulated two-way and
four-way associated caches. Figure 8.12 depicts the variation of MR with FFB for
both two-way and four-way associated caches. In Fig. 8.12, PADded caches seems
that it takes full advantage of associative caches. Figure 8.13 shows MR vs. FFB for
three different schemes. The results shows that the PADded cache has less effective-
ness when it is used for set-associative cache as opposed to direct mapped cache,
MR decreases as associativity increases. The conflict of these two figures comes
from another locality issue. Suppose there are two sets of cache block: A and B. Set
A has a faulty block and its references are re-mapped to set B. Even though set B
is far away from set A in address space, this redirection impedes set B to exploit
the temporal locality. Increasing associativity give PADded caches more chances to
break the temporal locality. As a result, PADded caches do not take full advantage of
associative cache, which indicates that the performance improvement, as shown in
Fig. 8.12, is due to mainly because of primary cache’s associativity. PADded caches
have the less portion of contribution to improved performance for the higher associa-
tivity. In an extreme case of fully associated cache, PADded caches have obviously
no effect.

For direct-mapped caches, MR stays close to 1 for the entire range of FFB, in-
dicating that PADs recovers all most all of misses due to faulty cache blocks. Since
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there is no other redundancy to accommodate the misses, if some of them are re-
covered, it must be done by PADs. For associative caches, MR decreases as FFB
increases. For low FFB, associativity contributes more than PADs. However, as FFB
increases, PADs start to surpass associativity since PADs have more candidates for
faulty blocks than associativity. This result seems not in accordance with that of
spare caches. Nonetheless, it is quite in accord. The number of spare blocks is very
small compared to the number of total cache blocks. Opposite to spare, PADs have
huge amount of spare blocks up to 50% of the total number of cache blocks depend
on PAD level. That is, the capacity of PADs is much larger than that of the spare
the cache method. The following is the summary of the simulation results of the
PADded caches:

e Two-level is enough for PADded caches from a practical view point. For small
percentage of faults, small number of levels is actually utilized. Therefore, sur-
plus PAD level is not desirable; high level of PADs is expensive.

e The order of inputs to PADs is important to its performance. Which affects the
spatial locality of caches.

PADded caches contribute to the performance of direct-mapped caches more than
that of associativity caches. Since PADs influence the temporal locality of caches,
high associativity caches suffer from second conflict miss due to PADs.

8.3.2 Comparisons

In this sub-section we will compare individually examined schemes together in
terms of their characteristics, advantages, effectiveness and hardware overhead.

We compare the simulation results of the cache line disabling, 2-level PADded
cache, and 4-block spare cache for each of direct-mapped and four-way set asso-
ciative caches. Since 2-level PADded cache showed close result to its ideal case
(i.e. full-level PAD) and there was no significant difference between 4-block and
8-block spare cache, these two configurations of each scheme would be good can-
didates for the comparison. Direct-mapped and four-way set associative cache is
chosen to clearly compare the characteristics of each scheme when they are applied
to the primary cache with different associativities.

In Fig. 8.14, miss rate for each configuration is compared for varying FFB. First
of all, we can easily observe that all the techniques with direct-mapped primary
cache has higher miss rate than those with four-way set associative cache. Even
cache block disabling method has better performance than the best case of direct-
mapped primary cache. Thus, one might conclude that using higher set associativity
cache would be the best solution when the hardware cost is the main issue. How-
ever, if the latency of cache is the primary consideration, there is situation where
direct mapped cache is preferred [11] as well as fault tolerant features. In this case,
PADded cache seems to be the best solution since the miss rate of 2-level PADded
cache has much less degradation for more than 10% of FFB in Fig. 8.14. Further-
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Fig. 8.14 Comparison of disabling, spare cache, and four-way set associative cache

Table 8.1 Comparison on three different fault tolerant cache techniques

Cache line Spare PADded cache

disabling cache
Suitable primary Large associative ~ Any Direct mapped or two way set associa-
cache cache tive cache
Hardware overhead Lowest High Low for direct-mapped Higher for set

associative cache

more, the hardware cost for PADded cache can be minimized when it is applied
for direct-mapped cache. On the other hand, the spare cache scheme can achieve
the minimum degradation with four-way set associative cache. Although there is a
slight difference between the 2-level PADded cache and the 4-block spare cache,
PADded cache may not be a good solution for four-way set associative cache since
PADded cache will require four separate decoders for each ways of set-associative
primary cache.

8.4 Conclusion

As VLSI technology and performance of micro-processor advances, on-chip cache
memory becomes essential and continues to grow in size. This trend results more
chance of defect in cache area. Consequently, many fault tolerance scheme had been
presented in literature.

In this chapter, we present the results of extensive simulation study to investigate
and compare three different fault tolerant cache schemes.Our simulation results for
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individual technique expose their characteristics and indicate ways to achieve low
degradation in system performance. In addition, the result demonstrates that each of
fault tolerant techniques has its own advantages and there is no one scheme which is
better than the other in all the situations considered as shown in Table 8.1. However,
more thorough investigation on hardware cost of each technique should be done to
obtain more precise comparison.
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Chapter 9

Reversible Binary Coded Decimal Adders
using Toffoli Gates

Rekha K. James, K. Poulose Jacob, and Sreela Sasi

Abstract Reversibility plays a fundamental role when computations with minimal
energy dissipation are considered. This research describes Toffoli Gate (TG) imple-
mentations of conventional Binary Coded Decimal (BCD) adders, adders for Quick
Addition of Decimals (QAD), and carry select BCD adders suitable for multi-digit
addition. For an N-digit fast adder, partial parallel processing is done on all digits
in the decimal domain. Such high-speed BCD adders find application in real-
time processors and internet-based computing. An analysis of delay normalized
to a TG and quantum cost of BCD adders is presented. Implementations using TGs
and Fredkin Gates (FRGs) are compared based on quantum cost, number of gates,
garbage count and delay, and the results are tabulated.

Keywords Reversible implementation - Quantum cost - High speed arithmetic -
Toffoli gates

9.1 Introduction

Currently, fast decimal arithmetic is gaining popularity in the computing commu-
nity due to the growing importance of commercial, financial, and internet-based
applications which normally process decimal data. Low power designs with high
performance are given prime importance by researchers as power has become a first-
order design consideration. While efforts are being made to reduce power dissipa-
tion due to leakage currents, alternate circuit design considerations are also gaining
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importance. In recent years, reversible logic has been in demand for high-speed
power aware circuits. Classical logic gates such as AND, OR and XOR are not
reversible. These gates dissipate heat and may reduce the life of the circuit. So,
reversible logic has emerged as one of the most important approaches for power op-
timization with its application in nanotechnology, low power CMOS, and quantum
computing.

Landauer’s [1] principle states that a heat equivalent to k7*n2 is generated for
every bit of information lost, where kis the Boltzmann’s constant and 7 is the tem-
perature. At room temperature 7, though the amount of heat generated may be small
it cannot be neglected for low power designs. The amount of energy dissipated in a
system bears a direct relationship with the number of bits erased during computa-
tion. Bennett [2] showed that energy dissipation would not occur if the computations
were carried out using reversible circuits since these circuits do not lose informa-
tion. A completely specified n-input, n-output Boolean function is called reversible
if it maps each input vector to a unique output vector and vice versa. There is a sig-
nificant difference in the synthesis of logic circuits using classical logic gates and
reversible gates. While constructing reversible circuits, the fan-out of each output
must be / without any feedback loops. As the number of inputs and outputs are
made equal there may be a number of unutilized outputs in certain reversible im-
plementations called garbage. It is defined as the number of outputs added to make
an n-input, k-output Boolean function reversible. For example, a single output func-
tion of nvariables will require at least n-/ garbage outputs. An important aspect for
evaluating reversible circuits is the garbage count. Hence, one of the major issues in
designing a reversible circuit is in garbage minimization.

A reversible conventional BCD adder is proposed by Babu [3] using NG (New
Gate) and NTG (New Toffoli Gate) reversible gates. Even though the implemen-
tation is modified by Thapliyal [4] using TSG reversible gates, this approach does
not take care of the fan-out restriction of reversible circuits, and hence it is only a
near-reversible implementation. An improved reversible implementation of decimal
adder with reduced number of garbage outputs is proposed by James [5]. Further re-
duction in number of logical computations was achieved by using HNG gates in the
implementation by Haghparast [6]. All these implementations are for conventional
BCD adders. These are relatively slow, and are implemented using different types of
reversible gates. In this research, Toffoli Gate (TG) reversible implementations of
conventional and fast decimal adders are done. Implementations using TG and
that using Fredkin Gates (FRG) [7, 8] are compared based on quantum cost (QC),
number of gates, garbage count and delay, and the results are tabulated. Quantum
cost analysis is done to compare the equivalent number of two-qubit quantum gates
required for the implementation.

The organization of this paper is as follows. Decimal adders such as conventional
BCD adder, QAD [9] and carry select BCD adders [8] are described, followed by
the implementations using only generalized reversible Toffoli gates. An analysis of
delay normalized to a TG and quantum cost of different BCD adders is presented.
Finally, a comparison in terms of delay, number of gates and garbage count is done
for implementations of different BCD adders using TGs and FRGs.
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9.2 BCD Adders

This section gives a brief overview of the different BCD adders compared.

9.2.1 Conventional Decimal Adder

The conventional BCD adder shown in Fig. 9.1 has three blocks: 4-bit binary adder,
6-correction circuit and a final adder, which is a modified special adder. The final
adder is a 3-bit adder with two half adders and one full adder. Six-correction circuit
generates ‘L bit as given in Eq. (9.1).

L = Cou +S3(S1+52) (9.1)

The total (worst case) delay of an N-digit conventional BCD adder

(Tdsum(conventional)) given in Eq. (9.2) is the sum of "N’ times the ’carry delay’
through one digit and *sum delay’ (Tgum-dgigit) Of the last digit.

Tdsum (conventional) — NTacout + Tsum-digit 9.2)

9.2.2 Quick Decimal Adder

A BCD adder for quick addition of decimals, QAD [9] is shown in Fig. 9.2. It
consists of a 4-bit binary adder, a 6-correction circuit, and a special adder along

A3 A2 At B3 B2 Bt

IIII IIII

4-bit binary adder

Cout S3 S2 S1 SO

6-correction circuit

Decimal Cout L
>
‘0 S3 S2 S1

17 11

Modified special adder

IR R
D3 D2 BCD Sum D1 Do

Fig. 9.1 Conventional BCD adder
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A2 At A0 B3 B2 B1 BO

1111 1111

‘ 4-bit binary adder ‘

Cout S3 S2 S1 SO

‘ 6-correction circuit ‘

L SSI SOI

K-bit generation

Cin

‘O’I S3I S2 IDemmal Cout A f SO

Special Adder

D3 D2 BCD Sum D1 Do

Fig. 9.2 BCD adder for quick addition of decimals (QAD)

with a K-bit generation circuit to generate decimal carry out (deoyt). The deoyt (K-
bit) is generated using the Eq. (9.3).

K=3855,C;, + L (9.3)

An N-digit QAD will have a total (worst case) delay (Tysum(Qap)) €qual to the
sum of the ‘carry delay’ through the first digit (Tgeou ), the K-bit generation delays
through the next (N-1) digits, and the ‘sum delay’ through the last digit (Tsum-digit).
This is given in Eq. (9.4).

Tdsum(QAD) = Tacout + (N - 1)TK + Tsum—digit 94

Tacout 15 the delay to generate dcoye from the BCD inputs for the first digit.

Tk is the delay for a K-bit generation after receiving Cjy,.
Tsum-digic 18 the delay of special adder for last digit.

9.2.3 Carry Select BCD Adder

If the carry select technique is adopted for K-bit generation then k; denotes the
K-bit with C;;, = 1 and kg with Cj, = 0. This is given by k; = S3S¢p+ L and kg =L
(from Eq. (9.3)). After computing both bits (k; and ko) a selection is done using a
2:1 multiplexer as shown in Fig. 9.3. An N-digit carry select adder will have a total
(worst case) delay (Tdsum(carryselect)) equal to the sum of the ‘carry delay’ through
the first digit (Tgeou), the carry select delays through next (N-1) digits, and ‘sum
delay’ through the last digit (Tsum-digi¢)- This is given in Eq. (9.5).
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Al A0

1111 771§

4-bit Binary Adder

JIIM;

‘ 6-Correction Circuit

‘ 2:1 Mux «——@ Cin
®« 3 s2 S1 S0
Decimal Cout ¢—— @ I I

‘ Special Adder

IR

D3 D2 D1 Do

Fig. 9.3 Carry select BCD adder

Tdsum(carry select) — Tdcout + (N - ])Tmux + Tsum-digit 9.5

Tacout 18 the delay to generate K-bit from the BCD inputs for the first digit.

Tmux 18 the delay of a 2:1 multiplexer.
Tsum-digic 18 the delay of special adder for last digit.

9.3 Reversible Implementations Using Toffoli Gates

The proposed reversible implementations of the BCD adders are done using the
generalized Toffoli gates. Since the design uses only one type of gate (Toffoli), it
is suitable for VLSI implementation. Figure 9.4 shows a 3*3 Toffoli Gate (TG)
[7]. A TG can be used to generate an AND, and XOR functions. If C = ‘0’, then
R =AB and if B = ‘1’ then R = A& C. TG can be considered as a universal gate
since any Boolean function in Positive Polarity Reed Muller (PPRM) form can be
realized using this gate. This is also referred as a T3 (3-input TG). Figure 9.5 shows
a Feynman Gate (FG) [10]. FG can be used as a copying gate. Since a fanout greater
than one is not allowed, this gate is useful for duplication of the required outputs. If
B=‘0’, then P = A and Q = A. This is referred as a 2-input TG (T2).

Figures 9.6 and 9.7 show the implementation of a half adder and a full adder
using Toffoli gates. The implementation of half adder makes use of two Toffoli
gates: 3-input Toffoli (T3) and 2-input Toffoli (T2) with one garbage.

Full adder implementation makes use of four Toffoli gates (two T3, two T2) and
results in two garbage outputs. These are optimum solutions in terms of number of



122 R.K. James et al.

Fig. 9.4 Three-input Toffoli
gate (T3) A P=A
B
B TG Q
C R=AB xor C
Fig. 9.5 Two-input Toffoli P_A
gate (T2) AV—> =
FG
Bo— ) Q=AxorB
Fig. 9.6 Half adder a Garba ge
b Sum
0 Carry

Fig. 9.7 Full adder a Garbage
b Garbage
C — Sum
0 { Cany

garbage outputs. The circuits were simulated in RC Viewer, which gives the quan-
tum cost of the full and half adders as 8 and 4 respectively.

9.3.1 Reversible Conventional BCD Adder

A 4-bit binary adder for the conventional BCD adder realized using 4 full adders is
shown in Fig. 9.8.

The least significant bit requires a path delay of three TGs to generate Cy(carry)
from the addends. Carry ripples through the subsequent full adders with a path delay
of one TG per bit. This is because the first two TGs of all full adders work in parallel
in an n-bit binary adder. The ‘Sum’ is generated after one more TG delay after
generating Carry. The delay to generate ‘Sum’ in the n-bit binary adder is given in
Eq. (9.6).

Tsumfripple(conventional) =4+ (I‘l - 1) 9.6)
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al Garbage
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0 S—D I\C} 52
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Gate count: 16
Garbage bits: 8
Total quantum cost! 32

Fig. 9.8 Four-bit binary adder using Toffoli gates

For a BCD adder this delay is the delay with n = 4 for each digit. The implementa-
tion gives a gate count of 16, with eight garbage outputs at a quantum cost of 32.

The Toffoli reversible implementation of the 6-correction circuit is shown in
Fig. 9.9. The implementation requires four TGs to generate the ‘L’ output, with
one garbage output at a quantum cost of 12. This circuit takes only one more delay
after generating the ‘S3’ to generate the ‘L’ bit and is given in Eq.( 9.7).

TL(convcntional) =5+ (n - 1) - 8(With n= 4) 9.7

Special adder shown in Fig. 9.10 requires eight TGs to generate the BCDgym, dsum.
The first T2 is used to duplicate ‘L’ bit or Decimal Cqy, deout- S0, the total delay in
terms of one TG delay for generation of d oy for an N digit conventional BCD adder
is given in Eq. (9.8).

Tdcout(conventional) =9N (9.8)
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Fig. 9.9 Six-correction circuit sl s1
using Toffoli gates
s2 — s2
s3 x s3
g

cout
0 B<B<D-@ Garbage
Gate count: 4
Garbage bits: 1
Total quantum cost: 12

Fig. 9.10 Modified special sl _. (} D1

adder of conventional BCD
adder 82 999 — Garbage
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D ft b1 02
> A o3

L 1
& deout

T
Quantum Cost Calculator ﬁl

Gate count: 8
Garbage bits: =)
Total quantum cost: 14

-

Fan

oo o r-

The modified special adder gives an additional delay of six TGs to generate BCDgyp,.
Figure 9.11 shows the schematic of the reversible circuit for the conventional BCD
adder implemented using Toffoli gates given by the RC Viewer. The circuit uses
28 gates and results in 12 garbage outputs. The quantum cost of the implementa-
tion is 58.

The total delay for generating the BCDgym, dsym from the inputs in terms of TG
delay for N-digit BCD addition is given in Eq. (9.9).

Td-sum(convemional) =6+9N 9.9
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Fig. 9.11 Toffoli gate implementation of conventional BCD adder

9.3.2 Reversible QAD Adder

Reversible implementation of QAD is also done using TGs. A 4-bit binary adder
realized using one half adder and 3 full adders is shown in Fig. 9.12.

The least significant bit requires a path delay of two TGs only. The carry ripples
through the subsequent full adders with a path delay of one TG per bit. This is
because the first two TGs of all full adders work in parallel with the least significant
bit half adder. ‘Sum’ is generated after one more TG delay subsequent to generating
the final carry. The delay to generate ‘Sum’ in the 4-bit binary adder in QAD is
given in Eq. (9.10).

Tsum—rippleQAD) = 3 + (n — 1) = 6(Wlth n= 4) (910)

The delay to generate ‘L’ bit from the BCD inputs in a QAD adder is given in
Eq. (9.11). As in conventional BCD adder the circuit takes only one more delay
after generating the ‘S3’ to generate the ‘L’ bit.

TL(qaD) =4+ (n—1)="7(withn=4) (9.11)

Figure 9.13 shows the reversible implementation for generating Decimal Coy (deout)
or K-bit in a QAD. The design makes use of four TGs. It is seen that S3S is
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Fig. 9.12 Four-bit binary adder for QAD
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Fig. 9.13 K-bit generation E

using Toffoli gates
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Fig. 9.14 Toffoli implementation of special adder for QAD

generated after three TG delays after the sum output ‘S’ is produced. So, the ad-
ditional delay after receiving Cj, is due to one TG in each stage.

Special adder for QAD requires 12 TGs to generate the BCDgyp, d3—o as shown
in Fig. 9.14.

The first T2 is used to duplicate K-bit for dcou. For an N-digit BCD addition the
delay for generation of K-bit or Decimal Cqy from the BCD inputs for QAD adder
is as given in Eq. (9.12).

Td-cout(QAD):7+3+1+N:11+N (9.12)

The ‘Cj,’ input or K-bit passes through a maximum of seven TGs to generate the
BCD sum d3_g. So the special adder gives an additional delay of seven gates.
The total delay for generating the BCDgyy,, dsum from the inputs in terms of TG
delay is

Ty-sum(Qap)y = 11+7+N=18+N (9.13)
Fig. 9.15 shows the schematic of the reversible circuit for the QAD implemented

using TGs given by the RC Viewer. The circuit uses 33 gates and results in 16
garbage outputs. The quantum cost of the implementation is 81.
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Fig. 9.15 Toffoli gate implementation of QAD

9.3.3 Reversible Carry Select BCD Adder

Reversible implementation of carry select BCD adder will differ from QAD imple-
mentation only in the generation of K-bit from L-bit and Cj,. Figure 9.16 shows the
generation of K-bit using k; and k¢ for a carry select BCD adder. The generation of
k; andkg takes the delay of four TGs after receiving ‘L’ bit as shown in Fig. 9.16.
On receiving C;,, K-bit is computed after a delay of one TG. So, the additional delay
in each stage to generate K-bit on receiving Cj, is due to only one TG. One more
T2 is used to duplicate K-bit for dcou. Now, the delay gets modified as shown in
Egs. (9.14) and (9.15).

Td—cout(carryselect) =7+4+1+N=12+N 9.14)
Td-sum(carryselect) =12+7+N=19+N (9.15)

Similar analysis is done on reversible implementations of conventional, QAD and
carry select BCD adders using FRGs by James [8]. Table 9.1 shows a comparison
of implementations of different BCD adders using FRGs and TGs in terms of quan-
tum cost, number of reversible gates, garbage outputs and delay. The percentage
reduction attained in quantum cost is computed as [QC(FRG) — QC(TG)]/QC(FRG).
It is seen that TG is superior to FRG implementation in terms of quantum cost,
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Fig. 9.16 K-bit generation of L _“'é} K
Carry select BCD Adder
s0 s0
83 s3
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0 {3{) o Garbage
1 Garbage
Gate count: S
Garbage bits: 2
Total quantum cost: 17

o]

Table 9.1 Comparative analysis of reversible BCD adders implemented using Toffoli and Fredkin
gates

Reversible BCD adders Conventional QAD Carry select BCD
BCD adder adder
Toffoli imple- Quantum cost 58 78 79
mentation
No: of gates 28 34 35
Garbage count 12 16 15
Delay for Decimal IN 11+N 12+ N
an N-Cgy¢
digit BCD sum 6 + 9N 18+ N 19+N
adder
Fredkin imple- Quantum cost 105 126 126
mentation
No: of gates 35 42 42
Garbage count 36 45 44
Delay for Decimal 11N 10 +2N 11+N
an N-Cy
digit BCD sum 6+ 11N 15+2N 17+N
adder

garbage count and number of gates. Conventional BCD adder implemented using
TGs shows 45% reduction in quantum cost, 67% reduction in garbage count and
18% reduction in gate count compared to FRG implementation. QAD gives a cor-
responding reduction of 38%, 63% and 15%. For carry select BCD adder the re-
spective reduction factors are 37%, 64% and 12%. The implementation using TGs
gives a reduction in delay for conventional BCD adder and QAD compared to FRG
implementation.
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9.4 Conclusion and Future Work

This paper describes reversible implementations of several BCD adders using only
Toffoli gate. The architectures of the decimal adders are specially designed to make
them suitable for reversible logic implementation. It is demonstrated that the design
is highly optimized in terms of number of reversible gates and garbage outputs.
The design strategy is to reduce the number of garbage outputs, which is the most
important factor for reversible circuit cost. This approach also gives suitability for
VLSI implementation due to the use of only one type of building block.

The performance comparison of VLSI implementations of different BCD adders
reveals that the implementations using Toffoli gates are superior in terms of quan-
tum cost, garbage count and gate count, compared to Fredkin gate implementations.
Toffoli gates are also suitable for implementations of Reed Muller expressions. This
analysis leads to the inference that decimal adders can be implemented in reversible
logic using lesser number of gates and garbage count when the logic is expressed in
Reed Muller form. Investigations for determining alternate implementations can be
done using logic synthesis methods given by researchers [11, 12]. Implementations
using other standard reversible gates such as TSG or HNG gates can also be tried.
New families of ‘n-input’ — ‘n-output’ reversible gates that can be used for regu-
lar structures can be investigated. This research is an initial step towards building
complex reversible systems, which can execute more complicated functions.
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Chapter 10

Sparse Matrix Computational Techniques
in Concept Decomposition Matrix
Approximation

Chi Shen and Duran Williams

Abstract Recently the concept decomposition based on document clustering strate-
gies has drawn researchers’ attention. These decompositions are obtained by taking
the least-squares approximation onto the linear subspace spanned by all the con-
cept vectors. In this chapter, a new class of numerical matrix computation methods
has been developed in computing the approximate decomposition matrix in concept
decomposition technique. These methods utilize the knowledge of matrix sparsity
pattern techniques in preconditioning field. An important advantage of these ap-
proaches is that they are computationally more efficient, fast in computing the rank-
ing vector and require much less memory than the least-squares based approach
while maintaining retrieval accuracy.

Keywords Term-document matrix - Concept vectors - Concept decomposition ma-
trix - Sparse matrix approximation - Least-squares

10.1 Introduction

Concept decomposition for text data has been first proposed by [1]. In this approach,
data are modeled as a term-document matrix and the large document dataset is first
partitioned into tightly structured clusters. The centroid (average) of the documents
in a cluster (group) is computed and normalized as the concept vector of that clus-
ter, as it represents the general meaning of that group of tightly structured homo-
geneous documents. The term-document matrix projected on the concept vectors is
compared favorably to the truncated Singular Value Decomposition (SVD) [2] of the
original term-document matrix. Gao and Zhang [3] have indicated that the retrieval
accuracy from the concept decomposition can be comparable to that from SVD.
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However, the numerical computation based on the straightforward implementation
of the concept matrix decomposition is expensive, as there is an inverse matrix of
the normal matrix formed by the concept vector matrix is required for each query
computation.

In this chapter, we develop numerical matrix computation methods to compute
the matrix associated with the concept matrix decomposition. The matrix sparse
pattern techniques based on Chow’s SAI [4] and Grote and Huckle’s SPAI [5] have
been proposed in computing the approximate decomposition matrix. These compu-
tations are related to weighted least squares optimization and approximate pseudo
matrix inversion. Our experimental results show that these approaches greatly re-
duce the time and memory space required to compute the decomposition matrix and
perform document retrieval.

This chapter is organized as follows. Section 10.2 introduces document clus-
tering and concept decomposition. Section 10.3 discusses the approximate least
squares based approaches, the key part of the numerical computation in this chap-
ter. Numerical experiments are given in Section 10.4. We summarize this chapter in
Section 10.5.

10.2 Document Clustering and Concept Vectors

A large dataset can be divided into a few smaller ones, each contains data that are
close in some sense. One of the best known clustering algorithms is the k-means,
with many variants [6-8]. In our study, we use a k-means algorithm to cluster our
document collection into a few tightly structured ones. Due to the high dimension-
ality and low sparsity of the text data, the sub-clusters usually have a certain “self-
similar” behavior, i.e., documents of the similar classes are grouped into the same
cluster. The centroid vector (defined below) of a tightly structured cluster can usu-
ally capture the general description of documents in that cluster. An ideal cluster
contains homogeneous documents that are relevant to each other.

10.2.1 Document Clustering

Let the set of document vectors be A = [ay,a2,...,aj,...,a,|, where a; is the
Jjth document in the collection. We partition the documents into k sub-collections
{77:j}lj‘.z1 such that

k
Uﬂj:{alaaL---van} and m; (7 = ¢ if j#i.
j=1

For each fixed 1 < j <k, the centroid vector of each cluster is defined as
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where n; = |m;] is the number of documents in 7r;. We normalize the centroid vectors
such that ~
c j .
cj=+=—, j=12,.. k
Ie; |
An intuitive definition of the clusters is that, if
a; € Wy,
then - r
a;jc;>a;c; for I=12,..k [|#],
i.e., documents in 7; are closer to its centroid than to the other centroids. If the
clustering is good enough and each cluster is compact enough, the centroid vector
may represent the abstract concept of the cluster. So they are also called concept

vectors [1]. Define the concept matrix as an m x k matrix such that, for 1 < j <k,
the jth column of the matrix is the concept vector ¢, i.e., the concept matrix is

CkZ [Cl,CQ,...,Ck].

The concept matrix Cj is still a sparse matrix, as each column c; is sparse. The
degree of sparsity of Cy is inversely proportional to the number of clusters generated.
If we assume that the concept vectors are linearly independent, the concept matrix
has rank k.

For any partitioning of the document vectors, we can define the corresponding
concept decomposition Ay of the term-document matrix A as the least squares ap-
proximation of A onto the column space of the concept matrix C;. We can write the
concept decomposition as an m X n matrix

Ay =CiM,

where M is a k x n matrix that is to be determined by solving the following least

squares problem . 5
M:argnllvilnHA—CkMHF. (10.1)

Here the norm || - || is the Frobenius norm of a matrix. It is well-known that
problem (10.1) has a closed-form solution,

M= (Clc) 'l A.

The concept matrix and concept decomposition have been studied extensively by
Dhillon and Modha [1]. It is shown that the concept decomposition is very close to
the SVD decomposition for some term-document matrices. The concept matrix is
much more sparse than the SVD matrix of a term-document matrix.

10.2.2 Retrieval Procedure and Research Strategies

For convenience, we ignore the subscript of C; and write the concept matrix as C.
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Fig. 10.1 Precision-recall curve comparison of three different retrieval methods on the Medline
dataset

Given a query vector ¢, the retrieval with the concept projection matrix (CPM)

Ay can be computed as

T =q" Ay =q" c(cTC)"!CTA, (10.2)
where r7 is the ranking vector. After sorting the entries of 7 in a descending order,
we have a ranking list of documents which are related to the query (listed from
the most relevant to the least relevant). The retrieval accuracy based on CPM is
quite good, compared to the Latent Semantic Indexing (LSI) technique based on
SVD. Figure 10.1 shows a comparison of the plain vector space model (VSM),
LSI, and CPM strategies on the well-known Medline database which contains 5,831
terms and 1,033 documents. It can be seen that the LSI and CPM techniques are
comparable, both are much better than the plain VSM.

However, the retrieval procedure in Eq. (10.2) is not efficient in terms of numeri-
cal computation and storage. It needs to compute (C”C)~!, the inverse of the normal
matrix of the concept matrix, which is likely to be a dense matrix. Thus if the CPM
based retrieval is computed as in Eq. (10.2), this technique may not be competitive,
compared to the LSI based on SVD.

To make the numerical computation procedure and storage cost more compet-
itive, a strategy which utilizes the knowledges of both preconditioning techniques
and the computational theorems have been studied. This strategy is to compute a
sparse matrix to approximate the projection matrix directly, i.e., we compute a ma-
trix M to solve the least squares problem (10.1) approximately. The matrix M com-
puted must be sparse in order for the strategy to be competitive against the inverse
of the normal matrix of the concept matrix approach (CPM).
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10.3 Approximate Least Squares Based Strategies

Note that all we want is to find a sparse matrix M such that the functional
f(M) = ||A — CM||% is minimized, or more precisely, approximately minimized.
A similar problem has been studied recently in the preconditioning community to
compute a sparse approximate inverse matrix M for a nonsingular coefficient ma-
trix A to solve a sparse linear system Ax = b. The sparse matrix M is computed by
minimizing

f(M) = min |[I —AM|%, (10.3)

MeG

subject to certain constraints on the sparsity pattern of M. Here the sparsity pattern
of M is restricted to a (usually unknown a priori) subset G.

So, taking the sparse approximate inverse computation in mind, for a term-
document matrix A, we can minimize the functional

f(M) = min |4 — M]3 (10.4)

with a constraint such that M is sparse. The most important part of this minimization
procedure is to determine the sparsity pattern constraint set G, that gives the sparsity
pattern of M.

10.3.1 Computational Procedure

For a moment, we suppose that a sparsity pattern set G for M is given somehow, the
minimization problem (10.3) is decoupled into n independent subproblems as
2 - 2 v 2
4 —cM|z = Y [[(A—CM)e; 3 = Y lla; — o, (10.5)
j=1 j=1

where a; and m; are the jth column of the matrices A and M, respectively. (e; is
the jth unit vector.) It follows that the minimization problem (10.5) is equivalent to
minimizing the individual functions

||ij—aj||2, j=1,2,...,l’l, (10.6)

with certain restrictions placed on the sparsity pattern of ;. In other words, each
column of M can be computed independently. This certainly opens the possibility
for parallel implementation. Since we assume the sparsity pattern of m; (and M) is
given, i.e., a few, say ny, entries of m; at certain locations are allowed to be nonzero,
the rest of the entries of m; are forced to be zero. Denote the n> nonzero entries of
mj by m; and the ny columns of C corresponding to m; by C;. Since C is sparse,
the submatrix C; has many rows that are identically zero. After removing the zero
rows of C}, we have a reduced matrix C 7 with ny rows. The individual minimization
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problem (10.6) is reduced to a much smaller least squares problem of order n; X ny
|Cimj—ajla,  j=12,....n, (10.7)

in which a; consists of the entries of a; corresponding to the remaining columns of
C,. We note that the matrix C; is now a very small rectangular matrix. It has full
rank if the matrix C does.

There are a variety of methods available to solve the small least squares problem
(10.7). Assume that C; has full rank. Since C; is small, the easiest way is probably
to perform a QR factorization on C; as

Ci=0; (%’) : (10.8)

where R; is a nonsingular upper triangular n; X n, matrix. Q; is an ny x n orthogo-
nal matrix, such that QJTI = QJT». The least squares problem (10.7) is solved by first
computing ¢; = QJTd ; and then obtaining the solution as 7; = RJTI ¢j(l:np). In
this way, 711; can be computed for each j = 1,2,...,n, independently. This yields an
approximate decomposition matrix M, which minimizes ||CM — A||r for the given
sparsity pattern.

The remaining problem for constructing a sparse approximate decomposition
matrix M is choosing or deciding a good sparsity pattern for M. Here we intro-
duce static sparsity pattern (SSP) and dynamic sparsity pattern (DSP) approaches.
They are based on the similar strategies proposed in the preconditioning commu-
nity [5,9-11]. The difference between the static and dynamic strategies lies in that
the static sparsity patterns are decided before the matrix construction phase (a pri-
ori) and unchanged during the computation while dynamic sparsity patterns are
adjusted adaptively in the approximate decomposition matrix construction phase.

10.3.2 Static Sparsity Pattern (SSP)

In preconditioning field, there are some heuristic strategies developed for choosing
suitable sparsity patterns for M. A particularly useful and effective strategy is to use
the sparsity pattern of the coefficient matrix C or CT. Chow [4] offers the strategy of
using sparsity patterns of C as the sparsity pattern for M. The difficulty for choos-
ing a static sparsity pattern in information retrieval lies in the fact that there is no
known study that has been done to find a suitable sparsity pattern, to the best of our
knowledge. This work ventures into a non-traditional application of computational
numerical linear algebra with approximate decomposition matrix computation in
information retrieval.

Once a good sparsity pattern is chosen or found, the static sparsity pattern algo-
rithms are relatively easier than the dynamic sparsity pattern (to be discussed later)
to implement [4, 12, 13].

The knowledge from the preconditioning field can be exploited for choosing a
suitable sparsity pattern for our application. Note that the concept matrix C describes



10 Computational Techniques in Concept Decomposition Matrix Approximation 139

the relationship between the term vectors and the concept vectors. If a term is re-
lated to a concept vector, this relationship may be maintained in the approximate
decomposition matrix in some sense. However, this line of reasoning is much more
difficult than that in the preconditioning field. This is because of the fact that the di-
mensions of the matrix C and those of M do not match. The dimensions of C are
m X k and those of M are k x n. To make such an approach practically useful, several
auxiliary strategies based on the sparsity pattern of C and entry values of both C and
A are proposed.

e Qur first strategy is based on the numerical computation, vector-vector product.
That is ¢;m; = a;;, where ; is the ith row of C, m; is the jth column of M, and «;;
is the entry at the ith row, jth column of A. The sparsity pattern of m; is given in
this way: If a;; is the largest entry in the jth column of A, the sparsity pattern of
the jth column of M, mj, is the same as that of the ith row of C, i.e. ¢;. Here we
use small matrices to illustrate our ideas. Suppose we have three matrices: C4«3,
M35, and A4 5. The pattern of CM = A is depicted by the Eq. (10.9).

xOx\ , 0x0x0
0x0 000xx
xx0 “— 7] Tlxxo000 (105
0x0/,.5 3%5 x0x00/, 5
Here, “x” denotes nonzero entry, “-” denotes undefined pattern. We determine

the sparsity pattern of M column by column. First, find the largest entry in each
column of A, suppose they are a3y, ai2, as3, ai4, and azs in Eq. (10.9). Then the
sparsity pattern of m, the first column of M, is the same as that of the third row
of C, c3 and the sparsity pattern of my is the same as that of ¢y, m3 and my4 have
the same sparsity pattern of ¢4 and c; respectively. Finally we have the sparsity
xx0x0
pattern of M like this: | x 0 x 0 x
0x0x0

Since there may be more than one largest entries in each column of term-
document matrix A, the following rules may be applied to choosing the largest
term.

— Start the above procedure from the column of A that has the smallest number
of nonzero entries.
— Do not use the same row’s sparsity pattern of C if possible.

Based on this strategy, the sparsity ratio of M is almost the same as that of C.

e In order to improve the accuracy and robustness, the first strategy can be applied
again to those second largest entries in each column of A. For example the second
largest entry in the second column is a3,. Comparing the pattern of the third row
of C, (x x 0), with that of the second column of M, (x 0 x), we simply fill in
more nonzero entries in the second column of M based on the nonzero positions
in the third row of C. Now the sparsity pattern of the second column of M is
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(x x x). This strategy can be repeated couple of times as needed. The matrix M
may be more dense. However it might be more accurate and robust. We can also
control the number of fill-ins like that in preconditioning techniques.

10.3.3 Dynamic Sparsity Pattern (DSP)

The dynamic sparsity pattern strategies first compute an approximate decomposi-
tion matrix by solving the least squares problem (10.4) with respect to an initial
sparsity pattern guess. Then this sparsity pattern is updated according to some rules
and is used as the new sparsity pattern guess for solving (10.4). The approximate
decomposition matrix computation may be repeated several times until some stop-
ping criteria are satisfied. Different update rules lead to different dynamic sparsity
pattern strategies. One useful rule, suggested by Grote and Huckle [5] in comput-
ing sparse approximate inverse preconditioners, adds the candidate indices into the
sparsity pattern of the current approximation S that can most effectively reduce the
residual g = C(-,S)m; —aj.
The candidate indices are chosen from the set

B={j¢&s|Cla,j)#0},
where o = { i | g(i) # 0}. This is a one-dimensional minimization problem

min||g+u;(Cej—aj)|2, j€B,
J

which e; is the jth unit vector. Denote /; = Ce; — a;, the above minimization prob-
lem has the solution Ty
Uj=— &Y
i~ 2"
1412
For each j, we compute the two-norm of the new residual as
T7\2
("))
5
14512
Then we can choose the most profitable indices j which lead to the smallest new
residual norm p;. The procedure to augment the sparsity structure S is as follows.

p;=|gll* -

Dynamic Sparsity Pattern Construction Algorithm

Given the maximum number of update steps ns > 0,
stopping tolerance €, integers |1 > 0,
and an initial diagonal sparsity pattern S;

Loop:
compute p; for all indices j € B;
Compute the mean A of {p;}:
At most | indices with p; < A will be added into S;
Until ||r||2 < € or exceed the steps ns.
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Barnard et al. released an MPI implementation, SPAI_3.0, [14] for computing the
sparse approximate inverse preconditioner of a nonsingular matrix. We modified the
code for our computation of the sparse approximate decomposition matrix.

10.4 Numerical Experiments

To evaluate the performance of the proposed matrix approximation approaches SSP
and DSP for the concept matrix decomposition, we apply them to three popular
text databases: CRAN, MED and CISI and compare them with the concept project
matrix method (CPM). The databases are downloaded from http://www.cs.utk.edu//
Isi/ [15]. The information about the three databases are given in Table 10.1.

A standard way to evaluate the performance of an information retrieval system
is to compute precision and recall values. The precision is the proportion of the
relevant documents in the set returned to the user; the recall is the proportion of all
relevant documents in the collection that are retrieved by the system. We average the
precision of all queries at fixed recall values as 10%,20%,...,90%. The clustering,
query and precision evaluation codes in matlab are acquired from [15]. In addi-
tion of precision-recall tests, we compare their storage costs and CPU time required
for query procedure and approximate matrix computation for each of the three ap-
proaches. The precision computation and query time are carried out in UNIX system
using matlab. The sparse matrix computation and matrix inverse are carried out in
IBM Power/Intel(Xeon) hybrid system at University of Kentucky using C.

As presented in [15], the better number of clusters k for three databases are
around 200 and 500. Therefore in all of the following tests, we use k = 256 and
k = 500 for CISI and CRAN databases; k = 200 and k£ = 500 for MED database.
For DSP approach, three parameters are used in algorithm 10.3.3. “€” is used to
control the quality of the approximation matrix. For all the tests, we choose € = 1.
“ns” is maximum number of improvement steps per row in DSP. “u” is maximum
number of new nonzero candidates per step. Higher values of ns, 1 lead to more
work, more fill-in, and usually more accurate matrix.

We first test their query precisions. The precision test results for all three data-
bases are given in Figs. 10.2-10.4. We are not surprised that CPM has better query
results for every database. This is because CPM is much more dense (memory costs
will be given in other figures) and hence more accurate than that of SSP and DSP.

Table 10.1 The information of three databases

Database =~ Matrix size ~ Number of queries ~ Source

CISI 5609 x 1460 112 Fluid dynamics
CRAN 4612 x 1398 225 Science indices
MED 5831 x 1033 30 Medical documents
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Fig. 10.2 Left panel: CRAN database, k = 256. Right panel: CRAN database, k = 500
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Fig. 10.3 Left panel: CISI database, k = 256. Right panel: CISI database, k = 500

We then compare their storage costs required in previous tests by listing the num-
ber of nonzeros of the approximate matrix M and CPM matrix (CTC)~'CTA. The
test results presented in the left and right panel of the Fig. 10.5 are corresponding to
that in the left and right panel of the Figs. 10.2—-10.4 respectively. From this test we
see that SSP and DSP use much less memory space than CPM. Considering the fact
that with about 90% less memory costs than CPM, SSP and DSP suffer only 6%
precisions lost. They may be more attractive if storage cost is a bottle-neck. We also
tried to sparsify the CPM matrix by dropping small entries. By reducing 20% of the
memory storages, the precision is lost more than 40% for CISI with k = 500 test.

In previous precision-recall tests, SSP looks slightly better than DSP, especially
when the number of cluster & is small. However, SSP matrix has more than double
number of nonzeros than that of DSP matrix. In order to see which sparsity pattern
is good, we compare SSP and DSP by increasing the density of the DSP matrix.
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Fig. 10.4 Left panel: MED database, k = 200. Right panel: MED database, k = 500
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Fig. 10.5 Storage cost comparison of three different retrieval methods.

In the tests of all three databases with k = 500, we either increase the update steps
or the number of fill-ins at each step to compute DSP matrix M for accurately. In
the right panel of the Figs. 10.2-10.4, we see the precision-recall curves for DSP
corresponding to DSP var2 are better or very closer to that of SSP while still uses
smaller memory space compared with SSP. That means, given the same storage con-
straint, dynamic sparsity pattern strategy more accurately computes sparse approx-
imate matrix than the static sparsity pattern strategy. Figure 10.5 shows the storage
cost comparison of three different retrieval methods.

Finally we give the query time and total CPU time required for the query proce-
dures and CPM, SSP, and DSP three matrices computation. The query time is one
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Fig. 10.6 CPU time for query procedure and matrix construction

of the most important aspects in information retrieval system. It affects the retrieval
performance. We see from the upper panel of the Fig. 10.6 that SSP and DSP greatly
reduce the query time required by CPM approach due to their very sparse matrices.
The total CPU time for matrix construction and query procedure is given in the bot-
tom panel of the Fig. 10.6. If k = 256, or 200, the size of the CTC is either 256 by
256 or 200 by 200, which is small, the inverse of C TC takes less time than SSP and
DSP matrix construction time. However, for £ = 500, CPM takes much more time
compared with SSP. SSP also is much faster than DSP if the sparse matrix M is
constructed with the same density.
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10.5 Summary

We have developed numerical matrix computation methods based on static sparse
pattern (SSP) and dynamic sparse pattern (DSP) to compute the approximate ma-
trix to the concept matrix decomposition. We tested and compared with CPM
based retrieval schema. In our numerical experiments, the sparsity pattern based ap-
proaches SSP and DSP turn out to be more competitive in terms of query precision,
computational costs and memory space.

With the comparison of SSP and DSP sparsity pattern strategies, DSP displays
some of the following advantages: First is that it computes a more accurate approxi-
mate matrix than SSP given the same density constraint. Second is that the accuracy
of the approximate decomposition matrix can be controlled easily. By allowing more
update steps, we can compute a more accurate approximate decomposition matrix.
Third, as the information retrieval database may be updated periodically to accom-
modate new documents or to remove some out-of-dated documents, the computed
sparsity pattern may be used as a static sparsity pattern in some intermediate data-
base update. But the dynamic sparsity pattern strategy is more expensive in terms
of computational cost. Note that in information retrieval, these computations are
called pre-processing computation to prepare the database for the purpose of re-
trieval. Thus, an expensive one-time cost can be allowed if the prepared database
enables more accurate and faster retrieval. If the storage costs and query time are
the bottle-neck during the query procedure, the dynamic sparsity pattern strategy
looks more attractive.
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Chapter 11

Transferable E-cheques: An Application
of Forward-Secure Serial Multi-signatures

Nagarajaiah R. Sunitha, Bharat B.R. Amberker,
and Prashant Koulgi

Abstract With the modern world going on-line for all businesses, we need to trans-
act with various business organizations all over the world using different modes
of payment obtained through various Financial Institutions. We have considered the
following bank transaction. A person X having an account in bank C issued a cheque
for certain amount in favor of a person Y having an account in bank B. But, Y wants
to issue a cheque for the same amount favoring Z. In normal course, Y need to de-
posit the cheque in bank B, wait for clearance and then issue a cheque in favor of Z.
This consumes time as bank B sends the cheque to bank C for clearance.

In this paper, we propose a scheme in which a cheque is transferable. That is, the
cheque in favor of Y can be reissued for the same amount to Z without presenting
in the bank. Person Z can deposit the cheque directly in his bank, thus saving time
and work load on banks. Further, the scheme can be used to transfer the cheque
to any number of persons and only the last person deposits in the bank. In view
of this, e-cheque can be used as e-cash to a limited extent. Our scheme is based
on multi-signatures. We have augmented the multi-signature scheme to provide for-
ward security. This guarantees the security of cheques signed in the past even if
the signer’s secret key is exposed today. We propose two flavors of Forward-secure
multi-signatures, one based on Elgamal signatures and the other based on Digital
Signature Algorithm.
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11.1 Introduction

A fundamental requirement of E-commerce protocol [1, 2] is efficient schemes
for payments. E-cheques are a mode of electronic payments. This technology was
developed couple of years ago and has been promoted by many of the financial in-
stitutions. E-cheques work the same way as paper cheques and are a legally binding
promise to pay. Rather than handwritten or machine-stamped signatures, however,
e-cheques are affixed with digital signatures. The payer writes an e-cheque by struc-
turing an electronic document with the information legally required to be in a cheque
and digitally signs it. The payee receives the e-cheque over email or web, verifies
the payer’s digital signature, writes out a deposit and digitally signs it. The payee’s
bank verifies the payer’s and payee’s digital signatures and forwards the cheque for
clearing and settlement. The payer’s bank verifies the payer’s digital signature and
debits the payer’s account.

The standard notion of digital signature [3-5] security is extremely vulnerable
to leakage of the secret key which over the lifetime of the scheme may be quite a
realistic threat. Indeed if the secret key is compromised any message can be forged.
Forward-secure signature schemes, first proposed by Anderson in [4] and formalised
by Bellare and Miner in [5] are intended to address the above limitation. A forward-
secure digital signature scheme [5-8] is a method for creating digital signatures
signed with secret keys changing with time periods, all of which can nevertheless
be verified by the verifier using the same public key. An adversary with access to this
public key and the secret key of some time period, will be unable to forge signatures
for an earlier time period.

When a signature depends on more than one signer we call it a multi-signature.
A multi-signature scheme [9—12] enables a group of signers to produce a compact,
joint signature on a common document. As many applications require multiple sign-
ers to sign the same document, we propose to apply the concept of forward-security
to multi-signatures. Using Forward-secure multi-signatures all signers of the docu-
ment can guarantee the security of document signed in the past even if their secret
key is exposed today. An adversary will not be able to forge such a multi-signature
unless the secret key of all the signers are compromised in the same time period,
which is practically not possible.

Cheques once issued to a customer must be deposited in a bank for further pro-
cessing. Generally there is no provision for a cheque to be transferred among cus-
tomers i.e. if a customer has a cheque in hand for a specified amount, he cannot give
the same cheque to another customer for the same specified amount. He must first
deposit the cheque in his bank and issue another cheque to the customer. We have
come up with a proposal through e-cheques, to provide an option for a customer
to transfer a cheque to another customer without depositing it in the bank. Each
customer receiving the cheque is convinced that the cheque is from the intended
sender. Only the last receiver of the e-cheque deposits it in the bank. All previous
customers transfer the e-cheque off-line. This reduces the work load on bank to clear
the e-cheques. Also e-cheques can be used like hard cash to some extent. We use
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the concept of Serial Forward-Secure multi-signatures [13] which ensure forward-
security of the document and allow signers to sign the same document serially.

In Section 11.2, we discuss how to make the basic schemes like EIGamal and
DSA signature schemes forward-secure. In Section 11.3, we apply forward-secure
concept for a group of signers who need to sign the same document. Here we
discuss Forward-secure serial multi-signatures which ensure forward-security of
the document and allow signers to sign the same document serially. We propose
schemes based on both Elgamal signatures and DSA. We also explain the model to
use the concept of forward-secure serial multi-signature to transfer e-cheques among
customers. In Section 11.4, we give the security analysis of our scheme by consider-
ing the possible attacks against the multi-signature scheme and in Section 11.5, we
discuss the forward-security of our scheme. Lastly in Section 11.6, we conclude.

11.2 Basic Schemes made Forward-Secure

To specify a forward-secure signature scheme, we need to (i) give a rule for updat-
ing the secret key (ii) specify the public key and (iii) specify the signing and the
verification algorithms. In saying that our forward-secure scheme is based on a ba-
sic signature scheme, we mean that, given a message and the secret key of a time
period, the signing algorithm is the same as in the basic signature scheme. As for
the other specifications we use the idea of Bellare and Miner in [5]: Given the secret
key of some time period, the secret key of the subsequent period will be calculated
just as the public key would be if this were the secret key in the (underlying) basic
signature scheme. The public key for the forward-secure signature scheme is the key
obtained on running 7" times the update rule for secret keys.

Now, we need to be able to write a verification equation relating the public key
and the signature (and incorporating the time period of the signature) from which
the claim of forward security can be deduced.

In the following sections we give the algorithms to make the basic schemes like
ElGamal Signature scheme and the Digital signature scheme forward-secure.

11.2.1 Forward Secure ElGamal Signature Scheme

Following are the details of the algorithm:

1. Secret Key Updation: Let p be a large prime.
Let o(p—1) = p|'...pf where p; < pr <... < py.
Choose o such that

ged(a, p) = 1, ged(a, ¢(p)) = 1, ged(a, 9*(p)) =1, ...,
ged(a, 0" (p)) =1
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where ¢ (p) is the totient function and ¢ ~/(p) = ¢ (¢p7 =1 (p)) for 1 <i< T —1
with ¢°(p) = p. It may be noted that a prime o chosen in the range p; < & < p
satisfies the above condition. The base secret key aq (this is the initialisation for
the secret key updation) is chosen randomly in the range 1 < ap < p — 1.

The secret key a; in any time period i is derived as a function of a;_1, the secret
key in the time period i — 1, as follows:

a; = o1 mod TP 1hod o7 (p)

for 1 <i < T. Once the new secret key a; is generated for time period i, the
previous secret key a;_1 is deleted. Thus an attacker breaking in period i will get
a; but cannot compute ao,...,a;—1, because of difficulty of computing discrete
logarithms.

2. Public Key Generation: In Bellare-Miner scheme, the public key is obtained
by updating the base secret key 7 + 1 times. However, we obtain the public key
by executing the Secret Key Updation Algorithm 7 times as follows:

B=0a‘"1" modp=ar modp (11.1)

3. Signature Generation: The signature generated in any time period i is (y; j,y2.).
The computation of y; ; is
yii=0a modp

where k is a random number chosen such that 0 < k < p and ged (k, (p—1)) = 1.
The computation of y» ; is

y2i = (H(m||i) — (A(et, T —i—1,a;).y1;))k"" mod (p—1) (11.2)

where H is a collision-resistant hash function. While hashing, i is concatenated
with m to indicate the time period in which the message is signed.

By the notation A(ct,u,v) = ... v we mean that there are u number of o ’s
in the tower and the topmost « is raised to v, i.e. in the above equation there are
(T —i—1) number of o’s in the tower and the topmost o is raised to a;. Notice
that the public key B can also be given in terms of ¢; as,

B =A(e,T —i,a;) mod p,
This relation gets employed in the verification of validity of the signature.

4. Signature Verification: As for verification, a claimed signature (y; ;,y2 ;) for the
message m in time period i is accepted if

aH(mHi) — ‘B)’IJ y)lzzl' mod p (11.3)

else rejected.
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11.2.2 Forward Secure DSA Signature Scheme

As the key generation algorithm is same for both ElGamal and DSA signature
schemes, the secret key updation and public key generation algorithms discussed
under Forward-Secure ElGamal Signature scheme can be used even for Forward-
Secure DSA scheme.

1. Signature Generation: The signature generated in any time period i is (r,s,i).
The computation of r is

r=(a* modp) modgq

where k is a random number chosen such that 0 < k < p and ged (k,(p—1)) = 1.
The computation of s is

s =k '(SHA(m||i)+ (A(o, T —i—1,a;) *r)) mod g

where SHA is a collision-resistant hash function.

2. Signature Verification: w = (si)~!; ul = SHA(m||i) xw ; u2 = rxw ;v = a"! %
y*2. As for verification, a claimed signature (r,s,i) for the message m in time
period i is accepted if

Vi=r

else rejected.

11.3 The Forward-Secure Serial Multi-signature Scheme

We use the Forward-secure Elgamal and DSA signature schemes discussed in pre-
vious section to design Forward-Secure Serial Multi-signature scheme [12].

The Forward-secure Serial Multi-signature Scheme ensures forward-security of
the document and allows multiple signers to sign the same document serially i.e. one
after the other. Here signing order need not be predetermined. During this process
each signer verifies the signature of his/her predecessor’s and then signs the doc-
ument by creating a partial multi-signature. The signature generated by the last
signer will be the multi-signature which can be verified by any verifier with a single
public key.

11.3.1 Forward-Secure Serial Multi-signature Scheme
based on Forward-Secure Elgamal Signatures

Following is the protocol to create Forward-secure Serial Multi-signature Scheme
using Forward-secure Elgamal Signatures.
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11.3.1.1 Partial Multi-signature Generation and Verification

Any signer U;(2 < j < n) computes (y;,;) as follows,

yji= aki mod p

where k; is a random number chosen such that 0 < k; < p—1and ged(kj,p—1) = 1.
Y= (H(m||i) — (A(,T —i—1,a;;).y;))k; ' mod (p—1) (11.4)

where H is a collision-resistant hash function.
The signer signs the message m by creating the partial multi-signature,
(((6).1,012),m)) where

lj,iO’TI

y
Oj1 ZGj7171.yj modp

cj2=(0j-12 —l—y;l).H(Gj,l) mod p.

This partial multi-signature is sent to the next signer Ujyi. Any partial multi-
signature received by a signer U;(2 < j < n) is verified using the following equation:

o (mlli).cj2 (ﬁlm(j).(;j’l)H(cj.l)

where the public key [31._,< j) is computed as the product of public keys of previous
signers.

The partial multi-signature generated by the last signer is the Forward-secure
Serial Multi-signature of n signers which can be verified by any external verifier.
The verification equation for the external verifier is

aH(mHi)~Gn,2 e (ﬁl...mcn,l )H(Gn.l)'

11.3.2 Forward-Secure Serial Multi-signature Scheme
based on Forward-Secure DSA Signatures

Following is the protocol to create Forward-secure Serial Multi-signature Scheme
using Forward-secure DSA Signatures.

11.3.2.1 Partial Multi-signature Generation and Verification

Any signer U;(2 < j < n) computes ((rj,sj)m,i). The computation of r; is

rj= (¥ modp) mod g
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where k; is a random number chosen such that 0 < kj < p and ged (kj,(p—1)) = 1.
The computation of sj is

sj=kj "(SHA(m||i) + (A(a,T —i—1,a;;) *rj)) mod g (11.5)

He creates the partial multi-signature, (((0j,1,0j2),m)) where

rj_l.sj
Oj1=0j-1,1.7;

Cjo= (Gj71,2+r;1)~H(Gj,l)-

This partial multi-signature is sent to the next signer Ujy;. Any partial multi-
signature received by a signer U;(2 < j < n) is verified using the following equation:

aSHA(mHl)G,,l‘z — (ﬁ*l -o-j—lyl)H(Gjil‘l)

where the public key 8 is computed as the product of public keys of previous sign-
ers. The verification equation for the external verifier is

aSHA(mHi).G,,l _ (ﬁ_l o

.1 )H(Gn.l)

11.3.3 Our Model

We propose a scheme in which a cheque is transferable. That is, the cheque in favor
of Y can be reissued for the same amount to Z without presenting in the bank.
Person Z can deposit the cheque directly in his bank, thus saving time and work
load on banks. Further, the scheme can be used to transfer the cheque to any number
of persons and only the last person deposits in the bank. In view of this, e-cheque
can be used as e-cash to a limited extent. Our scheme is based on multi-signatures.
We have augmented the multi-signature scheme to provide forward security. This
guarantees the security of cheques signed in the past even if the signer’s secret key
is exposed today.

We assume that the customers issue/transfer e-cheques only if sufficient balance
exists in their account. As seen in Fig. 11.1, the payerl requests his bank (FI-C —
as this financial institution clears the e-cheque later) for e-cheque leaves. On stor-
ing the e-cheque details like e-cheque no, security parameters and so on, the FI-C
sends the e-cheque leaves to payerl. The payerl enters the e-cheque amount, de-
tails of the payee and signs it using the forward secure ElGamal/DSA signature as
discussed in Section 11.3 and generates the partial multi-signature as discussed in
Section 11.4. Payerl is the initiator. This e-cheque is sent to the payee. The payee
verifies the multi-signature as discussed in Section 11.3. If it is verified the payee
can deposit in his bank (FI-S — as this financial institution submits the e-cheque to
FI-C) or can transfer the same e-cheque to another payee. If he is transferring the
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2. Store e-cheque details
corresponding to the
Account No. of payerin

the database
3. Issue of e-cheque leaves
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Fig. 11.1 Transfer of e-cheques among multiple customers

e-cheque, he becomes payer2. Payer2 must sign as done by payer! using the forward
secure ElIGamal/DSA signature and generate partial multi-signature as discussed in
Section 11.3. The payee can verify the partial multi-signature and either submit it
in his FI-S or transfer it to another payee. This can continue for any number of cus-
tomers. Once the payee verifies the partial multi-signature, he is convinced that he
has received from the intended sender. The e-cheque is given a validity period before
which it has to be submitted in a bank. When the last person deposits the e-cheque
in his FI-S, the e-cheque is cleared by the FI-C of the first payer. Thus the transfer
of e-cheques is done off-line. Also, the e-cheque needs to be cleared only once. The
FI-S of the last customer just sends a message to all FI-C of signers of e-cheque to
credit and debit the e-cheque amount. This information is required to keep track of
all the transactions of a customer.

11.4 Security Analysis

In this section we analyze the possible attacks against our forward-secure multi-
signature scheme:
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11.4.1 Attacks Aiming to get Private Keys

1. Recover Secret Key from Public Key: The public key f3 for the Forward-Secure
Serial Multi-signature is computed as the product of public keys of individual
signers: Recovering a;; from f3; is equivalent to solving discrete log problem
which is computationally not possible.

2. Determining Secret Key from a Set of Signatures: There are n equations of
the form (4/5), but (n+ 1) unknowns (since each signature uses different secret
k;). The system of equations cannot be solved and the private key a;; is secure.

3. Recovering k; and then Determine g; ;: If an adversary is able to get k;, he can
determine a;;. But recovering k; from y; is equivalent to solving discrete log
problem.

4. When the private keys of one or more users are lost and if the intruder holds this
secret information and intend to get private keys of other users, he must break
the security as mentioned above(1,2&3).

11.4.2 Attacks for Forging Multi-signatures

1. The Substitution Attack: This attack is prevented by the use of one-way hash
functions (see Eq. (11.4)/Eq. (11.5)).

2. Any signer U;(2 < j < n) may want to forge a multi-signature for a message m
and then declare that m is signed by Uy,...,U;_ and U; itself. By this j signer
is making all the previous j — 1 signers responsible for the forged message. This
is once again prevented by the use of one-way hash functions.

11.5 Forward Security of the Proposed Scheme

Here we prove that, given a secret key «; of some time period i an adversary cannot
find the secret key for some period j < i. We show that in Eq. (11.2), finding secret
key using public key (as public key is obtained by updating the base secret key T
times) is equivalent to solving discrete log problem.

Let P; be the discrete log problem where given o and B we want to find A in

B=o" mod ¢ 71 (p) (11.6)

This problem is believed to be computationally hard.
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Let P; be a problem where given ¢ and a; we need to find the secret key a; in
a; = A(a,i— j,a;) mod ¢* ~(p) (11.7)

We claim that if Py is hard, then P, is also hard. Thus, if we can find a; from q; in
Eq. (11.7) we can find A from B in Eq. (11.6). We prove this by contradiction.

Proof. Let us assume that P, is not hard. We will show that P; is also not hard. Set
ai = Act,i— j—1,) mod 97 (p)
then a; obtained from solving P satisfies
o% = B mod ¢T*-"*1(p)

By setting a = a; we have obtained a solution in Py which is a contradiction.

11.6 Conclusion

Many applications require multiple signers to sign the same document. A multi-
signature scheme enables a group of signers to produce a compact, joint signature
on a common document. We have come up with a scheme to provide an option for
a customer to transfer a cheque to another customer without depositing it in the
bank. Each customer receiving the e-cheque is convinced that the cheque is from
the intended sender. Only the last receiver of the e-cheque deposits it in the bank.
All previous customers transfer the e-cheque off-line. This reduces the work load
on bank to clear the e-cheques. We use the concept of Serial Forward-Secure multi-
signatures. The schemes work with Elgmal and DSA signatures and ensure forward-
security of the messages. The signatures can be verified using a single public key
though multiple signers are involved.
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Chapter 12

A Hidden Markov Model based Speech
Recognition Approach to Automated
Cryptanalysis of Two Time Pads
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Abstract Although keystream reuse in stream ciphers and one time pads has been a
well known problem in stream ciphers for several decades, yet the threat to real sys-
tems has still been underestimated. The keystream reuse in case of textual data has
been the focus of cryptanalysts for quite some time now. In this chapter, we present
the use of hidden Markov models based speech recognition approach to cryptanaly-
sis of encrypted digitized speech signals in a keystream reuse situation, also known
as the two time pad. We show that how an adversary can automatically recover the
digitized speech signals encrypted under the same keystream provided the language
(e.g. English) and digital encoding scheme (e.g. linear predictive coding) of the un-
derlying speech signals are known. The technique is flexible enough to incorporate
all modern speech coding schemes and all languages for which the speech recog-
nition techniques exist. The technique is simple and efficient and can be practically
employed with the existing HMM based probabilistic speech recognition techniques
with some modification in the training (pre-computation) and/or the maximum like-
lihood decoding procedure. The simulation experiments showed promising initial
results by recognizing around 80% correct phoneme pairs encrypted by the same
keystream.
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12.1 Introduction

In a stream cipher, the plaintext p is exclusive ORed with a keystream & to produce
the ciphertext c i.e. p @ k = c. If the keystream k is purely random then the stream
cipher becomes provably unbreakable [1] and the cipher is known as the one time
pad. The security of the stream cipher rests on never reusing the keystream. If two
different plaintexts p; and p, are encrypted with the same keystream k then their
results p; @k and p, @ k can be XORed to neutralize the effect of the keystream,
thereby obtaining p; & p>. The key reuse problem in stream ciphers has been stud-
ied since long. It has recently been mentioned in the literature as the “two time
pad” problem [2]. The vulnerability of keystream reuse exists with many practi-
cal systems which are still in use. The practical systems which are vulnerable to
such type of attacks include Microsoft Office [2, 3], 802.11 Wired Equivalent Pri-
vacy [4], WinZip [5] and the point to point tunneling protocol [6] used in virtual
private networks (VPNs). This problem is predicted to remain there for quite some
time in the future also as mentioned by Mason et al. [2]: “We do not expect that this
problem will disappear any time soon: indeed, since NIST has endorsed the counter
mode for AES, effectively turning a block cipher into a stream cipher, future sys-
tems that might otherwise have used CBC with a constant IV may instead reuse
keystreams.”

Hidden Markov Models (HMMs) are very rich in mathematical structure and
form the theoretical basis for use in a wide range of applications particularly in
machine recognition of speech [7]. Most modern speech recognizers are based on
HMMs. Digitization, compression and encryption of speech communications be-
tween two parties have been important areas of communication. Encryption schemes
particularly designed for speech, starting from the old aged analog speech inverters
to the modern aged partial speech encryption techniques, have been the focus of se-
curity professionals since long. With the advancement in the speech digitization and
compression techniques such as low rate Vocoders which use parameter encoding,
the speech signal is now treated as an ordinary data stream of bits as far as encryp-
tion is concerned. The properties of the digitized speech signals exploited by the
speech recognition equipment especially in case of speech recognition from Codec
bitstreams [8] and automatic transcription of telephone conversations [9] have en-
couraged us to look at their characteristics from the cryptanalytic point of view in
the keystream reuse scenario. It has enabled us to extend the natural language ap-
proach from automated cryptanalysis of encrypted text based data to the digital data
extracted from underlying verbal conversation between two parties. An interesting
by-product of our attack is that it would not only decipher the information but would
automatically transcribe it during the process of speech recognition.

This chapter is organized as follows: In Section 12.2, we discuss the previous and
related work on the keystream reuse problem as well as the use of HMMs in various
cryptanalytic procedures. Section 12.3 presents details regarding our approach and
method of attack. In Section 12.4, we present the implementation procedure which
we adopted and the details of the tools used for launching the attack along with ex-
perimental results. Section 12.5, concludes the paper and gives directions for future
work on the topic.
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12.2 Previous and Related Work

The previous and related work in this domain can be divided into two categories:
the prior work related to the keystream reuse or the two time pads and secondly, the
previous work with respect to the use of HMMs in cryptanalysis.

12.2.1 Keystream Reuse

Key stream reuse vulnerability of stream ciphers has been studied for quite some
time, starting from National Security Agency’s VENONA project [10, 11] which
started in 1943, going through the work of Rubin [12], Dawson and Neilson [13]
and finally to the automated cryptanalysis of two time pads by Mason and coau-
thors [2]. Mostly the keystream reuse problem discussed previously is with respect
to the textual data and mainly based on heuristic rules for obtaining the two plain-
texts p; and p; from p; @ pr except for the work of Mason et al. [2] which uses
statistical finite states language models and natural language approach. Previous
works also exist on automated cryptanalysis of analog speech signals [14], but no
previous work exists on the use of modern speech recognition techniques based on
hidden Markov models being used for cryptanalysis of the two time pad problem
for the digitally encoded and/or compressed speech signals. Hence, based on the
available literature on this topic, a user can safely reuse keystreams if the underly-
ing plaintext data is speech. Our work prove it the other way round that just like
text based data, speech signals can also be reconstructed from their plaintext XORs.
Moreover, most of the reconstruction techniques for separately identifying two text
based data files from their bitwise XOR fail if compression is applied on the plain-
text files before encryption. Since speech recognition can also be carried out from
the Codec bitstreams [15—17], even for highly compressed speech data, therefore,
the chances of applying the same techniques for cryptanalysis of two time pads even
in the compressed environment has a fair chance of producing encouraging results.
This task may be taken up as a future work in this area.

12.2.2 Use of HMM:s in Cryptanalysis

As regards to the use of hidden Markov models in cryptography and cryptanalysis,
these have recently been used for several problems in these areas. The most promi-
nent ones are the works of Narayanan and Shamtikov [18] who used hidden Markov
models for improving fast dictionary attacks on human memorable passwords; Song
et al. [19] who used HMMs for timing attacks on SSH; substitution deciphering of
compressed documents using HMMS by Lee [20]; and Zhuang et al. [21] works
on keyboard acoustic emanations with the help of HMMs; Karlof and Wagner [22]
who modeled countermeasures against side channel cryptanalysis as HMMs; and
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finally the most relevant work of Mason and coauthors [2] who used the viterbi
beam search for finding the most probable plaintext pairs from their XOR in case of
textual data. It is worth mentioning here that most of the work involving cryptanaly-
sis with the aid of HMMs relate to text based data with no or very little attention to
digitized encrypted speech. Our algorithm for cryptanalysis of the plaintext XOR of
the digitized speech signals using hidden Markov model based speech recognition
techniques is the first of its kind and has showed encouraging preliminary results.

12.3 Proposed Approach

Our method of cryptanalyzing the speech signals being encrypted with the same key
is based on the hidden Markov model based automatic speech recognition (ASR)
techniques. All modern speech recognition equipment use this technique because
of its robustness, flexibility and efficiency. The goal of any ASR system is to find
the most probable sequence of words W = (wj,wa,ws,... ... ) given an acoustic
observation O = (01,02,03,....or). Mathematically,

W = argmax P(w;/0)
icL
where L indicates the phonetic units in a language model. This cannot be calculated
directly but using Baye’s Rule, the above equation can be modified as

~ P(O/W,’) P (w;)

W = argmax
Sel P(0)

or it can also be written as

W = argmax P (O/w;) P (w;)
icL

here, P(O/w;) is calculated using HMM based acoustic models, whereas P(w;) is
determined from the language model. In the keystream reuse case the unknown ob-
servation O is not a plain acoustic observation sequence but bitwise XOR of two
observation sequences O; and O,. The job of the cryptanalyst is to separate these
two sequences from their XOR. Keeping in view the techniques of speech recogni-
tion, there could be two approaches to tackle this problem. One approach would be
that we train our HMMs corresponding to phoneme pairs (phoneme; xor phoneme, )
and then try to recognize the phoneme pair which best fits the observation sequence
which in fact is a bitwise XOR of two observation sequences. In this approach, we
mainly modify the training phase of the speech recognition procedure. The second
approach would be to find out the phoneme pair which gives the best joint proba-
bility given the observation sequence. Here, a modification in the decoding phase of
the recognition procedure is required. The succeeding paragraphs discuss the pros
and cons of the two approaches in this regards.
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12.3.1 HMM Training Phase Modification

In the conventional speech recognition techniques the hidden Markov models are
trained for complete words in case of isolated word recognizers and for phonemes
in case of continuous speech recognizers. In our case, for isolated word recognition,
we have to first list down all the possible combination of words and hence the HMMs
required to be trained will increase from 7 to n2. Since the list of words is generally
very large, therefore this approach of training the HMMs would be very computa-
tional intensive and may be impractical. A better and more efficient approach is to
train the HMMs for the XORed pairs of all the possible phonemes in the language
under test. In this case the list of phonemes is generally not high and it is compu-
tationally feasible to train our HMMs for the phonemes instead of complete words.
For example in English language there are about 40 to 50 phonemes and hence the
number of HMM s to be trained in this case would be at the most 50? which is not
high as regards to the computational resources available to a normal user these days.
Using this approach would not require any modification in the conventional speech
recognition procedure, except that the decoded phonemes would not be the actual
speech signals but the bitwise XORed of two phonemes. In this case it is only in the
training phase that, instead of training the HMMs for individual phonemes, we train
them for the XORed pairs of phonemes for all combinations.

12.3.2 Recognition Phase Modification

Another approach in this case is to keep the training part of the HMMs unchanged
but modify the recognition algorithm at the decoding stage. Using this approach is
simple and elegant in case of textual data like it is applied by Mason and coauthors
[2]. In this case, assuming x to be the known XOR of the two ciphertexts ¢1 and ¢», a
feasible solution to the two time pad problem is a string pair (p;, p2) such that p; @
p2 = x. If p; and p; are drawn independently from known probability distributions
Pry and Pr; respectively then we look for the most probable of the feasible solutions
i.e. the (p1, p2) pair that maximizes the joint probability Pr;(p).Pra(p2). In case of
speech, there are a lot of gray areas which need to be clarified, before we get some
conclusive results. In case of textual data, since the plaintext XOR x (p; @ p») is
known (equal to ¢; @ ¢;) and the probability of x given p; and p; i.e.P [x / (p1, pz)]
is simply 1. In case of speech signals the XORed observation vector available to
the cryptanalyst is the combination of two vectors which in turn are probabilistic
functions of phonemes, thereby making the situation more complex as compared
to the textual data. In this case we have to pair each phoneme with every other
phoneme at each stage of the recognition network including itself and then try to find
the most probable path. This will lead to state explosion even at the early stage of the
recognition network and in return would require exorbitant amount of computations.
‘We postpone further details and complexity analysis of this approach for future work
and restrict this chapter to the modification at the training phase level.
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12.4 Simulation

The simulation part of our attack involves a pre-computation phase and then the
actual attack phase. Both the phases are interrelated and interdependent and the ac-
curacy of the attack is greatly dependent on how well these two parts of the attack
are carefully employed and joined. For both these phases, we used HT K which is
an open source toolkit based on C language available for building hidden Markov
models [23]. It is primarily designed for building HMM based speech processing
tools, particularly speech recognizers. HTK training and recognition tools can be
efficiently employed to break the two time pads of encrypted digitized speech.

12.4.1 Pre-computation Phase

The pre computation phase corresponds to the training part of the HMMs and is
done once for a particular language and specific speech encoding procedure. The
accuracy of the attack is greatly dependent on how well the selected HMMs are
trained with diversified nature of speech signals. For training data, we selected the
Switchboard Corpus [24] which is a selection of telephone bandwidth conversational
speech data collected from T1 Lines. The speech files are fully transcribed. In order
to simulate the keystream reuse scenario, we selected 256 speech files and XORed
them with each other. The XORed speech files were transcribed using the HTK tool
HSLab. Figure 12.1 shows the waveform and phoneme level transcription of the
words Clothes and Glitters and their corresponding bitwise XOR. The acoustical
events were modeled with 588 HMMs with each HMM corresponding to one pair
of phonemes. Since all the possible phonemes do not occur always hence the actual
number of phoneme pairs (588) is quite less than the total possible number (2,500).
The basic design of the HMM we used in this case for all the models is as shown in
Fig. 12.2.

The speech recognition tools cannot process speech waveforms directly. These
have to be represented in a more compact and efficient way like the case in all
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Fig. 12.2 Basic topology of a six state HMM

modern speech digitizers and encoders. Different acoustic feature representations
were used for recognition purposes. For all the representations, we used frame
length of 25 milliseconds with 10 milliseconds frame periodicity. The parameters
which were to be estimated for each HMM during the training phase were transi-
tional probabilities a;; and the single Gaussian observation function for each emit-
ting state which is described by a mean vector and variance vector (the diagonal
elements of the autocorrelation matrix). The HTK tools HInit, HCompV, and HRest
can be used for this purpose.

The different acoustic features extracted for recognition purposes includes Linear
predictive coefficients, reflection coefficients, Cepstral coefficients and Mel Fre-
quency Cepstral coefficients along with delta and reflection coefficients. In addi-
tion to the training of each HMM, there is one more important task which has to
be completed in the pre computation phase before we go on to the decoding phase.
Before using our HMMs we have to define the basic architecture of our recognizer.
In actual case this depends on the language and the syntactic rules of the underlying
task for which the recognizer is used. We assume that these things like the language
of the speakers and the digital encoding procedures are known to the cryptanalyst
before hand. HTK like most speech recognizers work on the concept of recognition
network which are to be prepared in advance, and the performance of the recognizer
is greatly dependent on how well the recognition network maps the actual task of
recognition. In addition to the recognition network, we need to have a task dictio-
nary which explains how the recognizer has to respond once a particular HMM is
identified. At this stage, our speech recognition task completely defined by its net-
work, its task dictionary and its HMM set is ready for use. The recognition network
in our case is shown in Fig. 12.3. The HParse tool of HTK can be used for this
purpose. HSGen can be used for its verification.

12.4.2 Decoding Phase

Once the pre-computation phase has carefully been completed, the decoding process
becomes pretty simple and elegant. An input speech signal comprising of n observa-
tion vectors, which in our case are the XOR of two unknown sequences of vectors,
is then fed as input to the recognizer. Every path from the start node to the end
node in the recognition which passes through exactly n emitting states is a potential
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Fig. 12.3 Recognition network

recognition hypothesis. Each of these paths has a log probability which is computed
by summing the log probability of individual transition in the path and the log prob-
ability of each emitting state generating the corresponding XORed vector. Within
the model, transitions are determined from the model parameters (a; j), between
two models the transitions are regarded as constant and in case of large recognition
networks the transition between end words are determined by language models like-
lihoods attached to the word level networks. The job of the decoder is to find those
paths through the network which have the highest log probability. HTK tools HVite
can be used for this purpose.

12.4.3 Experimental Results

The performance analysis of the recognizer can be done using the HResults tool
of HTK. It reads in a set of label files output by the recognition tool (HVite in our
case) and compares them with the corresponding reference transcription files. For
the analysis of speech recognition output the comparison is based on a dynamic pro-
gramming based string alignment procedure. The experimental results with respect
to different acoustic features extraction mechanisms are depicted in Table 12.1. The
best accuracy results were presented by the Mel Frequency Cepstral Coefficients
(MFCC) with delta and acceleration coefficients-a 39 dimensional vector compris-
ing of 12 first MFCC coefficients, the null MFCC coefficient which is proportional
to the total energy in the frame, 13 Delta coefficients estimating the first order deriv-
ative of MFCC coefficients and 13 acceleration coefficients estimating the second
order derivatives. This is perfectly inline with the conventional speech recognition
accuracies with respect to the acoustic features.
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Table 12.1 Recognition accuracies of different acoustic features

SNo  Feature extraction mechanism Recognition accuracy (%)

1. Linear predictive coefficients 65.93

2. Linear predictive reflection coefficients 69.06

3. Linear predictive cepstral coefficients 72.09

4. Mel frequency cepstral coefficients 74.72
(MFCC)

5. Linear predictive cepstral + delta coefficients 77.15

6. Mel frequency cepstral + delta + acceleration 79.96
coefficients

12.5 Future Work and Conclusion

This chapter presents the implementation of plaintext XORs of the key reuse prob-
lem of stream ciphers for speech signals encoded with modern encoding techniques.
The text based plain text XORs have been discussed in the literature for quite some
time now and the techniques have matured quite well. Conventional speech recogni-
tion tools such as HTK can effectively be employed for the automated cryptanalysis
of two time pads in case of speech signals. Two main approaches for achieving
this have been discussed while experimental results for the training part modifi-
cation have been presented. The decoding part modification can be taken up as a
future work. Detailed complexity analysis of the training and decoding parts of the
recognition technique also needs to be looked into in the future assignment.
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Chapter 13

A Reconfigurable and Modular Open
Architecture Controller: The New Frontiers

Muhammad Farooq, Dao Bo Wang, and N.U. Dar

Abstract A novel and flexible open architecture controller platform is presented for
PUMA Robot system. The original structure of the PUMA robot has been retained.
All computational units are removed from the existing PUMA controller, and the
PC assumes the role of computing the control strategy. By assembling the controller
from off-the-shell hardware and software components, the benefits of reduced cost
and improved robustness have been realized. An Intel Pentium IV industrial com-
puter is used as the central controller. The control software has been implemented
using VC ++ programming language. The trajectory tracking results show the va-
lidity of the new PC based controller.

Keywords PUMA robot - Computed torque control (CTC) - Open architecture -
Amplifier - Graphical user interface (GUI)

13.1 Introduction

Robots form an essential part of mechatronics and computer integrated manufac-
turing (CIM) systems. Robots are generally controlled by dedicated controllers. As
upgrades become costly and interfacing becomes complex due to hardware and soft-
ware conflicts, the flexibility of the robotic manipulators is reduced. Dedicated hard-
ware and proprietary software which normally allows only high level programming
by the users are costly and difficult to understand.
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Since the early years of 1980s many projects have been carried out to develop
an open architecture controller such as NGC [1] GISC [2], ROBLINE [3] and so
on. They try to solve a problem of realization of an open architecture controller,
and several prototype systems have been developed. However, they are not widely
accepted due to the overly restrictive definitions and special standards.

The Unimate PUMA (Programmable Universal Machine for Assembly) 500 se-
ries Robots mainly uses DEC LSI 11 processor running VAL robot control soft-
ware [4]. Methods of bypassing VAL (Variable Assembly Language) are discussed
in literature, including Unimation technical reports [5]. However, most of these pro-
cedures have been confined to replacing the LSI 11 with another DEC computer,
leaving peripheral hardware intact. A much refined open structure architecture for
industrial robot was discussed in [6]. However, it is mainly based on Common Ob-
ject Request Broker Architecture (COBRA), leaving scope to simplify the hardware
and software work. A hardware retrofit for Puma 560 robot is discussed in [7] but
still it relies on special-purpose TRC041 cards installed on the backplane of Mark
II controller.

The shift towards personal computer open architecture robot controller and the
impact of using these newer controllers for system integration is discussed in [8—12].
However, they offer problem-specific solutions instead of presenting a generalized
open architecture approach. In fact, it is far more cost effective to develop new
hardware using less specific interfaces. In our paper a flexible, modular hardware is
developed for the puma robot, incorporating a personal computer, in-house as well
as specialized hardware. Some technical problems in the previous designs [13] for
velocity test profile of joints 1, 2 and 4 have also been addressed. The joints position
tracking error at high velocities is also minimized in our design.

13.2 Original Unimate PUMA 500

The Unimation Mark II is an industrial robot controller. It consists of mainly a
DEC LS11 computer with ADAC parallel interface board, DLV 11-J serial inter-
face board; CMOS board and EPROM board; servo interface board and Six digital
servo boards [12].

The original system used a large number of operational amplifiers and discrete
components for conditioning of shaft encoder signals and amplification of analog
control voltages. This leaves considerable scope to simplify and compact the con-
troller design by substitution of more modern components.

13.3 New Hardware Configuration

The PUMA 512 robot used for work is described in Fig. 13.1, is a member of the
Unimate PUMA 500 series of Robots, having six joints. Each of PUMA 512 joints is
driven by a gear train with a permanent magnet DC servo motor which incorporates
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Fig. 13.1 Puma 512 Robot joints identification

arotary shaft encoder, a tachometer and a potentiometer. The potentiometers & shaft
encoders use a common 5V supply.

The new system’s block diagram is shown in the Fig. 13.2. It mainly consists of
PWM amplifiers box, control unit, power supply box and an industrial computer.

The PWM amplifier box contains six in-house built amplifiers employing SAO1.
The SAO1 amplifier is a pulse width modulation amplifier that can supply 2 kW to
the load. It operates at 40 Vdc control supply and 15 Vdc servo supply. This form
of amplifier technology provides particular benefit in the high power ranges where
operating efficiencies as high as 90% can be achieved to dramatically reduce heat
sinking requirements.

The control box includes an internally designed digital conditioner card for shaft
encoder signals and an analog conditioner card for potentiometer and tachometer.
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The in-house built encoder conditioner card uses ALTERA MAX 7256AETC100-
10 CPLD [14] as shown in Fig. 13.3. It belongs to MAX 7000A programmable

device family.
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The robotic arm needs two digital conditioner cards. The CPLDs are pro-
grammed using VHDL language. The signals A4+,A—,B+,B—,Z+ and Z—, VCC
and DGND are the eight signals from rotary shaft encoder which are interfaced
to the CPLD via a differential line receiver MC3486. The 24 signals DO_waist to
D23 _waist go to six channels 722 DIO card. The other five joints’ shaft encoders
are connected to digital conditioner card in the same way.

A significant advantage of CPLDs is that they provide simple design through
re-programming. Unlike the commercially available encoder conditioner cards, the
developed CPLD card is re-configurable. The power supply unit incorporates power
supplies for PWM amplifiers units, signal conditioner cards and an excitation 110 V
power supply for six servo motors. It has one six channel 722 DIO card, 16 bits 816
A/D and 6126 D/A cards. The analog signals from tachometers and potentiometers
are fed into a six-channels analog conditioner card. The card was designed at Sim-
ulation & Machine Control lab (S & MC). After conditioning the signals, they are
fed to industrial PC (A/D card).

13.3.1 Advantages for New PC based PUMA Robot

There were three main advantages of development of a new PC-based PUMA ro-
bot manipulator control system: complexity, flexibility and cost. The hardware and
software complexity of the Unimate Mark II robot controller is extensively reduced
as discussed in Section 13.3. Flexibility refers to the ability to implement arbitrary
control strategies which can easily integrate sensor information into low level con-
trol. Flexibility also refers to the ability to easily use wide variety of sensors in
the trajectory generator. The suggested PC based platform has the ability to inte-
grate sensors easily such as sonars, ranging lasers, cameras etc. that would allow the
user to implement more complex control strategies (e.g. vision based control). With
the current digital servo boards in the Mark II, none of these advanced modes are
feasible.

13.4 Description of the Control Scheme

In this work, the reference torque for each joint of the arm is calculated using com-
puted torque control [15]. This technique is used to remove the nonlinearities of the
PUMA by employing feedback linearization. The arms dynamics are given by

M(q)§g+N(q,q)+Ta=1 (13.1)

where g(t) € R is a vector of joint variables, 7(¢) € R the control torque, 7,4(t) €
RO is a disturbance, M(q) is the inertia matrix, N(g- ) represents nonlinear terms
including coriolis/centripetal effects, friction and gravity.
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Suppose that a reference trajectory g,(f) has been chosen for the arm motion.
The tracking error is defined as:

e(r) = qq(t) —q(1) (13.2)
If the tracking error is differentiated twice,
then
é=g,+M (N +14—1) (13.3)

The feedback input linearizing function may be defined as:
u=g,+M ' (N-1) (13.4)
and the disturbance function as
w= M1, (13.5)

Then the tracking error dynamics can be expressed as

ale] = [ooe] [+ [

Hence, as a result of using the feedback linearization transformation (13.4), the
tracking error dynamics are given by a linear state equation with constant coeffi-
cients in (13.6).

The feedback linearization transformation can be inverted to give

[O } w (13.6)

Isx6

T = M(q) (§)a — 1+ N(q.4) (13.7)

This is the computed torque control law. An outer loop controller is often used. The
role of the outer loop controller is to provide the input u. In this paper, PD com-
puted torque controller has been used as an outer controller. The tuning of the CTC
controller for Puma robot using (3.12) leads to the gains as shown in the Table 13.1.
The computed torque control technique is known to perform well when the robotic
arm parameters are known fairly accurately. Fortunately, the dynamics of PUMA
560 manipulator are well known and reported. The inverse dynamics and Denavit-
Hartenberg arm parameters employed in this work are those reported in [17].

Table 13.1 Controller gains

1 2 3 4 5 6

Kp 18,000 10,000 8,900 6,200 10,500 5,500
Kp 19 16 16 14 18 16
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Table 13.2 Static friction for each joint

Joint Static friction, Nm
1 68.5

2 54.9

3 52.2

4 3.85

5 2.9

6 1.8

13.4.1 Effect of Large Gear-Ratios & Friction

There are two main barriers for industrial robots to successfully interact with the
environment: large gear ratio and friction. Puma robot manipulators typically have
a large gear ratio for handling large payloads. These linkages are usually heavy
to provide rigidity. Large joint friction is caused by large gear ratios and heavy
linkages. The main disadvantage of the large gear ratios is the backlash problem
which may cause higher position tracking errors.

Static friction was identified by increasing the torque command gradually and
recording the joint velocity. The torque command was increased 0.01 N every 0.05
second. The torque command was increased 0.01 N every 0.05 second.

The static friction modeling of joint 2 and joint 3 is more complicated than other
joint because of gravity loading. The estimated gravity compensation force used in
this experiment was 173 Nm for joint 2 and 70 Nm for joint 2. Table 13.2 shows the
static friction of each joint.

13.4.2 Viscous Friction and Inertia

Identification of link inertias is needed for the controller implementation and im-
proved trajectory tracking performance was assumed that the motor inertias, re-
flected through the gear reductions, resulted in an inertia tensor that was primarily
constant and diagonal. The inertia of each link was estimated by moving the robot in
sine-wave motion and recording the joint velocity and joint torque simultaneously.

By observing the magnitudes and relative phase of two signals, the friction and
joint inertia can be estimated. To make the estimation feasible and according to the
fact that both dynamic coulomb and viscous frictions are in phase with velocity,
the total friction was identified as though it were solely viscous. The results from
the experiments confirmed that the simplification yielded adequate model accuracy.
The equations for this analysis are:
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Bcmd = Vema Sin ot (13.8)
Oact = Vpsin(at + ¢) (13.9)
0¢act = Vpcos(t + ¢) (13.10)
T = T, sin (ot + t) (13.11)
T = [05e0 + KyisBact (13.12)

Ocma : Commanded joint velocity.

V,  : Peak value of actual joint velocity.

Vemd : Pak value of the commanded joint velocity.
®  : Desired angular velocity.

0.t : Actual joint velocity.

0, : Actual joint acceleration.

0 : Phase lag of the actual velocity.
0, :Phase lag of the joint torque.

I : Link inertia.

K,is : Viscous friction.

T, :Peak value of joint torque

From Egs. (3.8)—(3.12), the relationship between joint torque, viscous friction
and inertia can be written as:

Tpcosdt| [ Vpcosd —Vposing | | Ky (13.13)
Tpsingt | | Vpsing  Vpwcosd I .

By using least square fitting to estimate T, V}, ¢, and ¢, the link inertia and viscous
friction can be computed from Eq. (13.13). Table 13.3 summarizes the estimated
values of link inertias and viscous frictions for each joint.

Table 13.3 Inertia and viscous friction parameters for each joint

Joint Inertia, Kg m? Viscous friction Nm
(rad/second)

1 9.3 125.4

2 18.2 219.7

3 6.61 106.7

4 0.0309 1.8

5 0.0406 2.1

6 0.0021 0.29
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13.5 Software Design for the Controller

To implement the control algorithms developed in Section 13.3, a real time software
was developed using C + +/VC + + [17]. The graphical user interfaces developed
for robot are shown partially in Figs. 13.3 and 13.4.

Figure 13.3 shows different options for robot control. The “Position-Control”” and
“Rate- Control” are used to control the robot 6 joints’ position and speed respectively.
The “Signal-Generator” is designed mainly for testing the robot position-trajectory
performance. The “Data-View” and “data-Curve” display the joints position and
speed data. Figure 13.4 demonstrates “Position-Control” window only. The software
has several levels:

e System initialization and self diagnosis: which initializes custom boards, config-
ures the robot and diagnoses each block of the system.

e System coordination and safety check: which works with the safety device to
monitor robot status and stop operations in case of errors or emergency.

e Basic I/O routines for feedback information and output control signals: which
reads joint encoders, position signals, estimate velocities and convert digital con-
trol signals into analog ones.

e Kinematic & dynamic routines: which includes forward and inverse kinematics
for path planning as well dynamic routines.
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e User interface: that provides users with control buttons to properly operate the
robot, convenient means of planning experiments and post-processing experi-
mental data.

13.6 Results

The suggested system was developed and applied to Puma 560 robot. The original
proprietary controller was replaced with it. Figure 13.5 depicts the experimental
layout of the developed system. The PC runs the Windows 2000 operating system.

The PC-based controller is evaluated from two different aspects. The first aspect
is to examine how easy the system integrations and modifications are. The second is
to examine the performance of the control. The first aspect is obvious. The suggested
PC-based hardware and software ensure that the extensibility and scalability are
available. The second aspect is evaluated by the trajectory-tracking experiment.

To verify the effectiveness of the new controller, experiments were performed to
test the tracking control of the robot manipulator. Firstly, each joint is separately
requested to follow a desired trajectory. In this test, each joint is asked to move to
a specified destination while following a predetermined path. Figures 13.6 and 13.7
show the desired position trajectories and position tracking errors respectively for
SiX joints.

The desired profile consists of two parts: (a) linear acceleration from rest to max-
imum velocity for joints 1, 2, 3 and 5 while linear deceleration for joint 4 and 6; (b)
decelerate linearly. The position tracking errors of joint 1, 3, 4, 5 and 6 are in the
acceptable range of 0.005 rad to 0.01 rad except joint 2 for which the tracking error
is 0.02 rad. All these tests were performed with PD gains as shown in Table 13.2. A
careful selection of Kp and K, is very important.

To further verify the controller trajectory tracking performance, all the joints
were requested to follow a varying trajectory. Figures 13.8 and 13.9 shows the joint
1 trajectory tracking performance and error respectively. All the other joints show
acceptable tracking performances.

DAC card Motor v KIIILIE‘\
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Encoder conditioner .\igmhi
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Potentiometer signals 3

Power

Supply panel

PC-based
system

110 Excitation supply

PUMA robot
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Fig. 13.5 The experimental platform for implementing open architecture controller
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Fig. 13.10 Disturbance rejection performance of the controller

To check the robustness of the proposed controller, an unknown output distur-
bance was applied at 0.3 seconds. Figure 13.10 shows the disturbance rejection
performance or robustness of the controller. Two further tests were performed to
examine the simultaneous joints movement: (1) the maximum velocity was set at
15,000 counts/second. To test the simultaneous joints movement, all six joints were
asked to move at their fastest respective speeds and (2) the linear interpolation mode
test in which the individual joints should arrive at their respective destinations at the
same time.

The same tests were performed with varying joints’ velocities and accelerations.
Joint 1 and joint 3 showed higher position tracking errors at higher velocities and
accelerations, however, all the remaining joints showed satisfactory performance.

The control method, CTC, used in this paper, is a scheme for canceling the non-
linearities in the dynamics to yield a linear error system. It works well if all the
parameters of the robotic arm are known exactly. One of the reasons in position
tracking errors may be some variance in those parameters as the PUMA robot in S
& MC lab, which is used in this experiment, may have some divergence from the
standard parameters because of aging.
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13.7 Discussion & Conclusions

In this paper, the preliminary results are achieved in the development and imple-
mentation of a new simple PC based replacement controller for PUMA 512 robot.
Although the experiments were performed at educational and research institution,
the research is oriented towards industrial applications.

Though, some technical problems were faced while performing the tests at higher
velocities for joint 1 and joint 3, the new designed hardware and software works very
well and overcomes the problems in the previous PC based design for PUMA robot.
All the joints show satisfactory performance at low velocity as well as they exhibit
low position tracking error while following a velocity profile at high speeds.

The software graphical user interface for the robot was developed using VC++. It
encompasses all the features needed to control an industrial robot. The experimental
results showed that it is feasible to implement modern control methods for PUMA
500 series robots through software routines running on a PC.
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Chapter 14

An Adaptive Machine Vision System for Parts
Assembly Inspection

Jun Sun, Qiao Sun, and Brian Surgenor

Abstract This paper presents an intelligent visual inspection methodology that ad-
dresses the need for an improved adaptability of a visual inspection system for parts
verification in assembly lines. The proposed system is able to adapt to changing
inspection tasks and environmental conditions through an efficient online learning
process without excessive off-line retraining or retuning. The system consists of
three major modules: region localization, defect detection, and online learning. An
edge-based geometric pattern-matching technique is used to locate the region of ver-
ification that contains the subject of inspection within the acquired image. Principal
component analysis technique is employed to implement the online learning and
defect detection modules. Case studies using field data from a fasteners assembly
line are conducted to validate the proposed methodology.

Keywords Visual inspection system - Adaptability - Online learning - Defect
detection - Principal component analysis - Parts assembly

14.1 Introduction

In mass-production manufacturing, the automation of product inspection processes
by utilizing machine vision technology can improve product quality and increase
productivity. Various automated visual inspection systems have been used for quality
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assurance in parts assembly lines. Instead of human inspectors, a visual inspection
system can automatically perform parts verification tasks to assure that parts are
properly installed and reject improper assemblies. However, most of the existing
visual inspection systems are hand-engineered to provide an ad-hoc solution for
inspecting a specific assembly part under specific environmental conditions [1-3].
Such system does not work properly when changes take place in the assembly line.
For instance,

1. Changing products in response to market demands. This requires changing the
inspection algorithms of the existing system to deal with a new assembly part.

2. Changing environmental conditions, for example, lighting conditions, camera
characteristics, and system fixation after a certain period of system operating
time. This may render the existing system obsolete, and thus require adjusting
the original inspection algorithms for new environmental conditions.

Developing a new algorithm or adjusting the original inspection algorithm is not a
trivial task. It is time consuming and expensive. Therefore, an ideal visual inspection
system is required to quickly adapt to the changes in the assembly line.

For the past two decades, researchers have attempted to apply supervised ma-
chine learning-based strategies to improve the adaptability of visual inspection sys-
tems [4, 5]. Conventional approaches typically use pixel-based matching templates
or feature-based matching patterns that are pre-defined manually through a trial and
error procedure. In contrast, a learning-based approach allows the system to estab-
lish inspection functions based on the recognition patterns learned from the training
samples. The role of human inspectors is to label the training samples based on
the quality standard for a particular inspection task. As such, the system is flexi-
ble to be trained to handle different inspection problems in variable environmental
conditions.

Machine learning can be conducted through off-line or online processes. In off-
line learning, all training data are previously obtained, and the system does not
change the learned recognition knowledge (e.g., functions, models or patterns) after
the initial training phase. In online learning, the training data are presented incre-
mentally during the system operation and the system updates the learned knowledge
if necessary.

Popular off-line learning techniques used in visual inspection system include
probabilistic methods, multi-layer perceptron (MLP) neural networks, adaptive
neuron-fuzzy inference systems (ANFIS), and a decision tree (e.g., C4.5). These
learning techniques have been used to build the recognition and classification func-
tions in a visual inspection system [4-9]. However, it is often raised as a concern by
the end user that the performance of an off-line learning based system relies heavily
on the quality of the training data. In many situations it may be difficult or even im-
possible to collect sufficient representative, defective and non-defective, samples for
training the system over a limited period of time. To solve this problem, both Beck
et al. [4] and Hata et al. [10] developed defect image generation units for surface
inspection systems to increase the number of training samples. Defect images were
generated by artificially manipulating the defect geometrical characteristics, such
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as size, intensity, location, orientation, and edge sharpness. Evidently, this approach
may not be practicable in the assembly parts inspection due to a large variation and
complexity of assembly parts.

Recently there has been an increasing interest to apply online learning techniques
to the development of an adaptive visual inspection system. By learning the inspec-
tion patterns incrementally during operation, the system does not require an exces-
sive off-line training process when it faces the situations of changing inspection
tasks or environmental conditions. The first systematic study on such a system was
published by Abramovich et al. [1]. They proposed a novel online part inspection
method based on a developmental learning architecture that used the incremental hi-
erarchical discriminant regression (IHDR) tree algorithm. The method was capable
of adapting to the variation of parts and environmental properties incrementally by
updating rather than reprogramming inspection algorithms. Although the aforemen-
tioned research has shown promising results in utilizing online learning techniques
to realize an adaptive visual inspection, there is still a need of more systematic stud-
ies with the support of practical experiments. Particularly, the following desire and
objectives led to this research:

e Investigating potential online learning techniques for optimal feature extraction
and effective recognition or classification

e Improving the efficiency of an online learning process by minimizing human
operator involvement in the supervised learning process

e Developing an effective method to evaluate the sufficiency of the inspection func-
tion/model that is established thought online learning

This paper presents an intelligent visual inspection system that addresses the need
for an improved adaptability of a visual inspection system for parts verification in
assembly lines. The remaining of this paper is organized as follows. Section 14.2 de-
scribes the architecture of the adaptive visual inspection system. Sections 14.3—14.5
introduce the three major modules of the proposed system, i.e., region localization,
defect detection, and online learning. Section 14.6 provides a case study to illustrate
the performance of the proposed system. Section 14.7 summarizes this research.

14.2 Architecture of an Adaptive Visual Inspection System

In general, an adaptive visual inspection system can be designed in such a way that
the system is capable of defect detection using a recognition model and updating
the recognition model online if necessary. As illustrated in Fig. 14.1, the proposed
adaptive visual inspection system consists of three major modules:

1. Region Localization Module

This module locates the region of interest (ROI) containing the installation assembly
area within the acquired image. It then extracts the corresponding region of verifi-
cation (ROV) containing the assembly part to be inspected.
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Fig. 14.1 Architecture of an adaptive visual inspection system

2. Defect Detection Module

This module checks whether the inspection case appears as a defective assembly
case, e.g., part missing or improper installation, based on the located ROV. A recog-
nition model is used in the inspection process. In our system, the recognition model
characterizes non-defective assembly cases, thus an inspection case is considered
defective if it derivates from the recognition model.

3. Online Learning Module

This module builds and updates the recognition model with each newly arrived
inspection case if it is selected as a training sample. Here, the training samples
for the supervised learning are actual non-defective assembly cases. Evidently, it
would be impracticable and inefficient to require human inspectors to label non-
defective cases during the system operation (i.e., online). In order to minimize the
human inspector’s involvement, the proposed system also makes use of the defect
detection module to effectively select the training samples that require manually
checking/labeling for updating the recognition model. The training strategy will be
described in details in Section 14.5.

14.3 Localization of ROV

Region localization is required so that the amount of data processing can be reduced
by processing the region of verification (ROV) instead of the whole acquired im-
age. In the proposed system, the region of interest (ROI) within an acquired image
contains two sub-regions, as shown in Fig. 14.2.

1. Region of Verification (ROV): It must include the inspection subject, that is, the
assembly part being inspected. Appearance verification of this region may indi-
cate part missing or improper installation.

2. Region of Matching (ROM): This region contains features that are invariant to
both non-defective and defective cases. Therefore, the appearance pattern of
this region can be used as a matching reference/template to search and locate
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Region of Verification (ROV)
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Region of Matching (ROM)
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= ROV + ROM

Fig. 14.2 Defining ROI, ROV, and ROM

the ROI and its corresponding ROV. The ROM provides efficient and effective
identification of ROV. The ROM can be defined manually during the system
setting-up and tuning stage.

An edge-based pattern-matching technique is employed in the region localization
module. Instead of comparing pixels of the whole image, the edge based technique
compares edge pixels with the template. It offers several advantages over the pixel-
to-pixel correlation method. For example, it offers reliable pattern identification
when part of an object is obstructed, as long as about 60% of its edges remain vis-
ible. Since only edge information is used, this technique can rotate and scale edge
data to find an object, regardless of its orientation or size. In addition, this technique
can provide good results with a greater tolerance of lighting variations. In this re-
search, the region localization module is implemented using an edge-based geomet-
ric pattern-matching function (i.e., Geometric Model Finder) in Matrox® Imaging
Library (MIL-version 8), a commercial software provided by Matrox® Imaging Inc.
More background on this function can be obtained in Matrox® MIL8 — User Guide
(2005).

14.4 Defect Detection using a Principal Component Analysis
Technique

The system performs the defect detection of part assembly based on a recognition
model that is built using a principal component analysis (PCA) technique. Principal
component analysis involves a mathematical procedure that allows optimal repre-
sentation of images with a reduced order of basis vectors called eigenpictures. The
eigenpictures are generated from a set of training images. The projection of an image
onto the subspace of eigenpictures is a more efficient representation of the image.
Many works on image recognition and reconstruction have adopted the idea of the
PCA based image representation and decomposition.

Given a set of N training images, X = [x1,x2,...,%;,...,Xy], each image con-
sists of w by h pixels. In PCA, an image is represented by a vector of size
W h,X; = [P1, P2+ Piy-- - Pwh)| Where p; denotes the intensity value of pixel i.
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The set of eigenpictures U = [a1,as,...,d;,...,ay+p), With a; = [vi,va,...,v] T,
can be obtained by solving the following equation:
UT(X—m)(X—m)TUu=A (14.1)

where vector _[mj,my,.. .,mw*h]T is the mean of the training set X, and A is a
diagonal matrix of eigenvalues: A = diag(A1, A2, ..., Ayh).

Corresponding to [ largest eigenvalues, [ major eigenpictures are selected to form
a subspace of the eigenpictures U; = [a;,az, . . .,q;], By projecting onto the subspace
of U;, a newly acquired image x can be represented by the a set of projection coeffi-
cients ¢ = [cy,¢2,...,¢/]T:

c=U/ (x—m) (14.2)

These coefficients can be used to reconstruct the original images within certain er-
ror tolerance. The image being reconstructed based on its projection coefficients in
Eq. (14.2) can be represented as:

y=U;cc+m (14.3)

The image reconstruction error measures the difference between the original and
the reconstructed images. For a newly acquired image x, the reconstruction error
can be defined as the sum of the residual squares between the original image x and
the reconstructed image y:

0=(x—y"(x—y) (14.4)

The reconstruction errors can be used to detect abnormality or novelty in image
recognition [11, 12]. In this research, this concept is adopted for defect detection as
follows.

Let 6y, 6;, and 05 denote the summations of first order, second order, and third
order of eigenvalues going from / + 1 to K, respectively. That is:

K K K
O=Y A 6=) A 6=) A}, (14.5)

i=l+1 i=l+1 i=l+1

where [ and K denote the number of major eigenvalues and the total number of
non-zero eigenvalues, respectively.

Assuming that all training images are non-defective cases of part assembly, a
Gaussian approximation for the distribution of the reconstruction error, Q, can be
represented as [11, 13]:

q=1(0/61)" ~N[u,0?]
26,6,

6 ho(ho — 1 26, h2 (14.6)
362 6; 6;

That is, g is obtained from the normalizing transformation of Q and follows a normal
distribution with the mean value m and the standard deviation ©. A is the so-called
joint moment being used in the transformation function.

ho=1—
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In the defect detection module of this system, the PCA based recognition model
is used to detect defective assembly cases. The recognition model is built on
non-defective cases, thus an inspection case may be considered defective if it ap-
pears as an outlier of the recognition model with a certain confidence interval «.
For instance, 99.74% confidence level translates to & = 3 for a normal distribution.
A newly arrived case is considered defective if

gZ [n—oaxo,u+axo] (14.7)

where [t — "0 and U + o* o are the lower and upper thresholds of non-defective
cases, respectively. Equation (14.7) can be used as the defect detection criteria.

14.5 Online Learning of PCA based Recognition Model

In the existing literature, the principal component analysis technique (PCA) is used
in off-line learning mode that requires all the training data to be available in before-
hand. It is unsuitable to applications that demand online updates to the recognition
model. This research proposes an efficient online training algorithm that can build
and update the recognition model as new training samples emerge.

A major challenge to perform a supervised online learning is that all training
samples need to be verified and labeled manually by human inspectors. The costly
human involvement affects the efficiency of an online learning process. To address
this issue, the following two learning strategies are proposed in this system, as illus-
trated in Fig. 14.3.

False Rejected Case

Online Learning

The Updated
Recognition Model

Result Verification
(Human Inspector)

Defect Detection

Rejected Case

Inspection Case

. Time
o000 o000
==X
Model Development Phase = Model Execution Phase
I< >¢ >
Start .

Fig. 14.3 Online learning strategies
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1. The PCA based recognition model is built and updated on the false rejected cases.
In an inspection process, there are two types of cases that could be incorrectly
classified, i.e., false rejected case and false accepted case:

— A rejected case is the one that is classified as a defective case by the existing
system. Thus, a false rejected case refers to an actual non-defective case being
incorrectly classified as a defective case.

— An accepted case is the one that is classified as a non-defective case by the
existing system. Thus, a false accepted case refers to an actual defective case
being incorrectly classified as a non-defective case.

Since the system attempts to build the recognition model to characterize non-
defective cases, each false rejected case can be considered to contain a new
no-defective pattern that needs to be incorporated in the recognition model.
Therefore, the system only requires the human inspector to do manual verifi-
cation of every rejected case to generate non-defective training samples. Also,
the online learning module updates the recognition model only when a false re-
jected case is identified and added into the training samples. Consequently, the
efficiency of the online learning process is improved with less training samples
and human involvements.

2. The system only performs the online learning during the model development
phase. Two different system operation phases are defined to address the training
sufficiency. In the model development phase, the system builds and updates the
recognition model using false rejected cases that are identified by human inspec-
tors. Once the recognition model is stabilized by modeling error convergence
(See Section 14.5.2), a model execution phase begins. In the model execution
phase, the system employs the constructed recognition model without requir-
ing a human inspector to identify the false rejected cases for the model updat-
ing. Based on the two aforementioned strategies, an efficient supervised online
learning algorithm is proposed in this research as follows.

14.5.1 Model Development Phase

At a given time index i, the PCA based recognition model is denoted by MP(i),
which contains the generated eigenpictures U; (i) and the mean of training samples
w(i). It also contains the normal distribution function (Eq. (14.6)) of reconstruction
errors based on the existing training samples. The model development phase consists
of four steps:

1. Model Initialization

(a) Initialize a PCA based recognition model, i.e., MP(i) at i = 0:

MP(0) = {U;(0) = Oy, (), m(0) = Oy ey }-
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2. Defect Detection

(a) Fori > 0, compute the projection coefficients of the acquired ROV image
x(i) of each newly arrived inspection case by using Eq. (14.2). Reconstruct
the image of the ROV and then calculate the reconstruction error by us-
ing Egs. (14.3), (14.4), based on the currently existing recognition model
MP(i—1).

(b) Conclude on whether the newly arrived case appears as a rejected case ac-
cording to Eq. (14.7).

3. Result Verification

(a) Request a human inspector to verify the inspection result obtained in the
step 2b.

(b) Add the newly arrived case x(i) into the training set, if x(7) is identified as a
false rejected case. Otherwise, return to the step 2 to process the next inspec-
tion case and model remains unchanged: MP(i) = MP(i —1).

4. Model Update

(a) Build a new PCA based recognition model MP(i) using the updated set of
training samples. If the newly arriving case x(i) is the first rejected one, the
recognition model is set to be MP(i) = {U;(i) = Op (=), m(i) = x(i) }. Oth-
erwise update the model using Eq. (14.1) and the corresponding distribution
function of reconstruction errors using Eq. (14.6).

(b) Return to the step 2 to process the next inspection case.

14.5.2 Model Execution Phase

The model development phase is considered completed when the recognition model
MP(i) has stabilized. The condition for the stabilized model is that both the mean
(i) and the standard deviation o (i) of the reconstruction error have converged to
stead-state values. Subsequently, the model execution phase begins and the latest
constructed recognition model can be employed to detect defective cases by using
Egs. (14.2)—(14.7) without requiring further updating until needed.

14.6 Case Study

In the case study, field data were collected from an existing fastener inspection sys-
tem for a truck cross-car beam assembly. The visual inspection system examines a
total of 46 metal clips inserted by assembly robots for their proper installation. The
existing system works well after excessive amount of manual tuning. Improving the
system adaptability to changes has been a top priority. Figure 14.4 shows two types
of clips on the cross-car beam assembly.
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Missing
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Insertion

Cross-Car Beam Non-defective and Defective Cases of Clip 2

Fig. 14.4 Examples of clips on the cross-bar beam assembly

14.6.1 System Performance

In order to simulate an online operation, the proposed adaptive inspection system
was applied to a dataset of images that were acquired sequentially in 24 h. This
section presents the experimental results of inspecting Clip 1 as shown in Fig. 14.4.
The dataset for this type of clip includes 1,295 non-defective cases and 3 defective
cases. The observations from the experiment are summarized as follows:

e In the model development phase which is during the first 700 cases, the adap-
tive system updated the PCA based recognition model each time when a false
rejected case was identified. As shown in Figs. 14.5 and 14.6, there were 40
cases whose reconstruction errors were beyond the thresholds of non-defective
range. Manual verification confirmed 1 defective case and hence 39 false re-
jected cases. These 39 false rejected cases were incrementally incorporated into
the PCA based recognition model for updates.

e The PCA based recognition model became stabilized after learning the 39 false
rejected cases that are identified from a total of 700 case images in the model de-
velopment phase. As illustrated in Fig. 14.7a, the convergence of both the mean
and standard deviation of the reconstruction errors indicated a stabilized recog-
nition model. Figure 14.7b shows the distribution of reconstruction errors on the
training samples approximately followed a normal distribution with a mean value
of t =0.9968 and a standard deviation of o= 0.0209. The 99.74% confidence
interval with o = 3 was used to define the thresholds.

e In the model execution phase, the constructed recognition model were able to
efficiently identify all defective cases without generating false rejected cases and
false accepted cases, as illustrated in Fig. 14.8. The PCA based recognition model
contained eight major eigenpictures corresponding to the eight largest eigenval-
ues that contributed 80% of the total of eigenvalues.
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14.6.2 Comparison with Off-Line Approach

To illustrate the efficiency of the adaptive system, this section provides a comparison
of the system performance between online and off-line learning. We used the same
sequence of inspection cases as used in Section 14.6.1. Using the off-line approach,
the system built four PCA based recognition models with training samples ranging
from 0 to 100, 0 to 300, 0 to 600, and O to 700, respectively. The training samples
in the off-line mode required manual labeling (as defective or non-defective) in
beforehand. Using the proposed online approaches, four recognition models were
built and updated on the identified false rejected cases after processing cases 100,
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Fig. 14.8 Reconstruction errors of inspection cases in the model execution phase

300, 600, and 700, respectively. The system accuracy was evaluated with a same set
of inspection cases, ranging from 701 to 1,295, for both online and off-line learning
approaches.

The comparison results are listed in Table 14.1. Observations can be made from
the comparison:

e For both off-line and online approaches, the system accuracy could be improved
by increasing the size of training samples. In the off-line model, the total number
of false rejected cases dropped from 27 to 2 when the number of training samples
was increased from 100 to 700. In the online mode, the total number of false
rejected cases was decreased from 33 to O when the number of inspection cases
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Table 14.1 A comparison between the online learning and off-line learning approaches

Method System training System testing case processed: 701-1,295,
total no. = 595

Cases Cases Total False Total False
processed  labeled accepted accepted  rejected rejected

Off-line-I 0-100 100 566 0 29 27
Off-line-II 0-300 300 587 0 8 6
Off-line-IIT 0-600 600 591 0 4 2
Off-line-TV 0-700 700 591 0 4 2
Online-T 0-100 30 560 0 35 33
Online-IT 0-300 35 589 0 6 4
Online-TIT 0-600 39 592 0 3 1
Online-IV 0-700 40 592 0 2 0

was increased from 100 to 700. No false accepted cases were generated for the
system running in both off-line and online modes.

e Comparing with the off-line approach, the online approach provided the system
with a higher training efficiency. In other words, the proposed adaptive system
was able to achieve a higher inspection accuracy using a relatively fewer num-
ber of training samples. Consequently, it reduced the amount of human effort
required for checking and labeling training samples.

14.6.3 Experiments on Changing Conditions

In order to demonstrate the system performances on different scenarios with chang-
ing inspection part and environmental conditions, the proposed system was applied
respectively on two different datasets. The two datasets were acquired for inspecting
two types of clips from two different periods, in which the lighting conditions and
camera settings were different. The experimental results showed that the proposed
system had similar performances as presented in Section 14.6.1 for the two different
datasets.

14.7 Conclusion

This paper presented an adaptive machine vision system for assembly parts inspec-
tion. The experimental results were promising, indicating that the proposed system
was able to adapt to changing inspection tasks and environmental conditions through
an efficient online learning process without excessive off-line retraining or retuning.

The future work will focus on further development which includes (a) validating
the proposed system with a greater range of data reflecting variations in both inspec-
tion tasks and environmental conditions; (b) investigating alternative online learning
algorithms that can build classification functions or models for identifying different
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types of defective patterns. The expected outcome of this research will be beneficial
to the application of intelligent visual inspection in the manufacturing industry.
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Chapter 15

Tactile Sensing-based Control System
for Dexterous Robot Manipulation

Hanafiah Yussof, Masahiro Ohka, Hirofumi Suzuki, and Nobuyuki Morisawa

Abstract Object manipulation is one crucial task in robotics. This chapter presents
a precision control scheme of a multi-fingered humanoid robot arm based on tactile
sensing information to perform object manipulation tasks. We developed a novel op-
tical three-axis tactile sensor system mounted on the fingertips of a humanoid robot
to enhance its ability to recognize and manipulate objects. This tactile sensor can
acquire normal and shearing forces. Trajectory generation based on kinematical so-
lutions at the arm and fingers, combined with control system structure and a sensing
principle of a tactile sensor system, is presented. Object manipulation experiments
are conducted using hard and soft objects. Experimental results revealed that the
proposed control scheme enables the finger system to recognize low force interac-
tions based on tactile sensing information to grasp the object surface and manipulate
it without damaging the object or the sensor elements.

Keywords Tactile sensing-based control algorithm - Object manipulation - Optical
three-axis tactile sensor - Multi-fingered humanoid robot arm

15.1 Introduction

Robot manipulation fundamentally relies on contact interaction between the robot
and the world [1]. As blind people convincingly demonstrate, the sense of touch
or tactile sensing alone can support extremely sophisticated manipulation. Tactile
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sensing in robotics is defined as the process of determining physical properties and
events by contact with objects in the world. A tactile sensor system is essential as
a sensory device to support robot control system [2—4], particularly in object ma-
nipulation tasks. This tactile sensor can sense normal force, shearing force, and
slippage, thus offering exciting possibilities for applications in the field of robot-
ics for determining object shape, texture, hardness, etc. However, tactile sensors
are a particularly appropriate sensing device that has too often been neglected in
favor of vision-based approaches. To date, even though much research has been
applied to the development of sensors, especially visual and auditory sensors, com-
paratively little progress has been made with on sensors that translate the sense of
touch [4].

Recent research in robot manipulation has been focusing in development of new
tactile sensor that take advantage of advances in materials [5], microelectromechan-
ical systems (MEMS) [6], and semiconductor technology [7]. Unfortunately, many
traditional tactile sensing technologies do not fit the requirements of robot manipu-
lation in human environments due to lack of sensitivity, dynamic range and material
strength. Therefore, besides the development of novel tactile sensor system, the de-
velopment of precision control algorithm based on the tactile sensing information
in the robot control system is inevitably important.

In this research, we developed and analyzed the performance of a novel optical
three-axis tactile sensor system mounted on the robotic fingers of a humanoid robot
arm to conduct object manipulation tasks. Figure 15.1 shows the structure of the
multi-fingered arm of humanoid robot Bonten-Maru II used in this research. It con-
sists of two robotic fingers, and tactile sensors are mounted on each fingertip. This
multi-fingered arm system is developed for experimental evaluations of the tactile
sensor system toward future applications in actual humanoid robots. In this report,
first we present the development of the optical three-axis tactile sensor. Second we
explain the trajectory generation and kinematical solutions of the multi-fingered
arm, in which the tactile sensor is mounted on each fingertip. Next, we explain the
control algorithm of the robotic fingers based on tactile sensing information. Finally,
we present the experimental results of object manipulation tasks.

Fig. 15.1 Multi-fingered humanoid robot arm mounted with optical three-axis tactile sensors at
fingertips
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15.2 Optical Three-Axis Tactile Sensor

Research on tactile sensors is basically motivated by the tactile sensing system of
the human skin. Our tactile sense is very accurate and sensitive. The most impor-
tant distinction between the sensor types concern static and dynamics, in the sense
that dynamics do not react to constant pressure. Dynamics sensors have special im-
portance for actively checking surface texture as well as such properties as rough-
ness, flatness, etc. Meanwhile, static sensors are improvements of imperfect grips.
In humans, the skin structure provides a mechanism to sense static and dynam-
ics pressure simultaneously with extremely high accuracy. On the other hand, most
tactile sensors currently being developed are capable of detecting both static and
dynamic pressure. Although accuracy and consistency remain significant problems,
tactile sensing characteristics offer exciting possibilities for applications in the field
of robotics, especially in robotic finger or gripper systems that perform object ma-
nipulation tasks. Basically, to effectively perform object manipulation tasks, the ro-
botic systems required at least two types of tactile information: contact sense and
slippage. Therefore, the tactile sensor system must be able to measure force in the
direction of three axes. The contact sense is normally defined by measuring normal
force by static tactile sensing and slippage is defined by measuring shearing force
by dynamic tactile sensing.

A tactile sensor can measure a given property of an object or contact event
through physical contact between the sensor and the object. To date, several basic
sensing principles are commonly used in tactile sensor: capacitive, piezoelectrical,
inductive, optoelectrical, and piezoresistive. In this research, to establish object ma-
nipulation ability in an actual humanoid robot, we developed an optical three-axis
tactile sensor capable of acquiring normal and shearing forces to be mounted on the
fingertips of a humanoid robot arm. This tactile sensor uses an optical waveguide
transduction method and applies image processing techniques [8]. Since such a
sensing principle provides comparatively greater sensing accuracy to detect con-
tact phenomena from the acquisition of the three axial directions of forces, normal
and shearing forces can be measured simultaneously [9]. The proposed three-axis
tactile sensor has higher potential than ordinary tactile sensors for fitting a dextrose
robotic arm.

Our optical three-axis tactile sensor has a hemispherical dome shape that con-
sists of an array of sensing elements. This shape is to mimics the structure of human
fingertips for easy compliance with objects of various shapes. The hardware novelty
consists of an acrylic hemispherical dome, an array of 41 pieces of sensing elements
made from silicon rubber, a light source, an optical fiber scope, and a CCD camera
(Fig. 15.2). The silicone rubber sensing element, which is also shown in this figure,
is comprised of one columnar feeler and eight conical feelers. The eight conical feel-
ers remain in contact with the acrylic surface while the columnar feeler’s tip touches
an object. The sensing elements are arranged on the hemispherical acrylic dome in a
concentric configuration with 41 sub-regions (Fig. 15.3). Referring to Fig. 15.2, the
light emitted from the light source is directed toward the edge of the hemispherical
acrylic dome through optical fibers. When an object contacts the columnar feelers,
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Fig. 15.3 Arrangement of sensing elements on fingertip and CCD camera-captured image of con-
tact phenomenon in the tactile sensor

resulting in contact pressure, the feelers collapse. At the points where the conical
feelers collapse, light is diffusely reflected from the reverse surface of the acrylic
surface because the rubber has a higher reflective index.

The contact phenomena consisting of bright spots caused by the collapse of the
feelers are observed as image data, which are retrieved by the optical fiber scope
connected to the CCD camera and transmitted to the computer. Figure 15.3 shows
the image data acquired by the CCD camera. The dividing procedure, digital filter-
ing, integrated grayscale value, and centroid displacement are controlled on the PC
using an auto-analysis program applying image analysis software, Cosmos32.

In this situation, the normal forces of Fx, Fy, and Fz values are calculated us-
ing integrated grayscale value G, while shearing force is based on horizontal cen-
troid displacement. The displacement of grayscale distribution z is defined in (15.1),
where i and j are orthogonal base vectors of the x— and y—axes of a Cartesian coor-
dinate, respectively:

U=yl +uyj. (15.1)
This equation reflects calibration experiments, and material functions are identified

with piecewise approximate curves such as bilinear and curves [10]. Consequently,
each force component is defined in (15.2):
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Fig. 15.4 Control system structure of optical three-axis tactile sensor

Fr = f(ux), Fy = f(uy), F: = g(G). (15.2)

Figure 15.4 shows the layout of the tactile sensor controller. Based on image data
captured by the CCD camera, in the tactile sensor controller, an image processing
board Himawari PCI/S (Library Corp.) functions as a PCI bus and selects the image
and sends it to an internal buffer created inside the PC main memory. Sampling time
for this process is 1/30s. We used a PC with Windows XP OS installed with Mi-
crosoft Visual C + + . The image data are then sent to the image analysis module,
where Cosmos32 software controls the dividing procedure, the digital filtering, the
calculation of integrated grayscale values, and centroid displacement. Since the im-
age was warped due to projection from a hemispherical surface, software Cosmos32
with an auto image analysis program installed in the computer modifies the warped
image data and calculates G, u, and u, to obtain the three-axis force applied to the
tip of the sensing element with Eq. (15.2). These control schemes enable the finger
controller to perform force-position control to adjust the grasp pressure of the two
fingers on the given object.

15.3 Trajectory Generation of Multi-Fingered Humanoid
Robot Arm

The humanoid robot arm developed in this research consists of three dofs: two dofs
(pitch and roll) at the shoulder and one dof (roll) at the elbow. The arm structure and
control system was designed based on Bonten-Maru II. However, refinement and
new modules have been added to it to comply with the robotic finger and tactile sen-
sor systems. The trajectory generation of the arm is generated by the determination
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Fig. 15.5 Two robotic fingers mounted with optical three-axis tactile sensors
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of the forward and inverse kinematics solutions [11]. To describe the translation and
rotational relationship between adjacent joint links, we employ a matrix method
proposed by Denavit-Hartenberg [12] that systematically establishes a coordinate
system for each link of an articulated chain.

Meanwhile, the robotic finger system is comprised of two articulated fingers
(Fig. 15.5). Each finger has three dofs with microactuators (YR-KAO1-A000,
Yasukawa) in each joint. The microactuator consists of a micro AC servomotor,
a harmonic gear (reduction ratio: 1/80, maximum torque: 0.7 Nm), and a digital
encoder. An optical three-axis tactile sensor is mounted on each fingertip. The
robotic finger’s hardware system structure is shown in Fig. 15.6. Each joint is



15 Tactile Sensing-based Control System for Dexterous Robot Manipulation 205

connected to a PC by a motor driver and motor control board. The PC is installed
with a Windows OS and a Visual C + + compiler. In this research, the integrated
robotic fingers and the tactile sensor system were designed to comply with the hu-
manoid robot arm in terms of mechanical design and control structure.

The trajectory generation of the fingers is defined by kinematical solutions
derived by the same convention as the humanoid robot arm. Based on Denavit-
Hartenberg notation, a model of the finger consists of configurations and the ori-
entation of each joint coordinate and the five sets of joint-coordinates frames are
shown in Fig. 15.5. The actuator angular velocity is derived by kinematics-based re-
solved motion rate control, which is a common algorithm for solving path-tracking
problems in robotic control.

At this point, since the finger’s joint angles are defined by the kinematics solution
as @ = [01,0,,65]7 and the fingertip moving velocity in global coordinate space as
i = [,y,Z]T, the joint rotation velocity at the finger is defined as following:

6=J(0)"'F (15.3)

Here, an inverse Jacobian matrix was employed to solve the joint angle velocity,
which consequently satisfies specified velocity vector 7 of the fingertip in the global
coordinate plane. The Jacobian matrix was initially defined in (15.4).

—R13(lz +13¢60, + 146923) I3 (Rl 1563 +R12C93)R1214 +Ri2l4 Rixly
J(0) = | —Ra3(l2 +13¢6, +14¢63) I3(R325603 + Ro2c03)Rools + Ryl Ryoly
—R33(l +13¢6, 4 14¢023) I3(R31503 + R32¢603)R32l4 + R32ls R3oly
(15.4)
Meanwhile, the rotational transformation from the local frame of the fingertip,
where the tactile sensor is attached, to the frame of the workspace (see Fig. 15.5) is
calculated as follows:

_Rll R12 R13 [ c0s90° 0 sin90°
YR = | Ry R Ro3 0 1 0
R31 R3p R33| | —sin90° 0 cos90°
- - (15.5)
—R13 Ri2 Ry
= |—R3 R Ry | .
| —R33 R32 R3y |

A direction cosine is obtained to estimate the slippage direction of the grasped ob-
ject while handling it. Referring to the definition of the sensor element coordinate
position at the hemispherical shape tactile sensor (Fig. 15.7), the direction cosine of
the k-th sensing element in the local frame of tactile sensor (o, B, %) is defined in
(15.6):

o sin 0y cos ¢

Br | = | sin6singy | . (15.6)

Ye cos 6
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Fig. 15.7 Coordination of sensing position in hemispherical dome tactile sensor

Hence, the direction cosine in the frame of workspace (g, Bk, Yor) is calculated
as follows:

OG —Ri3 Rio Ry | | sinBcos gy
Bor | = | —R23 R Roy sin G sin¢y | . (15.7)
Yok —R33 R33 R31 | | cos

15.4 Control System Structure

Figure 15.8 shows the control system structure of the multi-fingered humanoid robot
arm with robotic fingers and an optical three-axis tactile sensor. This system is com-
prised of three main controllers: arm, finger, and a tactile sensor. All controllers are
connected to each other using TCP/IP protocols by the internet. The arm controller
consists of two main modules: robot controller and motion instructor. Shared mem-
ory is used to connect these two modules. The control system architecture for the
robot finger controller, based on tactile sensing, is shown in Fig. 15.9. It comprised
of three modules: a Connection Module, Thinking Routines, and a Hand/Finger
Control Module. The architecture is connected to the tactile sensor controller by the
connection module using TCP/IP protocols. In addition, to obtain low force interac-
tions of the fingers while exploring the object surface without causing damage, the
rotation velocity at each joint is precisely defined based on the joint angle obtained
in the kinematics calculations, whereby force-position controls were performed.
The following are the most important considerations for controlling finger mo-
tions while performing the object manipulation tasks: what kind of information is
to be acquired from the tactile sensor, how to translate and utilize this informa-
tion, and how to send commands to the robot finger to properly control the velocity
of the finger motion. These processes are performed inside the Thinking Routines
Module. As shown in Fig. 15.9, inside the Thinking Routines Module, there is a
Thinking Routine Chooser that consists of a Pin Status Analyzer and a Velocity
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Generator. Moreover, there is a Motion Information Structure that connects to both
the Pin Status Analyzer and the Velocity Generator. The Pin Status Analyzer mod-
ule receives information from the tactile sensor about the condition of the sensing
elements and uses this information to determine a suitable motion mode. Then it
sends a list of sensing elements to the Connection Module to acquire tactile sensing
information. Meanwhile, the Velocity Generator Module determines finger veloc-
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ity based on the Finger Information and Motion Information Structure. The Motion
Information Structure consists of initial velocity and motion flag modes, which are
used to control the finger movement. Meanwhile, the Finger Information Structure
provides connections to all modules so that they can share finger orientation, joint
angle, and tactile sensing data from each sensor element. A User Interface was de-
signed so that the operator can provide commands to the finger control system. The
finger control module controls finger motions by calculating joint velocities and
angles. In fact, this module can move the finger without using sensing feedback.
The Thinking Routines module received tactile sensing data from the tactile sensor
and used them to calculate the fingertip velocity.

To deepen understanding about the data communication process in the finger
controller, we present a simple case study where a finger touched an object and
then avoided or evaded it by moving in a reverse direction. First, the finger moving
velocity to search for the object was defined as Vj. Next, we fixed thresholds of
normal forces F| and F,. During the searching process, when any of the sensor
elements touched an object, and if detected normal force F;, exceeded normal force
threshold Fj[N], the finger stopped moving. If detected normal force F, exceeded
threshold F>[N], the finger moved away from the sensing element that detected the
highest force. At this moment the reverse velocity is defined as |V, |. The parameters
values of Vy, Fi, F» and |V,,| are kept inside the Motion Information Structure. The
thresholds F; and F; are also sent to the sensor controller. When the finger starts
moving, commands to request the status of each sensor element are sent to the sensor
system based on the finger system’s control sampling phase. The details of the data
communication process for the Pin Status Analyzer and the Velocity Generator for
this case study are shown in the flowchart of Figs. 15.10 and 15.11, respectively.

The processes of the Pin Status Analyzer are explained as follows:

1. When the sensor system receives a request command from the Pin Status An-
alyzer, it returns the status flag of each requested sensing element condition as
feedback.

2. The Connection Module receives the feedback data and sends it to the Pin Status
Analyzer, and stores it inside the Finger Information Structure.

3. The Pin Status Analyzer then resets the finger motion (“STOP” and “EVADE”)
inside the Motion Information Structure.

4. If the Pin Status Analyzer receives a data flag that exceeds F} or F, (or both) it
lists the concerned sensor elements. If sensor elements that exceeded F; are de-
tected, it raises a “STOP” flag. If sensor elements that exceeded F> are detected, it
raises an “EVADE” flag. These data lists are then sent to the Connection Module.

5. The Connection Module creates a command to request the normal force data of
the related sensor elements and sends them to the sensor system.

6. When the sensor system receives this request command, it feedbacks the normal
force data of the requested sensor element to the Connection Module.

7. The Connection module receives the feedback of the normal force data and sends
them it to the Finger Information Structure. Based on these data, the Velocity
Generator module will decides the finger velocity.
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Fig. 15.10 Algorithm flowchart at the Pin Status Analyzer for case study

The processes of the Velocity Generator are explained as follows:

1. If no “STOP” or “EVADE” flags are raised, the finger moves based on initial
velocity Vp.

2. If the “STOP” flag is raised, finger velocity becomes O.

3. If the “EVADE” flag is raised, the finger moves in the reverse direction of the
sensing element that detected the highest normal force value. To decide finger
velocity, when the finger evading velocity is described as V, = (Vix, Viy, Viz),
the direction cosine in the frame of workspace (0, Bor, Yor) is calculated as
Eq. (15.8).

AGk
V,=— ‘Vre‘ ﬁGk (158)

Yok

Here, this generation of velocity is basically sent to the Hand/Finger Control Module
to solve joint rotation velocity at finger. Therefore, finger controls based on tactile
sensing information are conducted.
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15.5 Experiment and Results

The ability to sense hardness and/or softness will be particularly important in fu-
ture applications of humanoid robots. Therefore, we conducted a set of experiments
to recognize and manipulate hard and soft objects. We used a cubic-shaped wood
block as a hard object, and a cubic-shaped thin paper box as a soft object. Since the
parameters of the human hand and fingers involved in sensing an object’s hardness
and/or softness of an object have not been fully researched, we conducted calibra-
tion tests with our tactile sensor system to grasp objects with different hardnesses to
obtain the basic data to estimate optimum grasping. From the test results we estimate
the force parameters, as shown in Table 15.1, which also indicate the parameters of
the finger control system.

Figure 15.12 shows photographs of the robot arm performing object manipula-
tion with a wood block and a paper box. In both experiments, the fingers managed
to grasp the objects within optimum grasp pressure and lift them up. In this experi-
ment, first the two fingers grasp the object to define the optimum gripping pressure.
At this moment, the grasp pressure is controlled by the parameters of normal force
thresholds. Then both fingers lift the object in the z-axis direction while maintaining
the optimum grasp pressure. During this motion, both normal pressure and slip-
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Table 15.1 Parameters in manipulation experiments with hard and soft objects

Category Parameter
Interval for sampling Sensor 100 ms

Finger 25 ms
Threshold of normal force Fi 05N

23 1.8N

Threshold of centroid change dr 0.004 mm
Velocity of repush Vp 2 mm/s
Increment of normal force AF 0.08 N
Progress time At 0.1s

Fig. 15.12 Experiments of object manipulation with wood block and paper box

page are measured. Therefore the finger controller utilized the parameters of normal
force and centroid change thresholds. Here, when shearing force exceeds the cen-
troid change threshold, the finger’s velocity that reinforces the grasping pressure is
calculated using (15.9), and the vector velocity of finger v+ Av is defined by the
finger control module in the finger controller:

Gk
Av=v,| | Bex |- (15.9)
YGk

Figure 15.13 shows an example of normal and shearing forces detected and its re-
lation with fingertip movement at the x and z-axes in the experiment with the paper
box. The proposed control scheme managed to recognize low force interactions to
grasp the object surface within optimum grasp pressure without damaging the ob-
ject and the sensor elements. In addition, the formulations and algorithm applied in
this system enable precise control of the fingertips from the determination of joint
rotation angles and velocity.
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Fig. 15.13 Data graphs of experiment with paper box at right finger: (7op) Relation between nor-
mal force and x-directional fingertip position. (Bottom) Amount of x-directional centroid change
and z-directional fingertip position

15.6 Conclusions

We proposed a new control scheme for object manipulation tasks based on tactile
sensing in a multi-fingered humanoid robot arm for applications in real humanoid
robots. We developed a novel optical three-axis tactile sensor system capable of ac-
quiring normal and shearing forces. To evaluate the proposed system’s performance,
we conducted object manipulation experiments with hard and soft objects. Exper-
imental results revealed that the proposed system managed to recognize low force
interactions to grasp and manipulate objects of different hardnesses. We anticipate
that this system’s technology will help advance the evolution of humanoid robots
working in real life.
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Chapter 16

A Novel Kinematic Model for Rough Terrain
Robots

Joseph Auchter, Carl A. Moore, and Ashitava Ghosal

Abstract We describe in detail a novel kinematic simulation of a three-wheeled mo-
bile robot moving on extremely uneven terrain. The purpose of this simulation is to
test a new concept, called Passive Variable Camber (PVC), for reducing undesir-
able wheel slip. PVC adds an extra degree of freedom at each wheel/platform joint,
thereby allowing the wheel to tilt laterally. This extra motion allows the vehicle to
better adapt to uneven terrain and reduces wheel slip, which is harmful to vehicle
efficiency and performance.

In order to precisely model the way that three dimensional wheels roll over
uneven ground, we adapt concepts developed for modeling dextrous robot manipu-
lators. The resulting equations can tell us the instantaneous mobility (number of de-
grees of freedom) of the robot/ground system. We also showed a way of specifying
joint velocity inputs which are compatible with system constraints. Our modeling
technique is adaptable to vehicles of arbitrary number of wheels and joints.

Based on our simulation results, PVC has the potential to greatly improve the
motion performance of wheeled mobile robots or any wheeled vehicle which moves
outdoors on rough terrain by reducing wheel slip.

Keywords Kinematics - Mobile robots - Uneven terrain - Dextrous manipulation

16.1 Introduction

Wheeled mobile robots (WMRs) were first developed for indoor use. As such,
traditional kinematic models reflect assumptions that can be made about the structured

J. Auchter (=) and C.A. Moore

Department of Mechanical Engineering, FAMU/FSU College of Engineering in Tallahassee,
Florida, USA

e-mail: auchtjo@eng.fsu.edu

A. Ghosal
Department of Mechanical Engineering, Indian Institute of Science in Bangalore, India

S.-I. Ao et al. (eds.), Advances in Computational Algorithms and Data Analysis, 215
Lecture Notes in Electrical Engineering 14,
© Springer Science+Business Media B.V. 2009



216 J. Auchter et al.

environment in which the robot operates [1]. For example, the robot is assumed to
move on a planar surface. The wheels are modeled as thin disks and the velocity of
each wheel center, v, in terms of its angular speed ® is calculated as v = WR. As a
result of these assumptions, the non-holonomic constraints of wheel rolling without
slip at the wheel/ground contacts are simple trigonometric relationships.

Recently there have been many attempts to extend the operating range of WMRs
to outdoor environments [2—4]. As a result the kinematic modeling process becomes
very complex, mainly because the robot is now moving in a three-dimensional world
instead of a two-dimensional one. On uneven terrain the contact point can vary
along the surface of the wheel in both lateral and longitudinal directions. Therefore
it no longer justifiable to model the wheel as a thin disk. Furthremore, the non-
holonomic constraints can no longer be determined by simple geometry. Despite
these difficulties, kinematic modeling is a crucial process since it is used for control
and path planning [5, 6] and as a stepping stone to a dynamic model.

16.1.1 Previous Work

There have been several recent efforts to model the kinematic motion of WMRs on
uneven terrains. However, none of them provide a complete model for the motion
of the wheel rolling over the uneven ground. Capturing this motion precisely is of
utmost importance when studying wheel slip, power efficiency, climbing ability, and
path planning for outdoor robots.

In reference [7], the authors provide a detailed kinematic model for the Rocky 7
Mars rover, but assume a 2-D wheel and do not provide a model of how the con-
tact point moves along the surface of the wheel as it rolls on an uneven ground. In
the reference [8], the authors develop a similar kinematic model for their CEDRA
robot. However, they assume that certain characteristics of the wheel motion on the
terrain are known without providing any equations describing the motion. The kine-
matic model in reference [9] places a coordinate frame at the wheel/ground contact
point, but no explanation is provided as to where the contact point is or how the
motion is influenced by the terrain shape. Grand and co-workers [10] perform a ve-
locity analysis on their hybrid wheel-legged robot Hylos. They identify the contact
point for each wheel and an associated frame, but make no mention of how these
frames evolve as the vehicle moves. Sreenivasan and Nanua [11] explore first- and
second-order kinematic characteristics of wheeled vehicles on uneven terrain in or-
der to determine vehicle mobility. For general terrains, their method is inefficient
and involves manual determination of free joint rates to avoid interdependencies.

16.1.2 Kinematic Slip

The unstructured outdoor environment can cause unexpected problems for wheeled
mobile robots. In addition to dynamic slippage due to terrain deformation or
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insufficient friction, a WMR is affected by kinematic slip [4, 12, 13]. Kinematic
slip occurs when there is no instantaneous axis of rotation compatible with all of
the robot’s wheels. For automobiles this can lead to tire scrubbing and is gener-
ally avoided using Ackermann steering geometry. This works properly only on flat
ground, however. On uneven terrain kinematic slip occurs generally with a standard
vehicle since the location of the wheel/ground contact point varies laterally and lon-
gitudinally over the wheel surface due to the terrain shape and robot configuration.

Wheel slip causes several problems: first, power is wasted [4, 12], and second,
wheel slip reduces the ability of the robot to self-localize because position estimates
from wheel encoder data accumulate unbounded error over time [14]. Researchers
have reported that reducing slip improves the climbing performance and accuracy
of the odometry for a six-wheeled off-road rover [15]. Accurate kinematic models
are needed to test robot designs which will potentially reduce this costly kinematic
slip. In reference [11], the authors used screw theory to explore the phenomenon of
kinematic slip in wheeled vehicle systems moving on uneven terrain. Their analysis
showed that kinematic slip can be avoided if the distance between the wheel/ground
contact points is allowed to vary for two wheels joined on an axle. The authors of
that work suggest the use of a Variable Length Axle (VLA) with a prismatic joint to
achieve the necessary motion. The VLA is difficult to implement because it requires
a complex wheel axle design.

As a more practical alternative to the VLA, the authors in reference [12] in-
troduced the idea of adding an extra degree of freedom (DOF) at the wheel/axle
joint, allowing the wheel to tilt laterally relative to the axle. This new capability,
herein named Passive Variable Camber (PVC), permits the distance between the
wheel/ground contact points to change without any prismatic joints. On a real vehi-
cle the PVC joints would be actuated by lateral forces at the wheel/ground interface
arising from interactions between the two surfaces; therefore, the joint would be
“passive” (requiring no extra energy expenditure by the robot). Figure 16.1 shows
an example of an axle and two wheels equipped with PVC.

Uneven ground

Fig. 16.1 Two tires on uneven ground attached to an axle equipped with Passive Variable Camber.
The axis of rotation of each PVC joint is perpendicular to the page
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16.1.3 Contribution of this Work

Traditional methods are not suitable for kinematic modeling of outdoor WMRs due
to the complex nature of the terrain/robot system. More recent efforts to model out-
door vehicle motion lack convincing descriptions of how a realistic wheel rolls over
an arbitrary uneven terrain.

This paper describes in detail a novel kinematic simulation of a three-wheeled
mobile robot equipped with Passive Variable Camber and moving on uneven terrain.
In order to precisely model the way that three dimensional wheels roll over uneven
ground, we adapted concepts developed for modeling dextrous robot manipulators.
In the reference [12] the authors began this task by using dextrous manipulation con-
tact kinematics to model how a torus-shaped wheel rolls over an arbitrarily-shaped
smooth terrain. In their WMR model they introduced an extra degree of freedom
at the wheel which allowed for lateral tilting in order to prevent kinematic slip. In
this paper we extend that work by completing the analogy between dextrous ma-
nipulators and wheeled vehicles using additional equations which give more insight
into the structure of the system, including the number of degrees of freedom and the
interdependencies among joint rates.

To the best of our knowledge, the union of the worlds of WMR modeling and
dextrous manipulator modeling is novel and does not suffer from many of the as-
sumptions inherent in other modeling techniques. Our method provides a concise
and manageable description of the kinematics and is easily adaptable to other vehi-
cle designs of arbitrary complexity.

The purpose of our simulation is to verify that a WMR equipped with PVC can
traverse uneven terrain without kinematic slip. Based on the simulation results, PVC
has the potential to greatly improve the motion performance of wheeled mobile
robots, or any wheeled vehicle which moves outdoors on rough terrain.

16.2 Analogy Between WMRs and Dextrous Manipulators

In this work a kinematic model of the WMR/ground system is developed using
techniques from the field of dextrous manipulation. This is extremely useful for
the WMR community because the kinematics of dextrous manipulation provide an
ideal description of the way wheels roll over uneven terrain. To our knowledge,
the analogy between a robotic hand manipulating an object and a WMR traversing
a three-dimensional terrain had never been made before the work of Chakraborty
and Ghosal [12]. A WMR in contact with uneven ground is analogous to a multi-
fingered robotic “hand” (the WMR) grasping an “object” (the ground). Table 16.1
summarizes the analogies between robotic hands and WMRs.
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Table 16.1 Relationships between manipulators and WMRs

Manipulators Mobile robots
Multi-fingered hand Wheeled mobile robot
Grasped object Ground

Fingers Wheels

Palm Robot platform

16.3 Off-Road Wheeled Mobile Robot Kinematic Model

In this paper we model a three-wheeled mobile robot (one front and two rear
wheels). The front wheel is steerable and the two rear wheels have Passive Variable
Camber (PVC) joints. The wheels are torus-shaped, which is more realistic than the
typical thin-disk model. We adapt techniques from the field of dextrous manipulator
modeling to show that the PVC-equipped wheeled mobile robot is able to negotiate
extreme terrains without kinematic wheel slip. This is desirable because rolling mo-
tion is more controlled than sliding motion. Our simulation and evaluation process
involves the following steps:

1. Write kinematic differential equations which describe the system, including the
wheel/ground contact

2. Constrain the wheels to roll by suitable modification of the contact equations

3. Run simulations on various types of uneven terrain and

4. Monitor the level of constraint violation

As will be shown, the rolling constraints are well-satisfied for all of the simula-
tions that we have attempted. This means that PVC has the potential to dramatically
reduce undesirable wheel slip for a real vehicle operating on rough terrains.

16.3.1 Wheel/Ground Contact Model

At the heart of our novel WMR modeling concept is the use of dextrous manip-
ulation equations to describe how the wheel rolls over the ground surface in re-
sponse to the robot’s velocity inputs. These equations are powerful because they
were originally formulated to show how a robotic finger rolls/slides over an object
of any shape, provided that both finger and object are smooth surfaces. Therefore,
the equations can easily be applied to the special case of smooth wheels rolling over
an uneven ground.

Montana [16] was the first to develop kinematic contact equations which describe
how two arbitrarily-shaped smooth surfaces roll/slide against each other. In our case
the two surfaces are the wheel and ground. In this section we will develop the tools
that we need in order to make use of the contact equations. For a good overview of
dextrous manipulation and the associated mathematics, see [17].
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Figures 16.2 and 16.3 show the surface parameterizations that we will use.
The surface of the wheel is parameterized relative to its frame {W} by the right-
handed orthogonal coordinate chart:

wu,v): U € R2 -5, ¢ K

In other words, specifying two parameters u; and v; will locate a unique point on
the surface of wheel i. Similarly, the ground surface is parameterized relative to its
frame {G} by the chart g(x,y), meaning that any parameters x and y will locate a
unique point (x,y,g(x,y)) or (x,y,z) on the ground surface.

Montana’s equations describe the motion of the point of contact across the sur-
faces in response to a relative motion between the wheel and the ground. This mo-
tion has five degrees of freedom (DOFs), the one constraint being that there be no
translational component of motion along their common surface normal and contact
is maintained. These five DOFs have the following interpretation: two DOFs each
for the position of the contact point on the two surfaces (wheel and ground), and
one DOF for rotation about the surface normal. The parameters that describe these
five DOFs for wheel i are
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where y; is the angle of rotation about the common surface normal. They are
grouped for all three wheels as: 1 = [n] nd nl|7.

Figures 16.4 and 16.5 show the coordinate frames which are used to develop the
WMR kinematic model. The frames in Fig. 16.4 follow the conventions of Montana
[16, 18] and Murray et al. [17].

In the above figures frame {G} is the ground inertial reference frame and frame
{contG;} is the ground contact frame for wheel i. The z-axis of {conrG;} is the
outward normal to the ground surface at the contact point. Frame {P} is the robot
platform reference frame, {A;} is the frame at the point of attachment of the wheel
i to the platform, and {W;} is the reference frame of wheel i. The frame {contW;}
is the contact frame relative to wheel i. Its z-axis is the outward pointing normal



222 J. Auchter et al.

from the torus-shaped wheel, which is collinear with the z-axis of {contG;}. The
variable y; (described above) is the angle between the x-axes of frames {contG;}
and {contW;}. Note that the origin of {contG;} is the point g(x;,y;), and the origin
of {contW;} is the point f(u;,v;) as described above.

Also important are the velocities of the wheel relative to the ground:

MW Yow = Ve = [ve vy v, @ @y ;)" (16.1)

The leading superscript indicates that the vector is resolved in the {contW} frame.
The subscript GW means that these velocities are of the {W} frame relative to the
{G} frame.

The purpose of our simulation is to show that Passive Variable Camber (PVC)
can reduce wheel slip and allow the vehicle to move with a controlled rolling motion
over uneven terrains. For our model, this means that the {comtW} and {contG})
frames do not translate relative to each other and only relative rolling is permitted.
Mathematically, these conditions are expressed as constraints on the velocities V,:

V.=BV. (16.2)

where B = [03x3 I3x3]. V., a subset of V, (from (16.1)), are called the allowable
contact velocities. For a wheel rolling without slip V. = [, @, a)Z]T.

16.3.1.1 Kinematic Contact Equations

We are now ready to introduce the contact equations. In terms of the metric (M),
curvature (K) and torsion (7') forms, the equations for rolling contact are [16]:

(,9) = My (Ko + K°) ™ (— a0, 0,)
(1,9)" =M 'Ry (Ku +K*) ' (—0y, @) (16.3)
v = @, + M, (it,v)" 4+ T,M, (4,5)" .

where subscript w indicates the wheel and g indicates the ground. The inputs to

these equations are the allowable wheel contact velocities V., and the outputs are n,
so we abbreviate the equations by:

n = [CK] V,, (16.4)

where [CK] stands for “Contact Kinematics”. These are the non-holonomic con-
straints of the robot/ground system by which rolling contact is enforced. During the
simulation if these equations are satisfied then the vehicle is moving without slip.

16.3.2 Wheeled Mobile Robot Kinematic Model

In this section we develop the kinematic model of the three-wheeled mobile ro-
bot, making use of the contact equations from the previous section to model the
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Fig. 16.6 Robot wheel joint velocities

wheel/ground contacts. The inputs and outputs for the forward kinematics are
desired wheel and joint velocities 6 and position and velocity of robot platform,
respectively.

16.3.2.1 Robot Joint Velocities

The vector of joint velocities is:
6=1[¢1 a1 PP )

where ¢; is the driving rate of wheel i, (]51 is the steering rate of wheel 1, 7 is the
rate of tilt of the wheel about the PVC joint of wheel i (for i = 2,3). Figure 16.6
graphically illustrates these variables.

16.3.2.2 Choice of Inputs 6

The inputs to our forward kinematics simulation are , the joint velocities (steering
rate, driving rate, and PVC tilting rate). Because the robot/ground system has com-
plex non-holonomic constraints (Eq. (16.3)) which depend on the terrain geometry,
we cannot choose these inputs arbitrarily: they are interrelated by the structure of
the system. In this section we adapt dextrous manipulator equations developed by
Han and Trinkle [19] in order to get more insight as to how the joint velocities of
our system relate to one another. This will ultimately allow us to calculate  veloc-
ities which are as close as possible (in the least squares sense) to a set of desired
velocities.

For the forward kinematics simulation we are interested in calculating the veloci-
ties of the robot platform frame { P} relative to the ground inertial frame {G}, which
we will call Vpg. Following Han and Trinkle [19], we group the platform/ground
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relative velocities Vpg and contact velocities V.. (see Eq. (16.1)) together in Vge =
[V VI']". Jacobian matrices can be formed such that:

Jeoc Ve =Jr 6. (16.5)

Equation (16.5) are constraints which relate the joint velocities @ to the relative
ground/platform and contact velocities Vic. In the general case neither Jc nor Jg
are square and thus are not invertible.

Because of the constraints (16.5), we cannot freely choose our inputs 6. However,
we can calculate inputs consistent with (16.5) which are as close as possible (in the
least-squares sense) to a vector of desired inputs. This is done as follows. The QR
decomposition [20] of matrix Jgc is:

Joc=OR. (16.6)

Let r denote rank(Jgc) and ¢ be the number of columns of Jg¢. Split Q into [Q1 Q2],
where Q) € Rexle=n), [The matrix] Q, forms a orthonormal basis for the null space
of J(T;C, meaning ch 0> =0or Qg Jee = 0. Pre-multiplying both sides of (16.5) by
07 yields QF Jgc Vo = QF Jg 6, or

ol R 6=0. (16.7)

Equation (16.7) is a set of constraint equations for the inputs 6. To make use of these
equations, let Cg = (QF Jg) € RP*4 where p = rank(Cq). The QR decomposition
of C} is:

Cy =[Qc1 Qca] Re,

where Qcr € RY*P. Then Cg Qcr = 0, meaning Qc¢» is an orthonormal basis for
the null space of Cy. At this point, we can choose independent generalized velocity
inputs 6, such that

6 = Q¢ 6,. (16.8)

However, since neither Cy nor Q¢; are unique and both change as the robot config-
uration changes, the generalized inputs ég likely have no physical interpretation and
their relationship with the actual joint velocities 6 is unclear.

Since (16.8) is of limited use, we take another step. We want our actual joint
velocities 6 to match some desired joint velocities 6, or 6 ~ 6,. Combining this
with (16.8), we have:

QCQ ég =~ éd.

To get as close as possible in the least squares sense to 6, we use the pseudo-
inverse [21] of Qc»:

0, = 0f 6a = (& 0c2) ' O 6. (16.9)
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Since the columns of Q¢ are orthonormal, Qctz reduces to ng. Noticing that
0 = Oc2 6,, we can pre-multiply both sides of (16.9) by Qc> to get Oc20, =
020664, or

0 = 0206264 = Jinbu. (16.10)

The matrix J;, can be thought of as a transformation that takes the desired velocities
6,4, which can be arbitrary, and transforms them such that 6 satisfy the constraints
(16.5) while remaining as close as possible to 6.

Equation (16.10) is a highly useful result for our simulation. First, it eliminates
the need to deal with independent generalized velocities Gg, which have no physical
meaning. We can instead directly specify a desired set of joint velocity inputs 6, and
get a set of actual inputs @ which satisfies the constraints (16.5) of the robot/ground
system. Second, 6 is guaranteed to be as close as possible to 8, in the least squares
sense. Third, (16.10) gives us control over the type of motion we want: for instance,
if we want a motion trajectory that minimizes the PVC joint angles }» 3 then we
set Yoa = P34 = 0. The actual y values will then remain as close to 0 as the system
constraints permit, given the desired steering and driving inputs.

16.3.2.3 System Degrees of Freedom

The constraint equation (16.5) and Eq. (16.8) are further useful because they pro-
vide a way to determine the number of degrees of freedom (DOFs) of the complex
robot/ground system. The size of matrix Q¢> explicitly tells us the number of sys-
tem DOFs. For example, for our system Q¢ is 6 x 3, meaning three generalized
inputs and therefore three degrees of freedom. Note that this does not mean we can
choose any three inputs from 6; we can however arbitrarily choose the generalized
inputs Gg and therefore can make use of Eq. (16.10). Also note that the size of Q>
depends on the rank of the original Jacobian matrix Jg¢. Since Jgc is a function of
the system configuration, its rank might change for certain singular configurations
and therefore the instantaneous number of DOFs would change. In our simulations,
however, we have not encountered such a situation.

16.3.3 Holonomic Constraints and Stabilization

The robot/ground system is modeled as a hybrid series-parallel mechanism. Each
wheel is itself a kinematic chain between the platform and the ground, and there
are three such chains in parallel. Figure 16.7 illustrates the idea. Three chains of
coordinate transformations each start at frame {G} and end at frame {P}.

The holonomic closure constraints (as opposed to the non-holonomic rolling
constraints) for the parallel mechanism specify that each kinematic chain must end
at the same frame (in this case, {P}) [17]. Let Typ be the 4 X 4 homogeneous
rigid body transform between frames A and B. Then the closure constraints for the
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Fig. 16.7 Closure constraints: three kinematic chains in parallel must meet in frame {P}

robot are:
TGP wheet1 = TGPwheet2 = TGPwheel3- (16.11)

These can be interpreted as ensuring that the robot platform remains rigid. Equa-
tion (16.11) can be written as

TGPwheetl — TGPwheerr = 0 (16.12)
TGP,wheel 1= TGP,wheeB = Oa

which are algebraic equations of the form C(g) = 0. To avoid having to solve a set
of differential and algebraic equations (DAEs), C(q) is differentiated to obtain:

: aC
C(Q):TqQZJ(Q) q. (16.13)

16.3.3.1 Constraint Stabilization

The Eq. (16.13) are velocity-level constraints, and during the simulation integration
errors can accumulate leading to violation of the position-level constraints C(q) = 0.
Many different algorithms have been proposed to deal with this well known issue
in numerical integration of DAEs [22]. We choose a method based on the widely
used Baumgarte stabilization method [23] used by Yun and Sarkar [24] because it is
simple to implement, has a clear interpretation, and is effective for our simulation.
In their approach, the authors suggests replacing (16.13) with:

J(q) g+ 0C(q) =0, & > 0, (16.14)
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which for any arbitrary initial condition Cp has the solution of the form C(7) =
Co e °". Since o > 0, the solution converges exponentially to the desired constraints
C(g) = 0 even if the constraints become violated at some point during the simula-
tion. For our simulation, we found that values of o between 1 and 10 produced good
results (||C(q)|[2 <3 x 1074V1).

16.3.4 Definition of Platform Velocities

We are interested in the motion of the platform resulting from the input joint veloc-
ities 6. The time derivative of the coordinate transform relating the ground frame
{G} and the platform frame {P} is

Top — [RGP pGP] '
0 0
The linear velocity of the origin of the platform frame relative to the ground frame is
vp = pgp. The rotational velocity of the platform expressed in the platform frame is
wp = (REP RGP)V , where the vee operator V extracts the 3 X 1 vector components
from the skew-symmetric matrix R” R [17]. These output velocities are coupled in a
6 x 1 vector and are written as a linear combination of € and 7:

Vp = [;ﬂ =y, [;ﬂ (16.15)

These are the linear velocities of the platform frame in the global frame, and the
angular velocities of the platform resolved in the local platform frame.

16.3.5 Forward Kinematics Equations

We now have all of the tools that we need to make a complete set of ordinary dif-
ferential equations (ODEs) to model the robot/ground system. First, we collect the
position and velocity variables of the system into vectors ¢ and ¢ as:

6 6
U . U
= . g= , 16.16
q PrG q Vig (16.16)
P. Ve

where Ppg and P, are the position equivalents of Vpg and V,, respectively.

Equation (16.10) relate the desired and actual joint velocities of the system. The
rolling contact equation (16.4) are the non-holonomic system constraints. The stabi-
lized holonomic constraints ensure that the wheels remain in the proper position and
orientation relative to one another. The platform velocities are calculating according
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to (16.15). As all of these ODEs are linear in the velocity terms, they can be collec-
tively written in the form:

M(q) g = f(q) (16.17)
where I 0 0 0 0
.| =Py Py IO n
M(q) q - Jl J2 J3 J4 Vf’G 9
0 1 0 —[CK] V,
JinO4
0
0

where ®y, = [Py, Py,2] and J(q) = [/ 2 J3 Ju]. The Eq. (16.17) completely de-
scribe the robot/ground system with inputs 6.

16.3.6 Adaptability of the Modeling Method

Our formulation is adaptable to other vehicle designs of arbitrary complexity: one
simply has to create new coordinate transforms 7gp which reflect the geometry of
the new system. All other equations will remain identical in structure to those pre-
sented here. This makes our modeling method versatile and powerful for realistic
kinematic simulations of outdoor vehicles operating on rough terrains.

16.4 Results and Discussion

One of the advantages of our simulation is that it allows us to explore the motion
of the wheeled mobile robot on uneven terrains of arbitrary shape. We ran the sim-
ulation on several different surfaces and for various inputs. MATLAR’s ODE suite
was used to solve Eq. (16.17) and the Spline Toolbox was used to generate the
ground surfaces. We present results for two surfaces: a high plateau and a randomly-
generated hilly terrain.

16.4.1 Descending a Steep Hill

Here we present a simulation of the three-wheeled mobile robot descending from a
high plateau down a steep hill. To the authors’ knowledge, this simulation, which
precisely models the rolling motion of the wheels on a complex ground surface, is
not possible with other existing methods. Figure 16.8 shows the three-wheeled robot
on the ground surface.
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Fig. 16.8 The wheeled mobile robot on the plateau terrain

Fig. 16.9 Joint angles and rates: wheel drive rates, steering angle, and PVC angles

The simulation was run for 30 seconds with the following desired inputs:
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Figure 16.9 plots the 0 inputs and the steering and PVC angles along with their

desired values 6,.

The platform velocities V), are plotted in Fig. 16.10. Figure 16.11 plots the L
error in satisfaction of the holonomic constraint equations (16.12) and the rolling
contact kinematic Eq. (16.4). Figure 16.11 shows that the constraint equations are
well satisfied during the course of the simulation. This means that motion over the
extreme terrain is possible with minimal wheel slip.
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Fig. 16.11 The L, error in satisfaction of the holonomic and non-holonomic constraints

16.4.2 Random Terrain

Our simulation works for arbitrarily complex surfaces. Figure 16.12 shows the
three-wheeled robot negotiating a randomly-generated ground surface. The inputs
for this simulation were the same as for the plateau simulation in the previous sec-
tion. Figure 16.13 plots the paths of the three wheel/ground contact points in the
ground x-y plane. It also shows the projections of the wheel centers in that plane, to
show that the wheels tilt as the robot traverses the uneven terrain. Figures 16.14 and
16.15 show the input joint velocities € and the output platform velocities V), for the
random terrain simulation.
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Fig. 16.12 The wheeled mobile robot on the random terrain
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Fig. 16.15 The platform linear and angular velocities

16.5 Conclusion and Future Work

We have described a novel kinematic simulation of a three-wheeled mobile robot
equipped with Passive Variable Camber (PVC) and moving on uneven terrain. PVC
adds an extra degree of freedom at each wheel/platform joint, thereby allowing the
wheel to tilt laterally. This extra motion allows the vehicle to better adapt to uneven
terrain and reduce wheel slip, which is harmful to vehicle efficiency and perfor-
mance.

Making use of concepts adapted from dextrous manipulator kinematics, our tech-
nique produces a model governed by a manageable set of linear ODEs. The resulting
equations can tell us the instantaneous mobility (number of degrees of freedom) of
the robot/ground system. We also showed a way of specifying joint velocity inputs
which are compatible with system constraints. This could be useful on a real system
in order to control the vehicle to minimize wheel slip. Our modeling technique is
adaptable to vehicles of arbitrary number of wheels and joints.

Based on our simulation results, PVC has the potential to greatly improve the
motion performance of wheeled mobile robots or any wheeled vehicle which moves
outdoors on rough terrain by reducing wheel slip.

We are currently working on a number of extensions to this work. Under devel-
opment is a way to do path planning for the PVC-equipped mobile robot. Our simu-
lation will be used to verify that the robot can navigate from an initial position to any
final configuration without wheel slip. Also, the kinematic model provides an excel-
lent intermediate step to a full dynamic simulation. With a suitable friction model,
the equations governing the wheel/ground contact kinematics can be easily extended
to sliding contact. This could enhance the simulation by allowing a comparison be-
tween a vehicle with PVC and one without. PVC’s effects on power consumption
and localization ability will be explored in future versions of the simulation.
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We are also designing and building a test set-up with a PVC-equipped wheel

rolling on an uneven surface. The wheel will be instrumented to measure slip so that
the efficacy of PVC for reducing wheel slip can be studied.
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Chapter 17

Behavior Emergence in Autonomous Robot
Control by Means of Evolutionary
Neural Networks*

Roman Neruda, Stanislav Slu$ny, and Petra Vidnerova

Abstract We study the emergence of intelligent behavior of a simple mobile ro-
bot. Robot control system is realized by mechanisms based on neural networks and
evolutionary algorithms. The evolutionary algorithm is responsible for the adapta-
tion of a neural network parameters based on the robot’s performance in a simulated
environment. In experiments, we demonstrate the performance of evolutionary algo-
rithm on selected problems, namely maze exploration and discrimination of walls
and cylinders. A comparison of different networks architectures is presented and
discussed.

Keywords Robotics - Evolutionary algorithms - Neural networks - Behavior
emergence

17.1 Introduction

One of the ultimate goals of the artificial intelligence is to develop mechanisms that
would lead to autonomous intelligent agents. In the past, researchers often dealt with
constrained environment (static, deterministic or fully observable world, instanta-
neous actions). In contrast to this traditional approach, behavior based robotics [1,2]
relaxed some constraints, focusing on agents that work in dynamic, noisy and uncer-
tain environments. However, their cognitive complexity is usually low. We believe,
that evolutionary robotics can bring us more light into the problem of designing
intelligent autonomous agents. It’s main advantage is that it is an ideal framework
for synthesizing agents whose behavior emerge from a large number of interactions
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Fig. 17.1 Schema of the miniature Khepera robot

among their constituent parts [3]. It is the approach that connects robotics with two
widely studied disciplines: evolutionary algorithms and neural networks.

Evolutionary robotics has been gaining increasing attention recently Fig. 17.1
shows schema of the miniature Khepera robot. The book [3] gives survey of the
discipline. The straight navigation and obstacle avoidance task was solved in [4].
The example of neuro-ethological analysis can be found in works [5,6]. The authors
resorted to a method traditionally employed by ethologists and neurophysiologists.
The robot was put in a number of different situations while its internal variables
were recorded. In our work, we present different approach, similar to extracting
rules from neural network.

Till now, a lot of experiments have been done with various difficulty, ranging
from box pushing robots [7] to predator and prey models [8, 9]. However, the de-
tailed analysis of obtained results is often missing. In this work, we present some
experiments with careful analysis.

In the following section we take a look at Khepera robots and related simulation
software. Then, we introduce several neural network architectures, namely multi-
layer perceptron networks (MLP), Elman’s networks (ELM), and radial basis func-
tion networks (RBF). Section 17.4 deals with evolutionary learning. Section 17.5
presents our experiments with Khepera robots. In both of them, the artificial evo-
lution is guiding the self-organization process. In the first experiment we expect
an emergence of behavior that guarantees full maze exploration. The second experi-
ment shows the ability to train the robot to discriminate between walls and cylinders.
In Section 17.6 we discuss and analyze the behaviors obtained in experiments. In the
last section we draw some conclusions and present directions for our future work.

17.2 Khepera Robot

Khepera [10] is a miniature mobile robot with a diameter of 70 mm and a weight of
80 g. The robot is supported by two lateral wheels that can rotate in both directions
and two rigid pivots in the front and in the back. The sensory system employs eight
“active infrared light” sensors distributed around the body, six on one side and two
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on other side. In “active mode” these sensors emit a ray of infrared light and measure
the amount of reflected light. The closer they are to a surface, the higher is the
amount of infrared light measured. The Khepera sensors can detect a white paper at
a maximum distance of approximately 5 cm.

In a typical setup, the controller mechanism of the robot is connected to the eight
infrared sensors as input and its two outputs represent information about the left and
right wheel power.

In our work, the controller mechanism is realized by a neural network. We typi-
cally consider architectures with eight input neurons, two output neurons and a sin-
gle layer of neurons, mostly five or ten hidden neurons is considered in this paper.

17.3 Neural Networks

Neural networks are widely used in robotics for various reasons. They provide
straightforward mapping from input signals to output signals, several levels of adap-
tation and they are robust to noise.

In this work we deal with three architectures of neural networks, multilayer per-
ceptron networks, Elman’s networks, and RBF networks.

A multilayer perceptron network (MLP) [11] is a one of the most widely used
neural networks. It consists of several layers of perceptrons interconnected in a feed-
forward way (cf. Fig. 17.3).

The perceptron is a computational unit with 7z real inputs X and one real output y.
It realizes the function (17.1).

y@) =9 <Z wm) (17.1)

Q&) =1/(1+¢ %) (17.2)
yx) =9 <iwm> (17.3)

s(x) =x"" (17.4)
yx) =9 (7) (17.5)

h 5 o
v (X5
fi® =Y wio — (17.6)
=1 J
J
In contrast to MLP, the Elman’s network [12] contains recurrent connections.
For each hidden neuron there is a context neuron that holds a copy of the corre-
sponding neuron activation at the previous time step. So the hidden neurons get
inputs both from the input layer and the context layer that records the previous
states (cf. Fig. 17.2).



238 R. Neruda et al.

Fig. 17.2 Multilayer Perceptron Network (MLP). The neuron outputs are evaluated according to
Eq. (17.1), x; are the inputs of the neurons, w; are synaptic weights, and ¢ is an activation function.
One of the most common activation function is the logistic sigmoid function (17.2)

Fig. 17.3 Elman’s Network. The neuron outputs are evaluated according to Eq. (17.3), the context
neurons output their input values from the previous steps

Fig. 17.4 RBF Network. Eq. (17.5) evaluates the output of a hidden RBF unit, f; (17.6) is the
output of the s-th output unit. ¢ is an activation function

An RBF neural network represents a relatively new neural network architec-
ture [11]. It is a feed-forward neural network with one hidden layer of RBF units
and linear output layer (cf. Figs. 17.3 and 17.4). In contrast to perceptrons the RBF
unit realizes local radial function (17.5), such as Gaussian. The network output is
given by Eq. (17.6).

17.4 Evolutionary Network Learning

The evolutionary algorithms (EA) [13, 14] represent a stochastic search technique
used to find approximate solutions to optimization and search problems. They
use techniques inspired by evolutionary biology such as mutation, selection, and
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crossover. The EA typically works with a population of individuals representing ab-
stract encoding of feasible solutions. Each individual is assigned a fitness that is a
measure of how good solution it represents. The better the solution is, the higher
the fitness value it gets. The main advantage of EA is that — as a so-called weak
method — it does not require auxiliary information or constrains in order to solve a
given task (unlike e.g. gradient based neural learning methods that require collec-
tion of I/O examples and error function derivative). The only information needed is
the performance evaluation of each individual.

In the course of EA run, the population evolves toward better solutions. The evo-
lution starts from a population of random individuals, and it iterates in successive
generations. In each generation, the fitness of each individual is evaluated. Individu-
als are stochastically selected from the current population based on their fitness, and
modified by means of evolutionary operators. The most common recombination op-
erators are mutation and crossover, they are usually encoding dependent, or even
problem dependent. The new population is then used in the next iteration of the
algorithm.

The above described neural networks used as robot controllers are encoded into
individuals in order to use them in the evolutionary algorithm. While the architec-
ture of the network (number of units and connections) is typically fixed, values of
network weights are searched for by evolution.

In case of MLP and Elman’s networks all weights undergo the adaptation. The
RBF networks learning was motivated by the commonly used three-step learn-
ing [15]. Parameters of RBF network are divided into three groups: centers, widths
of the hidden units, and output weights. Each group is then trained separately. The
centers of hidden units are found by clustering (k-means algorithm) and the widths
are fixed so as the areas of importance belonging to individual units cover the whole
input space. Finally, the output weights are found by EA. The advantage of such ap-
proach is the lower number of parameters to be optimized by EA, i.e. smaller length
of individual.

Unlike in more traditional genetic algorithm approaches, the individual is repre-
sented as a floating-point encoded vector of real parameters. Corresponding evo-
lutionary operators for this case represent the uniform crossover the arithmetic
crossover, and additive mutation. The rate of these operators is quite big, ensuring
the exploration capabilities of the evolutionary learning. A standard roulette-wheel
selection is used together with a small elitist rate parameter. Detailed discussion
about the fitness function is presented in the next section with the respective
experiments.

17.5 Experiments

Although evolution on real robots is feasible, serial evaluation of individuals on
a single physical robot might require quite a long time. One of the widely used
simulation software (for Khepera robots) is the Yaks simulator [16], which is freely
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Fig. 17.5 In the maze exploration task, agent is rewarded for passing through the zone, which can
not be sensed. The zone is drawn as the bigger circle, the smaller circle represents the Khepera
robot. The training environment is of 60 x 30 cm

available. Simulation consists of predefined number of discrete steps, each single
step corresponds to 100 ms.

To evaluate the individual, simulation is launched several times. Individual runs
are called “trials”. In each trial, neural network is constructed from the chromo-
some, environment is initialized and the robot is put into randomly chosen starting
location. The inputs of neural networks are interconnected with robot’s sensors and
outputs with robot’s motors. The robot is then left to “live” in the simulated envi-
ronment for some (fixed) time period, fully controlled by neural network. As soon
as the robot hits the wall or obstacle, simulation is stopped. Depending on how well
the robot is performing, the individual is evaluated by value, which we call “trial
score”. The higher the trial score, the more successful robot in executing the task in
a particular trial. The fitness value is then obtained by summing up all trial scores.

In this experiment, the agent is put in the 60 x 30 cm maze (cf. Fig. 17.5). The
agent’s task is to fully explore the maze. Fitness evaluation consists of four trials,
individual trials differ by agent’s starting location. Agent is left to live in the envi-
ronment for 250 simulation steps.

The three-component 7j ; motivates agent to learn to move and to avoid
obstacles:

Trj = Vij(1 = /AVi j) (1 =i ). (17.7)

First component V; ; is computed by summing absolute values of motor speed in the
k-th simulation step and j-th trial, generating value between 0 and 1. The second
component (1 —/AV; ;) encourages the two wheels to rotate in the same direction.
The last component (1 — i ;) encourage obstacle avoidance. The value i ; of the
most active sensor in k-th simulation step and j-th trial provides a conservative
measure of how close the robot is to an object. The closer it is to an object, the
higher is the measured value in range from 0.0 to 1.0. Thus, 7} ; is in range from 0.0
to 1.0, too.

In the j-th trial, score §; is computed by summing normalized trial gains 7} ; in
each simulation step:

250 70
Si=Y L

k=1

(17.8)
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To stimulate maze exploration, agent is rewarded, when it passes through the zone.
The zone is randomly located area, which can not be sensed by an agent. Therefore,
Ajis 1, if agent passed through the zone in j-th trial and O otherwise. The fitness
value is then computed as follows:

4
Fitness =Y (Sj+A)) (17.9)
J=1

Successful individuals, which pass through the zone in each trial, will have fitness
value in range from 4.0 to 5.0. The fractional part of the fitness value reflects the
speed of the agent and its ability to avoid obstacles.

All the networks included in the tests were able to learn the task of finding a
random zone from all four positions. The resulting best fitness values (cf. Table 17.1)
are all in the range of 4.3—4.4 and they differ only in the order of few percent. It
can be seen that the MLP networks perform slightly better, RBF networks are in the
middle, while recurrent networks are a bit worse in terms of the best fitness achieved.
According to their general performance, which takes into account ten different EA
runs, the situation changes slightly. In general, the networks can be divided into two
categories. The first one represents networks that performed well in each experiment
in a consistent manner, i.e. every run of the evolutionary algorithm out of the ten
random populations ended in finding a successful network that was able to find the
zone from each trial. MLP networks and recurrent networks with five units fall into
this group. The second group has in fact a smaller trial rate because, typically, one
out of ten runs of EA did not produced the optimal solution. The observance of
average and standard deviation values in Table 17.1 shows this clearly. This might
still be caused by the less-efficient EA performance for RBF and Elman networks.

The important thing is to test the quality of the obtained solution in a different
arena, where a bigger maze is utilized (cf. Figs. 17.6, 17.7, and 17.8). Each of the
architectures is capable of efficient space exploration behavior that has emerged dur-
ing the learning to find random zone positions. The above mentioned figure shows
that the robot trained in a quite simple arena and endowed by relatively small net-
work of 5—10 units is capable to navigate in a very complex environment.

Table 17.1 Comparison of the fitness values achieved by different types of network in the
experiments

Network type Maze exploration Wall and cylinder
Mean Std Min Max Mean Std Min Max

MLP 5 units 429 0.08 420 4.44 2326.1  57.8 2185.5 2390.0
MLP 10 units 432 0.07 424 446 23314  86.6 2089.0 2391.5
ELM 5 units 424 0.06 4.14 433 2250.8 147.7 1954.5 23825
ELM 10 units 397 070 224 434 2027.8 2043 1609.5 2301.5
RBF 5 units 398 090 142 436 1986.6 230.2 1604.0 2343.0

RBF 10 units 4.00 097 123 438 20794 945 20775 2359.5
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Fig. 17.6 The agent is put in the bigger maze of 100 x 100 cm. Agent’s strategy is to follow wall
on it’s left side
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Fig. 17.7 Plot of fitness curves in consecutive populations (maximal, minimal, and average indi-
vidual) for a typical EA run (one of ten) training the RBF network with five units (left) and MLP
network with five hidden units (right)

Following experiment is based on the work [5, 17]. The task is to discriminate
between the sensory patterns produced by the walls and small cylinders. As noted
in [3], passive networks (i.e. networks which are passively exposed to a set of sen-
sory patterns without being able to interact with the external environment through
motor action), are mostly unable to discriminate between different objects. How-
ever, this problem can easily be solved by agents that are left free to move in the
environment.

The agent is allowed to sense the world by only six frontal infrared sensors,
which provide it with only limited information about environment. Fitness evalua-
tion consists of five trials, individual trials differ by agent’s starting location. Agent
is left to live in the environment for 500 simulation steps. In each simulation step,
trial score is increased by 1, if robot is near the cylinder, or 0.5, if robot is near the
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Fig. 17.8 Trajectory of an agent doing the walls and cylinders task. The small circle represents
the searched target cylinder. The agent is rewarded in the zone represented by a bigger circle. It
is able to discriminate between wall and cylinder, and after discovering the cylinder it stays in it’s
vicinity

wall. The fitness value is then obtained by summing up all trial scores. Environment
is the arena of 40 x 40 cm surrounded by walls.

It may seem surprising that even this more complicated task was solved quite
easily by relatively simple network architectures. The images of walls and cylinders
are overlapping a lot in the input space determined by the sensors.

The results in terms of best individuals are again quite comparable for different
architectures with reasonable network sizes. The differences are more pronounced
than in the case of the previous task though. Again, the MLP is the overall winner
mainly when considering the overall performance averaged over ten runs of EA.
The behavior of EA for Elman and RBF networks was less consistent, there were
again several runs that obviously got stuck in local extrema (cf. Table 17.1).

We should emphasize the difference between fitness functions in both exper-
iment. The fitness function used in the first experiment rewards robot for single
actions, whereas in the this experiment, we describe only desired behavior.

All network architectures produced similar behavior. Robot was exploring the
environment by doing arc movements and after discovering target, it started to move
there and back and remained in its vicinity.

17.6 Analysis of Successful Behaviors

Several behavioral patterns have been observed for the successful controllers. The
most successful individuals exhibited a wall-following behavior which is under cir-
cumstances a successful strategy to explore a general maze. Depending on the ini-
tial position and orientation, either left wall or right wall following controllers have
evolved.
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In order to gain insight into the function of a controller, we have studied the
partial I/O mappings from individual sensors to the motor control. We have chosen
a typical left wall follower, a right wall follower, and an agent that exhibited general
obstacle avoidance behavior without the maze exploration strategy.

For the wall following agents we expected to observe some kind of symmetry.
First, note that for the left-wall-following strategy the most important sensors are
sensors on the left side (i.e. 2 and 3), while for the right-wall-following strategy
they are 4 and 5. If the maze has wide enough corridors, the sensor 6 (or 1, resp.)
should not get many inputs at all. The back sensors 7—8 should reflect the situation
that when they register a wall, it means that the left wall follower is turning right
and the right wall follower is turning left.

Figures 17.9 and 17.10 show how the wheel speeds depend on left sensors for
the left-wall follower and on the right sensors for the right-wall follower. The com-
parison of sensors 2 and 3 of left-wall follower with sensors 4 and 5 of right-wall
follower shows that in case of an obstacle in front-left (front-right, resp.) each agent
turns in the opposite direction, i.e. right (or left, resp.), thus following its strategy.

Left
Sensor no. 2 R,L(;:: Sensor no. 3 Right

03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1
Sensor input Sensor input

Fig. 17.9 Plot of I/O mappings from individual sensors to the motor control for the left-wall fol-
lowing agent

Sensor no. 4 Sensor no. 5 Right

0 0
0 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1
Sensor input Sensor input

Fig. 17.10 Plot of I/O mappings from individual sensors to the motor control for the right-wall
following agent
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Fig. 17.11 Plot of sensor functions for the obstacle avoiding agent

Figure 17.11 shows the sensors 2-5 of obstacle avoiding agent. One can see
a symmetric behavior, mainly comparing sensors 2 to 4 with sensor 5. When the
obstacle is in front-left direction (sensor 2 is active), the agent has a tendency to
power left engine more, i.e. it turns right from the obstacle. Inversely, the responses
to sensor 5 mean powering the right wheel, i.e. turning left.

17.7 Conclusions

The main goal of this paper was to demonstrate the ability of neural networks trained
by evolutionary algorithm to achieve non-trivial robotic tasks. There have been two
experiments carried out with three types of neural networks and different number of
units.

For the maze exploration experiment the results are encouraging, a neural net-
work of any of the three types is able to develop the exploration behavior. The
trained network is able to control the robot in the previously unseen environment.
Typical behavioral patterns, like following the right wall have been developed,
which in turn resulted in the very efficient exploration of an unknown maze. The
best results achieved by any of the network architectures are quite comparable, with



246 R. Neruda et al.

simpler perceptron networks (such as the five-hidden unit perceptron) marginally
outperforming Elman and RBF networks.

In the second experiment it has been demonstrated that the above mentioned
approach is able to take advantage of the embodied nature of agents in order to
tell walls from cylindrical targets. Due to the sensor limitations of the agent, this
task requires a synchronized use of a suitable position change and simple pattern
recognition. This problem is obviously more difficult than the maze exploration,
nevertheless, most of the neural architectures were able to locate and identify the
round target regardless of its position.

The results reported above represent just a few steps in the journey toward more
autonomous and adaptive robotic agents. The robots are able to learn simple be-
havior by evolutionary algorithm only by rewarding the good ones, and without
explicitly specifying particular actions. The next step is to extend this approach for
more complicated actions and compound behaviors. This can be probably realized
by incremental learning one network a sequence of several tasks. Another — maybe
a more promising approach — is to try to build a higher level architecture (like a
type of the Brooks subsumption architecture [2]) which would have a control over
switching simpler tasks realized by specialized networks. Ideally, this higher con-
trol structure is also evolved adaptively without the need to explicitly hardwire it in
advance. The last direction of our future work is the extension of this methodology
to the field of collective behavior [18-21].
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Chapter 18
Swarm Economics

Sanza Kazadi and John Lee

Abstract The Hamiltonian Method of Swarm Design is applied to the design of an
agent based economic system. The method allows the design of a system from the
global behaviors to the agent behaviors, with a guarantee that once certain derived
agent-level conditions are satisfied, the system behavior becomes the desired behav-
ior. Conditions which must be satisfied by consumer agents in order to bring forth
the “invisible hand of the market” are derived and demonstrated in simulation. A
discussion of how this method might be extended to other economic systems and
non-economic systems is presented.

Keywords Swarm engineering - Hamiltonian method of swarm design - Swarm
economics

18.1 Introduction

Economic systems are inherently difficult to predict and direct due in large part to
the nonlinear nature of the system. Like most complex systems, small variations
in the activity of a single behavior or characteristic of any the parts of the system
can have very large effects in the whole. As a result, much of economic theory
intended to explain what people are doing at the micro and macro levels is incapable
of explaining much of what happens in economic systems.

The fact that economic systems are hard to understand can easily be seen in the
patterns of the economy, as of today, in 2008. The economy both in the United States
and in the world is undergoing huge fluctuations with causes that have their basis
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in human behavior. The current correction in the US housing market may be traced
back to a great deal of enthusiasm in the development of the housing market during
the early 2000s. The global system behavior is a result of millions of individual
decisions by consumers, lenders, and governments. However, predicting that these
decisions would cause such wide-ranging problems has been problematic at best,
and disastrous at worst.

Economies are complex systems which encompass micro and macro behav-
iors, individual interaction, equilibriums, and, in most cases, some sense of self-
regulation. Because of this overwhelming complexity, a quantitative form of
economics has been difficult to observe. However, with more powerful computa-
tional power and the development of efficient control algorithms it is now possible
to approach economics from a more quantitative, rather than theoretical, perspec-
tive. The use of these computational tools allows economists to examine many as-
pects of economic systems with remarkable flexibility and detail. Both local and
global aspects of the economic system may be explored without the need for large
data-collection enterprises or extensive human interaction. An accurate simulation
can be run solely by itself and may be used to extensively examine basic economics
laws and theories governing the physics of interaction of agents. An advantage of
this method is the lack of the ceteris paribus' aspect of traditional economics. Ob-
servations qualified by ceteris paribus require that all other variables in a causal re-
lationship are ruled out in order to simplify studies. Most economic systems are not
simple enough to hold all other things constant, and examining them as though indi-
vidual elements of the system can be isolated in order to be understood undermines
an understanding of the true economic system. Computational studies do not require
this kind of limitation, and the system may be examined in its full complexity.

Another salient advantage is an observer’s ability to control the basic structure of
interaction. Before a run, the simulation allows one to tinker with basic parameters
of the system, such as sizes of budgets, rate of utility increase, and the magnitude
of competition. By allowing such control, a user can predict results of economies
in several types of real-life situations, which is key in understanding the scope of
economic systems and the realistic range of our control.

Unlike traditional economic research tools, recent work in agent-based economic
studies has begun to create mechanisms by which economic scenarios may be exam-
ined. These simulation tools allow millions or billions of interactions by simulated
economic agents in relatively small amounts of time. By changing how these in-
teractions work, the researcher can examine the short and long term effects of a
multitude of interactions between agents and create an understanding of how these
differing interactions cause varied global consequences.

Despite the power of the computational method of economic study, most com-
putational studies have been limited in the sense that they’ve been more or less
observational. That is, agents have been designed and the outcomes of repeated in-
teractions have emerged over many iterations. The design has been changed and

! (Latin for “all other things unchanged”).
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new observations made. This tends to give an idea of how changes in agent behav-
iors cause global changes in the system. What it doesn’t address directly is how one
might force a global property to emerge from the interactions of agents. As a result,
economists have tried to understand what occurs in economies in order to develop
predictive models. Economists have not generally developed requirements for global
effects to emerge, designed agents within the system based on these requirements,
and validated these requirements using computational models.

Complex system design is a challenging field of science in which some to many
independent interacting parts are combined so as to create a machine or system with
a particular desired function or property set. A subset of the general field of complex
systems is swarms, which are groups of bidirectionally communicating autonomous
agents. Swarms are interesting for a number of reasons, the most important of which
is the tendency of swarms to exhibit emergence, which allows them to undertake ac-
tions that are not explicitly part of the control algorithm. The most challenging thing
in complex system design is ensuring that the different parts will interact with each
other in a such a way as to generate a desired system behavior. This is particularly
true for systems of autonomous agents. Since each agent is independent, the inter-
actions can be very difficult to predict, a priori.

In parallel to developing computational economic models, a new field called
swarm engineering has been emerging over the past decade. This field is a subfield
of engineering in which swarms are designed around global goals which have been
determined prior to the swarm’s design phase. The individual agents’ behaviors can
be shown theoretically to lead to the swarm’s global behaviors, giving the swarm’s
design a much more robust flavor.

In the swarm literature, there is little in the way of generally applicable princi-
pled approach to swarm design. Some researchers have built preliminary systems
for monitoring or understanding the emergent behaviors of agents. However, these
studies do not yet generalize to a methodology that works for a large number of
swarm systems. As a result, no particular method exists for generating swarms of
particular design.

In this chapter, we examine what we call the Hamiltonian Method of Swarm
Design (HMOSD). This method is a principled approach to swarm design consisting
of two main phases. In the first phase, the global goal(s) is(are) written in terms of
properties that can be sensed and affected by the agents. The resulting equation(s)
can then be used to develop requirements for the behaviors of the agents that lead
to the global goal. The second phase consists of creating behaviors that satisfy these
swarm requirements provably. Once these have been created, it can be asserted that
the resulting swarm will have the desired global goals.

Though swarm engineering has typically been applied to robotic design and
computation design, we broaden the scope here by applying it to an economic sys-
tem. Real economic systems are systems of autonomous agents with bidirectional
communication, satisfying a broad definition of a swarm. Thus, it stands to reason
that swarm engineering techniques might be able to be applied to such a system
so as to generate a predefined global behavior of the system. Many studies have
been made which use agent-based simulations in which interactions between agents



252 S. Kazadi and J. Lee

define what the economy will do. However, though these studies extracted global
behaviors from their systems, they did not develop or apply a method of generating
the global behavior, and then designing the system around that behavior. This study,
which might be termed a study in swarm economics, is meant to examine the design
phase of an economic system using the swarm engineering methodology.

The remainder of the paper is organized as follows. Section 18.2 examines the
theoretical application of the HMOSD to a simple economic model. This section
focuses on the properties of the agents that will give the economy a particular be-
havior. Section 18.3 presents the performance of the model under different expected
agent behaviors. Section 18.4 offers some discussion and concluding remarks.

18.2 Swarm Engineering Basics

In this section, we give an overview of swarm engineering theory. We begin with a
set of definitions that clarify and make rigorous some of the concepts behind swarm
engineering. We continue with a theoretical description of the steps behind swarm
design and proof of design efficacy.

18.2.1 Definitions

We assume that a system can be thought of as a closed set of objects together with
a set of consistent dynamic properties. These properties need not have closed form
expressions, but we assume that they are consistent in the sense that measurements
or combinations of measurements cannot produce differing numerical values for
any measurable quantity. Because the system is closed, the objects are not affected
by anything outside of the system. As a result, in simulations involving an outside
controller of an agent in the simulation, the controller and everything that affects it
must be viewed as part of the system.

We define a property of the system to be a characteristic of the system that can be
measured using a process that is independent of the characteristic. In what follows,
we’ll represent a system’s property as P; where the subscript i serves to identify the
property. As an example, the temperature of a processor may be measured using the
radiative emmissions of the processor, even though the measurement cannot affect
the processor’s temperature.”

We define an agent to be a situated subset of the system that exhibits autonomous
control over at least one degree of freedom in the system. Autonomous control is
control which does not exhibit a direct dependence on any part of the system other
than the controlling element(s); the behavior of the agent also must not be attribut-
able to the dynamic interactive equations that define the system.

2 The radiative emmissions of the measuring device are likely to be much less important in deter-
mining the temperature of the device than internal processes. Thus, the effect of these emmissions
is assumed to be negligible.
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An autonomous agent is an agent that acts without the direct control of any out-
side influence. This means that outside of the things that it can sense, no part of
the outside world affects any part of the agent’s controller. While the agent can be
affected by other things that it can sense, the effect of the senses is expected to be
independent of the cause of the sensory input to its controller. Anything failing to
meet this metric cannot be thought of as autonomous.

We may quantify this idea. Let the controller of an agent be defined by the way
in which the agent responds to its memory state M and its sensory state Ss. Then,
given any outside property of the system Ps, it is true that if the current state of the
agent is given by S, then

dSy _ 9SudM | 0S,dS; 95, dPs
dt oM dt 9SSy, dt  9dPs dt

(18.1)

That the final term is zero for all outside properties is a necessary and sufficient
condition for autonomy. Now, this does not say that gf,; is zero. It simply means
that the only way that this property may enter the controller is through the senses.
We define the behavior of a subset of the system to be the way in which properties
of the subsystem change in time. L.e., if P; is a property, then a behavior b; is defined

by

dp;
bi=—.
dt
Behaviors often involve the interplay between more than one property. In this case,

we require a formalism for describing such behaviors. Let us suppose that a system
is made up of elements whose behavior is defined in terms of measurables A =

(18.2)

{Py,...,P,}. Then this system can have a behavior which is composed of all of the
behaviors of the different measurables. That is,
— dpP, dpP,
bp=|—,... . 18.3
A ( 7 dr ) (18.3)

These properties can be most easily thought of as composite properties of many
agents or objects in the system. For instance, a star has a discernable size which is
defined as a combination of the positional properties of the atoms making it up. Any
single element of the system would be insufficient to describe the system. Thus, the
property must be described in terms of the properties of all (or at least many) of the
atoms in the system.

In many physical systems, there are properties that are derivations of other prop-
erties. These properties are not basic in the sense that they do not depend on dy-
namics of other properties. As an example, consider a point mass in our universe.
We may define its position in terms of a variable x . However, another property,
the velocity V', is a derivative property whose relationship with the basic positional
property is given by )

V="1. (18.4)

It is possible to measure this property of the object, and so it is indeed a property of
the system, as well as a behavior of the object. This duality of behavior and property
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can be resolved only by noting that behaviors are linked to properties, but the be-
haviors can only become properties if they, in fact, can be independently measured.

Emergence has been identified by many authors in the past in terms capturing
the general idea that a system can have unintended global properties that are not
explicitly built into its agents. The interest in swarm based systems seems to have
come from this single observation. We now propose a rigorous definition of this
property.

Suppose that we have a property P; that is a function of another properties and
behaviors of the system. That is, suppose that

Pi=f(bi,....,bu,, Pt,... . Pim1, Pis1,... Py (18.5)

where ny, is the number of systems behaviors, and np is the number of systems prop-
erties. The number of behaviors is not necessarily equal to the number of properties
of the system. The property P; is an emergent property of the subsystem i if

ab;

That is, the property P; is not a factor in the defining function of behavior b; for
any of the behaviors of the elements of the system. This means that the agent or
agents in the system are acting independently of the property, and so the property is
not a deliberate result of the design of the agent’s behaviors. As a result, it cannot
be viewed as part of the design of the agent(s), and so it satisfies the meaning of
emergence.

Given the distinction between behaviors and properties above, we can also define
emergent behaviors to be emergent properties that are themselves behaviors.

These definitions may be used to formally define various types of swarms of
agents. Firstly, we define a swarm of agents to be a set of interacting agents within
a system in which one agent’s change in state can be perceived by at least one other
agent and effects the state of the agent perceiving the change. Moreover, the subset
must have the property that every agent has at least one state whose change will
initiate a continual set of state changes that affects every other agent in the swarm.

Let us more rigorously define a swarm. Suppose that the state of the agents is
specified by a set of varibles {S;}. Then the set of agents is a swarm if

aS | t>t0

0 18.7)
Wil (

3 i # j for times ¢ after some reference time . That is, that the later states of agent
i must depend on the current state of agent j.

3 This can be rigorously defined as follows:

OSil(rory) _ o Si(6,S;+855) =i (1,5;)

£0 (18.33)
8S_,-|(,:,0) 88;—0 8Sj

for any time ¢ > fg.
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Our definition of a swarm differs from others given in the literature in that it
does not demand emergence from the system. However, emergent swarms are also
interesting, and form the basis for most of the work in swarm engineering. Thus, we
define a swarm of agents as an emergent swarm of agents with respect to property
P; if they exhibit an emergent behavior bp;. Note that this means that a swarm is
defined only in terms of a specific property which yields the potential possibility
that the group of agents is not a swarm with respect to another property F.

One of the unexpected results of this definition is that it does not exclude the
potentiality of a centrally controlled swarm. The idea behind the swarm is that each
element of the swarm is capable of initiating a cascade of state changes. How these
are initiated is not important, and we can leave the possibility open that these go
through a central controller, group of agents, or communication mechanism. Thus,
we clarify these issues by defining a decentralized swarm to be a swarm that does
not have a central communication or control mechanism. A centralized swarm is a
swarm which is not decentralized.

The power of these definitions is that it is possible to test a set of agents in order to
determine whether or not it is a swarm, if it is a centralized or decentralized swarm,
and then whether or not it is an emergent swarm with respect to a specific property.
For instance, it should be clear that a soccer team is a swarm, but it is not an emer-
gent swarm with respect to, for instance, the team dispersion. Team members are
very likely to use this information to affect their own behaviors. On the other hand,
a swarm of ants is an emergent swarm with respect to food source exploitation, as
it has the ability to exploit nearby food sources despite the absolute lack of knowl-
edge on the part of the ants. This can be characterized by measuring the amount of
exploitation of each food source when multiple food sources are available. Clearly
this quantity is not part of the control algorithm of the agents.

18.2.2 Swarm Engineering

Swarms are difficult to engineer primarily because groups of independent interact-
ing agents can exhibit very complex and unexpected behaviors for a very large num-
ber of different reasons [1-28]. Moreover, if the members of a group have specifica-
tions that are made independently, it is very difficult to guarantee that the specifica-
tions do not interact in an unexpected way. Moreover, proving that the interactions
between the various agents have the desired outcome often requires the complete
simulation of the group of agents. Finally, small perturbations to the system, which
cause rather small changes in the behaviors of individual agents, can cause very
large changes in the overall behavior of the system. This is, in fact, a foundational
characteristic of the field of chaos.

It is important to create a new methodology for the generation of global behavior
in a way that bypasses the difficulties presented here. We seek a method that is prov-
able in the sense that the behaviors can be understood to generate the desired global
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behavior. The generated behaviors have well understood tolerances for perturbations
within which the desired global behavior will still occur.

18.2.2.1 Swarm Engineering Equations

In this section, we explore differential equations which are relevant to swarm design.
This method will assist in the determination of several things relevant to the overall
global goal. The first thing needed is a set of different behaviors (also called castes)
for the agents. The second thing is the set of sensors and actuators, with well-defined
resolutions. Sensors with higher resolution (in the sense that they can measure the
desired property with higher accuracy) can be used to affect the number of castes,
as new ones can emerge at different times during the entire group action. This is the
entire top-down portion of the design process.

Once the castes have been properly designed, the next step is to work out the
specific sensory and actuation capabilities of the agents. This step consists of deter-
mining the actual hardware (either physical or virtual) that the agents will have,
their computational capabilities, communication capabilities, etc. This hardware
must make it possible for the agent to have the sensory and computational abili-
ties determined in the top down part of the swarm design. Most notably, the agent
must have the ability to determine what part of the phase space path it is on in order
to properly determine its behavior (caste). The behaviors must also be developed at
this step. If the behaviors have the ability to move the agent along the proper section
of the path through phase space during the appropriate caste behavior, the global
goal should be achieved.

18.2.2.2 Top Down

As our starting point we choose the global goal. It is described in terms of a set of

properties of the swarm G = {P,...,P,...,P,, } and their corresponding initial and
final characteristics G = {Plo, Pio . np} and G = {PIF ,...,P,»F ,P,fP}

The initial and final characteristics may be numerical values as in a count-based
characteristic or they may be functional, as in a trajectory. They may also be sets of
potential initial or final states of the two forms.

Once these initial and final conditions have been determined, it is important to
specify conditions under which the final characteristics become consequences of the
initial conditions and the system dynamics.

Assume that function f from (18.5) is a differentiable function of the proper-
ties P;, i =1,...,n, and the behaviors b;, i = 1,...,n,. Then, in general case the
following holds

b JOP; ' JP;
dbi 5B I p.. (18.8)

bj= dt &~ Ob; dr Zj
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For simplicity we assume that each property correspond with only one behavior, i.e.,
np = ny, then

ap <8debi oP; > 9F; db; (18.9)

b= L — .
T dr #Z; 8b,-dt+8P,- db; dt

This expresses the idea that the change in the property is a function of the connec-
tivity between other properties of the system and the behaviors which define this
property. Thus, we wish to find a set of conditions such that

© (9P;db; OP
li S Ihi)d
% Jo l;j(ab,- a " op”)

. T dP; db; 0 7
+1im [ o =P (18.10)
This is the general swarm engineering condition, and must be fulfilled by the be-
havior and sensor sets. Behaviors of the system depend on behaviors of agents in
that system. Those, in turn, depend on agents’ sensors, memory state, behavioral
strategy, and position.

Note that in Eq. (18.9), each of the entities b; and % represent the behavior
associated with P, and its rate of change. These behaviors are changes in the property
P,, which can only happen through the action of the agents. This is a very powerful
equation, as it indicates precisely which behaviors might be used to effect the global
change. Clearly, Eq. (18.10) can be satisfied in a number of ways, with respect to
the various individual properties. The stronger condition requires specific changes

in all properties. Le.
T

lim @dt:P,.F—P,Q. (18.11)
T Jo  dt

In this case, each of the individual properties changes in a specific way, causing the
overall change, assuming that P; is single-valued.

We can imagine the change happening in a phase space, of sorts. In this phase
space, each point represents a set of values for each of the properties. In order to
ensure that the global goal is achieved, the system must follow a path through the
state space. We can imagine a state space made up of n,-dimensional vectors such
that each point represents a different system state. The initial state would then be a
point, and the motion of the system through state space would be achieved by the
behaviors of the agents. That is, every action of the agents will move the system.
The trick is to direct the agents’ behaviors so that the path through state space will
connect the initial point to the end point in a stable way. A system in which the
final state is the outcome of any initial state is a system in which the final state is an
attractor.
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Path

Initial state
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In general, not every configuration in phase space is allowed. If any group of
properties is connected to one another, the connection may preclude certain areas
of phase space. For instance, if one property is the distance between two objects,
and a second is the distance between one of these objects and a third object, certain
restrictions occur in the feasible points in phase space. In this case, the triangle
inequality must apply, and this limits the range in phase space of the system.

Let us examine the possibility that the global property is constructed from other
properties that are independent of one another. Then, the feasible region of the phase
space is the cross product of the feasible regions of each of the individual properties.
That is, if A; is the set of all feasible choices for P, then

np
A=R4A; (18.12)
i=1

is the set of all feasible points in the space. Suppose that each A; is continuous. Then
a piecewise linear path will connect the starting and ending points. Moreover, each
of these linear segments may focus on a single property, indicating a specific task
for the swarm. The situation is depicted in the next Figure in which a feasible region
is clearly graphed, along with the engineered path through the phase space.

; Final desired outcome Feasible Region

Path

\ ..
Engineered Path Initial state
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In this Figure, the path has two segments. The first segment illustrates the change
of one of the properties, while the second illustrates the second. The agents that carry
out this evolution of the system must therefore be able to sense the current state of
both properties, determine when the system has reached the desired endpoint, and
modify each of the system’s components indicated by these properties.

As the system has two independent properties, our choice of how these actions
can be achieved is quite open. We can have a single individual that works on one
property or the other according to opportunity. On the other hand, one could build a
system with two distinct castes of agents that each affect different properties simul-
taneously. Finally, we might have a single caste of agents that completes work on
one property and then works on a second. This freedom is available to us once we
realize that the properties are independent and therefore don’t require synchrony.
The engineer is free to choose how this is done.

Let us try to understand what this means. Each of the path segments is indepen-
dent of one another, and so modification of this property only requires that some
agent is capable of doing the modification. This, in turn, tells us a few practical
things. First, it gives us an idea of the sensory capability of the agent. It must be
able to discern under what conditions it should act with enough specificity to avoid
changing any of the other properties and ending at the appropriate endpoint. Second,
it must be able to carry out the behavior changing the system state. This gives us an
idea of its physical requirements. Finally, the number of different behavioral states
or different castes of agents is indicated by the number of different independent
properties. These can work independently and in sequence or in tandem.

On the other hand, sometimes the properties are not independent of one another.
In this case, the feasible region may not include the entire cross product space. This
means that the path through phase space is much more constrained. The situation is
depicted in the Figure below.

Fingl desired outcome

P
2 s Infeasible Path

Phase 1

Initial state

Feasible Space

Py

In this case, the path must necessarily result from the modification of property
one first, and then property two. As a result, the swarm must consist of at least
two disparate behavior sets. The first behavior set must move the system through
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phase space along property one, while the second behavior set must move the system
through phase space along property two. This indicates that at different times, the
swarm must behave in different ways. This is extremely important. It indicates a few
things. First, it indicates two different behavioral castes. These castes are disparate
in their behavior, and they act independently. This may be achieved practically by
two different means. In the first, there are physically two different sets of agents
which become active at the appropriate times. In the second, there is one set of
agents, capable of discriminating between the two situations, and deciding how to
behave based on the specific situation. Of course, in both situations, it is necessary
that the agents carry sufficient computational and sensory machinery as to be able
to discern which state the system is in, so that the correct behavior is achieved.
This is identical to the previous situation, though in this case, the constraint on the
behaviors is that they cannot happen in tandem. In this case the behaviors must occur
independently and sequentially. Thus, the planning and possibly the behavior must
be more precise.

If the feasible region does not include a complete path from the initial point to
the desired final point, then the final completed task is impossible. In this case, the
swarm may not be constructed using the sensors (properties) specified, though a
path through a larger phase space enhanced by a new property might be able to
connect disconnected phase spaces.

What these considerations allow us to do is to determine from the global property
the agents’ sensory requirements including resolution, the agents’ physical capabili-
ties, and the types of agents. This is a very useful set of information and can be used
to determine how to build the set of agents for the task. This is the top-down portion
of the swarm engineering methodology. Next, we consider the bottom up portion.

18.2.2.3 Bottom Up

Once we’ve worked out the top-down considerations, the remainder is relatively
straightforward. The top-down considerations should clearly indicate how many
behavioral castes there are, what sensory and/or computational capabilities are re-
quired, including the resolution of these sensory and computational capabilities, and
how the different castes should be deployed. The remainder of the job consists of
developing agents which meet these requirements. In this subsection, however, we’ll
examine their effect.

Let us assume that our swarm consists of {N} agents. First, we may assume
that the /th agent’s state may be completely described by its memory state ., its
internal state in’, its sensor state s/, its positional state p’ (which expresses its posi-
tion and higher derivatives of position), and its behavioral strategy k. Note that k’
may be a function of time and it may be able to take on one of multiple states.
Moreover, transitions may be triggered by sensor states. Then, we may express
the global behavior b; as a function of a number of things. First, the coupling be-
tween a global property and an agent behavior is defined, in part, by the positional
state of the agent. We define the coupling between agent / and the global behavior
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b; by Cjk (ps,m ). Secondly, we describe the individual behavior of the agent by

ABl ,(ml,inl s!). Then, the overall behavior may be expressed as
b —Z ik ps,m AB (m lnl sl) (18.13)

4 The trick, then, is to create behaviors that are dependant on realistic sensor
states and internal states which provably satisfy Eq. (18.10). In many studies,
Egs. (18.13)—(18.35) are converted to average behavioral equations, greatly sim-
plifying the required analysis.

Combining Egs. (18.10) and (18.13), we obtain the general combined agent-

swarm equations:
" (9pydbi P,
;
m Z(ab T op ’)d’

T JP; db;
lim e
+er ab dt t+7
:1151010 Z T (pl,inl) AB J(mlint sl)] dt

+P) =Pf. (18.14)

Swarm engineering is concerned with balancing these equations linking the agent
behaviors and the global desired behaviors.

18.3 Swarm Engineering Applied to Economic Systems

In this section, we will theoretically explore the application of the principles of
swarm engineering to economic systems. In swarm engineering, we are primarily
interested in generating group behaviors by utilizing careful examination of the de-
sired global behavior and using this analysis to guide the design of agent-level be-
haviors capable of producing the desired global behavior. While this method still

4 In the case that there is only one behavior, this is simplified to
b;= Zc’ (pL,in)AB! (ml,inl s!). (18.34)

In the additional case that there is no memory, the expression simplifies further to
Na
bj =Y Ci(pl,in))AB' (inl,s!). (18.35)
[

This is the equation for uniform reactive agent swarms.
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requires considerable input from the engineer, we have been able to use it to solve
previously unsolved problems in deployment of swarms. In the present study, this
means that we are interested in examining one or more global economic measur-
ables and putting together a method of directly manipulating these by designing
specific agent behaviors.

In economic systems, there are many global measurables. Each one is tied to lo-
cal variables in a complicated and non-linear way. This makes the prediction of the
global effect of a specific local behavior very difficult. As a result, it is often times
simpler to utilize agent-based systems to get an idea of the effect of specific behav-
iors. The difficulty with utilizing agent-based systems in this way derives from the
difficulty in creating a new system with specific desired qualities; the nonlinearity
of complex systems makes this a very difficult thing to do. As a result, we utilize
the swarm engineering methodology, which draws its initial motivation from the
desired global outcome.

As our global property, we choose a truly dispersed property — that of the average
cost of a commodity across vendors for sales of specific commodities. This property
is interesting because it measures how much a consumer pays for goods and services
that are worth a specific amount. If all vendors tend to end up with similar prices, this
indicates that either the system is designed to enforce a specific price, or that there
is some kind of communication between vendors that allows them to collude. We
shall see that there are specific system designs that allow the former to occur without
collusion or any communication between vendors.

We examine the design of consumer behavior as a method of controlling the
average price. Vendors are modelled as profit maximizers who will increase their
prices when all else is kept constant. The reaction of the consumers must be made
in such a way that slow creeping price increase does not occur. We shall see that
specific agent behaviors, designed properly, can limit the average prices to prices
that very closely match the cost of vending the product.

18.3.1 Vendors and Consumers

We begin by modelling the main factors that affect the vendors in their decision to
alter prices of commodities that they are selling. We begin with the assumption that
all vendors will choose a price for a commodity that equals or exceeds his or her
costs incurred during the sale of the commodity. The question then is what factors
affect the change in the price?

We begin by assuming that the price function used by a vendor is a complicated
function of several different values. That is, let the price be represented as

p‘GC:f(mlamZa“'amn)- (18.15)

Then, each of these values m; represents a factor in determining the price of the
commodity.
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There are many factors one might include in a decision about the cost of a
commodity or in a decision about whether or not to increase the cost of a com-
modity. Among these factors are the demand for the commodity (D), the vendor’s
account balance (b), the total cost of the commodity to the vendor including the cost
to put it on the shelf (space, cost outlays, and personnel) (c.), any memorized or
recorded data of the past / cycles ({m j}ljzl), and the current income of the vendor
(i). We assume, for the moment, that these are the main effectors of the cost of the
commodity.

As we stated above, our goal is to examine the dynamics of the average price
of specific commodities. This is the average price over all vendors of the commod-
ity. Le.,

1%

— vac (18.16)

where P, . is the average price for commodity ¢, N, is the number of vendors, and
Dv.c is vendor v’s price for the commodity c.

In real economic systems, the average price of a specific commodity typically
remains stable or increases over time. However, theoretical prices should actually
decrease or remain stable over time as the cost of production decreases. Moreover,
the market is assumed to produce corrections to initially poorly priced items (i.e.
items whose prices are much higher than the cost to produce it). We are interested
in discovering what the minimal conditions are for consumers which will result in
commodity prices that decrease or stabilize over time. This can be written mathe-
matically as

d
7:72 p” 0. (18.17)
N, &

If a single vendor’s prices start decreasing, then under competitive conditions, all
vendors’ prices should start decreasing. This being the case, we don’t expect one
vendor’s price to increase while any of the other vendors’ prices decrease. As a
result, we can replace the requirement of (18.17) with

dpy.c
—= <0. 18.18
dt — ( )

If we begin by assuming that the vendors have a systematic method to their pricing
choices, then we may write the prices faced by consumers as (18.15). Utilizing the
various measurements indicated above, this means that

dpye _ df dD gdb of de. Z&fdm, of di
dt 9D dt 9bdt acL dt < Om; dt ' didt’

(18.19)

The term in (18.19) gcf dee \ould seem to have little to do with the consumers,
and so cannot be directly affected by a behavioral change among consumers. We
therefore ignore it as a potential design point. On the other hand, it is interesting to
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note that 47 is the rate at which the bank account changes. Thus, we identify this
with the profit. If profit is Pr then,

db
dt

Pr(t) = e

D(t) (f (1) —ce (1)) (18.20)
where D (¢) represents the number sold per time period. Moreover, this profit/loss
may be memorized by the agent, affecting behavior. For each vending agent, the
behavior can be different, but in general

my (t) = Pr(t—kt,) =D (t —kt,) (f (t —ktp) —cc(t —kt))) (18.21)

where 1), represents a time period and k represents the specific memory element
being stored. k typically runs from 1 through N,,, the number of memory elements
used in the function.

Since we are examining conditions that make dz;"’ a non-increasing function of
time in the absence of inflation and supply variations, we want

dfdD dfdb df de df dmp Odf di

=opdr "dbd " de.dr | am,, di | didi (1822
As a result, we have that
df dD dfdb df dc.  df dmy; df di
T < L= ey 2 .
oD dt — (&b dt * de. dt + 8mp/l dt di dt (18.23)

Inserting the results of (18.20) and (18.21) reveals that the actual form of this equa-
tion becomes

%%} s - (3,]; (D (1) (f (1) —ce (1)) + ;9;'2 ‘Z”; +‘ZZ;)
_ of . e
(Zk‘, [ 9mp/,D(t kty) (f (1 —ktp) —co(t kt,,))]) (18.24)

In the case that the vendor simply reacts to current conditions, the relation takes the
form

df db _ <af (18.25)

L2 < (Fo0rn-aon+ Lo D).

dc. dt  di dt
Now, we examine (18.24) to determine the form of f.

1. If the cost to the vendor increases, it is reasonable to expect the vendor to either
increase or hold steady its prices. That is

dc, af

0 0. 18.26
a7 dce - ( )
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2. If the income increases, one can infer that the demand at a particular price has
increased. Therefore, by increasing the price, the profit will increase. Thus, we
expect that

d

Fh > 0. (18.27)

3. If profit increases, one can infer that the demand at a particular price has in-
creased. Therefore, by increasing the price, the profit will increase. Thus, we
expect that

2f
= >0.
b~
4. If the demand increases, typically the price increases. Therefore we expect that
of
= >0.
D~
These results together give us that

dD 1 [df df de.  df di

—<_—— (= (D — R T e

dr =1 (ab( OO =N+ 5% T ar

of
-1 5 D(t —kty) (f (t —ktp) —cc(t —kt))) (18.28)
k p/l

or in the case that the agents are purely reactive

dD 1 [9f Of dee  Of di
@< (57 @OU0 e+ 5%+ S 4.

(18.29)

‘We have just proved the following theorem.

Theorem 18.3.1 If the condition in Egs. (18.28) or (18.29) continually holds, then
the price will be bounded above.

These last two equations give the limits of the behavior of the consumer agents in
a system composed of the vendor and consumer agents only. It indicates that the con-
sumer agents must respond with a decrease in the demand for a commodity which is
greater in magnitude than the magnitude of the right hand side of Egs. (18.28) and
(18.29). This is a severe design requirement on the consumer agents. However, as
we will see in the next section, systems containing consumer agents which follow
these restrictions do tend to have the desired global characteristics, while those that
do not tend to have significantly higher to run-away prices.

18.3.2 Design of Consumer Agents

Our primary concern is that the consumer agents provably behave in such a way
that the global average price remains bounded above. We have already seen in
Section 18.2.1 that if the conditions in Eqgs. (18.28) and (18.29) are obeyed, the
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goal will be achieved. That completes the top-down portion of the design problem.
We now have an engineering requirement with which to work. We can now begin
the bottom-up phase.

In this new phase, we must generate agents that satisfy this requirement. The

general solution to the general equation given in (18.29) if % = % =0, % =

a, and% = 7, the general solution is
D=e fa(f()=ec(r))ar” (18.30)

As a result of this general solution, it is clearly the case that, in order to react cor-
rectly in the next time frame, our agents must have the following capabilities.

1. The agents must be able to measure the price of the commodity.

2. The agents must be able to measure the demand for the commodity. In our sim-
ulations, it is a good estimate to know one’s own probability of purchasing the
commodity and multiplying by the population size.

3. The agents must be able to accurately estimate the cost to the vendor.

Thus, all agents must have this capability, and their behavior must be one of this
family of behaviors. We can write this as an update rule. This becomes

aﬁzaﬁ—gm—%ﬁ. (18.31)

This equation underscores the idea that the demand will remain constant when the
price is near the cost. However, as the vendors will constantly be trying to increase
the price, and the consumers will be reacting to increases, the actual average price
will be greater than the cost to vendors. It is worth noting, of course, that in the
real world, this cost is replaced by a very poorly defined notion of the “value” of
an object. Since consumers have no idea, in general, how much a specific object
actually costs in real terms, they must guess about it’s value. However, despite this
ignorance-driven inflation, the prices, once equilibrated, must respond to the same
type of force.

In the next section, we describe our simulation and the behaviors of the agents
carrying out repeated cycles of interactions between consumers and vendors. We
generate a family of behaviors parametrized by a small number of parameters. Some
values of the parameters generate behaviors that obey the requirements of (18.29)
and some do not. We explore the effects of these parameters and demonstrate that
they yield the expected global behaviors.

18.4 Simulation Design

We examine our theoretical results using a computer simulation that centers around
the interactions between two types of agents: consumers and vendors. Our simu-
lation functions by creating repeated interactions between the consumers and ven-
dors as they learn and react to certain situations. Vendors have commodities to sell,
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and are designed to maximize profit. Consumers purchase commodities from ven-
dors using money provided to them by jobs, and attempt to maximize consumption.
The simulation proceeds by repeated “sessions” during which consumers visit ven-
dors, evaluate what the vendors have to offer, and decide whether or not to buy.
Vendors respond to changes in their products’ marketability by changing prices in
an attempt to increase their profit.

In our simulation, many details come into play. Both consumers and vendors
have memory which help them decide on things such as which of the other class of
agents to do business with, how to change prices, etc., and how to respond to current
offerings. In the coming subsections, we explain these in detail, including motivat-
ing assumptions borrowed from economic theory. Our goal is to test our method
of designing agents whose interactions produce a desired global goal, namely the
control of the average price of a commodity. We describe, in addition to the agents’
designs, the tools used to evaluate the function of the system.

18.4.1 Vendors

As soon as ABES is executed, the products are assigned a random cost. Each vendor
sells a single commodity, and so must assign and manage the price of the single
commodity. Each vendor calculates its own minimum price. Initially, the price is
set at twice the cost to the vendor. All the profits made from a completed exchange
is directly added to the vendor’s bank account, the total amount of money that the
vendor has. The vendor will restock its inventory when the number of products
it holds reaches a user defined number if there is enough money in the bank to
purchase more products. If the vendor fails to restock using the amount of money in
the bank, then that vendor is considered bankrupt and is removed from the pool of
vendors. As a result, the bankrupt vendor no longer participates in the interactions
between vendors any consumer.

Each vendor’s goal is to maximize its profit by any means. After a user-defined
number of iterations, if the vendor has made more profit than it did in the previ-
ous period, the prices of the vendor’s product are incremented by a constant, user
defined percentage of the product’s cost. This price update rule comes from the as-
sumption that vendors will expect the same number (or nearly the same number)
of products to sell the next period. A slight increase of price will increase the total
profit. Conversely, if the vendor has made less profit, it reduces its prices by the
same percentage. This behavior of decreasing the price derives from the assumption
that the vendor will sell more the next period by slightly decreasing the price. This
should increase the total profit.

18.4.2 Consumers

Each consumer interacts with its vendor in the same way: the consumer buys from
the vendor if all of the conditions are met each time the consumer randomly chooses
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Fig. 18.1 This is a general flowchart of ABES

a vendor to buy the commodity from. Fig. 18.1 shows a general flowchart of ABES.
We assume the commodity is something the consumer eventually must buy, like
water. If the consumer waits long enough, it will be forced by necessity to purchase
the commodity at any price. If the consumer has enough money, the item is in stock,
the vendor is not bankrupt, and the consumer is “satisfied” with the product, the
consumer will purchase the product. The consumer’s satisfaction with the vendor’s
products is represented by a number from 0 to 100, and is affected by the length of
time since the last purchase, the consumer’s memory of the prices, and the vendor’s
profit margin. Along with the information in the consumer’s memory, the consumer
calculates its satisfaction toward the product. A random number from O to 100 is
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generated, and if the calculated satisfaction is higher than the generated number,
then the consumer will be considered “satisfied” enough to buy the product. Thus,
the higher the satisfaction of the consumer is, the more likely the consumer is to
purchase an item from the vendor. Each consumer’s cache of money is incremented
by a user defined salary after some number of iterations, and decremented by the
amount of each purchase.

The goal of the consumer in our simulation is maximize consumption at the low-
est price and at the highest possible satisfaction. Our consumers are sensitive to the
vendors’ profit margin and will not purchase a product if the profit margin is too
large. Whenever a vendor increases its price, consumer satisfaction decreases. As a
result, consumers are less likely to purchase from the vendor. At some point in the
simulation this will so aversely affect consumer satisfaction that very few of them
will purchase the commodity. Once consumers cease purchasing, vendors react to a
decrease in their income. Vendors, in turn, have no choice but to lower their price.
Once the price has been lowered sufficiently, satisfaction returns to a high enough
level for consumers to begin buying again. This consumer behavior keeps the ven-
dors from constantly increasing their price and will result in a stablized price. How-
ever, as we will see in the next section, there are strict limits on even this behavior
which yield control on global price levels.

In our simulation, we model the consumer satisfaction as

1
§ = smax |:l - (et[a(profit)+(priaey(pricemem))] >:| (18.32)

Here S is the satisfaction, & is a constant that controls the consumer’s aversion to
profit margin, and 7 is a constant that affects competition among vendors. Both of
these variables can be initially assigned different values. Profit is the amount of
money the vendors make after an exchange is complete. Price is the current price of
the commodity and pricemem is the running average of the prices paid by the indi-
vidual consumer during the last several interactions for the same commodity. The
higher the exponent value, higher the satisfaction. Clearly, changing the value of &
will alter the consumer’s sensitivity toward the profit. Likewise, y affects the con-
sumer’s sensitivity to prices much higher than those recently paid. This indirectly
affects competition between vendors.

18.5 Simulation Data

In Section 18.2, we examined the theoretical basis for the design of consumer agents
which, we expect, are capable of causing the “invisible hand of the market” to ap-
pear, limiting the prices of commodities. Section 18.3 described our simulation.
This simulation consisted of two kinds of agents — consumers and vendors. The
two types of agents interact with each other, and have conflicting goals. Moreover,
the consumers have a limitation that they must have the commodity that is being
sold, eventually. Such a commodity might be like water. The consumer agents have
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the limitation that the longer they go without the commodity in question, the more
they’re willing to tolerate to get it. As a result, there is potential for price gouging,
leading to runaway prices.

In this section, we examine the behavior of the system under the action of the
consumer agents. The agents’ behaviors are controlled by the Eq. (18.32). In this
equation, there are two main parameters, o and Y. By changing the values of these
parameters, we can produce differing agents behaviors. Some of these behaviors
satisfy Eq. (18.29) and some don’t. We shall see that the desired outcome is achieved
when Eq. (18.29) is satisfied.

18.5.1 The Effects of y

In Eq. (18.32), we have two parameters, ¥ and . ¥ primarily controls the effect of a
high price with respect to previous experienced prices. A high value of y indicates a
high sensitivity to higher prices while a low ¥ value indicates little or no effect. The
overall effect is akin to competition between individual vendors. With a high value
of 7, the prices tend to stabilize near those of the agent with the lowest prices, while
lower values do not tend to reinforce this.

We can understand this in terms of Eq. (18.29). The demand does not change
on the left hand side if the prices are all the same. However, the first term on the
right hand side is large enough that the equation does not hold. As a result, the price
does not reduce, but rather stays constant once all vendors have synchronized their
prices. The situation is depicted in Fig. 18.2.

Fig. 18.2 With a high value of
7 the prices are limited to the
lowest price of all consumers.
However, if this lowest price
is itself high, the prices will
not rebound, as can be seen in
these figures
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Fig. 18.3 Even with a high 480
value of Y the prices can
increase unboundedly if ven-
dors continually increase their
prices at similar rates

While y tends to cause competition among vendors, it is not strong enough to
cause the control of runaway prices. Consumers are generally stuck with the low-
est of the vendor prices. We have seen that the failure of the system to satisfy the
theoretical conditions translates to a failure of overall system to produce the desired
property. If all of the vendors tend to increase their prices at the same rate (collud-
ing or not), the effect on Eq. (18.32) is negligible, and so the condition is still not
met. In this case, we can have runaway prices as well. This situation is depicted in
Fig. 18.3.

18.5.2 Adding in o

It is clear that the competition between vendors is enough to hold most prices equal,
but not strong enough to stabilize the cost of the commodities at prices that reflect
their actual cost. This is interesting for a great many reasons, not the least of which is
that this seems to contradict the “invisible hand of the market” that underlies much
of economic theory. Clearly, more than simple competition is required to restore this
property.

Satisfying Eq. (18.29) requires that another, stronger term become active. In
Eq. (18.32), the parameter & controls the sensitivity of the consumer to the profit
margin that the vendor is receiving. Very high values for o make the consumer in-
tolerant of even small amounts of profit. On the other hand, small values for o make
the consumer very tolerant of profits. We examine the effect of this.

The immediate effect is that the decrease in demand as a function of time be-
comes inextricably tied to the rate of increase of profit. If the profit increases,
then the demand decreases. If « is high enough, the decrease exceeds any increase
in overall profit associated with increasing the price. As a result, the condition in
Eq. (18.29) is satisfied, and the price is controlled. The situation is depicted in
Fig. 18.4.

Note that in Section 18.5.1, we kept & low, and the simulation had a global price
increase over time. Only adding this very strong affector seems to hold prices low
over time. The effect of this design element is so strong that it can take hold long
after the price increase has begun, as illustrated in Fig. 18.5.
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Fig. 18.4 With y high or low,
a high value of « is sufficient
to control the prices of the
commodity. This is expected
due to Eq. (18.29), and con-
firmed in this simulation

T T T T T T T T
0 20 40 60 80 100 120 140 160 180

Fig. 18.5 If « is initially 210
small, and ¥ high, the system 1904
exhibits slow price increase 1704
over time. However, if o is 1501 45
“turned on” at some later 1301
time, the system recovers its 1101

low-price configuration %01
704

50 4

30

T T T T T T T T T
0 40 80 120 160 200 240 280 320 360 400

18.5.3 Examining (18.29)

One of the main guiding principles of this study has been the need to satisfy
Eq. (18.29) in generating the consumer behavior. The reason is that we showed
in Section 18.2 that if (18.29) is satisfied, then the behavior will lead to the de-
sired global behavior. We now examine how closely our simulations adhere to this
equation in generating the behaviors that limit commodity prices.

We can graph both sides of Eq. (18.29) as a function of the simulation iteration
number. When we do this for both cases in which the price is controlled and cases
in which the price is not controlled, we find that when a vast majority of the data
follows Eq. (18.29), the prices are controlled. If this is not obeyed, even a bit more
than intermittently, the prices are not controlled.

18.6 Perturbations of the Economic Swarm

In the previous sections, we saw that we are able to stabilize the prices using behav-
iors mediated by two behavioral parameters, alpha and gamma. Behaviors generated
when alpha and gamma are relatively large tend to satisfy Eq. (18.29). Figure 18.6
illustrate the values of Eq. (18.29). We find that, as expected, the resultant behav-
iors cause the average prices to be limited. Other parameters, however, do not affect
the agent behavior in a way that exerts much influence over the swarm’s ability to
achieve the desired global goal. As a result, these two parameters seem to be critical
in determining whether or not the swarm will yield the global goal.
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Fig. 18.6 These graphs illus-
trate the values of Eq. (18.29)
as the simulation is run (top
two) and histogram the num-
ber of times it is obeyed and
not obeyed (bottom two). We
find that when the equation
is obeyed most of the time
(first and third), the prices are
controlled. However, when
the equation is obeyed con-
siderably less than all the
time (second and fourth),
the prices are not controlled.
This supports our theoretical
derivation of this condition
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In this section, we examine a perturbation to the initial swarm developed in ear-
lier sections. We examine the income effect in heterogeneous swarms. This refers to
the effect of consumers having extra money to spend. Consumers tend to increase
their consumption as their income increases. The question is whether or not this
has an effect on the global behavior. If there is an effect on the global outcome, we
examine how much of the swarm is required to see a change in the global outcome.

The income effect implies that people with the means will often purchase more
items than those with lesser means. In previous simulations all consumers received
identical wages and therefore exhibited equal purchasing power. In real systems,
this is obviously not going to be the case because income differs depending on the
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consumers’ professions. So we create a heterogeneous swarm by assigning different
incomes to each agents. Moreover, we also examine the influence of the income
effect applied to the swarm.

The income effect allows some consumers to purchase greater quantities of com-
modities than other consumers. The increase in purchasing power may create a
leeway for vendors to subtly raise price. Since consumers are now capable of pur-
chasing much larger quantities, the vendors might find it possible to increase their
prices without losing profit, and therefore choose to leave the prices higher. Such
an effect might destabilize the swarm, increasing prices over long period of time.
We are interested in determining whether the swarm’s design requirement from
Eq. (18.29) is strong enough to offset the income effect in a heterogeneous swarm.

In order to examine the income effect in our swarm, we have extended ABES to
execute the income effect with same parameters that produced the prior global goal.
In the previous version of ABES, each consumer had only one opportunity to pur-
chase a commodity per iteration regardless of his income. This limitation has been
replaced with multiple purchase opportunities per consumers per iteration. Those
consumers with higher incomes may purchase more per iteration than those with
lower incomes. The amount that a consumer may purchase is proportional to his in-
come. This simple modification emulates the income effect in the simulation leaving
all other details unchanged.

As indicated above, the income effect may provide vendors a leeway to subtly
inflate prices. As before, an increase in profits spurs vendors to raise prices. Wealth-
ier consumer may still purchase at higher prices; the system might then produce
various outcomes. Of interest to us is whether or not the effect of a greater income
is overcome by the swarm’s behavior as indicated by our prior analysis. Intuitively,
one could make the argument that with more money available, prices might still be
able to stabilize, but would tend to stabilize above the prior prices. Our analysis,
however, indicates that as long as (18.29) is satisfied, the prices will not only remain
stable, but they will stabilize at the same price.

In our simulations, we implement the income effect by giving consumers the op-
portunity to purchase multiple commodities in a single cycle. There are two types of
interactions that cause the income effect. In the first interaction, consumers buy same
commodities from multiple vendors; in the second interaction, consumers buy large
numbers of the same commodity from a single vendor. The first type of interac-
tion may occur, for example, when consumers purchase clothes. Many consumers
purchase clothes from a wide range of clothing vendors, though they may be clas-
sified as interchangable products. The second interaction, however, is mostly likely
to occur when consumers purchase consumables such as food or water. Consumers
may purchase large quantities at once from a single vendor as there is no real reason
to purchase it from many vendors at once.

As indicated in the Table 18.1, the income effect does result in an increase of
purchasing power. The number of products purchased also increases. According to
traditional economic analysis, this increase in demand should lead to an increase in
the price of the commodity.
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Table 18.1 As a result of the income effects, consumers purchase and consume significantly more
of the commodity than simulations without the income effects

Effect Mean

First income effect 55,629.53 +2,664.39
Second income effect ~ 82,282.64 £ 15,092.99
No income effect 35,649.37 +25,956.33
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However, as we can see in Fig 18.7 this is not the case. Despite the increase
in the quantities of commodities purchased, however, the prices remain controlled.
Initially, the agents are not cognizant of the profits (o is low). However, when they
begin to take profit into account in their decisions, the prices drop dramatically. In
fact, not only are the prices controlled, but they return to the same levels obtained
when the income effect was not part of the simulation.

These data may be interpreted as indicating that the income effect, though chang-
ing the nature of the agents and increasing the consumption, does not affect the basic
decision-making process that provides vendors with greater profits when prices are
controlled. In terms of the consumer behavioral model, the parameter most respon-
sible for this effect is alpha. Alpha mediates the sensitivity of consumers to unneces-
sary increases in price. When consumers are very sensitive to profit margin, vendors
cannot overprice commodities. This local behavioral attribute is strong enough to
stabilize prices independent of the volume of sales.

This data is significant because it indicates that, although one effect might be
expected from a change in the conditions of the swarm’s agents, the design of the
swarm can be created so as to provide the opposite effect. This indicates a capa-
bility for the design of economic swarms and interactions that has heretofore been
impossible.
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18.7 Discussion and Conclusion

Designing swarms of agents is a very tricky business, owing to the nonlinear inter-
actions of the various agents. As with all complex systems, swarms of a particular
design might have a particular global behavior, but swarms with a very slight dif-
ference in behavior may have completely different global behaviors. As a result,
predictive design has largely been avoided in the swarm literature.

In this chapter, we’ve explored a method of swarm design in which a specific
global swarm behavior is developed prior to the design of the agents. The desired
behavior, it has been shown, can be made to order once a set of requirements for
agent design is worked out which will mathematically guarantee that the swarm ac-
complishes the task. Mathematical guarantee, which has eluded swarm researchers
previously, is achieved by utilizing the global goal written in terms of the senses
and actuators that the agents can be expected to have access to. Once the swarm
condition has been met, the global goal may be achieved with agents meeting this
condition.

It is interesting to note that this method of designing swarms is similar in form
and function to the design of mechanical systems using the Lagrangian method.
The power of this method lies in the ability of the engineer to create one or more
properties whose numerical values are unique to the state that the system is in. The
engineer, then, needs only chart a path through the allowed phase space of the sys-
tem to the final desired value, hopefully utilizing behaviors which individual agents
can accomplish on their own, with or without guidance from a central controller.
The method can be applied to single properties or to vectors of properties, provided
that the desired vector is well-defined in the same way a single property might be.
We believe that the method is so powerful, in fact, that we now coin a term for this
method: The Hamiltonian Method of Swarm Design.

This study, which examines the design of an agent based economic system, has
demonstrated that in such systems, the achievement of global goals is possible when
specific agent traits are required of the agents. It is interesting that such systems can
exhibit control that typically comes from “the invisible hand of the market” or from
a command economy. In fact, we have unmasked the “invisible hand of the market”
in this study, revealing not only where it comes from but under what conditions it
functions. It is interesting to ask, in light of the new method of controlling these
swarms, what other economic indicators, trends, etc. can be commanded by the
agents within the system.

Another interesting aspect of this study is just how fragile the system seems to
be in terms of destabilizing under the improper behavior of one or a few agents.
As we have seen in Section 18.4, when the inequality (18.29) is not obeyed, even a
little, the prices become uncontrolled. It is interesting, then, to ask whether or not
this system is stable in the sense that a few agents do not have the ability to drive
the system into this uncontrolled region. This may give us insight into some of the
interesting trends seen in recent years in economic systems including overvaluing
of various commodities including .com stocks and housing prices. More research on
this is clearly indicated.
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One unexpected result of the current research is that we seem to have discovered
that the income effect alone is not sufficient to raise prices of commodities. This
unintutive result may be seen from the stability of prices in the simulations that
utilized the income effect. This would seem to be in contradiction to traditional
economic theory, which implies that prices would tend to rise. The stability may
be seen to be caused by the engineered behaviors of the agents, rather than other
market forces.

The current work also underscores the vast power that is enjoyed but not normally
readily understood by consumers. It is clear that if consumers actually behaved in
the way that our agents behave, the resulting economic system would be much more
stable, in terms of commodity prices. The fact that this is now known might be used
by policy makers in search of methods of stabilizing economies. With a properly
implemented educational system, the public could bring its vast power to bear on
economies without the need for governmental intervention or regulation. Whether
or not people will actually adopt these behavioral norms is an entirely different
question, though it is worth noting that the current method of swarm design brings
this possibility to light.

In the future, we intend to apply this method to swarms of greater complexity
than this one. We expect that this method of not only swarm design, but complex
system design, may be applied to a large number of different systems including,
but not limited to, systems of autonomous mechanical agents, computing systems,
economic systems, and social systems. While some of this research is currently
under way, we expect that the exploration of all fields to which this methodology
might be applied will reveal an extraordinarily vast scope. Moreover, we expect that
an extension to this work will be able to solve the problem originally posed ten
years ago which led us to these results: “Is it possible that the global specification
of a problem is enough to yield the basic requirements of the solution including all
actuators, sensors, processing, and other capabilities of agents in the solution?”” We
believe the answer is yes.
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Chapter 19
Machines Imitating Humans
Appearance and Behaviour in Robots

Qazi S. M. Zia-ul-Haque, Zhiliang Wang, and Xueyuan Zhang

Abstract The authors have synthesized the emotion in the speech of robot. The
modeling of emotion in speech relies on a number of parameters among others,
fundamental frequency (FO) level, voice quality, or articulation precision etc. As an
initial work for synthesizing emotion in speech, we utilized the three voice features
provided by the TTS engine of Microsoft Speech SDK i.e. pitch, rate and volume.
Speech with these parameters controlled, was generated randomly with 20 sentences
for each emotion and perception by human hearers were collected.

Keywords Machine imitating - Human appearance - Behavior - Robot

19.1 Modern Humanoid Robotics Research

In its early era, the field of robots focused to provide machines in industry to re-
place man at work by performing laborious tasks for him with speed and accuracy.
Robots now have started serving in the domestic environments, in hospitals, in mu-
seum etc. where they have to face and deal with human directly. On the other hand
man has desired to produce his mechanical replica for a long time. He has been sat-
isfying his desire with dolls and puppets since ancient times. With the advancement
of technology his efforts have turned him towards developing humanoid robots.
The first humanoid robot of modern era was presented at 1939 New York World
Fair [1]. Since then efforts continued to produce more humanlike abstractions.
Modern robotics research is also focusing to utilize these advancements to serve
the humanity rather than producing robots just for fun or enjoyment. Robots are
also expected to serve as companions/caregivers to elderly and children [2] and/or
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personal assistant, to prevent children accidents [3], for Robot Assisted Activities
(RAA) and Robot Assisted Therapies (RAT) as a substitute for Animal Assisted
Activities and Therapies (AAA/AAT) [4-7] etc. It will be useful for robots serv-
ing in these scenarios to utilize available human cooperation to perform the tasks
more efficiently [8]. Human will feel more comfortable, pleasant and supporting
with systems which (at least to some extent) possess ethical beliefs matching that
of their own, do not make a decision or perform an action that is harmful to their
moral values, and honour their basic social values and norms [9]. Thus where inter-
action with human is desired, the robots are desired to behave as social machines.
Because of various level of social capabilities, social robots can be classified in four
classes namely socially evocative robots, socially communicative robots, socially
responsive robots and sociable robots [10].

19.2 Human-Robot Interaction (HRI)

Human Robot Interaction can be classified as active or passive interaction [11]. The
most important factors to be considered to implement while designing an interac-
tive robot are its capabilities to establish and maintain Engagement, Trust and Mo-
tivation with the user [12, 13]. Interactive robot design requires work from other
research fields [14, 15] such as physiology, social psychology, artificial intelligence,
and computer science in general and some other area specifically related to the appli-
cation such as bariatrics, nutrition and behavior changes [12, 13]. The robots need
further capabilities like initial contact, negotiating a collaboration, checking that
other is still taking part in interaction, deciding to continue interaction or to end it
etc. [16, 17].

19.2.1 Human Robot Collaboration

Human-Robot collaboration in joint activities to achieve common goals requires to
maintain mutual beliefs, share relevant knowledge, coordinating actions, demon-
strating commitment to do one’s own part, helping the others to do their parts,
avoiding from preventing others to complete their parts and completing the shared
task, to communicate to establish and maintain a set of shared goals and beliefs and
to coordinate their actions to execute shared plans [18].

It has been reported that human subjects although not too much, but compara-
tively rely more and feel less responsible while collaborating with a more human-
like robot than with a machinelike one. Also it is reported that people attribute less
credit and more blame to robotic supervisors and subordinates as compared to robot
peer. Finally it is claimed that the people feel more responsibility and attribute less
credit or blame to robotic partners having machinelike appearance than those having
humanlike appearance [19].



19 Machines Imitating Humans 281

19.2.2 Nonverbal or Implicit Communication

Human often use nonverbal cues termed as implicit communication [20] to commu-
nicate to one another. Implicit non-verbal communication is helpful to understand
the mental state, direction of attention on one another and to alter the behavior ac-
cordingly and to utilize the affective knowledge of one another. Thus the nonver-
bal information through social cues can improve the human-robot interaction and
the efficiency to perform collaborative tasks [21]. Having an expressive face to pro-
vide non-verbal cues from expressions and indicating attention with movement both
make a robot more compelling to interact with as a face to face interaction is the best
model for interface in human-robot interaction [22].

An interesting demonstration of intuitive human-robot interaction was presented
by Atienza and Zelinsky [23] where a robot through its active vision after detecting
a human face follows the gaze of its human subject, picks up the object the human
subject is looking at and hands it over to the subject. This way it fulfils the user’s
desire which is implicitly communicated to the robot through nonverbal communi-
cation by the gaze direction of user and not provided to the robot verbally.

19.2.3 Multi-person Interaction

Simultaneously interaction with multiple persons is also a challenging task for the
interactive robots. While during the human-person interaction involving only one
human faces the challenges of speech recognition, sound localization, tracking the
human face, posture/gesture and expressive and cognitive capabilities, multi-person
interaction puts further requirements of finding the current speaker and the ad-
dressee and to reply if the robot itself is the addressee, the information flow, ap-
pealing the intended interaction, the intended next speaker and focusing towards
the speaker in time, attending interruption to its speech and to interrupt others
smoothly [24,25].

19.2.4 Issues in Human Robot Interaction

Various social, moral, ethical and legal issues are expected to arise with the in-
creased sophistication of conscious machines [26]. A starting ground can be taken
from animal rights as basis to build moral and social rules for such machines. Inter-
action can be enhanced by appropriate context suggesting more interacting activities
but this can also increase the expectations of user thus a balanced context must be
designed for interactive robot [27]. In addition to the conventional modalities of in-
teraction (speech, gesture, haptics etc.) the physical activities and performance of
robots should also be carefully designed to match the moral values (mutual dis-
tance for example) of the user interacting with it [28]. Breazeal and Kidd [29] have
presented the issues such as relationship issues, personality issues, cultural issues,
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quality issues, naturalness issues, user expectation issues andcomparative media is-
sues desired to be addressed by HRI studies. According to Thomaz et al. [30] timing
is also very important in human-robot interaction. Along with possessing high qual-
ity expressive behavior capabilities it is also important to express these behaviors
at right time in a right manner [16]. Larger delays in a human beings and autis-
tic children with only eye direction detection and intentionality detection systems.
Kidd and Breazeal [31] have proposed measures to evaluate human robot interaction
including “Self-Report Measures” using questionnaires, “Physiological Measures”
such as galvanic skin and “Behavioral Measures” using data obtained from obser-
vations during HRI experiment. All three types have their own merits and demerits
and to obtain reliable results a well balanced combination of three types of mea-
sures may provide the best evaluation measure. Burghart and Haeussling [21] have
also suggested a network concept based sociological multilevel framework to eval-
uate the interaction at the levels of Interaction Context, Interaction/Cooperation,
Activity of Actors and Nonverbal Actions and Emotions.

19.3 Humanlike Appearance

Role of appearance is claimed to be as important as its behavior for the robot to be
recognized as a social identity [19,32,33]. A machine with a humanlike appearance
is expected to elicit more natural response from human than one with a mechan-
ical look. Having a humanlike face provides the benefit of universally recognized
facial expressions, an understood focal point of interaction etc. Some researchers
suggest that an iconic/minimal face to be sufficient as it provides a sense to project
one’s own emotions and expressions, and to apply their own identity to the robot
whereas the completely realistic face may increase false expectation in users [34].
Experimental results from Hinds et al. also agree with these expectations [19]. Re-
searchers thus are now focusing to develop human likeness in both appearances as
well as in behavior of robots [35,36]. Such machines are also expected to serve the
studies in psychology and cognitive sciences to perform controlled experiments to
understand the human-human interaction [15, 37, 38], which are rather not as easy
with human beings. Results from research performed for human robot interaction
have suggested hypothesis not only for the human-robot interaction but also for the
human-human interaction [39,40]. The work however is very preliminary and needs
much more to be explored.

19.4 The Uncanny Valley

Most of the researchers have been using robots with mechanical appearance [41]
and have rarely considered the human likeness of appearance in robots. The fear of
falling into the uncanny valley hypothesized by Mori [42] in 1970 has restricted the
developers of humanoid robots to avoid achieving this height of designs (Fig. 19.1).
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Japanese robotist Mori has hypothesized that as the designer tries to improve the
human likeness, there comes the situation when the person interacting with the robot
becomes conscious enough that little distances from human likeness give rise to
eerie feelings. This negative behavior is named as the Uncanny Valley in the relation
plotted between familiarity and human likeliness of the design as shown in Fig. 19.2.
The eerie sensation generated in human by humanlike robots is supposed to be due
to a reminder of mortality from the robots [37]. The effect has been suggested for
both appearance and movement of the robots and that the overall response of human
towards the humanlike entities can be obtained by combining their response to the
movement (behavior) and that to the appearance [43]. Personal attributes such as
age, gender, personality etc. of human user may also influence the depth and shape
of the uncanny valley [15,44,45].

19.4.1 Effect of Behavior

Minato et al. [44] suggested that for different appearances the same behavior of
the machine may elicit different response from human. Minato also presented a
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Fig. 19.4 Robots presented at China Robot Expo 2006

combined “Synergy Effect” at the point of matching of behavior and appearance
(shown in Fig. 19.3) and suggested that by synthesizing the uncanny valley and
synergic hill the uncanny effect caused by the appearance of robot can be reduced
through its behavior (Fig. 19.4).

The uncanny valley however lacks sufficient experimental data in its support and
is a question challenged nowadays. There are also researchers who do not believe in
it at al claiming that humanlike machines can be appealing or disturbing at any level
of similarity to real human. In contrast another theory called “Path of Engagement”
has been proposed [46,47].

The data both in support and opposition of uncanny valley is not sufficient
enough to decide whether any such phenomenon exists or not. Another problem is
that there is no universally defined method for quantitative evaluation of how much
humanlike an imitation is so as to find its location on the similarity axis of Fig. 19.2.
A possible solution to compute human-likeness of humanoid robot has been sug-
gested in [48]. Once such a scale is defined and human-likeness is computed, the
response the robots elicit in human can be used to examine the existence of uncanny
valley.
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19.5 Our Experiment

We are working towards the development of a humanlike robot. Since the role of
humanlike appearance has been questioned among the researchers and develop-
ers and there are groups of people both in favor and against the extreme human-
like appearance, we wished to analyze human response towards such machines.
We conducted a survey at the China Robot Expo 2006 where various robots with
humanlike appearance were presented for the visitors to freely interact with. We
wished to analyze human response towards these machines. We inquired the vis-
itors through a questionnaire prepared with questions regarding their feelings and
desires with these robots. We considered three of the robots with different levels
of abstraction presented in the exhibition. There were also other humanoid robots
presented with iconic appearance but since our interest was in interrogating the
uncanny valley, we selected these three robots with different levels of humanlike
appearance. Figure 19.4 shows the three robots we considered useful for our pur-
pose. The first is our own head robot capable of generating few facial expressions
and interaction with users through voice and facial expression but is not very fine
in its appearance. The second is the female singing doll which presented differ-
ent songs to the users with constant facial expressions and the third is the android
designed to copy a real human appearance. This robot performs some human-
like movements in his hands and head/face and also interacts with people through
voice.

The human subjects included people of both genders from almost all over the
world almost including Americans, Asians, Europeans and others, and all were well
grown adults of age group ranging from 20 to 40 years of age. However majority of
them belonged to China. They included students as well as professionals from var-
ious backgrounds like technology, management, business and fine arts etc. We pre-
pared a questionnaire to focus the response of people towards these robots. We have
to select questions in such way to collect as much information as possible while
keeping the number of questions to minimum so as to avoid the subjects from get-
ting bored. We thus selected the ten questions inquiring:

Most liked robot

Most remarking feature

Features desired to be added or enhanced
Immediate feeling with first look

Feeling during interaction

Changes in feeling after interaction

Desired frequency of interactions

Expected length of interaction without getting bored
Suitable place for these robots in life

Gender desired of robot

VXN S DD~

—
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19.6 Results

1. Most Liked Robot: 53% of the visitors liked the most humanlike robot (the
third one) whereas almost 30% of them liked the singing doll. 11% visitors
liked the least realistic but still much humanlike one (Fig. 19.1a) whereas 6%
could not decide.

2. Most Remarking Feature: Nearly 45% of the visitors found the appearance of
these robots to be the most attractive feature, almost 42% of them suggested the
robots behavior during interaction while the rest 13% considered both appear-
ance and behavior to be equally important.

3. Features Desired to be Added or Enhanced: Among the human subjects 12%
suggested the appearance whereas 88% of subjects responded as the behavior
to be the feature of these machines needing enhancement.

4. Immediate Feeling with First Look: 68% of the visitors were positively sur-
prised with their first look and 26% said that they were attracted immediately,
thus overall positive response was 94%. Only 3% responded to avoid and an
equal amount of 3% claimed to fear i.e. only 6% of human subjects showed
negative feeling from immediate look.

5. Feeling During Interaction: 88% of subjects said that they were attracted or
amused with these robots whereas only 6% felt eerie. Remaining 6% were not
clear about their feelings during interaction.

6. Changes in Feeling After Interaction: 56% of subjects said the attraction was
increased. Initial fear in the 6% of subjects was reported to reduce with attrac-
tion. No changes in feelings were found in 29% of subjects and there were 9%
of them who got bored.

7. Desired Frequency of Interaction: 18% of subjects showed interest in fre-
quent interaction whereas 44% of them said that they would like to interact only
occasionally, 23% preferred rare interaction and interestingly 15% of subjects
disliked to interact with these machines ever.

8. Expected Length of Interaction: Answering about expected length of inter-
action without getting bored 38% responded it to be up to only few minutes,
32% expected it to span over hours, 15% said over a day and 15% of the people
thought it to be any length of time.

9. Possible Uses of These Robots: About 48% of people considered best use of
these robots as toys, 34% suppose them to be good companions, assistant or
caregiver. Interestingly 3% of subjects said to find no place of these machines in
their lives and 15% could not decide in what place these robots can be accepted.

10. Gender: About 68% of subjects considered the gender to be unimportant in
these machines. 26% desired female robot and 2/3 of these were males whereas
6% all of whom were females desired these machines to look like a male human
being.
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19.7 Discussion

Responses from people showed that the human response is more positive with in-
crease in the realism in imitation. Also the other hand, humanlike behaviour is found
to be equally almost important as the humanlike appearance which is evident from
the fact that enhancements in behaviour were desired by 88% of people, in robots
whose appearances are already much humanlike and the most liked one is almost
indistinguishable from natural human being (Fig 19.4c). The immediate feelings
with these robots have been found positive and attractive where as negligibly small
ratio of people expressed negative feelings. Further the negative feelings seem to be
reduced after interaction. A small fraction of people got bored with this interaction
but that was just loss of attraction and interest due to habituation and there was no
sign of increase in fear or disturbance.

Very interestingly, in spite of finding these machines attractive, a very small num-
ber of people showed interest in frequent and long interactions with these imitations
of human and most of the replies supported only occasional and short interactions
with them. Almost only one-third of the visitors supposed these machines to have
an active place of caregiver, assistant or companion in their lives. A large proportion
just thought these not to be more than toys whereas there were also people who were
not ready to give any place to these robots in their lives although they were attracted
with them.

Personal features of these robots found to be almost unimportant as most of the
people were happy with any gender present in robots. Only a small ratio was in-
terested in robots with appearance of opposite gender and even smaller who were
only females showed interest in same gender. Interestingly none of the male subjects
desired the machines with masculine appearance.

19.8 Improving Behavior

Our findings encourage us to work towards the development of robots with human-
like appearance and behaviour. We have developed a robot with humanlike appear-
ance. The robot is able to generate some facial expressions (shown in Fig. 19.5).
Generation of six basic facial expressions follows the FACS model [49].

We have also been able to synthesize emotion in the speech of robot. The mod-
eling of emotion in speech relies on a number of parameters among others, funda-
mental frequency (FO) level, voice quality, or articulation precision etc. A review of
variations of speech features in emotional states can be found in [50]. Different syn-
thesis techniques provide control over these parameters to very different degrees.
As an initial work for synthesizing emotion in speech, we utilized the three voice
features provided by the TTS engine of Microsoft Speech SDK i.e. pitch, rate and
volume. Table 19.1 shows the selected values for pitch, volume and rate. Speech
with these parameters controlled, was generated randomly with 20 sentences for
each emotion and perception by human hearers were collected.
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Anger Disgust

Happiness Sadness Surprise

Fig. 19.5 Facial expressions of our humanoid robot

Table 19.1 Control values for pitch, volume and rate for emotion synthesis in speech

Fear  Anger Sadness Happiness Disgust Neutral

Pitch 10 10 -3 8 —10 0
Volume 50 80 20 80 2 50
Rate 8 3 -3 5 -8 0

Table 19.2 Confusion matrix for perception of synthesized emotion in speech

Fear Anger Sadness Happiness Disgust Neutral

Fear 9 2 3 2 3 1
Anger 1 11 0 4 2 2
Sadness 4 1 10 0 4 1
Happiness 2 6 0 14 0 2
Disgust 3 0 3 0 9 1
Neutral 1 0 4 0 2 13

The confusion matrix for percentage of perceived emotions (horizontal) by hu-
man listeners for each generated emotion (vertical) is shown below (Table 19.2).
Correct perception was only 55%. The speech was far from humanlike and is clearly
recognized as mechanical voice. However we expect that the perception will be
more appropriate when emotion is expressed during conversation (not randomly
spoken sentences) because the context in which the speech is uttered may reduce
the ambiguity of emotional contents.



19 Machines Imitating Humans 289

19.9 Conclusion

The uncanny valley finds no proof for its existence. In addition to humanlike appear-
ance, humanlike behavior is equally important to increase familiarity. Machines lag-
ging in some features of appearance or behaviour may cause disappointment when
not fulfilling expectations but there are almost negligible negative feelings (fear or
danger) observed in humans interacting with these machines. Some people may
avoid this technological achievement due to their social and cultural beliefs but it
can not be considered as fear. Thus there is no support found for the concept of un-
canny valley in the results of our study. However agreements to the hypothesis “path
of engagement” is supported from people’s desire of improved behavioural skills in
humanlike machines.

We have been able to express emotions in speech and facial expressions of our
humanlike robot. We are nowadays working on emotion recognition from speech
and facial expressions of human subjects. Our future work surrounds to work out
and implement emotion and behaviour models in the robot to incorporate humanlike
behavior.
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