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Preface

An engineering extension course having the same title as this book
was given in the spring of 1955 at the University of California in Los
Angeles, San Diego, and Berkeley. The course, consisting of a series of
lectures by prominent engineers and scientists, proved very successful,
having a total attendance of 735. Its purpose was to review for engi-
neers and management from business and industry the present status of
developments and applications in the field of automation. It is hoped
that publication of these lectures in book form will supply for a much
larger audience a wealth of information and details on the fundamen-
tals of automation, new developments in automation techniques, and
descriptions of automation systems applications. Each author in an-
swering the questions “What is new?” and “How is it used?” has re-
viewed automation developments in his special field with liberal use of
examples. By having many participants, a broad coverage has been
attained; and although the treatment is general rather than technical,
much detailed and valuable information is included.

The course was organized to show how the fields of feedback control
theory, instrumentation, analog and digital computation, and data
processing are now becoming integrated as automation is applied on a
broad scale to control systems that encompass the range from top man-
agement to individual machines. Emphasis was placed on new devel-
opments and applications of control systems that can perform both
complex control functions and data processing. As a result consider-
able attention is devoted 130 electronics, computers, and data processing.
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viii PREFACE

Components are treated early in the series and systems later. The sub-
ject sequence for publication is the same as for the lecture course; the
book may therefore be used as a text for similar courses.

The concept of a course of this type came about as a result of organ-
izing material for a Handbook of Automation, Computation, and Con-
trol, which Simon Ramo, D. E. Wooldridge, and 1 are editing. Dr.
Ramo first proposed the course to Dean L. M. K. Boelter of the College
of Engineering, Los Angeles, University of California, and under his
general supervision a committee was set up to plan the course. This
committee included members of the faculty of the University of Cali-
fornia at Los Angeles and Berkeley and interested people from indus-
try. Simon Ramo served as Chairman; others were J. 1. Barnes,
L. M. K. Boelter, S. Lee Cahn, J. C. Dillon, E. M. Grabbe, Earl Jones,
M. P. O’Brien, T. A. Rogers, L. G. Walters, Ernest Wade, and D. E.
Wooldridge. ‘

I was requested to coordinate the course and edit the lectures for
publication, and arrangements to publish the lectures were made with
John Wiley & Sons, Inc., which will also publish the Handbook. The
arrangements concerned with giving the course were handled by J. C.
Dillon of the Engineering Extension and his staff.

In writing on a new subject such as automation, each author feels
compelled to give his own definition and views on the development of
automation. This results in some repetition but serves as a springboard
for the author’s treatment of the subject. Uniformity of style and
level of discussion cannot be attained in a volume having so many
authors. In many instances the authors have covered more material
than it was possible to present in the delivered lectures. 8. N. Alexan-
der delivered the lecture on “Input-Output Equipment,” and W. F.
Bauer prepared the chapter on this subject. The chapter on “Auto-
matic Control of Flight” was written by D. T. McRuer; the lecture was
given by A. C. Hall. B.S. Benson and G. G. Bower are joint authors
of the chapter on “Analog-to-Digital Conversion Units”; the lecture
was given by B. S. Benson.. Dean Boelter has kindly provided an in-
troduction entitled “Reflections on Automation.”

I am grateful to Dean Boelter for giving me the opportunity of edit-
ing this lecture series for publication. The lecturers and authors have
been very cooperative in preparing material in accordance with the
course objectives and in completing the manuscripts. I appreciate the
work of Mr. Dillon, Mrs. Park, Mrs. Virginia O. Grant, and Dr. J. F.
Manildi in making this course a success.

E. M. GRABBE -
January 1957



KForeword

Modern engineering is becoming more and more concerned with the
development of large and complex systems for business, industry, and
military uses. Automatic control devices and automatic data-process-
ing machines of great flexibility are essential ingredients of such sys-
tems, which cut across traditional engineering lines. Engineering de-
velopments in one field may have application in another field, so that
it is more than ever necessary to provide information flow between
management and engineering as well as between the various fields of
applied engineering.

To this end the Departments of Engmeermg, University of Cali-
fornia, Los Angeles and Berkeley, arranged a lecture course designed
to provide up-to-date information on developments in automation.
The series consisted of invitation lectures presented by nationally
prominent engineers and scientists from industry, business, and uni-
versities.

We are pleased to share this stimulating experience of the Automa-
tion in Business and Industry lecture series with “you, the reader,
through the pages of this book. '

L. M. K. BoELTER o M. P. O’BRriEN

Professor of Engineering Professor of Engineering
Dean, College of Engineering Dean, College of Engineering
University of California University of California

Los Angeles, California Berkeley, California
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Introduction:
Reflections

on Automation

L. M. K. BOELTER

University of California
Los Angeles, California

HISTORICAL DEVELOPMENTS

The trend toward automatic operation of machinery and processes,
indeed the control of all equipment in which motion exists, has been
hastened by the attempt to eliminate drudgery from the contribution
of the labor component of industry, as well as by the phenomenal
developments in instruments, computers, and control devices, both
electrical and mechanical, and the inability of man to manually con-
trol the product (in its intermediate or final forms) at the greater
speeds and complexity resulting from . mechanization. The word
“automation” stems from “automatization,” which is difficult to pro-
nounce and spell—thus the simplification (1).

The transfer of energy, matter, and intelligence and their trans-
formations within and across these three divisions of nature has oc-
cupied man from his beginning. The control of the transfer and trans-
formation processes rested within the human (and other life forms)
for a long period of time. During this long period, the power available
to man per human “controller” increased (through the use of groups

1From an address presented at the Symposium on Electronics and Automatic
Production, jointly sponsored by the National Industrial Conference Board and
Stanford Research Institute, San Francisco, California, August 22, 1955.

1



2 AUTOMATION IN BUSINESS AND INDUSTRY

of men, for instance, manning the oars of a ship; through the use of
other natural forces, such as the aerodynamic force on a ship’s sail;
through the employment of animals as sources of work, their use as
beasts of burden and as draft animals).

The domestication of plants and trees (and animals) is also a
manifestation of man acting as both a “programmer” and a “con-
troller.” Because the early farmer programmed and controlled a seg-
ment of the ecological cycle in the face of the uncontrolled and un-
predictable forces of weather and of animal intrusion, his stature
probably increased rapidly.

The transfer processes available were increased (wheel, combustion,
controlled flow of water, and others), but their control for man’s
benefit rested within the nervous system of man. From another point
of view, automation may be considered as removing certain of the
elementary control tasks from man and accomplishing them through
“external” mechanical and electrical devices.

To summarize, the first step in mechanization was to relieve man
of certain of his power-generating duties, and the second was (and is)
to relieve him of certain of his mental tasks and the related physical
tasks.

Relieving the human of tasks (and the corresponding responsibilities)
is in itself not a blessing. There are, however, many substitutions for
required tasks (especially those that are repetitive) which can be made
at the initiative of the individual and which will result in a richer
life for him and for the society of which he is a member. '

The functions of control and of producing work are closely inter-
related in man both physiologically and psychologically. Certain
curious intermediate steps in the automation sequence have resulted
from this carryover. The whip socket on early automobiles, imaginary
robots which resembled man physically, the first incandescent-bulb
glass-blowing unit which simulated the sequence utilized by the human
glass blower are cited.

Automation in the ultimate implies that a sequence beginning with
an input (say, raw material) and proceeding to an output (say, a
finished product) of predetermined properties and characteristics will
be accomplished without human labor or direction, other than to design
the equipment and the process, initiate and stop the sequence, and
repair and maintain the equipment. Brunetti (2) correctly states
that no development is underway or is anticipated that will make it
possible’ for industry to operate without workers. Two bases are
cited: first, the higher-level administrative decisions must be made
by man; and second, man can often, for certain types of tasks, produce



INTRODUCTION: REFLECTIONS ON AUTOMATION 3

more work per unit cost (with the implication that the activity is not
deleterious to health or well-being) than the machine.

The “higher-level decisions” will be made by man primarily because
he, through the exercise of his mind, possesses the only means of inte-
grating and interrelating data for which rational formulations are
not yet possible or for which the formulation would be too expensive.
Referring to the second point of the preceding paragraph, there will
probably always exist situations in which spatial and temporal densi-
ties of transformations and of transfer processes will favor the use of
manual labor. The use of the human body for the creation of work
is natural and proper, subject always to the limitations imposed by
the physiological and psychological requirements inherent in the char-
acteristics of the individual and of his environment.

SYSTEMS ENGINEERING

The modern version of the technique of acquiring the behavior
characteristics of systems is called operations research or operations
analysis. The design of these systems (and the collection and formula-
tion of the requisite data) has been incorporated into the discipline
called systems engineering. Techniques and disciplines are included
here that do not necessarily find themselves in the curricula, courses,
texts, and literature of engineering. Engineering, to a large extent,
has in the last fifty years concerned itself more intimately with the
components (or elements) of the system rather than with the system
itself. .

One of the segments of systems engineering is the optimization of
the particular sequence which defines this system (including its bound-
aries and the “flow” across them) for cost, time, materials, and
men (3). Optimization with respect to man cannot be performed
analytically but, for that reason, cannot be eliminated as a design
desideratum. Design of the automated system must include con-
siderations of the effect on all men who are an integral part of the
system (customers, workmen, supervisors, stockholders, families of
members of each group, etc.), and their relation to this system must
be optimized in a manner similar to that utilized for the nonautomated
system.

Another aspect of the problems of systems engineering is that they
often lie across boundaries of units established in our society. The
size of the subunits of our industrial society and their characteristics
and interactions introduce difficult problems for which little data exist
and which are not necessarily the immediate concern of any one of the
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subunits. For instance, air pollution cannot necessarily be considered
to be the responsibility ‘of the operators of factories, the individual
drivers of automobiles, and/or others. Too often the responsibility
for the solution of the “horizontal” systems problems is accepted by
government through default. The basic data for solution as well as
for enforcement may not be available. Thus the character of govern-
ment is being changed through the acceptance of the newer horizontal
tasks (our forefathers included as governmental responsibilities those
tasks of the same kind which were then pertinent). Automation will,
in my opinion, still further complicate the tasks of government unless
additional and possibly new forms of private enterprise are conceive

and established. ' .

SOCIAL IMPLICATIONS

The introduction of automation has been designated as a second
industrial revolution by Wiener (4) but has been revealed as a gradual
and an old process, with the nervous system of man as central, by
Brunetti (2). The point to be made is not that these are opposing
views but that an acceleration in the automation of industrial processes
is possible, if economical, and is often necessary for safety considera-
tions, through the substitution of electrical and mechanical sensors
-and effectors and the use of computers. The effect on managers, work-
men, their dependents, and on society will be good or bad, depending
on the rate of introduction of automation; the manner .in.which the
introduction is related to the existing mores, regulations, ete.; the ex-
tent to which long-range plans have been developed; and finally the
‘extent to which the knowledge of the impending events has been dis-
seminated.

For example, one characteristic of our present society is the mobility
of many members thereof. However, mobility tends to weaken family
and group bonds and, if carried too far, can and does threaten the
stability of communities and states. Thus the rate of introduction of
automation, if it causes men to seek other forms of employment in
other places, should be accomplished in consideration of the forces of
population mobility.

On the other hand, if automation will result in the same or greater
employment levels but will require that many employees change their
jobs and vocations, a reasonable learning and adaptation period should
be anticipated: A change from physical tasks to supervisory or “white
collar” tasks will often cause difficult if not impossible adjustments;
again repair and maintenance tasks do not always have the appeal
that results from a contribution to a new commodity. Repair tasks, on
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the other hand, involve a degree of detective work (trouble shooting),
which is an exercise of the logical process and is therefore more ap-
pealing to certain men than repetitive tasks such as assignments on an
assembly line.

Automation can be applied to small operations and thus may become
a positive force in population dispersal. Needless to say two devices
introduced within the last half-century, the automobile and the tele-
phone, have not been utilized by man to affect or maintain dispersal.
Steinmetz, in the 1910’s, proposed the small unmanned automatic gen-
erating station as a part of a power network to utilize more completely
the first-order power potential of our water resources. The point to
be made is that automation may be utilized as a force of dispersal or as
a force of concentration and that the decision about the sign of the
force lies outside the automation program.

EDUCATION AND AUTOMATION

A very important contributory item of our society is the demon-
- strable skill that has been acquired by each individual. These skills
may be divided into two classes, mental and physical. In certain classi-
fications of tasks there has been underemphasis on the mechanism of
transfer of these skills. In the first place, the incentive for acquisition
may not exist, and, in the second place, the formulation for effective
teaching (transfer) has not been accomplished.

The difference between teaching methods employed in a master-pupil
relationship and those employed in the teacher-student relationship
requires much investigation and attention. Frequently the area of
teaching between instruction for skills required in the crafts and in-
struction leading to professional engineering has been neglected.
Broadly, we may distinguish these two bands of technical instruction
by the phrases training-for-the-job and training-for-the-profession.
Both bands should contain a strong overlay of general education.

The purpose of the discussion above has been to raise the question
whether automation will cause still further maladjustments in the
learning and educational process. For instance, the ‘child may feel
that he does not need to know arithmetic because the computer will
solve all arithmetic problems for him, or that man will cease to walk
and substitute sitting (a most unnatural position) for standing, the
latter being the zero limit of walking and requiring some of the same
musecles.

In the opinion of the writer, no psychological (including educational)
and physiological problems need arise on the introduction of automa-
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tion if the proper precautions are taken at all levels and in all parts of
our social structure.

PRODUCTION AND DISTRIBUTION

Automation will tend to reduce the rate of consumption of our
natural resources, if only because automation usually forces a change
in the direction of decreasing entropy increase in the system and/or
process. But, in addition, an increased awareness of the problem of the
finite extent of our resources and the almost unlimited absorptive
. capacity of the world population for the products derived from these
resources will be a result of the analyses which underlie design for
automation. Needless to say, the present rate of consumption of the
natural resources of the world deserves the utmost attention.

The distribution function and its correlative service subfunctions of
our industry present an interesting situation consisting of high-speed,
apparently efficient operation; but when it is viewed, for example, from
a point of concentration (5), both in material and time, of hetero-
geneous materials, an astounding improvement is seen to be possible.
The ratios of retail selling prices to the costs of production (including
the costs of raw materials and all costs to the “factory door”) reveal
the magnitudes of the improvements that can be effected. Although
automation is often thought, in the first instance, to be applicable to
production, the point will be made that it can serve (and has served)
the distribution function admirably, even if applied in the most ele-
mentary manner.

The first contribution to the distribution function can be made by
facilitating the flow of information. The development of an informa-
tion flow system involves at least three important considerations: (1)
minimization, including selection, of information to be stored and/or
transmitted; (2) timing of the transmittal; (3) accuracy of transmis-
sion process (a minimum increase of entropy).

The normal tendency as instrumentation and computers become
available is to obtain “too much” information. Thus a relatively new
discipline must be further developed. The distributed selective process
of the ages is not availiable to us in this connection to aid the selection
of the “classics.” Also, the distribution of information is a two-way
process. In a given organization and throughout society a studied
effort must be made if all facets of pertinent information are to be
available to those who participate in the contributing events.
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The transport of man and goods must be attacked as a problem of
systems engineering with a view to decreasing the time and cost of
transport and increasing its effectiveness.

One general problem is the provision of alternative methods and
paths that will keep a system operative although a temporary local
dislocation has occurred. The design (which includes economics) of
such systems including a temporary alternate or alternates deserves
thorough analysis for both the production and distribution functions.
The operation of a production line or of a freeway are examples that
have pertinence here.

Automation will require the expenditure of large sums for system
(including process) redesign as well as for the design of the automatic
features. The accumulated man-energy required translated into capi-
tal investment can readily serve as a barrier to change and the conse-
quent industrial progress. Already there appears to be evidence that
there exists a considerable negative force to rational “advance or
change” in commodity items which are mass-produced and/or widely
advertised.

CONCLUSION

All technological developments can be used by man for good or for
evil. Degrees of good can also be identified in terms of the character
of the utilization of the developments.

The manner of utilization and the rate of introduction are ultimate
decisions that can only be made after thorough study of all facets of
the social impact of the developments. In general, for the larger
aspects of automation, the decisions will require “horizontal” organi-
zations (often temporary in nature) in which all parties, groups, and
individuals concerned will contribute to the data, its analysis, and the
distribution of the resulting information. Through the use of this de-
vice, or a better one, automation can be made a force for momentary
and ultimate good.

The predicted “second” industrial revolution will then be a gradual
acceptable industrial evolution (a significant part of which we are
witnessing as contemporaries). Such can be the process of automation
provided we act wisely, basing all decisions upon the accumulated,
properly formulated, knowledge of past experiences (in particular
those of the “first” industrial revolution) and then extrapolating the
conclusion into the future, modified by such changes as characterize our
present society and its attitudes in terms of its antecedents.
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1. Automation in Business

and Industry

SIMON RAMO

The Ramo-Wooldridge Corporation
Los Angeles, California

1.1 THE PRESENT STATUS OF OUR TECHNOLOGY

It is becoming a commonplace these days to hear that we are en-
gaged in a second industrial revolution, the era of automation. This
time it is not man’s muscles that are to be replaced and extended, but
rather man’s brains. More specifically, what is meant is that in busi-
ness and in industry the functions accomplished by people are going to
be accomplished more and more by complete networks of complex auto-
mation systems, including a host of devices spanning large geographical
distances and broad functional operations. These systems will employ
what might be called “synthetic intelligence” devices that replace or ex-
tend man’s brains and senses in a wide variety of the pursuits in which
humans are engaged. And anyone who is foolhardy enough to chal-
lenge the idea that the replacing of man’s brains will be the top in-
dustry in the nation some years hence is in danger of having his brains
among the first to be replaced.

It is easy to see why there is so much talk about another industrial
revolution. Nucleonics may give us even greater sources of energy to
control, advances in medicine may decrease disease and increase longev-
ity, but neither of these occurrences suggests so radical a change in our

9
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civilization as the advent of the mass production of automation devices
that can compete with the human brain and senses.

There are some important reasons why something like this can be
expected to happen, and there are some important reasons why it will
not happen overnight. Indisputable forces are pushing toward rapid
and wide development of automatic systems for filing or remembering,
sorting, computing, comparing, decision making, and all the other func-
tions usually performed by people.

First of all, the times are technologically right for the development
of synthetic intelligence devices for automation. There are scores of
aids to business and industry and transportation that present techno-
logical art is capable of providing without a single new discovery in
basic science. It would be possible for engineers today, on the basis
of known pure science, to design and produce devices that could dis-
place a very large fraction of the white-collar workers in business and
industry who are doing jobs in which the proportion of their intel-
lectual capabilities used is rather small. These people are engaged in
routine paperwork or routine intelligence transfer assignments which
can be reduced to simple equivalent thought processes that electronic
machines can and do handle better and faster.

Moreover, modern technology has advanced to the point where it is
possible for instruments to be designed to measure continuously various
conditions and phenomena important in industrial processes and oper-
ations. These measurements can then be compared with previously
set values, and automatic controls actuated to bring the process or op-
eration closer to the desired condition. A very much wider range of
automatic control could be provided in almost every business and in-
dustry by utilizing the electronic techniques and components now
available.

A perfect example of the status of scientific and engineering art is
the military. For various reasons, the military today has a tremen-
dous need for synthetic intelligence devices. To understand this, we
need only to consider the enormous importance of control of the air,
both to safeguard our own country from enemy bombardment and to
make possible retaliation. With tremendously increased speeds and
the need for operation under all weather conditions, it has become nec-
essary for the military to consider guided missiles in which the human
pilot is omitted and the problem of destroying the enemy in the air is
left to electronic brains which will guide the missile-carrying airplane,
find the enemy, close in on him, prediet where he will be despite his
maneuverings, and destroy him. For such an operation, the electronic
brains must have memory, stored intelligence, the ability to compute
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and make decisions at high speeds, and the ability to control aircraft
on the basis of the decisions. Machines with these capacities are being
developed for the military today because our basic science permits it.
The engineering art is developing, in other words, without having to
wait for another Einstein to come through with a second and more com-
plex theory of relativity.

The most important ingredient of modern military technology is prob-
ably not, as is so commonly supposed, the availability of even more
powerful explosive powers contained in a single bomb, but rather the
trend of operational war toward more and more complex automatic
integrated huge systems. Military applications demand that the avail-
able science be reduced to engineering applications in a period of sev-
eral years. Business and industry usually take a longer period in re-
ducing new ideas to practical applications, but they are benefiting
greatly by military know-how which is released to them.

1.2 THE NEED IN BUSINESS AND INDUSTRY

In an important way, business and industry in America today are
ripe for the present surge in automation. Business and industrial or-
ganizations are complex and are rapidly becoming even more complex.
Instead of hundreds, thousands and. tens of thousands of individuals’
activities are now in need of close coordination to make for a successful
industrial operation. This necessitates a tremendous amount of red
tape and paperwork.

Whether the operation is an air llne or factory, an insurance com-
pany, a bank, or a department store, everyone is conscious of the enor-
mity of the red-tape problem. A larger and larger fraction of the
personnel seems to be engaged in moving information, papers, directives,
and plans about, and a smaller fraction seems to be engaged in the
substantive matters with which the business at first glance appears
to be primarily concerned.

These are some reasons why this revolution in the replacing of man’s
brains in business and industry can be expected and is indeed under
way. Technologically we are at a point where great strides can be
made. The military situation in the world is sparking the program
and, in effect, is sponsoring and financing the development of tech-
niques that will have application to nonmilitary systems as well. The
growing size and complications of business and industry, and the ef-
fect of relationships with government and with labor, increase the need
for these devices. Accordingly there is a demand to get on with the
job of producing new automation devices and automation systems.
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Merely to refer to what is happening as a second industrial revolu-
tion is an over51mp11ﬁcat10n that is about as wrong as it is right. Per-
haps, more accurately, it is that, havmg passed strongly into the age
of the utilization of our increasing knowledge of nature, we have suc-
ceeded in making a highly technical world. The more technical the
world, the more complex all of its operations become in so far as inter-
action, speed, and controls are concerned. Whether we fight wars or
whether we try to supply each other with all of our demands in a
peacetime economy, we are advancing so rapidly that the orderly con-
trol of the operation is getting beyond us, unless we can increase the
effectiveness of our population, not so much any longer by:more hands
and power, but by more brains and senses, even if the artificial brains
and senses are in many ways highly inferior to those with which the
average human is endowed. :

1.3 TECHNICAL PROBLEMS

Suppose, for the sake of argument, that some years hence we really
make a major change in the way American business and industry oper-
ate, and then we examine the whole operation and compare it with what
we have today. We might discover that 50 per cent of. all of the white-
‘collar workers of the United States were engaged in performing different
functions as a direct result of the machines’ having been brought in to
perform some of the functions that people do now, reserving the human
workers for a higher type of activity on new projects, and perhaps a
more leisurely work week. We have only to consider the number of
workers and the number of machines this implies to realize that what
we are talking about involves many billions of dollars in new and com-
plex equipment. Such a development would dwarf, for example, the
present telephone system or the present television system, including the
‘home receivers in the nation. It cannot come about without a great
deal of standardization of parts, and this in turn cannot come about
without our understanding the interrelationship of all of these func-
tions of business.and industry with practical engineering possibilities.
It has taken many, many thousands of man-years to bring into being
our telephone system, our power system, our transportation system.

Although such a major development might be theoretically possible
from the standpoint both of science and economics, it is going to re-
quire a great deal of high-grade.systems engineering; and, since sys-
tems engineering is in very short supply in the nation, it is going to
mean the training of scientists and engineers in substantially. different
disciplines. - The mere relationship of people to the new systems will
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be a subject requiring a great deal of serious, careful scientific atten-
tion for many years before it will be understood well enough for the
practical widespread wholesale adoption of techniques that will rad-
ically change the operations of business and industry in regard to their
use of people.

There is today in the United States a shortage of scientists and en-
gineers. This is particularly true if we speak of the development
engineer, the research scientist, the originator—the high caliber scien-
tific worker able to originate the very new. From men everywhere—in-
dustrial leaders, military leaders, government spokesmen, university
presidents—we hear of the alarming shortage of able technical people
in comparison with the nation’s needs, and this situation is expected to
remain the same for some years before it can possibly be changed. The
importance of this shortage in the automation field is, in my opinion,
as great if not greater than in any other field to which the applied
scientist could devote himself, for the difficulties and the size of the
problem are second to none among the technical problems of the day.

So we must create during the next several years new kinds of en-
gineers and scientists. ‘When the revolution has finally taken place—
whether it be in five years, which I say is too optimistie, or in twenty
or thirty years, which is closer to the truth—we shall note that the
universities are graduating control engineers and synthetic-intelligence
experts who are products of an entirely new curriculum which combines
the study of the human brain, physiologically and psychologically; the
physical sciences and mathematics; business, industry, and economics;
and the requirements of government rules and regulations.

A shortage of scientists and engineers, the need for a host of new
developments, the strong emphasis on the systems problems as against
the development of specific specialized components, all of these factors
tend to work against the development of automation on a large scale.
The net result, of course, will simply be that the field will develop as
rapidly as it can, and the pace will be such that at least most of those
who are reading this book will be able to notice the development as it
progresses. It will not occur one night during some hour lost in chang-
ing over from daylight to standard time.

1.4 NEW TOOLS FOR AUTOMATION

- There are two fields involved in the automation area. One of them
is process control in the factory. The evolution of the automatic fac-
tory will be gradual. New developments will provide unusual precision-
measuring devices and computer devices to monitor the process, adapted
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to the particular job. It would be foolish to provide, for those narrow
applications, involved electronic brains that have broad powers. So the
brains will be specially geared to special jobs.

The second major field of automation devices might be characterized
as business data handling—the handling of paperwork in large organi-
zations, whether it be inventory, production controls, customer’s bills,
invoices, or credit accounting. The problems encountered concern
memory, sorting, and simple computations in general. The goal here
is the development of huge standard systems that are logical and re-
liable and will not break down. With sufficient study of both the busi-
nesses and the electronic techniques, we shall evolve general solutions
that will have wide applications. Standard black boxes will be cabled
together; the situation will be entirely similar to that of our telephone
networks, in which it has gradually become possible to design standard
equipment that is reliable despite the millions of input and output
points. :

If we are to attempt in this book to provide the reader with some
appreciation of the scope of this field, then of course we must be sure
that we cover its main aspects. In particular, we must be certain to
show that we are involved not just in the design of gadgets that record
something previously written down, or that sense something in a phys-
ical process previously handled entirely by human beings. We must
include the larger-scale aspects of data handling of large complex op-
erations and of interactions and intercommunications among the ele-
ments of the system.

When we begin to focus our attention on these larger engineering
problems, we find that certain tools are quite indispensable. We must
inevitably learn something about feedback, information theory, sta-
tistical and random phenomena, digital computers, and data handling.

Feedback is regarded by many as the most fundamental concept in
this field. To illustrate, let us take an exceedingly simple business,
that of a newsboy selling papers on a street corner. If the boy tries
to be quantitative about his operation, he will tend to obtain for his
initial supply a number of papers that will bear some relation to his
expected sales. If he sells far fewer than he planned, the difference is
going to be used by him as an indicator of the number of papers he
should obtain the next day. He could easily place so much emphasis
on this profit indicator (i.e., have his gain set so high) that, if he un-
dersells a few papers, he becomes concerned about the surplus and the
next day orders very few papers. Then he may find that he cannot
begin to supply the demand, whereupon on the third day he may order
an even larger number than the first day and then have even more
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left unsold. This could bring him to such an impasse that on the
fourth day he may ask for no papers at all and for all practical pur-
poses be out of business.

It is difficult to imagine any process not involving feedback that is of
any interest to us in business and industry. The thermostat of a
house is often used as an example of “closed loop” feedback control.
Suppose that we deliberately design an “open loop” temperature con-
trol for a house. To do this we would estimate the average amount of
heat the house ought to have during the winter months and fix a time
cycle to turn the heat on and off. The observed result, of course, will
be that during the winter it will be either too hot or too cold some
fraction of the time, even if we are very competent in our estimating.
When it is too hot, the people living in the house are likely to open
the windows and let the heat out. When it is too cold, since they are
not able to do anything about the furnace, they will put on more
clothes. In effect, they are going to take actions based on the differ-
ence between what the temperature ought to be according to their indi- -
cators, and what it actually is, i.e., they will develop a new feedback
loop to control the situation.

With feedback control, of course, we have the possibility of insta-
bility, oscillations, runaways, and overshooting. The problem becomes
more complex as we relate a large number of factors. Let the newsboy
attempt to gage the number of papers to be ordered, for instance, by
noting not only the difference between the number he ordered and the
number he sold on any specific day, but also whether the day was a
rainy one and whether some startling news event was reported. Feed-
back and instability are part and parcel of complex systems, and they
are hardly a specialized and narrow characteristic.

In a similar way, we cannot expect to understand and design for au-
tomatic control of an operation without being able to be quantitative
about the amount of information that must be handled. Modern com-
munication theory has made it clear to engineers in that field that infor-
mation can be given quantitative definition, and this becomes an es-
sential parameter in the design of communication systems. But it goes
further than communication. If we are storing data, or if we are de-
veloping a system for human operators in which they record facts to
use later, the system that is set up is very much a function of the
quantitative nature of the information that is to be stored. The old
problem of how many weighings are necessary to pick the one bad
penny out of twelve illustrates this well. The average person con-
fronted with this problem would go through a trial-and-error opera-
tion, and when he finished he would not be certain whether he had
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arrived at the minimum number of weighings. The information theory
expert applies a simple formula and knows that three weighings should
be sufficient to select the one bad penny out of twelve.

If we wish to design systems that take stored information and can
continuously generate new data and arrive at logical conclusions in
accordance with preset rules, we soon find that such design is hopeless
by trial-and-error method and we must use symbolic logic or its
equivalent.

Random and statistical phenomena must be understood by the en-
gineer who would involve himself with complex systems engineering
design. First of all, it is true that, in dealing with large-scale opera-
tions, we cannot expect to measure everything with absolute definite-
ness. We must deal with probabilities. Some of the basic parameter
data will be given in the first place in terms of probabilities—that is,
we can only know some statistics or make some assumptions about the
probabilities of certain aspects of the whole operation, and all we ask
in the performance of the system is that it achieve certain probabilities
of certain results.

There are two concepts to distinguish here. One is statistics of the
kind that the insurance companies have caused us to be familiar with.
These statistics deal in terms of average life expectancy, average per-
centage of women who are blondes, etc. Here we are thinking primarily
in terms of specifying initial conditions or answers in terms of these
probabilities. The other concept has to do with accuracy and noise.
Noise is often used as a popular term for the errors in the system and
its parts—human operators, machines, communication links, storage
devices, and instruments. All will have errors. These fluctuations
bounce around a system, sometimes adding, sometimes subtracting, but
always putting any observation on a system in some measure of doubt
and always interfering with the overall performance. Oftentimes in
design we must assume or experiment to determine the average level
of the noise. Again we cannot expect to define the noise as a definite
quantitative signal. If we could, this would be the same as saying
that we do not really have any noise, for we can subtract or add to com-
pensate for known disturbances. We can only then talk about, meas-
ure, and deal with the noise as a statistical phenomena, and -a good
bit of the time we assume that the various noise sources are randomly
oriented with respect to each other.

It is obviously important to be able to design quantitatively with
respect to noise in a system, and it will affect a system in quite different
ways, depending on the nature of the function. Noise in a guided
missile system in which the pilot is replaced by some synthetic device
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will cause the missile to miss at least some of the time. Noise in de-
partment store accounting may cause the wrong bills to be sent out or
mislead the purchasing agent concerning the inventory. Inaccuracy
in a bank’s records is often considered intolerable. In any case, a
bank may be able to be satisfied with an error of one card in a million,
but not, if in listing its million accounts, the names and the monies are
shifted by just one place.

1.5 CONCLUSION

So great a part of what can be done and what will be done in the
coming years and decades depends on the unusual flexibility and speed
of electronics techniques that we certainly must become familiar with
certain aspects of the data systems. Accordingly, a glimpse at the
problems of automation from the standpoint of the overall systems en-
gineering should afford us with an appreciation of the underlying phys-
ical and mathematical concepts, an inspection of some of the typical
apparatus and components, and finally a look at some complex systems.

Perhaps the most glaring shortcoming of today’s art is our lack of
quantitative understanding of human beings as part of a complete
system that includes both the machine and the human being. If we
go to the other end of the spectrum, however, and look at devices and
embryo systems, we find that we are only in the beginnings of tailoring
smaller subsystems to specific tasks in business and industry. We do
not yet find it easy to extract the main qualitative and quantitative
concepts and patterns that should basically control design. We do not
yet understand business and industry very well in regard to how elec-
tronics might best be used. We are designing equivalents for existing
systems or pieces of systems. We do not yet know very well what and
how reliable the economics of the new equipment will be.
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2.1 LANGUAGE AND MENTAL IMAGES

In general the object in establishing terminology is to translate a
mental image to language so phrased that it will re-create the original
concept in the mind of the reader. The image created by a definition
depends greatly on the reader’s association with the words. A story
demonstrates very clearly the concept of a mental image associated
with a word. A schoolboy asked his father to tell him the difference
between the words “irritation” and “exasperation.” The father re-
plied, “It is hard to describe the difference in meaning of these words,
but I can show you.” So he asked his son to pick a number at random
from the telephone book. The son did so, and the father proceeded
to dial the selected telephone number. A woman answered, and the
father inquired, “Is Maurice there?” The woman politely replied,
“There is no Maurice at this number. I’'m sorry, you have the wrong
number,” and hung up. Whereupon the father dialed the same number
again and inquired, “Is Maurice there?” This time the woman was
very curt in saying, “Young man, I recognize your voice, you called
just a few moments ago. You have the wrong number again. I am a
very busy woman. My husband is coming home any minute now and
I am getting dinner, so I don’t want to be bothered any more,” and

18
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hung up. The father said, “That is irritation. Now, son, I’ll show you
what exasperation means.” So he dialed the telephone number once
more. This time, when the woman answered, he said, “This is Maurice.
Any telephone calls for me?” And thus a mental image of the word
exasperation is created.

The idea of a mental image is a very important aspect of terminol-
ogy. Even with common words, such as democracy, education, pro-
duction, each person pictures some aspect of the word with which he
is familiar. Such word images may have emotional content; that is,
they excite and stimulate the imagination of the individual. For casual
communication, this variability in interpretation is workable, but even
so frequently gives rise to difficulties in human relations.

In the rapidly expanding technical field of today, we find a rash of
new terms—automation, cybernetics, operations research—and the
mental images that these words may create can border on “science
fiction”—with all the promise they hold for future benefits, and the
concern they arouse for the changes which will come. TUnder these
circumstances the emotional content of such new words can be very
great. Although this does not preclude the usefulness of such words,
it makes their definitions more difficult. For people in science and in-
dustry, it becomes essential to narrow down meanings of words; other-
wise much loss of time, manpower, materials, and facilities can result
from a misunderstanding of a few words or concepts. And, with the
advent of broad application of scientific technology to business and in-
dustry, the role of communication assumes greater proportions. Never
before have we been in a position when there were such strong cross-
currents between the office, the factory, and the laboratory. There is a
need for more understanding between the businessman, the industrial-
ist, the engineer, and the production man. For one of the characteris-
ties of the complex systems of today is that all of these people are in-
volved, as Dr. Ramo has pointed out, in reviewing the mushrooming
growth of automation systems in business and industry. One of the
purposes of this book is to bring about a better understanding of the
basic concepts of automation to this broad segment of society. We
aim to accomplish this not only by definition of words, but by illustra-
tions and practical examples.

Within the field of engineering alone there are complexities. The di-
verse fields of servomechanisms, feedback control, industrial process
control, computers, and data processing have grown up separately; each
has developed its own terminology. The convergence of these fields in
applied automation has led to the recent appearance of magazines such
as Control Engineering which in coverage cuts across all areas of en-
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gineering. This convergence has also led to conflicts in terminology
for which scientific societies are the only arbiters.

As an example of mental images in terminology, take the word “flip-
flop.” A flip-flop is a computer circuit that has two stable states. The
circuit will remain in one state umtil a suitable signal causes it to
change to the other state. Other basic names for this device are “bi-
stable multivibrator” and “Ecles-Jordan” circuit—both are cumber-
some. On the other hand, many engineers thought that flip-flop was a
rather inelegant phrase. (Some patents on the subject make rather
comical reading in the manner in which the flips and flops of the in-
vention are described.) As a result engineers in different laboratories
coined new words. “Toggle” is one example of a term being carried
over from the description of a two-position switch. “Trigger” is an-
other term that was applied to this circuit, since the state of the flip-
flop can be changed by a signal which triggers it. However, although
these terms describe certain aspects of the flip-flop, they also have other
connotations, and so they fell by the wayside. Today “flip-flop” is the
accepted term, approved by terminology committees. It passes the
test of providing a good mental image of the function of the unit.

Another example is the word “address”—a computer term. In com-
puting it is necessary to place numbers in storage for later use. This
requires knowledge of the location of a number in the storage unit, and
the word address is used to designate this. In this case there is a one-
to-one correspondence in meaning. Since the word “address” carries
the mental picture of a location, it is a very good definition for com-
puter terminology and has been accepted universally.

2.2 THE MEANING OF AUTOMATION

The word automation was first coined by Del Harder of the Ford
Motor Company in 1947. Harder shortened the word “automatiza-
tion” to automation, and defined it as the “automatic handling of parts
between progressive production processes.” During the years since
the first use of automation, it has assumed in usage a broader mean-
ing and greater significance. Recently Mr. Harder, now vice-president
in charge of manufacturing at Ford, stated that automation “is a con-
cept which embraces our planning of all manufacturing processes.” In
1952 John Diebold in his book entitled Automation defined it as “de-
noting both automatic operation and the process of making things
automatic.” ‘

Since 1954 the word has been in common usage. A few typical ex-
amples of definitions are as follows:
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K. R. Geiser, General Electric: Automation is the accomplishment of a job
by an integrated mechanism with a minimum of human assistance of any
kind. :

Mrmton H. AroNsoN, editor of Instruments and Automation: Automation is
a substitution of mechanical, hydraulic, electronic and electrie devices for
human organs of decision and effort.

HaroLp MarTIN, Rensselaer Polytechnique Institute: Automation is the en-
tire accomplishment of a work task by a power-driven integrated mechanism
wholly without the direct application of human energies, skill, or intelli-
gence. .

ANoNyYMoUs: Automation is the automatic recognition, evaluation, and solu-
tion of a processing problem.

Some definitions emphasize the philosophy or purpose of automation.
For example, W. E. Brainard of Hughes Aircraft Company has pro-
vided the rather lengthy definition: “Automation is more than merely
transferring. Nor is it a push-button factory. It is a philosophy that
may extend back to the design of the product. It is a new method of
manufacture, not necessarily a new way of cutting metal, but a way of
controlling the various processes. Automation is a philosophy of de-
sign, it is a manufacturing method, and it is control within a machine.”

A nation-wide survey was made in 1954 by the industrial division of
Minneapolis-Honeywell. Discussion with some 400 industrialists re-
vealed a wide acceptance of the word. Automation, they said, embraces
“automatic handling of materials; control of temperature, pressure, and
velocity; automatic processing; assembly of parts; measurements of
variables; operation of aircraft and missiles; receiving, storing, and
shipping functions; computing and data handling; cost accounting; and
control of household devices.” These 400 industrialists furthermore
agreed that “automation signified the automatic performance of a con-
trolling function by mechanisms instead of men,” and that “automatic
control is obtained through measuring and correcting variables by in-
struments and mechanisms with no human intervention.” The survey
revealed that many engineers think of “control” and “instrumenta-
tion” separately—both as a part of automation. You can see that all
the aspects of this book are covered by the subject matter mentioned
in this survey on automation.

These definitions and the survey give us a better understanding of
the acceptance of the word “automation,” the current usage, and its
implications. The basic features of definitions of automation are:

(1) The replacement of the human operator in a step or steps of a
process. Man appears outside the process—as a designer, planner,
monitor, and maintainer—the machine does the work. This concept



22 AUTOMATION IN BUSINESS AND INDUSTRY

of increased mechanization was the first to be associated with auto-
mation.

(2) The increased employment of feedback control—both theory
and techniques—to the design and operation of automation systems.
Mathematics is becoming an essential tool of business and industry.

(3) The use of sensing, decision, and computing elements to replace
human operators, implying machines with a higher “intelligence” con-
tent and ability to control a process. The computer is becoming a
more and more common component. : :

(4) A broad “systems” approach to new developments, viewing oper-
ations as a complex of men, materials, machines, methods, and money,
rather than an array of isolated components. This leads to the break-
ing away from conventional techniques and approaches, both in ma-
chine and product design and in operating procedures.

23 THE NEED FOR A NEW WORD

The rapid acceptance of automation as a word indicates clearly that
the field was ripe for a new term. Magazine feature articles as well as
advertisements make liberal use of the word. An editor of a weekly
technical news magazine has stated that he cannot put out an issue
without using automation at least half a dozen times—there is not, an-
other word that has similar connotations. Management and labor are
both talking automation, and Congressional hearings on the subject
have been held. '

In any field there is always the need for words that have rather
broad connotations. The word automation fills such a need in this
case. Compare it, for example, with the word development. Develop-
ment is an unfolding process, a growth, and when we speak of develop-
ment we can refer to study, investigation, breadboarding of equipment,
design of production models, or the completed equipment. It is a very
broad word, but there is no misunderstanding of what it means in a
certain context. - It does not describe specifically what the develop-
ment is concerned with, but we know that it is an unfolding of some-
thing new.

Automation fills a similar requirement for a broad word which sig-
nifies the use of self-powered, self-sensing, and self-guiding devices,
whether it be the automatic washing machine, the electronic processing
of data in the office, control of huge factory machines, or control of a
chemical process. The availability of new tools and techniques, from
both industrial and military research and development, makes possible
sensing and decision elements of a different order of magnitude in com-
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plexity and speed than was previously attainable in automatic systems.
These new developments exceed man’s capabilities as an observer, de-
cision maker, and doer, and to many people this signified the need for
a new word.

Probably most significant is the need for a broad word to assemble
under one umbrella the components, products, systems, and practices
of our modern technology directed toward automatic operations and
control. As the word automation is used more and more often, people
grow accustomed not only to hearing of this newcomer to our society,
but also seeing its results; the word is already losing much of its emo-
tional content.

2.4 THE SIMILARITY OF PROCESSES

We note that the word “process” is used in deseribing automation
systems. Let us take a few moments to discuss the implications of the
word process. Process is defined by Webster as “a series of actions or
operations definitely conducing to an end.” We speak of chemical
processing, manufacturing processing, food processing, petroleum proc-
essing, and data processing. The use of this term process in all of these
systems indicates a basic identity. The common characteristics of
processes are that they are complex integrated systems, combinations
of men, machines, and procedures for carrying out operating plans. In
thinking of processes the emphasis is usually placed on the equipment,
but the advent of electronic computers now focuses attention on the
operating program. ' In any process the operating program is originally
represented by blueprints of products, flow charts, or statement of ob-
jectives. These contain the information required to describe the proc-
ess which must then be carried out by the machines and men.

Every process handles energy, material, or information. The gén-
eral characteristics possessed by every process, either manual or auto-
matie, are:

(1) Input of materials, energy, or information.

(2) Storage for inputs: materials—spacial storage; energy—storage
in materials; information—storage in patterns in energy or materials.

(3) Machine or processor: the device that performs the required
work, manipulation, or operation. It shapes, positions, assembles, and
treats materials or computes and performs logical operations on in-
formation.

(4) Control for directing the machine. In manual operation, man
provides the guidance; in automation, the control is automatic.

(5) Output of materials, energy, or information.
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Recognition of the basic similarity of processes places emphasis on
the operation plan and mode of control, rather than on the equipment.
Such emphasis is necessary if radical advances in automation systems
are to be made, and is valuable even in “piecemeal” application of
automation.

2.5 CROSS CURRENTS BETWEEN OFFICE AND FACTORY

Combined office and factory automation will appear earliest in those
operations in which (1) economic factors that may be quantitatively
determined can be used as a basis of controlling operating conditions,
(2) metering is part of the process and such measurements are used in
accounting operations. Examples in which progress has been made are
automatic telephone message recording, economic power dispatching
in utilities, and petroleum product refining and blending.

Two of the largest problems of modern manufacturers are schedul-
ing of production and inventory control. Here we can readily see the
one-to-one correspondence between factory .operations and the data
processing which parallelsit. The greatest part of office data processing
in manufacturing industries is concerned with planning, directing, and
monitoring factory operations in coordination with sales.

Data-processing machines being used in scheduling operations are
really midway between the accounting department and the factory.
Such operations have a tendency to exert pressure in two directions.
The scheduling and inventory data are of direct value in accounting,
sales, marketing, and forecasting functions and will pace these opera-
tions. On the other hand, as new techniques are developed for using
up-to-date information, there will be a demand for more data of higher
accuracy. Consequently pressure will develop to meet schedules, and
to ‘further speed up output from the factory: i.e., more automation.
Eventually we shall see the computers used for data-processing equip-
ment being applied first to monitor and then actually to control the
equipment used in the factory.

2.6 CONCLUSIONS

The concept of automation covers a range of processes that produce
products and supply services. These processes are all concerned with
basic inputs and outputs, of energy, material, and information, and
they also involve storage, processing, and control. We see a tendency
for an integration of the varieties of the two extremes of automation—
business data processing and the automatic factory. It is likely that
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integrating office and factory automation will provide greater savings
and efficiency than when each is carried out separately. This inte-
gration places further emphasis on communication. and the need for
a broad comprehension of the language of automation.

2.7 GLOSSARY OF TERMINOLOGY

The brief glossary of selected terms presented here has been pre-
pared from sources listed in the bibliography. The terms listed under
a number of subject headings have been arranged in a logical rather
than an alphabetical sequence, with explanatory block diagrams. The
simplest and most easily understood definitions were selected from
available glossaries, with emphasis on the newer fields of digital com-
puters and data processing. The progress made in standardization of
terminology in the fields of feedback control, automatic process con-
trol, and servomechanisms is demonstrated by the tables covering these
subjects. This brief glossary should prove useful as a reference for
basic terms that will be used in later chapters.

2.7.1 General Definitions

Automation. (1) The technique of making a process or system auto-
matic. (2) Automatically controlled operation of an apparatus, proc-
ess, or system, especially by electronic devices.

Cybernetics. “The field of control and communication theory,
whether in the machine or in the animal [Norbert Wiener].” _

Operations Research. “Operations research is a scientific method of
providing executives with: quantitative basis for decisions regarding
operations under their control [P. P. Morse].”

Linear Programming. Linear programming is a mathematical
method for sharing a group of limited resources among a number of
competing demands, where all decisions are interlocking because they
all have to be made under a common set of fixed limitations.

Language. A system consisting of (a) a well-defined, usually finite,
set- of characters, (b) rules for combining characters with one
another to form words or other expressions, and (¢) a specific assign-
ment of meaning to some of the words or expressions, usually for com-
municating information or data among a group of people, machines,
ete.

Machine Language. (1) A language, occurring within a machine,
ordinarily not perceptible or intelligible to people without special
equipment or fraining. (2) A translation or transliteration of this
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language into more conventional characters but frequently still re-
quiring special training to be intelligible.

Common Language. The use of identical “machine language,”
throughout a system, so that machines can communicate directly with-
out translation to ordinary language.

27.2 Computers, Simulators, Trainers .

Computer. (1) A machine for carrying out calculations. (2) By ex-
tension, a machine for carrying out specified transformations on in-
formation.

Drgital Computer. A computer that operates with information, nu-
merical or otherwise, represented in digital form.

Analog Computer. A type of calculating machine that operates with
numbers represented by directly measurable quantities such as volt-
ages, resistances, rotations, etec.

Simulator. The representation of a physical system by computers
and associated equipment.

Trainer. The representation of an operating system by computers,
associated equipment, and personnel.

2.7.3 Digital Computers (See Table 2.1 and Fig. 2.1)

Digit. One of a set of symbols used to represent numbers.

Arithmetic Unit. That part of a computer which performs arith-
metic operations.

Control. Usually those parts of a digital computer that effect the
carrying out of instructions in proper sequence, the interpretation of
each instruction, and the application of the proper signals to the
arithmetic unit and other parts in accordance with this interpretation.

Storage. (1) The act of storing information. (2) Any device in which
information can be stored, sometimes called a memory device. (3) In
a computer, the section used primarily for storing information. Note:
The physical means of storing information may be electrostatic, ferro-
electric, magnetic, acoustic, optical, chemical, electronic, electrical,
mechanical, ete., in nature.

Write. To introduce information, usually into some form of storage.

Read. To extract information, usually from some form of storage.

2.7.4 Computer and Data Processor Programming

Program. (1) A plan for the solution of a problem. (2) Loosely,
a synonym for routine. (3) To prepare a program.

Flow Diagram. A graphiec representation of a routine.
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Table 2.1 Representation of Information in Digital Computers and Data
- Processors
Example of Infor-
Term Definition mation Binary Digital Representation
Binary Involving the integer two,asin 0, 1,2,3,4,5,+--,8, 0, 1, 10, 11, 100, 101, -+, 1000, 1001, «+-

the binary number system 9, +e¢, 16, »=+ 10000, -

Binary digit A digit of a binary number or Oor1l Oorl
code, sometimes abbreviated
as “bit”
Binary coded A system of number represen- 159 0001 0101 1001 (binary numbers)
decimal tation in which the decimal 0100 1000 1100 (arbitrary code)
digits of a number are ex-
pressed by binary numbers
Character (1) One of a set of elementary 0to9 000000 to 001001
symbols such as those corre- AtoZ 001010 to 100011
sponding to the keys of a »1; ete. 100100 to 111111
typewriter. (2) A code rep- (64 possible characters)
resentation of such a symbol
Word An ordered set of symbols (a) 643821859 (a) 0110, 0100, -- -, 01000 (10 numbers)
which is the smallest unit in (b) J. R. Wellington (b) 010011 100100 011011 100100 100000
which information is nor- 001110 010101 010101 010010 010000
mally stored and transferred 010111 011101 011000 010111
within the computer
Block A group of words considered or
transported as a unit
Item (unit Blocks of words containing re- J. R. Wellington 010011 100100 011011 100100 100000
record) lated information (name) 001110 010101 010101 010010 010000
64,322 (payroll no.) 010111 011101 011000 010111 (name)
2.89 (pay rate) 000110 000100 100101 000011 000010
3.00 (ins. deduction) 000010 (payroll no.)
ete. 000010 100100 001000 001001 (pay rate)
000011 100100 000000 000000 (ins. de-
duction)
Memory
unit
Input- I i i
—> Arithmetic
output unit
-~ unit
I —~ 7
\\\\ \\\ | _ -
\\\ \\\ | ‘P P _ //
~ .
TSN contral (<7~
~g  unit

Word transfer
——— Control exercised

Fig. 2.1 General block diagram of a digital computer
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Code. (1) A systém of characters and rules for representing in-
formation. (2) Loosely, the set of characters resulting from the use
of a code. (3) To prepare a routine in machine language for a specific
computer. (4) To encode, to express given: information by means of
code.

Instruction Code. An artificial language for describing or ex-
pressing the instructions that can be carried out by a digital computer.
In automatically sequenced computers, the instruction code is used
when describing or expressing sequences of instructions, and each in-
struction word usually contains a part specifying the operation to be
performed and one or more addresses identifying a particular location
in storage. Sometimes an address part of an instruction is not in-
tended to specify a location in storage but is used for some other
purpose. ‘

Operation Code. (1) The list of operation parts occurring in an
instruction code, together with the names of the corresponding opera-
tions (e.g., “add,” “unconditional transfer,” and “add and clear,” ete. ).
(2) Synonyms for operation part of an instruction.

Address. An expression, usually numerical, that designates a par-
ticular location in a storage or memory device or other source or desti-
nation of information.

Routine. A set of instructions arranged in proper sequence to di-
rect the computer to perform a desired operation, such as the solution
of a mathematical problem. :

Subroutine. In a routine, a portion that causes a computer to carry
out a well-defined mathematical or logical operation.

2.7.5 Data-Processing Operations

Fie. (1) A sequential set of items (not necessarily all of the same
size) (noun). (2) To insert an item into such a set (verb).

Sort. To arrange items of information according to rules dependent
upon a key or field contained by the items.

Merge. To produce a single sequence of items, ordered accordlng
to some rule (i.e., arranged in some orderly sequence), from two or
more sequences previously ordered according to the same rule, without
changing the items in size, structure, or total number. Merging is a
special case of collation.

Eztract. To remove from a set of items of information all those
items that meet some arbitrary criterion.

Collate. To combine two or more similarly ordered sets of items
to produce another ordered set composed of information from the
original sets. Both the number of items and the size of the individual
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items in the resulting set may differ from those of either of the original
sets and of their sums.

2.7.6 Tabulating Equipment ! (See Table 2.2)

Tabulating Card. A unit record card designed for the recording of
data in the form of punched holes to be sensed by mechanical or
electrical (including electronic) means.

Table 2.2 Punched Card Equipment versus Electronic Data Processors

Punched Card Electronic Data Processors
Equipment Card punches, repro- Processor (computer), magnetic
ducers, collators, tapes, card == tape converters,
sorters, accounting plus preparatory equipment for
machines (calculat- punched tapes and cards
ing punches and
printers)
Program control  External plugboard on Internally stored program control
each machine processor, tapes, and converters
Program steps Up to 100 : 1,000 to 20,000 typical
(instructions) ) Limited only by storage capacity
Computing speed Low (limited by card High
readers)
Storage 80 characters (card) Up to 20,000 characters (cores)

80 characters (relays) Up to 1.8 X 108 characters (drums)
Up to 5 X 10° characters (tapes)

Tabulating System. Any group of machines capable of entering,
converting, receiving, classifying, computing, and recording alphabetic
and/or numeric accounting and/or statistical data by means of tabulat-
ing cards, and in which tabulating cards are used for storing data and
communicating it within the system; provided that “tabulating system”
shall not include “electronic data-processing system” as hereinafter de-
fined. '

Tabulating Machine. A machine or device and attachments there-
for used primarily in a tabulating system.

Electronic Data-Processing System. Any machine or group of auto-
matically intercommunicating machine units capable of entering, re-
ceiving, storing, classifying, computing and/or recording alphabetic
and/or numeric accounting -and/or statistical data without inter-
mediate use of tabulating cards, which system includes one or more
central data-processing facilities and one or more storage facilities,

1 Present-day electronic systems make extensive use of tabulating equipment;
hence definitions covering this aspect of data processing arc of interest. The list

of definitions covering tabulating machines has been taken from the Final Judg-
ment of U.S. District Court Civil Action 72-344, US.A. vs. IBM.
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and has either (1) the ability to receive and retain in the storage
facilities at least some of the instructions for the data-processing op-
erations required, or (2) means, in association with storage, inherently
capable of receiving and utilizing the alphabetic and/or numeric rep-
resentation of either the location or the identifying name or number
of data in storage to control access to such data, or (3) storage capacity
for 1000 or more alphabetic and/or decimal numeric characters or
the equivalent thereof. o

Electronic Data-Processing Machine. A machine or device and at-
tachments therefor used primarily in or with an electronic data-proc-
essing system.

30

Table 2.3 Feedback and Automatic Control Symbols and Definitions

Recommended Term

Nonstandard
Symbol AIEE ASME Nonstandard Terms Symbols Definition
g2 Controlled Process Plant; load y, kg, k, g, @ The body, process, or machine, a par-
system ticular quantity or condition of which
is controlled (AIEE)
The collective functions performed in
and by the equipment in which a
variable is to be controlled (ASME)
¢ Controlled variable Qutput; regulated varia- 6,, O, r, 0 as The quantity or condition of the con-
ble; measured variable subseript trolled system that is directly meas-
ured and controlled
h Feedback elements Feedback transfer func- 1, kg, g, 8 The portion of the feedback control sys-
tions tem that establishes the relation be-
tween the primary feedback and the
controlled variable
b Primary feedback Monitoring feedback; 0 A signal which is a function of the con-
feedback trolled variable and which is com-
pared with the reference input to ob-
tain the actuating signal
v Command  Set point  Input;desired value;con- 6;, d The input which is established or varied
control point by some means external to and inde-
pendent of the feedback control sys-
tem under consideration
a  Reference input elements  Conversion elements; pri- The portion of the feedback control sys-

Refererice input

mary elements; sensing
elements

Input; reference stand-
ard; desired value; set
point

6,v,05,d,1

tem that establishes the relation be-
tween the reference input and the
command

A signal established as a standard of
comparison for a feedback control
system by virtue of its relation to the
command

¢ Actuating signal Error; unbalance; actuat- ¢, 0, 8¢, © The reference input minus the primary
ing error; correction feedback
n Control elements Amplifier; controller; 9, kg, h, p, @ The portions of the feedback control
servo amplifier; relay; system that are required to produce
error corrector the manipulated variable from the
controlled variable
m Manipulated variable esnsee  sesees The quantity or condition that the
controller applies to the controlled
system
% Disturbance Load disturbance; upset bd, n A signal (other than reference input)

noise; drift

which tends to affect the value of the
controlled variable
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Service Bureau Business. The preparation with tabulating and/or
electronic data-processing machines of accounting, statistical, and
mathematical information and reports for others on a fee basis.

Service Bureau. An organization engaged principally in the serv-
ice bureau business.

2.7.7 Automatic or Feedback Control Systems (See Table 2.3)

A Feedback Control System is a control system that tends to main-
tain a prescribed relationship of one system variable to another by
comparing functions of these variables and using the difference as a
means of control (AIEE). See Fig. 2.2.

Disturbance

Command Reference  Actuating Manipulated u Controlled
or set point input signal variable variable
Reference
; Control
input Process
elements r+ O e elements m &y c
a 81
Primary
feedback
b Feedback
elements
h

Fig. 22 Block diagram of feedback control system

An Automatic Control System is any operable arrangement of one or
more automatic controllers connected in closed loops with one or more
processes (ASME).

An Automatic Controller is a device that measures the value of a
variable quantity or condition and operates to correct or limit devia-
tion of this measured value from a selected reference. An automatic

Automatic controller
A

Set point
(Selected reference)

Measuring Controlling
means means

—_———————— Process —_—_———————

Fig. 23 Automatic controller and its feedback loop
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controller includes both the measuring means and the controlling
means.. See Fig. 2.3.

A Servomechanism is an automatic control system in which the con-
trolled variable is mechanical position (ASME). It is a feedback
control system in which the controlled variable is mechanical position
(AIEE).

A Transducer is a device for converting a signal or physical quantity
of one kind into a corresponding physical quantity of another kind.
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3.1 INTRODUCTION

It is not difficult to get general agreement on the value of stressing
fundamentals. However, when a census is taken of just what are the
fundamentals of a large subject, such as automation, then a wide
spectrum of answers usually appears. In the following I shall give
you my views on the fundamentals of automation.

What is automation? Chapters 1 and 2 have introduced this sub-
ject and have reviewed some of the language of the field. Before giv-
ing my answer to the meaning of automation, let me first relate an in-
cident in automatic banking.

A young man'from a small town was sent to a technical college by
his rich uncle. On returning home after graduating, he convinced his
father, who managed the local bank, that the bank should install some
recently developed banking equipment. Unfortunately the equipment
was not completely debugged when it arrived. -Well, as you may
guess, there were initial troubles. To begin with, something went wrong
with the high-speed check sorter. After sorting the first batch of
checks in the twinkling of an eye, it shredded the second batch into
confetti. Not long after this, the day of reckoning ¢ame, The father, .
who was teller as well as manager of the bank, had to inform the next
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customer desiring to withdraw some of his funds, “I’'m sorry, sir, but
our new automatic banking device shifted 1nto reverse, and your in-
terest ate up the principal.”

Automation holds forth a brilliant future for you and for me, I be-
lieve, but not without a few difficulties such as those suggested by
this banking story If an automatic computer can turn out a million
correct results in a day, then if 1mproperly designed it might turn out
errors at a similar rate.

Let us return to the question, “What is automation?”’” My answer
is: Automation is the use of a nonliving system to control and carry
out an operation.

A term with a broader realm of application is feedback control.
This applies to living as well as nonliving systems. For example, “The
rate of human breathing is controlled by eleven different feedback
loops,” according to Norbert Wiener.

How old s feedback control? My answer is that examples of feed-
back control go back to the beginning of life on this planet, say one
or two billion years.

How old is automation? The best answer that I can give you is that
automation goes back to James Watt’s invention of the fly-ball gov-
ernor for his steam engine which was patented in 1769. Of course,
mechanisms without self-control go back to the invention of animal
traps, and to later inventions such as the wheel. By the time of the
Romans there had been invented elementary computing mechanisms
such as the water clock and the chariot wheel revolution counter. The
latter was arranged to have a marble drop through a hole with each
revolution of the chariot wheel. "At the end of the trip, the number
of marbles that had dropped through gave a measure of the distance
traveled by the chariot. This digital revolution counter was probably
the first taxi meter. Today it is cited in analog-to-digital converter
patent suits.

Why 1is there at present such a great interest in automation for science,
engineering, industry, and business? It is my belief that the reasons
for this recent great upsurge of interest are (1) the accelerated avail-
ability of electronic and magnetic computer and actuator equipment;
(2) growth of automation “know how”; coupled with (3) the accelerated
realization of our needs for automation brought on by World War II
and subsequent military activity. In short, now we can get automation!
Not that we do not already have a fair amount of automation, but
rather that now (1) we have considerable knowledge on this subject;
(2) we have developed a reasonable understanding of the design of
linear automatic systems; (3) we have made a start on applying auto-
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matic systems to industry and business; and (4) we have lots of
hardware and system design “know how” waiting to be applied.

A new category of engineer is now appearing, the BUSINESS EN-
GINEER. As with earlier two-field experts, the business engineer
often receives the greatest acclaim as an engineer from the business-
men, and as a businessman from the engineers.

In earlier years it was standard practice to introduce historical
perspective in talks on automatic computers by references to the con-
tributions of ideas on automatic mathematical-table computers by
Babbage, and to ideas on differential analyzers by Lord Kelvin.
Through their ideas these men were laying the conceptual foundations
for computers and consequently for automation. As you recall, an
automatic system consists basically of a computer coupled to a set
of actuators. During the early and middle nineteenth century when
Babbage and Kelvin were generating these ideas for computers, proper
means for reduction to practice were not at hand. Hence, practical
versions of such computers did not appear until the 1920’s and 1930s.
Now in the 1950’s with good network and feedback engineering theory
and components, with good analog and digital theory and engineering,
we are arriving! The goals of Watt, Babbage, and Kelvin, however,
are now well behind us.

What are our new goals? What does automation, present and
future, offer business and industry? Let us first go over some familiar
fundamentals, look at the new goals, and then discuss the means for

_obtaining them. We cannot repeat too often that the first phase of
the industrial revolution has been replacing the muscle work of man
and beast by power from coal, oil, other chemicals, flowing water, and
now from atomic nuclei, and that the second phase of this revolution
is replacing the elementary brain work of man by the work of auto-
matic electromechanical and electronic computers. These two phases
combine to give us automation. And what net benefits are we to de-
rive from additional automation in business and tndustry? The answer
is—a better life! Just as the standard of living in the United States
has kept pace with the increased use of nonmusecle power, so, barring
wars, it will continue to rise with the combined use of nonliving power
and information processing in automation.

Many of the labor leaders are aiding the extension of automation
in their fields, since the broad result is an upgrading of the kinds of work
done by people with a consequent net increase in the standard of liv-
ing! Monotonous routine work is delegated to automatic information
processors. Each person generates a greater profit for the concern and
hence can receive greater pay. The expansion of needs for new va-
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rieties of goods and services is growing more rapidly than the supply of
people to turn them. out. Automation can help to bridge the gap.

3.2 THE ROLES OF SCIFNCE, MATHEMATICS, AND ENGINEERING

Now let us turn to the question, namely, “What are the roles of (1)
science, (2) mathematics, and (3) engineering in helping us to extend
automation?” ‘ ‘

(1) Science supplies us with essential information about the physi-
cal world, including the people in-it. The scientific method of hy-
pothesis, error-corrected by a feedback loop using quantitative experi-
ment, is often difficult to apply to industry and business. Part of the
difficulty is assignable to the lack of control over conditions for proper
experiments. Putting a simplified version of the problem on a com-
puter with actuators, as a simulator, may help in the application of
the scientific method.

(2) Mathematics includes reasoning which can be used on the simpli-
fied models of items in the physical world. More advanced automation
is possible with better models. These better models are often more
complicated. Hence, we need the large automatic computers to deal
with them. -

(3) Engineering is the application of science and some mathematics
to solve man’s problems. In this instance they are problems concern-
ing improved or extended automation of industry and business. Promi-
nent in the more recently emphasized aspects of this engineering is
the systems approach. - Problems of how to split up a large system into
parts with minimum interaction, and how to synthesize a large system
from subsystems, arise and call for greater attention. Also, in the
large systems we have in mind there are both people and automata.
This excites the question: “How can we divide the systems job between
people and automata?” A few comparative characteristics are as fol-
lows. People are usually more variable in their performance and slower
than modern electronic-magnetic automatic systems. A person’s brain,
viewed as a computer, is very advanced, extremely compact, and very
efficient in the use of power. A person has an enormous mémory. His
brain is subject to saturation in a short time. A person can usually
work on one problem at a time, and it is difficult to couple brains for
series, parallel (tandem) bridge, or other systems operation. On. the
other hand, automata have extremely elementary “brains” as of today.
They do not saturate in a short time. They can work 23 or 24 hours
a day and do not need week ends off, for the most part. They can be
more reliable than people. They can be much less variable than
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people, and usually are. Automata can be now best applied to fixed-
policy repetitive problems needing rapid solution. Later variable-
policy problems will be solvable.

3.3 DESIGN OF AN AUTOMATIC SYSTEM

3.3.1 Military Contributions

The most advanced applications of automation to date have been
in military engineering. Examples of such applications appear in anti-
aircraft gun directors, in increasingly automatic fighter planes, and
in guided missiles. It is thé carry-over of the physical and mathemati-
cal techniques evolved in military research and devolopment to the
solution of industrial and business automation problems that will
be emphasized in this section.

3.3.2 Automatic Subsystems

As mentioned above, people will be present as subsystems in our
overall system. However, it is with automatic subsystems that we
shall be concerned. In many instances these automatic subsystems will
perform operations that humans have never done and cannot do. At
the same time they will permit humans to carry out operations with
their brains that are far beyond the capabilities of automatic com-
puters now and in the foreseeable future. '

3.3.3 Elements

~ As the elements of an automatic industrial or business subsystem
we shall take: (1) the subsystems input equipment or sensory pickups,
(2) the subsystem output equipment or controlled actuators, and (3)
the processors or combination computer-amplifiers which connect in-
put and output. Of course the environment of the automatic subsys-
tem is present in the form of (4) a set of driving signals, disturbances,
and initially stored energies, and (5) externally coupled input and
output parts of the whole system which in special cases would be
described as source and sink admittance levels. '

3.3.4 A Design Method

Details and examples will be given to answer the following general
question: What is a typical procedure for designing an automatic busi-
ness or industrial system?
(1) Decide on the class of problems to be solved by the automatic
system in the time era during which the system is to be operational.
Allow for changes in this class of problems with the passage of time.
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(2) Estimate the class of environments to be encountered by the
system during its operation. Allow for improved environmental data
resulting from better measurements.

(3) Rough out blocks of the whole system, using estimates based on
pertinent past experience and on realistic assumptions and calculations
for weighting or transfer functions of the subsystems. Check the con-
sistency of assumed development or acquisition times of proposed com-
ponents and subsystems. As the development progresses, recheck for
this consistency at appropriate intervals. Take the required corrective
action.

(4) Decide on measures of effectiveness of the system in the at-
tainment of its various objectives.

(5) Define each type of error by an appropriate criterion that meas-
ures the amount by which the actual-system effectiveness fails to at-
tain each desired-system objective.

(6) Make error analyses assuming a linear invariant approximating
system for each system objective. Use the Laplace transformation
method, together with “rout locus” aids to treat the approximating sys-
tem. Use a real-time simulator to study the whole system. That is,
make a full-scale dynamic model of the system by means of a computer-
simulator and then run through the set of operational modes under the
set of estimated environmental conditions. Information learned from
simulation should be fed back into the system design to improve (a)
system stability margin, (b) equality of response to typical sets of
input signals under expected operating environmental conditions, and
(c) reliability of operation.

(7) In the simulator, replace linear computer approximations to
components and subsystems of the system under design by nonlinear
components and subsystems. Again check the various modes of the
simulated system. :

(8) As the actual linear and nonlinear hardware components of
the system become available, insert them in the simulated system in
place of the approximating computer equipment. As before, check
the modes of the now partially actual and partially simulated system.

(9) Successively refine the system error analysis using statistical
ensembles for drives, boundary conditions, and disturbances. Adjust
the system design connections and parameters—until the system stabil-
ity, quality, and reliability are satisfactory.

(10) By the same process used in the development of the main
system, develop monitoring instrumentation for locating failing com-
ponents in the main system.
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(11) Run a set of tests on the main system to determine appropriate
statistics on the reliable life of components and subsystems.

(12) Collect appropriate statistics on the system during its era of
actual operation and use the results to further improve the design
of later editions of the automatic system.

3.3.5 Automation for Control

Many businesses now use automation in obtaining financial informa-
tion for records which are used for tax purposes, financial reports, and
(historical) records. This use does not place strong emphasis on speed.
However, if the financial information is made available in a short
enough time, it can be used for essentially continuous control of the
business. In obtaining the required speed for high-speed control it is
often necessary to exchange some of the recording operations for solu-
tion time.

3.4 CONCLUSION

Although the foregoing remarks merely touch on some of the funda-
mentals of automation in business in industry, it is my hope that they
may stimulate the reader to deeper thought on the principal ob-
jectives of automation and to a practical approach to the attainment
of more extensive and better automation.

For those who would go into more detail a bibliography is attached.
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4.1 INTRODUCTION

Automation is a recently coined word that is used to describe “con-
tinuous automatic production.” In its ideal form it signifies the ac-
complishment of a desired end or product without the use of manual
power or direction during the process itself. Although the word auto-
mation is new, many of the processes—the tools, techniques, and
components—have been developed over the past twenty or more years.
From a purely technical point of view, the challenging aspect of auto-
mation is the ability to perform the desired tasks without human
participation. In many cases the engineering and physical problems
involved are difficult and their solution is not readily apparent. The
way of doing something automatically may be quite different opera-
tionally from the way it is done manually, although the same func-
tional result is obtained.

From a practical point of view, one of the major problems
of automation is deciding whether a produet or job is one for
which automation is justified. The nature of the product, the
volume or quantity of labor involved in the process, the cost of
automatic production versus manual production, the quality of the
automatically produced product contrasted with the manually pro-

4
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duced one—these are some of the factors that must be considered be-
fore embarking on a program of automation. In other words, the
question “how to automate” comes before the question “whether to”;
the method of automation must be determined before its adoption can
be considered.

Although many processes when so scrutinized may be found not to
warrant automation, the pressures on our economy are in the direction
of more and more automation. As evidence of this, statistics show
mounting labor costs, more national product per worker, increasing
numbers of automatic control components available at reasonable
prices, and an improved general level of technology. Certainly we
are justified in assuming that the technical aspects of the problem
are important and worthy of our attention.

4.1.1 Nature of Problem

Let us attempt to formulate the general technical problem of auto-
mation, i.e., automatic production. Figure 4.1 illustrates in block dia-
gram form the flow nature of the automation problem as an open-

Inputs . Outputs
Control or
standard
Control or Control or
Raw materials ; controlled environment controlled environment
Produc_tlon
operation
Finished
Tramsfer | Production ve Production product
operation Transfers operation
B el and other
aw materials ; i
! Production operations
operation
Control or

standard

Fig. 4.1 Schematic representation of general automation problem

loop control starting with raw materials as inputs and continuing on
through to the finished product. The raw materials are acted upon
in the fashion of a flow process by a number of production operations
in series, perhaps joined together at some point, then further operated
upon, finally emerging as the finished product or output. Each of
the production operations may itself be a controlled process, such as
shaping, cutting, transportations, or positioning of the material. The
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production operation may take place in a controlled environment of
temperature, humidity, acidity, or some other desired condition that the
particular process requires. Controls or standards may be applied
during or after many of the production operations so that the product
passing from one operation to the next is determined to be satisfactory
for the purpose intended. The system as shown in Fig. 4.1 does not
indicate directly any means of “closing the loop” to insure that the

inputs Outputs
Control or
standard
Control or C%ntrol or
Raw materials | production controlled environment controlled environment
D asm— N
operation Transfers
and other Finished
Production operations Production product
Transfer operation v operation II
Raw materil : — ' !
Haw materials | Production r Corrections to production operations | |
operation | m————— gty Sahhagind ]
1 |
M -1
Decision-  Le—— — — Qther data |
making L_ ; i
Control or unit — — —From process
standard L__+__J , |
Output difference !
Desired output Comparison | Actual output !
———— —_— — e —— e s et e e e s d
> means :— -
1

Fig. 42 Schematic representation of general automation problem with closed-
loop control

finished product or output will continuously meet the values desired
for these quantities.

“Closing the loop” can be accomplished by the addition of a means
for comparing the actual output with its desired value and using the
difference or differences to modify the controlled environment or the
production operation so that the actual output will more nearly equal
the desired output (Fig. 4.2). The term automation could be and is
employed to describe either the open-loop or closed-loop version of the
continuous production process deseribed. It is of course apparent that
the closed-loop production scheme is more automatic and should
require less manual attention, provided reliable operation can be main-
tained.

The preceding description of the general automation problem has
served its point if it has indicated that control systems are used ex-
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tensively as a vital and important part of the automation process. The
reason why a human being is not needed in the production. process is
that some automatic means is available for controlling the position,
temperature, voltage, or other conditions required in the process that
formerly demanded manual attention.

Without automation, individual isolated controls have been per-
forming automatically but on a batch basis—merely performing one
job or part of a job. The use of automation makes possible the tying
together of a number of automatic controls into an overall flow process
in which the manufacture is continuous without human handling from
one automatic operation to the next. Although the complexity, ex-
pense, and magnitude of the control problems are greatly expanded
by the requirements of automatic production, the basic control prob-
lems of a single control system are in many important ways similar
to those of the more complex automation process. A fitting starting
point for considering the automation control problem is, therefore, to
consider the control of a single quantity and to describe the feedback
control principles involved in such a control. Next, some of the prob-
lems associated with multiple control systems operating in conjunction
with one another will be reviewed. Finally, a number of specific ex-
amples of automation in industry will be described.

4.1.2 Description of Feedback Control System

One of the building blocks of the automation process is the feed-
back control system, a simplified form of which is shown in Fig. 4.3.
A feedback control system as referred to here is a means of automatic
control in which the difference between the reference input and some
funection of the controlled variable is used to supply an actuating error
signal to the control elements and the controlled system. The ampli-
fied actuating error signal endeavors to reduce to zero the difference
between reference input and controlled variable. A supplemental
source of power is available in such systems to provide amplification at
one or more points in the feedback control system so that the pos-
sibility exists for self-sustained oscillations or instability.

In addition to the principal variables described above and shown by
the solid-line portions of the diagram, the desired value, the indirectly
controlled quantity, and the disturbance function are shown. The
desired value represents the value that the control system is supposed
to reproduce, and it differs from the actual reference input by the
characteristics of the reference input elements. The indirectly con-
trolled quantity represents the quantity that is the actual system
output. It differs from the controlled variable by the characteristics
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of the indirectly controlled system elements. The disturbance func-
tion represents:an:unwanted input to the system that tends to cause

the controlled variable to differ from the reference input. The dis-
| Disturbance
function
1‘71_
| Disturbance |
| function I
elements s
Reference Actuating
mput mg;‘:"ﬁng error l Contolled —— Indirectly
Desired [poe o o 'l\ means +, vgr::blee Indlrectly ,controllted
value l nout ' Control Controlled controlled | 9 q”a"“y
S elempents elements [ system [ ] 1 system- F-
l_____._J elements
)
Feedback,
function of
controlled
variable Feedback
element

Fig. 43 Block diagram of simplified feedback control system

: f

turbance function elements shown by dotted lines are intermediate
between disturbance function and the controlled system itself. The
dotted lines associated with the reference input and indirectly con-

Table 4.1
Desired Reference
Value Input
Voltage Potentiometer
voltage
Spring tension
Position Angular shaft
‘ position
Electric field
Temperature Thermostat con-
tact setting
Potentiometer
voltage
Speed Standard voltage

Calibrated spring
position

i

Feedback
Yoltage

Current

Angular shaft
position

Angular shaft
position

Bimetal position

Therinoelectric
voltage

Voltage
Governor posi~
tion

Error-
Measuring
Means

Voltage detector

Galvanometer
element

Differential
gears

Selsyn control
transformer

Bimetal thermo-
stat
Thermocouple

N
Voltage detector
Linkage position

Controlled
Variable

Terminal volt-
age

Machiune-tool
position

Oven tempera-
ture

Governor speed

Listing of Various Forms of Feedback Control System Quantities

Indirectly
Controlled
Quantity

Load voltage

Dimensions of
metal being
cut

Process tem-
perature

Alternator
speed
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trolled system elements serve to indicate that these elements, when
- equal to unity, have a limited effect on the feedback control problem.
The principles of feedback control operation may be used effec-
tively for any one of a number of different physical kinds of control
problems, whether they employ electrical, mechanical, thermal, or
other forms of control elements. Table 4.1 indicates some common
forms that these variables and elements take for a few types of feed-
back control systems. This table shows the similarity in function of
a number of different controls, although they differ appreciably in
operation.

4.1.3 Requirements of Stability and Accuracy

The basic principle of feedback control or closed-loop operation tends
to make for accurate performance since the control system endeavors
continually to correct any error that exists. However, this corrective
action can give rise to a dangerous condition of unstable operation when
used with control elements having a large amount of amplification and
significant delays in their time of response. An unstable control system
is one that is no longer effective in maintaining the controlled variable
very nearly equal to the desired value. Instead, large sustained oscil-
lations or erratic control of the controlled variable may take place,
rendering the control useless.

If stable feedback control system performance is like that of a
manually controlled system with a capable and well-trained operator,
unstable feedback control system performance may be compared to
that of the manually controlled system with an untrained and ir-
- responsible operator. Rapid and destructive response of the system,
in which adequate control is impossible, may result, and destructive
action of the controlled variable may occur.

If, in an effort to increase the accuracy of the control system, the
amplification of the control is increased without adequate steps being
taken to insure stable operation, the advantages of the feedback con-
trol principle prove illusory. Furthermore, it is necessary to do more
than have a system that is stable; a system must have an adequate
margin of stability and be able to recover rapidly and smoothly from
the shocks of irregular inputs or of severe disturbances.

The requirements of stability and accuracy are mutually incompati-
ble. The higher the desired accuracy, the smaller is the actuating error
that can be allowed to perform the proper corrective action. Thus
high accuracy requires high amplification. With high amplification,
small actuating errors, if applied for too long a period of time, can
- produce too large values of the controlled variable which may later
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cause larger actuating errors. With lower-gain systems, the time
during which the actuating error is applied is not so critical, for less
controlled-variable motion takes place in the system having the same
time rate of response. Hence the tendency for increasing actuating
errors is reduced with a low-gain system. Although less rapid per-
formance and higher errors result from the lower-gain system than
might appear possible from a higher-gain system, the lower-gain sys-
tem is generally the more stable.

Time delays in the various control elements and the controlled sys-
tem that were not significant in a low-gain system may become ap-
preciable for the system with high amplification. After the corrective
action is started and the need for correction has ceased, the inherent
time delay of the system elements may prevent stopping the action
of the control elements in time to prevent an overshoot by the controlled
variable. The overshoot may be greater than that which initiated the
control motion, and the process of continued corrective action, building
up to violent oscillations, is thus started.

Following this line of reasoning, we see that the time delays present
in the control elements cause the instability. By appropriate use of
“anticipation” means to compensate for the inherent time “delays”
in the control elements, it is possible to obtain a high-gain system
with satisfactory stability. Although improved accuracy and adequate
stability can be obtained, they are generally achieved only at the
expense of additional equipment .or complexity.

4.1.4 Mathematical Basis for Stability

Essential and valuable as is the physical picture of stability, mathe-
matical definitions provide more useful and exact means of describing
system performance. The principal mathematical means for determin-
ing stability of linear control systems are the following: (1) locating
by analytical or graphical means the actual position, on the complex
plane, of each of the roots of the characteristic equation of the system;
(2) applying Routh’s stability criterion to the coefficients of the sys-
tem’s characteristic equation; (3) applying Nyquist’s criterion to a
graphical plot of the open-loop response of the system as a function
of frequency for a sinusoidal driving function.

The labor involved in locating the exact position of the roots of the
characteristic equation or in calculating their values is such as to limit
the use of this method. A graphical method of locating the locus
of the characteristic equation roots, known as the “root locus method,”
has been developed by Evans and has permitted more extensive use of
- the location of the roots themselves as a means for determining system
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stability and to a certain extent as a measure of performance. The
Routh criterion involves the use of a brief, simple algebraic process
and permits the ready determination of the system stability. The
graphical data neceéssary for applying Nyquist’s criterion provide
quantitative information on the accuracy of the system, the degree of
system stability, as well as the system stability itself. Hence it is
the Nyquist criterion in one or more of its modified forms that is used
extensively to determine system stability.

The Nyquist stability criterion places on a firm mathematical basis
the well-known physical fact tha,t when the feedback signal to a con-
trol element is equal in magmtude and in phase with the actuating sig-
nal producing it, instability will result. Thus the Nyquist eriterion ‘es-
tablishes the necessary conditions for stability in terms of the'ratio
between a sinusoidal actuating signal and the feedback signal. . The
ratio is expressed by an amplitude and a phase relationship as a func-
“tion of frequency. This ratio can be determined even when the.feed-
back is not connected to the error-measuring element; thus the sys-
tem need not be a closed loop when its stability as a feedback control
system is being evaluated. ~As such, the analysis of the problem is
reduced somewhat in complex1ty, although the results are valid for
the more complicated feedback control condition of system operation.

4.1.5 Features of Feedback Control System Performance

The two principal advantages of feedback control over control with-
out feedback are that lower tolerances and greater time delays can
be permitted for the control elements. To appreciate some of the ad-
vantages of the feedback control system, a comparison will be made
between the open-loop and closed-loop (feedback) control systems.
Tigures 4.4 and 4.5 are block diagrams showing how the controlled

““Reference
input, R

Pe} L5 Controlled
variable, C

Fig. 44 Open-loop control system

Reference
input, R Actuating
+ error, E )
@, Gy . varabie, ¢
C

Fig. 45  Feedback control system with direct feedback



FEEDBACK CONTROL SYSTEMS 49

variable C is related to the reference input R for each of these two
systems. The ratios of the controlled variable to the reference input
for the open-loop and feedback control systems are, respectively,

i

G (4.1)

and
Gy .

141G,

where C/E = G, and E is the actuating error.

The terms G and G, represent the transfer function of the control
elements. In addition to gain or constant terms, the transfer functions
may contain time functional relationships having a wide range of values
from 0 to c under varying input conditions.

In contrast with the feedback control system in which the controlled
variable is compared directly to the reference input to provide the
error signal that actuates the control system elements, the open-loop
control system makes no direct comparison of these two variables.
Thus it is assumed that the transfer function G' is known and fixed
so that-the value of the controlled variable is known for each and
every value of the reference input and its time variation. An example
of this is a meter element the deflection of a meter pointer is calibrated
against a standard 1nput for example, a voltage. Subsequently it is
assumed, that the meter response is identical with its calibration figure
and that the same 1nput voltage will produce the same pointer de-
flection. ~ ‘However, a change in the characteristics of the transfer func-
tion G of the meter element may cause the same input to produce a
value of output different from the calibrated value. ‘The change in
the value of the output, in terms of a change of the transfer function
alone, is

. /Change in change in G proper value
(controlled) = <m> X (of controlled> (4.3)
variable variable

of G

From a knowledge of the value of the controlled variable alone, it
is impossible to distinguish between a change in the reference input
and a ‘change in the transfer function. Thus very close tolerances
in manufacture and constancy of controller characteristics with time
are required to obtain high performance of an open-loop system. ,

For the closed-loop system, there is less need for maintaining the
transfer function constant, provided the value of the transfer function

(4.2)

QA WA
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Gy is large. This may be seen from eq. 4.4 where the expression for
the change in the value of the controlled variable in terms of its proper
value and the transfer function (1 of a feedback control system are
shown.

Change in 1 " change in G, proper value
controlled )= - X\ of controlled | (4.4)

variable 1 + G/ \proper value of Gy variable

Although the change in the controlled variable is proportional to
the change in the transfer function Gi, there is a greatly reduced
multiplying factor of 1/(1 4+ G4) that decreases the size of the actual
change in the controlled variable caused by changes in G3. If Gy
has a value of the order of 10 or more, the advantages of feedback
control operation in this respect are at once evident. Thus even
with the use of lower-precision components or ones subject to wider
variation under use, it is still possible to maintain high-precision feed-
back control performance.

Two additional items are worthy of note in this brlef comparison
of open-loop and feedback control systems. First, it is not always
physically possible to perform a direct comparison of the controlled
variable to the reference input as shown in Fig. 4.5. For example,
the reference input may contain present-input data for a computer
that has as its controlled variable some functional relationship of the
reference input, such as the future value of the controlled variable
after some period of time, for instance, Tr. Only by performing a
duplicate calculation or by allowing the time T'» to transpire is it
possible to know whether the performance of the system T'» seconds
ago was correct. Thus it is clear that for certain control problems it
is difficult to provide an error-sensing device that can compare the value
of the controlled variable to the reference input and modify the con-
trolled variable properly.

Second, a feedback control system may be designed to have the
controlled variable very nearly equal to the reference input for only
certain types of input signals. For other signals the feedback control
system may purposely be designed to make the controlled variable re-
produce little or none of the input. As an example of this, position
servomechanisms are frequently designed to possess low-band-pass
characteristics. By this it is meant that reference input signals hav-
ing low frequency or constant values are.transmitted without ap-
preciable error. The system transmission for higher-frequency signals,
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which generally represent extraneous inputs, is purposely designed to
be small, and the controlled variable has a high error for this type of
input.

42 FEEDBACK CONTROL SYSTEM PROBLEMS

The preceding material has been of a generally descriptive nature
to give us an overall picture of the use of feedback control as it might
be applicable as a part of the automation problem; but this material
has not served to emphasize the nature of the details of feedback
control systems. The material that follows will bring out the nature
of the elements that may make up the control system and will show
that the system error characteristics are a function of the nature of
the elements. System stability, frequency response, and transient
response will next be presented. Finally the effects of disturbances in
the input or in other locations will be described.

4.2.1 Mathematical Nature of Control System Elements

A control system element may be defined as one of a number of parts
that, when connected together, form the feedback control system.
Ideally, each control system element performs some specific function
that is necessary to the overall performance of the system. In gen-
eral, a control system element receives an input signal from another
element or group of elements and transmits its output to another control
system element or group of elements.

The transfer function of a control system element is a mathematical
expression that indicates the dynamic characteristics of the element in
terms of the ratio of the output to the input of the element. This
transfer function, G (s), is expressed in the form of the Laplace trans-
form of the output to input ratio in which all the initial values are
set equal to zero. Thus, from the relationship’

O(s) = G(s) I(s) (4.5)

where I(s) = ‘Laplace transform of the input
G(s) = transfer function
0(s) = Laplace transform of the output

the transfer function is obtained as the ratio

0
G(s) = —I((—SS)) (4.6)
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These two equations show that, physically, the transfer function is
the dynamic characteristic that modifies the input in transferring it
to become the output quantity.

When the input to a control system element is varying sinusoidally,
the transfer function may be determined by replacing-s by jo. The
transfer function is then said to be in its complex or sinusoidal form.
For example the sinusoidal form of the equation above is:

0(jw)
I(jow)
which serves to indicate that sinsuoidal excitation has been impressed

as the input. Figure 4.6 is a block diagram used to indicate the rela-
tionship of eq. 4.7.

G(jo) = (4.7)

Control system

element
Input, I(s) Transfer | Qutput, O(s)
function [——>—
G(s)

Fig. 46 Block diagram representation of control system element transfer func-
tion

Starting with the physical relationships of proportionality, differen-

- tiation, integration and/or other effects present in the control element
“itself, the transfer function of-a control element can be expressed. A
brief tabulation of the transfer functions as well as their schematic rep-
resentation for some representative control” elements is contained in
Table 4.2. From this table it is evident that although the physical ap-
pearances and methods of operation for many of these devices are dif-
ferent, the transfer functions and therefore the time responses for many
of them are similar. By considering the various control system ele-
ments from the point of view of their transfer functions, we are able
to determine the performance of the control system of which they form
a part.

Although the mechanical, electrical, and hydraulic elements listed
are shown to have linear coefficients, transfer functions can also be
used to describe the characteristics of nonlinear devices. The deserib-
ing function of a nonlinear element is a function of both amplptude and
frequency ; thus the same sort of analysis and synthesis techniques can
be used with nonlinear systems as are used with linear systems. As

- implied in Table 4.2, the describing function of a nonhnear element
assumes that the input to the element is sinsuoidal and that: the funda-
mental component of the output at the frequency of the 1nput is ade-
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Table 4.2 Transfer Functions for Representative Elements

Element
Mechanical

Rotary spring inertia damper
Translatory spring mass damper
Spring-dashpot (lag)

Spring-dashpot (lead)

Electrical
D-c motor (speed control)

D-c generator-motor (speed control)

Stabilizing network (lead)
Stabilizing network (lag)

Stabilizing netwofk (lead-lag)

Hydraulic
Valve-piston (negligible reaction)

Valve-piston (spring dominant)

Hydrauliec motor

Valve-piston linkage (lag)

Valve-piston linkage (lead)

Nonlinearities
Time delay

Describing function G“(«)

Transfer Function

01(s) _ 1/n
0n(s)  (J/Ko)s* + (Kp/Ks)s + 1
X(s) _ 1
Y(s) (M/K)s*+ (D/K)s + 1
X@_ 1
Y(s) (D/K)s+1
X(s) _  (D/Ky)s
Y(s) (D/K)s+1
S(s) 1
Vals)  KoTws + 1)
0(s) K,/K.R .
Efs)  S(Tss + 1)(Tns + 1)
Efs) T,
Em(s) T+ 1
Efs) Tys+1
Tty ~ Tl > T2
Bfs) _ T+ (Tit To)s+ 1
Eiw(s) TiTes*+ (T1+ T+ To)s+1
X _ Gy
Y(s) s
X(s) _
T -
_is)_ — Sp/dm
O (T e I
X@) __b/a
Y(s) Tws—+1
X(s)y d T+ 1
OREE [Tvs r 1] Ts>To
e—sT
L [ T 0ul)e— deo
a) = ==

L.
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quate to represent the actual output with sufficient accuracy. For
many nonlinearities in practical control systems this is a reasonably
good assumption.

Nonlinearities may be of an unavoidable or of an intentional type.
Examples of unavoidable nonlinearities might be backlash, dead band,
time delay, saturation, or other effects that are inherent in the equip-
ment or element itself. Presumably these nonlinearities can be de-
signed to be small enough to be acceptable or steps must be taken to
minimize their effect. ‘

Intentional nonlinearities such as nonlinear gain controls, clamping,
and limiting devices are being used more extensively to perform de-
cision functions which can be very valuable and important in auto-
matic controls. In many cases, the requirements of the control vary
with different conditions of such quantities as position, speed, error, and
other parameters. Use of this supplemental information in a nonlinear
fashion can be valuable in improving system performance.

A special form of nonlinearity is present in sampled-data systems
where the output of an element is not continuous but provided only
at uniform instants of time. Generally some sort of “holding” device
is provided to average the output during the times between sampling
instants. Since digital computer output data and other important in-
put devices to control systems are digital in form, approximate .ana-
lytical methods have been developed for representing these nonlinear
portions of otherwise linear control systems.

Although the material that follows emphasizes the analytical ap-
proach to the “paper-and-pencil” solution of feedback control prob-
lems, the use of problem-solving machines to perform much of this
work is gaining much greater acceptance as more of this equipment is
available. General-purpose computers, both analog and digital, per-
mit the more rapid and accurate solution of design problems, especially
those of a complicated or involved nature. With these tools, the phys-
ical problem of what takes place in the process or mechanism assumes
much greater importance and more emphasis can be placed on the
physical process, which is where it rightfully belongs.

Regardless of whether the actual form of the feedback control is elec-
trie; electronic, hydraulic, or pneumatic, the same basic principles: of
design and application can be applied. In each case, power amplifica-
- tions ranging from one to two up to the millions can be obtained. The
nature of the power available, the requirements of the automation
process, and the importance of such features as size, weight, reliability,
maintenance, and performance will all influence the selection of the
most suitable form of control for the job.
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4.2.2 Controlled-Variable Response from Constant Actuating Error

An important measure of the performance of a feedback control sys-
tem is the actuating error that is required to produce a desired con- -
trolled-variable response. An appreciation of the nature of the rela-
tionship between the controlled-variable response and the actuating
error can be obtained by considering a simple feedback control system
with direct feedback as shown in Fig. 4.7.

E=R-C c
R+, G(s)

C ‘ Controller c

Fig. 4.7 Simple closed-loop control system with direct feedback

The actuating error E is the difference between the reference input B
.and the controlled variable C.

E(s) = Ié(s) — C(s) (4.8)

The transfer function G(s) relates the controlled variable to the actu-
ating error.
C(s)
G(s) = —= 4.9
E(s)
For control systems with power elements, such as motors with
their associated amplifiers and other required stabilizing means, the
transfer function has the general form

I{(l + azs + 0282 —I— . )
§*(1 + bys + bas® + bas® +--+)

where K is the gain of the overall transfer function, a,, as, b1, bs, etc.,
are constant coefficients, and » is an integral positive number indicating
the number of series integrations in the transfer function.

The numerator and denominator of this equation can be factored
into a series of single or quadratic terms of the form (1 4+ T's) or
(1 + 2¢Ts + T2s?) where the T’s are real numbers having the dimen-
sions of time. For a typical case, G'(s) might appear as

K(1 + Tas)(1 + Tos)

G(s) = (4.11)
o 81 4 Ti8)(A + Tos)(1 + T's8)

G(s) =

(4.10)




56 AUTOMATION IN BUSINESS AND INDUSTRY

To rewrite this equation in terms of the controlled variable and the
actuating crror, C )

s"C(s) B 1+ Tus)(1 4+ T8) E(s)
K (1 + Ti8)(1 + Tas)(1 + Tss)

For a constant value of the actuating error, Ey, the value of the con-
trol variable is found to be

' (4.12)

1 d"c(t)
K dir

A physical interpretation of this equation is as follows.

With n = 0, i.e., with no series integration, a constant value of the
controlled variable is obtained for a constant actuating error. Con-
versely, a constant actuating error is needed to produce a constant
value of the controlled variable; the greater the gain K, the lower is the
error required. ,

With n = 1, one series integration, a constant value of rate of change
of controlled variable is produced by a constant actuating error. No-
error is required to maintain the controlled variable equal to a constant
reference input. A constant actuating error is needed to produce a
constant rate of change of controlled variable; the greater the value of
gain, the lower is the error required. '

With n = 2, two series integrations, a constant value of the second
derivative of the controlled variable is produced by a constant actuat-
ing error. No error is required to maintain the controlled variable at
-a constant rate of change with its position equal to that of the refer-
ence input. A constant actuating error is needed to produce a con-
stant acceleration of the controlled variable; the greater the -value of
gain, the lower is the error required.

Although the condition of constant actuating error is unquestionably
a unique one, the preceding material serves to provide some general
indication of the kinds of transfer function characteristic that make
for an accurate control system. Certainly, increasing the overall gain
tends to decrease the value of actuating error. Were more general
dynamic conditions considered, however, it would be found that-the
presence of a number of series integrations tends to require larger errors
for a given amplitude of controlled-variable motion of any appreciable
variation with time. In addition, the presence of large time constants
in the denominator of the transfer function also tends to require larger
errors for a given amplitude of controlled-variable motion. The con-
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ditions of high gain and numerous integrations that appear attractive
from the point of view of permitting low steady-state errors are, un-
fortunately, not ones that are conducive to stable operation.

4.2.3 Stability of Feedback Control Systems

The purpose of any feedback control system is to have the controlled
variable or output of the system bear a definite and known relationship
to the desired value or reference input. Therefore it is necessary that
the response of the system to any temporary disturbance be a decaying
one that vanishes a reasonable length ‘of time after the cessation of
the disturbance. = Systems in which the motion of the controlled vari-
able is random or erratic and is not responsive to the reference input
function and systems in which undesired self-sustained oscillations of
the controlled variable are present are said to be unstable. It is not
merely necessary that a system be designed to be stable. It is es-
sential that the system be sufficiently stable so that transient dis-
turbances will decay quickly and there will be rapid recovery by the
controlled variable.

Nyquist's stability criterion. The Nyquist stability criterion is
simple and can be employed to advantage to determine the stability of

Reference . Actuating Controlled
input, R(s), _error, E(s) variable, C(s)
() G(s) ‘ C(s)

Control elements,

- C(s,
Feedback, a“dsf,‘s’t";,',? lled )
B(s)
H(s)
Feedback element

Fig. 48 Teedback control system with control and feedback elements

a feedback control system. Consider the generalized block diagram
shown in Fig. 4.8 where G (s) represents the transfer function of the
forward loop and H (s) represents the transfer function of the feedback
loop. The following relationships exist:

C(s) = G(s) E’(s)
R(s) — B(s) = E(s) (4.14)
B(s) = H(s) C(s)
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From these the resultant expression for C(s) in terms of R(s) is
G(s) R(s
1+ G(s) H(s)

The Nyquist stability criterion for such a feedback control system
can be applied with the aid of a plot of the G'(s) H (s) function in the
complex plane for s = jo with all values of o from —o to 4. Draw

(4.15)

J
=TT “\\
w increasing_.—~"" N
//1 \\

yd Unstable \
// \\
I+0<—-w _1_!_)0 w=+0 |

—— ~lw=—0

~. 7
——w \‘\\~_1/
w increasing
10(1 +j0.40)

GUWIH(w) = o T3 j025w)(1 +50.100)

Fig. 411 Position control system containing torque motor shown for unstable
condition of operation

the vector from the —1--j0 point to a point on this curve and observe
the rotation of this vector as o varies from —eo to 4. The simplified
form of the Nyquist criterion then states that the net counterclockwise
rotation of this vector must be zero for the system to be stable.

The examples shown in Figs. 4.9,4.10, 4.11, and 4.12 serve to illustrate
some of the forms which the G'(jo) H (jo) functions take when plotted
on the complex plane. Both stable and unstable systems are indicated
in these illustrations.

Attenuation-phase versus frequency stability representation. An
alternate representation of the feedback control system stability cri-
terion is that obtained by a separate plot of the magnitude and of
the phase angle of the G (ju) H(jo) function obtained above as'a
function of frequency. This form of presentation is a result of the
work of Bode and lends itself to simplified design synthesis techniques.

To appreciate the significance of the attenuation-phase method of
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determining stability, consider the transfer functions shown in Figs.
4.13 and 4.14 in the vicinity of the unit circle. The same frequency-
varying function is illustrated for each of the three transfer functions
in each figure; however, different-values of gain are used for each
case with the gain increasing from K, to K,. With the gain K, there
is a margin of phase angle in each case when the gain of the transfer
function is unity and the systems are stable. With the gain K, in
each case there is no margin of phase angle when the gain of the trans-

Stable

w increasing

0.25(1 +j4)
(@)(1 +j0250)(1 +,0.100)

G(jw) H(jw) =

Fig. 412 Position control system for stable condition of operation

fer function is unity and the systems are on the border line of stability.
With K,, the phase angle margin is negative when the transfer func-
tion gain is unity and the systems are unstable.

By reasoning as is indicated in these illustrative examples, the follow-
ing generalization may be made for systems in which the abbreviated
form of the Nyquist criterion applies: Systems having positive phase
margin when their transfer function .[G(jo) H (jw)] crosses the unit
circle are stable, whereas systems with negative phase margin when
their transfer function crosses the unit circle are unstable.

By utilizing this abbreviated stability criterion and taking ad-
vantage of the relationships between the gain (or attenuation) and
phase characteristics as a function of frequency as described by Bode,
the stability of a system may be determined from a plot of the at-
tenuation and phase of the open-loop transfer function as a function
of frequency. The significant region of interest, stability-wise, is in
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the vicinity of unit gain, 0 ﬁecibcls. Figurcs 4.15 and 4.16 show such
plots for stable and unstable control systems respectively. The con-
venience of this method of representation in system synthesis has re-
sulted in its extensive use in control system design.

j

T~ ( Unit circle

s A ,=1/\\
o) ) |
7

o,

K.G,
KyGy K, <Kp<K,

K.Gy
Tig. 413 Similar transfer functions on complex plane, showing significance of
phase margin at unit circle
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Fig. 414 Similar transfer functions on complex plane, showing significance of
phase margin at unit circle

Roof locus method. The root locus method of describing the stability
of a system indicates directly the:location of the roots of the closed-
loop feedback control system: As such it specifies as'a function of the
open-loop gain, the decrement rates, and the oscillation frequencies for
any disturbance to the system. The basis for the determination of
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for an unstable system
c 100

E ~ jo(l + 70.250)(1 + 70.06250)

the loci of the roots is the characteristic equation, although here again
the actual open-loop transfer function is used as a starting point for
the graphical analysis.

From eq. 4.15 the denominator of the expression for the controlled
variable is 1 + G'(s) H(s) and the condition for which this is equal to
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zero is G(s) H(s) = —1. For this equality to be realized, the phase of
the term on the left must be 180 degrees and its magnitude must be equal
to unity. A plot of the locus of all the points for which the phase is
180 degrees, or odd multiples thereof, is known as the root locus. It is
along this locus that the roots of the closed loop of the feedback con-
trol system lie.

Figure 4.17 shows such a locus and indicates the specific location
of the roots for increasing values of K from K;j to K4 as shown. The

K, K; K K, K 1Ky

-9

-1/T, -1/7 10 +o

\
Vg,

Fig. 4.17 Effect of loop gain on the position of the roots along the locus

locus has its origin at the roots of the open-loop transfer function and
the roots gradually move along the locus as the gain is increased
until a gain, such as K3 in the example cited, is reached where the
system has zero damping and oscillations of a frequency wc (as shown)
are sustained. Another root corresponding to the same gain Kj lies
along the negative real axis and has a relatively high decrement rate.

Since the locations of the roots of the closed-loop system are known,
the actual values of the time for the transients to decay are known di-
rectly from the plot of the root locus. Likewise the oscillation fre-
quency of the transient can be determined, in radians per second, for
the value of gain selected. It is also possible to indicate, by straight
lines through the origin, the loci of positions of roots having a constant
ratio of decrement rate to oscillation frequency.

The process of determining the locus of the roots of the closed-
loop feedback control system has been greatly speeded up as a result
of the work of Evans and the use of his spirule. In addition to these
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graphical methods, analytical methods have been developed to facili-
tate the exact calculation of the closed-loop roots of the system.

4.2.4 Frequency Response

The frequency response of a control system is a plot of the magnitude
of the ratio of its output to its input as'a function of frequency for a
sinusoidal input. Figure 4.18 shows the magnitude and phase angle
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Fig. 418 Magnitude and angle of closed-loop frequency response

of the closed-loop frequency response of a simple feedback control
system. Although control systems in practical applications may
seldom be subjected to pure sinusoidal inputs, nevertheless, the ease
with which stable and accurate systems may be designed and checked
makes the use of the frequency response approach a convenient method
of describing system performance.

From eq. 4.15, the frequency response of a feedback control system
with direct feedback, i.e., H(s) = 1, can be written as

C G(jw) ,
—_—= = M* (4.16)
; o B 1+ G(jw)
where M = 'E = magnitude of ratio of controlled variable to refer-
ence input

a = angle between controlled variable.and. reference input
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TFigure 4.19 shows how the complex-plane plot used to determine the
system stability by Nyquist’s method can also indicate the ratio of
C/R. The distance from the —1--j0 point to the transfer function
plot is proportional to R/E at the particular frequency. As such it
is inversely proportional to the error function E/R. The distance
from the origin to the same point on the transfer function is propor-
tional to C/E for the same frequency. Hence the ratio of C/R =
(C/E)/(R/E) for each point on the complex plane is unique, and fre-

R

R _ .
5 =1+G(w) % =G(jw)
P

Fig. 419 Conventional form of complex-plane diagram for control system

quency response information as well as an indication of stability are
available from the single complex-plane plot. Figure 4.20 shows a
plot on the complex plane of the loci of constant values of the mag-
nitude C/R = M.

By utilizing the basic frequency response concepts, a number of
ways of representing the stability and performance problems have
been derived to facilitate the design and synthesis of control systems.
The reader is referred to texts devoted to the subject of feedback
control for more detailed information on such design techniques
(1,2,6). _

For many control systems it is possible to measure experimentally
the frequency response. In these instances specifications on the con-
trol system performance may be made in terms of such quantities
as C/R|n (= M,), the maximum of the frequency response ratio,
and oy, the frequency at which C/R|,, occurs. For most control system
applications, satisfactory values of C/R|, are less than 1.4. Since in
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a number of control system applications the input can be described
in terms of an equivalent sinusoid or sinusoids, the magnitude and
phase shift of the frequency response of the system can be used to
determine the system performance under these input conditions.
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Fig. 420 Loci of constant values of the magnitude C/R = M

4.2.5 Transient Response

The performance of a control system is frequently judged on the
basis of its response to a transient input consisting of a step function
of position. Such an input is frequently encountered in practice and
is generally easy to obtain experimentally. Further, the system
response to such an input is frequently stipulated in the control system
specifications. Figure 4.21 indicates a comparison of the frequency
response and the transient response to a step input for a particular
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system. Performance values that are of interest for a transient step
input are the ratio of the magnitude of the maximum of the transient
output to the value of the input, C/R|, (= M,), and £,, the length of
time it takes, from the start of the transient, for the maximum of the
transient output to occur.
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Fig. 421 Sketches showing nomenclature used to describe various characteristics
of servomechanism performance

Also of interest are £;, the length of time it takes, from the start of the
transient, for the output to continue to differ from the input by less than
a small fixed per cent, and «;, the lowest frequency of oscillation
of the transient response. ‘

For feedback control systems in which the transient response is of
principal importance, determination of the transient performance may,
as in the root locus method, take the form of finding the decrement rate
and the frequency of the oscillations of the system. The actual magni-
tude of the transient response as a function of time can also be estab-
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" lished when the values of the roots of the system are known. The
time response f(t) may be expressed as

FO) = Cheftt + Cye'st - Che®st -+ Coe™  (4.17)

- [e-w52]

and A(s)/B(s) is the response function of the control system sub-
jected to a step function input. Graphical means may be employed
utilizing the root loci, or, when sufficient accuracy is required, exact
calculation of the complete transient response can be performed.

Approximate methods of determining the transient response from
the frequency response characteristic have been developed by Floyd
for use when accuracy of a few per cent is sufficient. These methods
are particularly valuable where frequency response methods of sys-
tem design have been used and a refined estimate of the transient re-
sponse to a step input is sought. The inverse transformation of tran-
sient response data into frequency response form has also been re-
duced into a routine process. This operation is particularly useful
in permitting ‘experimental transient response measurements to be
expressed in terms of their equivalent frequency response.

For approximate, rule-of-thumb purposes it is convenient to be
able to relate a few significant performance criteria for frequency
response and transient step inputs. For typical position controls, in
the range 1.0 < C/R|n < 14,

C

where

C

R, R
As C/R|, approaches unity, in some cases C/R|, may exceed C/R|m
by a few per cent. When C/R[m approaches 1.4 or greater, C/R|, is
less than C/R|,. Thus by limiting the value of C/R|, in design, a
satisfactorily small value of C/R|, tends to be obtained.

The frequency response and the transient response characteristics
are somewhat reciprocal. As the range of frequencies covered by the
frequency response is extended, the time required for the control to
reach its peak transient value is decreased. For many representative
position controls the ratio o.t, == 3.5 is valid. The frequency at which
the open-loop transfer function has a magnitude of unity is v, and £, is
the time it takes for the transient response to a step input to reach
its maximum. Thus, for example, if the time required for the tran-

(4.18)

P
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sient response to reach its peak must be less than 1 second, o, must
be 3.5 radians per second or greater.
Although these empirical relitionships between frequency responsc

. and transient response characteristics are of use only for approxima-
. tion purposes, they serve to indicate some helpful relationships be-

tween these two different ways of ciescrxblng system performance.

"4, 2 6 Effect of Disturbances to Control Systems

The primary function of a feedback control system is to cause the

" controlled variable to be equal to the reference input, subject to the

independent action of a number of external conditions. During the

Ry

+

H

Fig. 422 Block diagram of a servomechanism having more than one input

course of operation of the cdntrol, these external conditions may vary

from their nominal values over a fairly wide range, and the effect on

the performance of the system must be determined and made to fall

‘within acceptable limits. Varying external-load torques in a speed

control and air gusts in an airplane altitude control are examples of
such disturbances. The effect of these disturbances is to introduce in
the system an extraneous input that also affects the value of the con-
trolled variable. Figure 4.22 illustrates the general case of a feedback
control system having two inputs, R, the one the controlled variable C

.is supposed to follow, and R, a disturbance input independent of

R;. The transfer functions of the control system elements indicated
are G, G, and H.

If the two inputs are applied mmuitaneously, the expression for the
controlled variable is

_ G1G2R1 . G2R2
14 GiGH ' 1+ GG-H

Thus it will be noted that equal amounts of the inputs B; and R,
may produce markedly different effects on the output C, depending

(4.19)

‘on the value of Gy. With R, the input that must be transmitted,
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C/R; will be approximately unity for the low-frequency region. This
fact will help establish the ratio of G1Go to 14 GlGnH The ratio
of C/Rz can be related to that for C/R; as .

c 1C

Ry Gy Ry

If the R, input is an undesirable disturbance that should be eliminated

from the output, then at low frequencies it is necessary for G to be
as large as possible.

Paying attention to considerations such as these—the reference in-

puts the controlled variable should follow and the disturbances the

controlled variable should not follow——permlts a more acceptable over-
all control system design.

(4.20)
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Tig. 423 Block diagram showing desired input and noise input to a feedback
control system

Disturbance inputs in the form of noise or other extraneous signals
may also appear in the reference input to a control system. Figure
4.23 illustrates how a disturbance signal or noise, Uy, and the desired
input value, V, may combine to form the reference signal, R, which
serves both as the resultant input to the system and as the value which
the controlled variable C endeavors to follow. Since the desired and
the disturbance signals may differ in their magnitude and/or fre-
quency characteristics, it may be .possible to affect one more than
the other with the proper selection of control system performance
characteristics. Cognizance of the presence of the extraneous signals
must be taken in design of the feedback control system so that the
effect can be minimized in the output.

Feedback controls used in conjunction with automation processes
may have to accept a wide range of disturbance inputs. Either the
control must be designed to operate satisfactorily in spite of these in-
puts or the overall system design must be modified to reduce the amount
of the disturbance inputs initially present.
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4.3 MULTIPLE CONTROL SYSTEMS

The preceding material has served to point up some of the techniques
and considerations that are an important part of feedback control per
se. Since in many automation processes individual feedback control
systems play an important part, it was worth while to place this em-
phasis on feedback control apart from automation as such. In the
material that follows, more attention is placed on the feedback con-
trol problems associated principally with automation.

4.3.1 System Synthesis

The repetitive nature of the automation process and the high level
of performance obtainable with automatic control may permit un-

Reference Controlled
gput, + Controlled ¢ \Variable
a system

(a) Closed-loop system

Reference Unstloslgrgled
input, Y ¢,
i - + Controlled
+<5_)_ Controlled Co + C  variable
- system U/
C

(b) Closed-loop plus open-loop system

Tig. 424 Closed-loop control contrasted with combined closed-loop and open-
loop control

usual and novel arrangements of controls that are not used under
manual or semiautomatic production methods. Since the control re-
quirements of feedback control influence. appreciably the nature of
the equipment to do the job, considerable thought and attention should
be given to various ways of mechanizing a given automation process.

In some feedback control systems the desired controlled-variable
performance is obtained by using only a closed-loop system such as
is shown in Fig. 4.24a. In this system the entire controlled-variable
power is handled by the controller, and an accuracy of 1 per cent for
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the control system output means an accuracy of 1 per cent in terms of
the output of the controlled system.

Another solution to this problem, shown in Fig. 4.24b, is to use an
uncontrolled system (i.e., an open- loop control) to produce Cjy, the
major portion of the controlled-variable output, with a controlled sys-
tem (i.e., a closed-loop control) to produce Cs, the remaining portion
of the controlled-variable output. In a system of this sort, the bétter
a job the uncontrolled system can do, the less exacting are the demands
of the controlled system. However, in many cases the cost of :im-
proving the performance of the uncontrolled system beyond a certain
point becomes much more expensive than would be the cost of the
auxiliary controlled system.

_ If the uncontrolled system can supply 90 per cent of the resultant
system output from a power and from an accuracy point of view, the
controlled system needs to be designed to be capable of handling only
10 per cent of the power and motion. To obtain 1 per cent accuracy
for the overall controlled variable, an accuracy of only 10 per cent
of the maximum value of the controlled-system output, Cs, is needed.

J. R. Moore has written an interesting paper describing a number
of combined open-loop and closéd-loop control systems and has in-
dicated how improved system performance can be obtained by utilizing
open-loop components in conjunction with closed-loop controls having
less exacting performance requirements (16). .

In addition to the synthesis of the general system conﬁgura,tlon
there are other important considerations that should be given to the
control system design. By modification of the reference input to: ac-
count for systematic errors caused by the nominal characteristics of the
control system, it may be possible to reduce appreciably the systematic
repetitive errors in the process.. The location of the error-sensing
means, the rigidity of its mounting, and its associated dynamic response
also 1nﬁuence the degree of dlfﬁculty of the control problem. The
presence of backlash or hysteresis in either the power or measuring
portion of the control is also to be avoided. In automation applica-
tions, especial emphasis must be given to supplemental judgment con-
trols such as limits, stops, and safety features that in a manual system
might be supplied by the operator. Frequently, these considerations
described above are decisive in establishing the worth of a feedback
confrol system. .

4.3.2 System Integration and Interconnection

In addition to the problems associated with each control in an auto-
mation process are the problems of all the controls acting together.
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A consistent overall objective in terms of product output, accuracy,
reliability, and other criteria of performance must be established and
adhered to throughout. When closed-loop operation of the complete
automation process is employed; the stability and accuracy of this
loop must be maintained. Design methods for establishing satisfactory
system performance, similar to those employed in the individual con-
trols, should be used for the overall loop.

A system design approach known as, “schedule and trim,” which
has been useful in regulator design, lends itself to application in some
automation processes. The idea underlying schedule and trim is that
for a certain desired output condition there are nominal values for a
number of the control elements that make up the control process.
These nominal values are therefore scheduled directly along with
the reference input. However, owing to the lack of uniformity of the
controls and the process, the nomlnal values are not adequate and
it is'necessary to trim the scheduled values to account for the discrep-
ancies between the scheduled values and those necessary to achieve
the ‘overall desired result. Therefore, the trimming control is done
automatically in a closed-loop control. Figure 4.25 shows in schematic
form an example of the schedule-and-trim approach to the control
system problem. The trim effect is shown as a summation of feed-
backs from the element directly involved as well as from other ele-
ments in the system.

The nominal control selector may contam reference, schedule, and
even feedback functions that vary with the desired conditions of op-
eration. As such it tends to provide a good deal of the counterpart
of the human intelligence that is essential to satisfactory manual op-
eration of a control system. The manpower and material required to
determine and provide the control selector function tend to be of a
greater degree of complexity than those required for the corresponding
manual control equipment. :

The interdependent nature of the various portions of the automation
process makes it possible to interrelate, in terms of cause and effect,
the results in one portion of the cortrol process with action preceding or
following it. Cross-connecting Of control signals or automatically
utilizing gain or speed-changing devices may permit a smoother opera-
tion of the overall control system without requiring complete closed-
loop operation of the automation process. Figure 4.26 indicates
schematically how cross-connecting of control signals can be accom-
plished on a particular cutter control.

System integration also implies the proper selection of power sup-
plies and the choice of the most suitable form of power controls,



Nominal
control
selector

Reference
input

Controlled
variable

+ + Control
_’ QD _’C) > element 1

T

Scheduled
Scheduted gaclneedftélfg value for 4
value for 1 Scheduled value for 2
Controlied
+ ¥ +) + ( + variable
- Control + Control + Control
.,.’\) > element 2 :\) > element 3 element 4
\ Trim 1 A Trim 2 A Trim 3
+
+<>+—<— Ffeedback - <—| Feedback +()—<— Feedback
A A
Feedback - Feedback

Fig. 425 Feedback control system using schedule and trim

VL

AYISNANI ANV SSANISNd NI NOILlywolnvy



FEEDBACK CONTROL SYSTEMS ‘ 75

whether they be electric, electronic, hydraulic, magnetic, pneumatie,
or combinations thereof. The design of interchangeable units for
minimizing the spare-part requirements and the provision for easy
maintenance and checking means are likewise part of the system inte-
gration problem. These practical considerations represent an impor-
tant phase of the design of an automation system.

Cross-feed
reference input
Cross-feed
E_£M) +—> Cross-feed > —> position of
- l control cutter
{Error
|
/ Speed ]
Desired J f Longitudinal
longitudinal i — gi
grucing Ga;n | I}ongatudltnal position of
feed speed contro eed motor cutter

Fig. 426 Schematic diagram showing cross-connection of control signals

4.4 EXAMPLES OF AUTOMATION IN INDUSTRY

Many people in industry view automation as the end objective of
an evolutionary process in manufacturing that consists of three major
phases—manual production, mechanized production, and automation.
The principal phases in which advanced industrial activity is taking
place at present are those of mechanized production and automation.
In mechanized production the machinist sets up his work, the machine
under some controlled program turns out or cuts the work automatically,
and then the worker takes out the work which is now ready for transfer
to the next step or operation. Examples of mechanized production
include position tracer controls in one, two, or three dimensions, photo-
electric tracer controls, and record playback controls.

In the automation phase the worker is not a direct part of the pro-
duction process. The transfer of the work from one operation to the
next takes place automatically. Such industries as rubber, steel, paper,
printing, foods, textiles, the electric industry, and the automotive in-
dustry, where means have been developed for transferring the work from
one operation to the next, are ones that lend themselves to automation.
Examples of automation from the steel industry will be cited as in-
dicative of existing installations.
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4.4.1 Position Tracer Controls

Position tracer controls are ones in which a model or template of
the desired form is traced by a stylus and the cutting tool follows a
corresponding path to shape the actual work. These controls vary in

Tracing
head

Template

Fig. 427 Single-dimensioned control employing tracing head and mechanical tie
to spindle motor

complexity from a simple single-dimension control to more compli-
cated controls for two- and three-dimensional shapes. Hydraulic, elec-
tric, and combinations of both have been used for both signal and
motive power.

Tracing
head

Selsyn

Template

Fig. 428 Single-dimensioned control employing selsyn tie between tracing head
and spindle motor .

In the single-dimension control, a single direction of feed motion is
controlled from the template while the longitudinal direction of ma-
chine motion is independently controlled. The two motions combine
to produce the shapes required. This is illustrated in Fig. 4.27. In
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such a system, expensive power cams are eliminated and the machine
construction is simplified.

Single-dimension tracers depend upon the relative displacement of
the tracing stylus with respect to the tool, i.e., the actuating error, to
provide the necessary feed speed to obtain a given slope on the work.
This displacement along the axis of the controlled feed motion results

Tracing head

. Column
. Template

_Z[\
Cutter -
Work % L]

Vertical feed
(headstock)

i

Horizontal feed
(column)

Base

Fig. 429 Two-dimensional machine for profiling appIications

in an error in the work. In addition to the velocity error that is pro-
portional to the feed speed, other errors proportional to the rate of
change and higher derivatives of feed speed oceur. Thus, as the in-
dependent feed speed is raised or as increased feed slopes are en-
countered, both requiring higher tracer-controlled feed speed, the error
“is increased. When the slope of the work, the tolerances, and the feed
speeds are known, this information can be used with machine per-
-formance data to determine what control system performance is re-
- quired to meet the desired error tolerance in the finished part.
" As the size or mechanical complexity of the machine increases, there
may be problems in mounting the template or tracing head con-



78 AUTOMATION IN BUSINESS AND INDUSTRY.

veniently. In such cases the single-dimension electric tracer control
system can be modified to permit remote mounting of the tracing head.
This is illustrated in Fig, 4.28 where a selsyn generator control-trans-
former system is used between the spindle and the mechanical tracing
head. The spindle is moved in or out to match its selsyn position to the
one driven from the tracing head. Although this system has greater
flexibility in mechanical design, it is subject to the same sort of con-
trol system analysis as was the previous single-dimension control.

i S il

Fig. 430 Large milling machine having two-dimensional tracer control

For profiling work, where the tool may be required to trace com-
pletely around the work, two-dimensional tracer systems are used. As
illustrated in Fig. 4.29, two motions of the machine at right angles to
each other are controlled automatically from a single tracing -head.
The signals from the tracing head are combined in the electronic con-
trol panel to provide for constant feed speed of the cutter past the
work, regardless of direction. This system operates with a constant
deflection of the tracing head so that velocity errors such as were
present in the single-dimension system do not occur. However, errors
dependent on the rapidity of change in the direction of feed may re-
sult. Applications of this two-dimensional type of tracer control have
been made to vertical boring mills, small milling machines, and large
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milling machines, such as that shown on Fig. 4.30 where 25 horsepower
is required for this control alone.

For machining cavities such as dies and forged parts, the “selective
two-dimension tracer” is used. With this system, each of three co-
ordinate motions is powered, but only a selected pair are controlled
simultaneously from a single tracing head. This system is illustrated

1. Table and head I

2. Saddle and head

3. Table and saddle

Saddle Headstock
\ |I || 4—Column
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Fig. 431 Three-dimensional machine, selective two-dimensional operation in
three mutually perpendicular planes

in Fig. 4.31. Any pair of axes can be selected to machine in the de-
sired plane. The control is similar to the two-dimension system de-
seribed previously. The difference is in the type of tracing head used.
This must be responsive to motion in three coordinates; hence it is
more complex mechanically than the two-dimension head.

The tracer control systems that we have looked at have been ones
using two- or three-dimension master shapes traced by a tracing head
using a mechanical stylus to contact the master. Where tolerances
permit, a photoelectric tracing head can be used to follow a line on
a drawing. Such an application is shown in Fig. 4.32. In this particu-
lar case the machine was used to make masters for aircraft jet-engine
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blades. A small milling machine was used and the motions of the
machine were driven from selsyn motors which were in turn supplied
with power from selsyn generators driven by the feed motions of the
line follower machine. A gear reduction is provided at each motion
on the milling machine so that reduction in size between this line
drawing and the machined part is possible, with corresponding im-
provement in accuracy. A number of variations in the type control

Fig. 432 Developmental tracer control using photoelectric tracing head with
small milling machine

to be used in photoelectric tracing suggest themselves for different ap-
plications, depending on the requirements of the job.

4.4.2 Record Playback Control

The position controls described above are-ones in which the reference
input information controlling the machine is mechanically stored.
In the record playback control, the information used to control the
motion of the machine is stored on magnetic tapes in the form of re-
corded signals, in much the same fashion as magnetic tape is used
to record sound. Figure 4.33 shows a machine with two milling heads
that can be controlled with such a system. When under tape control,
the motions of the table, the head cross-feed and the rise and fall of
one head are all automatically controlled. The tape-handling equip-
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ment and control for the various motions are shown in Fig. 4.34. Ap-
proximately a one-sixteenth-inch width of tape is required for each
motion recorded. A 1-inch-wide tape is used; 4800 feet of tape in a
14-inch-diameter reel are suitable for 1 hour of machine operation.

Fig. 433 Record playback installation in which table and head motions are
controlled :

When making a recording of the machining of a desired part, the an-
gular positions of the various feed motions are continuously recorded.
This is done by means of signals produced by small selsyns which
produce voltages proportional to their angular positions. These
selsyns are directly connected to the feed drive motors. A reference
signal is also recorded on the tape.at 200 cycles per second. It is this
reference signal, and not the length of the tape, that is the true base
against which the revolutions of the various feed motions are com-
pared. Thus any dimensional changes in the length of the tape due
to temperature, humidity, or other causes do not in any way affect
the accuracy of playback. ¢ o
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On playback, the reference signal is used to create excitation volt-
ages which are then used to excite the same selsyns connected to the
motors. Therposition of each feed motor is checked against the re-

i
i

Fig. 434 Record playback tape-handling equipment and control

corded program 400 times per second, and any error in its position from
the originally recorded position initiates corrective action in the con-
trol. The driving motors are supplied with signals from amplidyne
generators which in turn are controlled by the tape signals. Thus the
motors are made to follow the same program with respect to the ref-
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erence signals as they originally went through during the recording
operation and the desired part is thus produced.

The feed speeds and accuracies obtained are of the same order of
magnitude as those obtained with a good tracer-controlled machine.
In addition to controlling the feeds of the machine, the record playback
system also controls on-off functions such as starting and stopping
spindles, turning on coolant, and shifting from one milling head to
another, all functions normally controlled by the operator. This sys-
tem has resulted in increased production and reduced spoilage in the
machining of complex parts. Only useful productive motions need be
recorded and any erroneous motions may be ‘“erased” and rerun.
Costly templates are replaced by the magnetic-tape reference.

4.4.3 Steel Mill Controls

The steel industry has been a leader of the basic trend in Ameri-
can industry of making and handling more and more material in

g«ik X

y
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Fig. 435 Six-stand hot-strip steel mill

strip form. Other industries making and processing brass, copper,
aluminum, textiles, rubber, plastics, and paper have also made good
use of this means of increasing production and decreasing unit costs.
Mills in these industries through the years have increasingly gone to
“continuous automatic production.” Speeds of the order of 7000 feet
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per minute and powers as high as 28,000 horsepower have been used
to supply some steel mills. Although automation at this power level
is not what we think of first when automation in business and industry
is mentioned, nevertheless the problems of economy, reliability, main-
tenance, and performance are common to both forms of automation.
Figure 4.35 shows a hot-strip steel mill in operation and gives an idea
of the size of equipment involved in one portion of the process.  The

Fig. 436 Conversion equipment and drive motors for ]arge blooming mill instal-
lation :

conversion equipment and drive motors required to power large bloom-
ing mills is also impressive, as demonstrated in Fig. 4.36. With the
finished value of the product output of such a mill amounting to
$1,000,000 per 24 hours, it is apparent that high performance, good
reliability, and ease of malntenance are all essential.

4.4.4  Voltage Regulation

Extensive use is made of the basic form of the Ward Leonard sys-
tem for control of d-¢ motors in these mill applications. Voltage,
current, speed, tension, and loop position are some of the quantities
that may be controlled in mills of this sort. Figure 4.37 shows a block
diagram of a stand voltage regulator for a tandem cold-strip mill and
indicates the multiple-loop feedback control system that is required
to control only one variable in a’continuous automatic production
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process. The compensation term for voltage drop due to resistance
(IR) represents in part the effect on this particular control of other
portions of the process.. As such it serves as an example of an inter-
connected control, which was mentioned previously as being beneficial
in integrated control systems. The generator field exciter voltage is
a nominal value of voltage that is used to establish a nominal output
voltage for the generator, a scheduled value in terms of the schedule-

Output Generator Generator
volts field emf
l volts \
- ¢y~ + RE + \ Generator | Y | Generator | .
_a amplidyne + field armature
Generator field
RE ™ exciter volts G‘;:?;‘;ﬁt:lr
i feedback voltage-/
Re{,%ﬁ: ce Generator
stabilizing
transformer
oD + )"
amplidyne - \.,.
IR
oD compensation
feedback

Fig. 437 Block diagram of stand voltage regulator for tandem cold-strip mill

and-trim philosophy. The regulator exciter (RE) amplidyne pro-
vides the trim feature and is operated closed-loop to provide the out-
put voltage control for the generator. The ohmic drop (OD) am-
plidyne serves as a power amplifier to raise the voltage and power of
the feedback signals that control it.

4.4.5 Magnetic Loop Control

The magnetic loop control was developed to fill the need for a faster,
more dependable, easily maintained control for loop position in steel
mill pickling lines. A schematic diagram of such a control system is
shown in Fig. 4.38. An acid-proof magnetic pickup rests in the bottom
of the tank. It keeps the strip near the tank bottom for maximum
pickling efficiency but does not allow the strip to serape the bottom of
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the tank. The output of the pickup unit is amplified through an
amplistat and amplidyne to control a buck-boost generator in series
with the armature of the pinch roll drive motor. This system con-
trols the speed of the pinch rolls to regulate the position of the strip
loop.

Entry pinch Delivery pinch

rolf roll
Acid tanks

To shear and
trimmer

storage pit

Pickup unit

Loop position
meter

Pinch roll Pinch roll
drive motor drive motor
Amplistat
amp!iﬁer —~ -
Tachometer generator cabinet Tachometer
Buck-boost motor-generator set generator

L|

Generator —DMotor Amplidyne
motor-generator set

il

Main generator

Generator Motor

Fig. 438 Schematic diagram of magnetic loop control system for steel mill
pickling lines

In the amplistat, the loop position signal from the pickup unit is
compared electrically with a voltage reference. The reference is set
during installation adjustment, and usually no further change is nec-
essary. The reference determines the normal position in which the
control will hold the steel strip. The difference signal is amplified by
the amplistat and the output is fed into the amplidyne.

The magnetic loop control is a position regulator which, to provide
stability, utilizes a signal proportional to the rate of change of the posi-
tion being regulated. This signal is the derivative of position or of the
strip speed. Tachometer generators are used on the motors at each end
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of the tank. The two voltages are compared and the resultant relative
speed signal tells the amplifier whether the strip is moving up or
down. When the relative speed signal is zero, the loop height is not
changing. When the pickup unit signal is normal, the amplistat uses
the tachometer difference signal to hold the entry pinch roll speed in
synchronism with the delivery end-roll. Thus accurate synchroniza-
tion of pinch roll speed tends, within limits, to hold the strip loop at
normal height, regardless of strip speed. The pickup unit detects and
causes the control to correct any tendency of the loop to drift up or
down.

The loop control is automatic. The operator has only to look at the
loop position meter whenever he wants to know the loop height, and
even this may be remotely located. The process indeed is one of
“controlled continuous automatic production” and well qualifies as part
of an automation process.

4.5 SUMMARY

The economic pressures on our economy are forcing us in the di-
rection of automation. The process, the tools, the techniques, and the
components are available to do a far greater job of automation than
is currently being done. In many instances design methods for feed-
back control systems are available to handle the individual controls as
well as the overall automation process.

The challenge and the opportunity for engineers in the field of
automation are the need for ingenuity and originality in conceiving
better ways to perform these processes continuously and automatically.
Inspired design of new devices, intelligent usage of existing devices,
and creative thinking in putting the systems together, all these and
more are asked of the engineer.

Especial emphasis is placed on the need for reliable performance,
ease of maintenance, and simplicity at a cost that is economically ac-
ceptable. \

Although automation tends to relieve man of many monotonous and
arduous tasks, it does not appear to supplant him in the need to create,
design, build, and maintain the equipment that will, through auto-
mation, provide man with a more abundant life.
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5.1 BASIC CONCEPTS OF INDUSTRIAL INSTRUMENTATION

The subject to be discussed in the following chapter deals, as in-
dicated by the title, with two basic industrial devices: (1) instruments
and (2) automatic controllers.

5.1.1 Definition of Industrial Instruments

In order to clarify the subject under discussion, we shall define an
“industrial instrument” as a device which represents the magnitude
of a process variable by a corresponding displacement of an index mark
(analog) or a number (digital). Emphasis in this definition is placed
on the translation of the variable into a common language, i.e., a dis-
placement, s, or a number. Examples of such instruments are: dial
gages, recorders, U gages, watches, micrometers, and oscilloscopes.

5.1.2 The Concept of “Translators”

Common to all of these devices is the output “displacement” or
“stroke.” This class of instruments—“translators”—may be repre-
sented by a box with an “input,” a variable to be measured, and an
“output,”’ a stroke, i.e., the displacement of a pointer relative to a

89
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scale (Fig. 5.1). (As used here the term “translator” includes “trans-
ducers” as well as other devices such as a lever or a scale.)

In order to avoid the time-consuming effort of drawing boxes or pic-
tures as in Fig. 5.1, we shall use a symbolic shorthand, which can
be handled by typewriters, with the input over the output variable,

Input v Output
s (v/s) symbol
Process Stroke
variable displacement

Input: pressure (p)
Qutput: pointer (p/s)
displacement (s)

Pressure gage

Input: constant velocity
(time) (t)
Output: [ velocity = dial (¢t/s)
indication (s)

Watch

e Input: voltage (time) (e)
@ Output: transient (s) Lefs(t)]
R e

Oscilloscope

Fig. 5.1 Typical examples of “instrument-type’” translators: pressure gage, watch,
oscilloscope . .

for example, p/s for a “pressure gage.” As the subject under discussion
is further limited to “industrial” instrumentation as compared with
the broader subject of scientific instrumentation, it is submitted that
the difference between these two types of instruments lies in the ulti-
mate purpose for which they are designed.

5.1.3 Industrial versus Scientific Instruments

The purpose of an industrial instrument is to furnish information
to an observer that will enable him to make decisions relative to the
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plant variable that the industrial instrument represents. The purpose
of a scientific instrument is to enable the observer to establish facts.

If this interpretation is accepted, it will be noted that the operator
as the receiver of the “intelligence” or the “communication” becomes an
important link in the process of measurement, and even the closed
loop, which, if mechanized, means an “automatic controller,” is im-
plied in the expected decision of the operator.

From the above, a number of far-reaching conclusions follow, con-
clusions which, if overlooked in the design or in the specifications, re-
sult in mismatching of process, instrument, and operator. For this
reason the “human engineering” approach has emphasized in recent
years the need for designing instruments having both language and dis-
play which the particular operator can understand and use under the
particular conditions of his environment. Examples of poor design
are the domestic-type fever thermometer and the poorly illuminated
miniature dial gages which are read by a furnace operator who is
temporarily blinded after having looked into a furnace.

5.1.4 Instrument Application and Accuracy

Another consequence of this basic definition is a call for a re-exami-
nation of the questions (1) what to measure, and (2) what accuracy
to demand of the instrument. Perhaps the most difficult question to
decide upon is what to measure in a process. This question, which is
one of establishing a correlation between desired end-product qualities
and process variables, will be dealt with later on.

With regard to accuracy it can be stated that an accuracy specifica-~
tion beyond the need of the particular plant operation can be a handi-
cap rather than a desirable feature. It would be useless and confusing
. to give the janitor of a building a temperature-measuring bridge circuit
which measures with an accuracy of 1/1000° F—even if it were avail-
able at the time as surplus or at the same price as an ordinary ther-
mometer with a maximum of 1/2° F or even coarser subdivisions. A
liquid-level indicator measuring with the accuracy of a vernier gage
would be just as useless in most cases.

The question, what is the desired or required magnitude of the in-
strument divisions, is not always easy to answer; since the complica-
tions of design, space requirements, cost, and maintenance are vitally
affected, much fundamental cooperative work by human engineering
groups, plant designers, instrument manufacturers, and plant opera-
tors is needed. The amount of effort necessary in particular cases is
best illustrated in following the evolution of the flight cockpit instru-
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mentation, a task of a remarkable magnitude, in both man-hours and
cost. :

Some good examples of matching operator requirements and in-
strument outputs are to be found in “high-low-normal” gages of auto-
mobiles and “ready-to-defrost” indicators of refrigerators. These
latter examples, however, should not mislead us to assume that “error
type” indicators are in all, or even in most, cases best for the needs
of an operator. In analyzing the problems of an operator, it will be
necessary to study his particular requirements carefully. It is only
natural to expect that, for instance, the operator of a prototype plant
with a scientific interest in the plant behavior may have requirements
quite different from those of the accounting operator or of the produc-
tion people.

5.1.5 Different Needs for Different Operators

Mr. D. Boyd, who has contributed so much in basic thinking to the
field of instrumentation, illustrates this point* by means of the dia-
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Fig. 52 Preference of various users for various instruments (Courtesy D. Boyd)

gram shown in Fig. 5.2. On the left-hand side different types of in-
strument users are enumerated, and on the top of the columns different

1 Personal remarks to the author.
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types of instruments are tabulated.. In all of the first three instruments
listed it is assumed that an automatic controller is added as a separate
item. The fourth instrument, a recorder-controller, of course, in-
corporates both features in a single unit.

It will be noted that the information provided by certain instru-
ment types is satisfactory to the research engineer or the accountant;
however, in the particular case analyzed, the operator preferred the
combined recorder-controller for the following reasons: (1) closeness
of the record, representing a memory storage, to the adjustment of the
control setting; (2) continuous and complete record and indication of
the specific variable; (3) one recording scale factor only, one which
can be easily correlated to the setting of the control dial adjustment.

It will also be noted that the instrument service engineer, because
of his different background and purpose of action, is easier to satisfy
than this particular operator. The objection of the service engineer
was mainly directed against intermittent-type multiple recorders which
make his job of adjusting controls difficult; but the research engineer
may prefer this type of instrument for his purpose of logging average
values.

It was stated that the diagram of Fig. 5.2 applies only to a particular
plant, and it is necessary for the product engineer to examine carefully
and analyze the specific requirements of the production process as
well as the background and needs of the operators who are to run
the plant. An interesting problem in this connection is presented by
plants which have to be operated by unskilled workers or by people
who speak foreign languages, with techmcal supervision by people
who speak only English.

In order to find our way through the multltude of instruments and
controls now available to the user and to find a more rational ap-
proach to their analysis and design, it appears promising to go back to
fundamental concepts. _

Basically any device with dynamic characteristics can be considered
as a box with an “input” and an “output,” as we have seen before.

In order to catalog such “translators” of “inputs” into “outputs,” it
was found to be convenient to design a s1mp1e reference chart with
various inputs and outputs. o

5.2 THE TRANSLATOR ‘CHART

In Fig. 5.3 the vertical column represents'i:he inputs, starting with
the building blocks of the mechanical engineer, i.e., stroke, pressure, and
force, and continuing further down with electrical variables like volt-
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age, current, frequency, etc. Any one of the pigeonholes in the chart
represents a reference filing cabinet for a “translator” of any given
input variable into the same or any other output variable. For in-
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Fig. 53 The “translator chart”

stance, the translator, stroke/stroke = s/s, in box number 1 represents
devices that translate one stroke into another. As shown in Fig. 5.4, a
number of basic units will be covered by this symbol. ‘

The indices in Fig. 5.4 indicate the class, A, B, C, and D, to which
the device belongs. Thus:

“Class A” symbol (s1/s2)q is a direct linear or nonlinear translator.
“Class B” symbol (si/s2)s is an indirect translator with two or more trans-
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lation stages and with more than one variable, with a not necessarily re-
peatable relationship between input and output.

“Class C” symbol (si/s2).5%*™ is g translator employing outside power
without a necessarily repeatable relationship.

“Class D” symbol (s1/sp)gtvdraul is g servoloop using outside energy and
feedback, and a definite input-output relationship.

S1 S2
o
7 Translator

Lever (s1/52)q

| 77,
v7A Sg

,>4)81

Class

Cam

Class - Esl Sz

B ‘L1 %}) (s1/s2)p
Class

c /33 (Sl /sz)csleam

813
5, \
Class [
D __J s9 (51/32 )dhydraul

Tig. 54 TFour basic types of s/s translators: A, direct proportional; B, propor-
tional; C, proportional with outside energy supply; D, direct proportional with
outside energy supply and feedback

5.2.1 Symbolic Translator Equations
The device B of Fig. 5.4 can be described in a pseudo equation as:

(51/P)p + (p/82)a = (s1/82)n

In this equation (s1/p), (the bicycle pump) is of class B; (p/s2)q of
class A, and the final device s1/s2 consequently of class B. Although
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at first glance this combination may appear unusual outside the trans-
portation field, it is sometimes used to transmit valve stem travel in
a “proportional plus reset” controller, and is therefore not so farfetched
as may appear on the surface.

The example above shows a “two-stage translator” in which two
components or variables s and p are used. Obviously, multistage
translators can be developed and may take this form:

s1/p + p/e+e/e+ e/ss = s1/s2

The chain in this case can again be expanded or contracted by substi-
tutions as, for instance, by introducing:

81/p + p/le = si/e
or p/:g + e/e = p/e, ete.

Thus, the translator chart offers to the engineer a systematic ref-
ence system for storing known instrument and controller components
and for creating new instrument and controller components. But it
can do even more. -

5.2.2 Instruments and Controls in the Translator Chart

An analysis of the significance of certain columns.of the chart shows
one vertical column with all known variables as the input and
stroke = s as the common output variable. We recognize such trans-

Input
Stroke or angle X5 / /Controllers / ///

Pressure Q
Force %
NE

=N
Speed N

Acceleration

Rate of flow

2.

Fig. 55 The place of instruments and controllers in the translator chart
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lators as the “instruments” defined in the beginning of this chapter
(Fig. 5.5). In each case the variable is represented by a displace-
ment, s, or in our symbolic form, an “instrument” is given as (vari-
able/s). :

On the other hand, the horizontal column starting with strokes as
inputs and all variables as outputs represents translators of the type
(stroke/variable), which we shall call “controllers,” for controllers per-
form the function of such translators with s representing the setting,
even if they are permanently built in or are not adjustable from the
outside. (Note that this broader definition of “controllers” covers
even an s/F translator, i.e., a “spring,” which would not ordinarily
be classified under this term.) :

It is now easy to show that if it is possible to demonstrate that at
least one solution is available for each translator in both the “instru-
ment” and the “controller” columns, then at least one solution is avail-
able for any translator in the chart. This follows from the simple
symbolic equation

\}ariablel /s + s/variable, = variable;/variable,

On the other hand, if we arrange the translators in the opposite se-
quence

sy/variable; - variable; /sy = s;/s2

we have as many solutions for s;/sy as variables!

5.2.3 Electrical Inputs or Outputs

By extending the meaning of an “instrument” so that it includes
translators with any other variable—for instance, a-c voltage ¢ as
output, we can repeat our procedure of filling the individual translator
boxes with additional translators or transducers. This appears to be
the significance of the present trend away from the displacement pa-
rameter s in favor of electrical outputs (not necessarily only voltage
or currents, but also phase displacements, frequencies, pulse duration,
ete.). .

5.3 THE OPERATOR CHART

An obvious question may arise at this point: Why should one go
to these seemingly more complicated solutions?

In order to answer this question, we prepare a second reference
chart of another basic device which is used in instruments, controllers,
and computers. This device performs a mathematical operation on
one or more input variables and is called for this reason the “opera-
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tor.” A simple example of such a device is a summarizer. In Fig. 5.6,
two mechanical summarizers and a pneumatic one of the flow rate type
are shown. Other operators are: multipliers, integrators, differenti-
ators, and function generators such as sine or cosine generators. -

In Fig. 5.7, the “operator chart,” we find again in the vertical
column the input variables, stroke, pressure, force, etc., but now in

Whiffle-tree
—_—
S1
§1 —> s3=(sq+sg)-const
b r—
Sg —> 3
Symbol: Z(s,,) ¢ const =s3 s3

2%

A h

s1 82
Differential gear

—
Qlj_——“

-—>Q3=(Q1+Q2)

@’__/__* 2(Qn)=Qs

Q =Flow rates of fluids

Tig. 56 Typical mechanical summarizer for strokes and flow rates

the horizontal column the respective operators are listed. An attempt
to fill this chart completely has been unsuccessful so far. For instance,
there is at present no operator available for direct summation of
pressures. This means that the designer, faced with this problem of
summarizing pressures, has to look for suitable summarizers to other
variables, i.e., “strokes” or “voltages,” and for convenient translators
from pressures into such variables, which he can find in his translator
chart.

The choice of the particular design to solve his problem can thus
be based on a systematic evaluation of alternatives rather than on
accidental “inventions.” Cost, reliability, simplicity, accuracy, space



. INDUSTRIAL INSTRUMENTATION AND CONTROL 99

requirements, dynamic behavior, ambient conditions, and many other
considerations enter into the final decision, which of the available
alternate paths to choose. '

The tremendous impetus industrial “automation” has taken in the
last few years has been mirrored in a not always sound development
race, in which alternate solutions were often introduced for the

— S “§
Slels|E|s 5
Operator g £ § §|8|5|8
ElZ2|c |2 |8 E|e
S S|l=s|E=5|=|a|ckL
h|l=E|lRa|lE|ln | D

a
Symbol SUM | =7 || S| 56| sin
Type A|B|C|D|E]|F |G
Stroke s Al Bl Cl D1 El Fl G1
Pressure p ||Ag2 [Bg [C2 |Dg |Ex | F2 | Go
Force F || A3|B3 |Cs |D3 [E3 |F3 |G
% Speed V || As [By |Cq [Dy |Ey [Fy |Gy
-‘;ti; Acceleration a [[A5 |Bs [Cs5 | D5 |E5 |F5 | G5
Rate of flow W | Aeg |Bs |Cs | D |Eg |Fe | Gs
Direct current i |[A7|B7|C7|D7|Ey |F7 (G7
Alternating current | i || Ag |Bg |Cg |Dg [Eg [Fg |Gg

Fig. 5.7 The “operator chart”

sake of novelty or patent circumvention, rather than on the basis of
superiority and need.

" However, the same dynamic forces have produced a number of
new basic components in the last few years that permit the designer
of new instruments and controllers to go far beyond what was possible
in the past.

5.4 NEW PACKAGED TOOLS OF THE MODERN DESIGNER

First of all, there has been a steady growth in the number of
computer elements (“operators” in our language) which are directly
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applicable to instrumentation and controller designs. These com-
puter elements are either (1) mechanical: differential gears, multipliers,
integrators, multiple-bar linkages, etc.; (2) pneumatic: integrators
(“reset”), summarizers (with p/F or p/s translators); or (3) electric:
analog high-speed and real-time scale, digital, memory storage sys-
tems (punched cards, magnetic tape, punched tape, film trace, ete).

Fig. 58 Magnetic memory drum - (Courtesy Librascope Inc.)

As indicated in the last type of computer elements, a very important,
but greatly improved, class of memory devices have become avail-
able to the industrial designer. Although used for many years in the
textile industry and in the entertainment field from the “pianola”
(player piano) of yesteryears to the “hi-fi” records of today, it has
been only very recently that these techniques have been applied
to machines, computers, and instrumentation (Fig. 5.8). One of the
reasons for the delay is the previous lack of interpreters.or trans-
lators to make these multilingual instruments compatible, i.e., to make
them understand each other, or to use a common language in com-
municating with each other.

However, such translators are now available, and they open to the
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instrument designer, in addition to improved process instrumentation,
new and very promising territories to conquer, i.e., the field of office
operatlons and the superwsory loops of a productlon plant, from en-

Fig. 59 Analog-to-digital converter (Courtesy Librascope Inc.)

tering and handling of accounting information to manufacturing a
metal part. Since the language of the accounting department and
the economic common denominator—i.e., the dollar—are digital, it is
necessary to have translators from digital to analog, and vice versa
(Fig. 5.9). Present efforts of designers concentrate on an increase in
speed and life expectancy of such devices; however, there are a number
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of various designs either on the drawing board or already available
to take care of the general present requirements.

The next important link, a development which is still in a state of
flux, is the (variable/electrical signal) transducer. Industry has not
as yet sufficiently crystallized its requirements in this field, with the
result that these devices still differ widely in output variables and

Fig. 510 Electrohydraulic relay (Courtesy Askania Regulator Co.)

energy levels. Typical of recent designs are outputs of 4 to 8 milli-
amperes direct current and 0.5 to 5 milliamperes direct current, as
used in two of the leading miniaturized electronic controllers. Other
instruments used in telemetering have frequencies or pulse intervals
as their common language.

It is to be expected and hoped, at least by the writer, that in the
next few years a common signal type and level will be arrived at,
which will do away with the present multitude of intermediate trans-
lators or multipliers, i.e., “amplifiers,” which are now needed to assure
compatibility. In many of the computer elements, operators, and
translators, servomechanisms or stabilized amplifiers have been used,
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either to enforce linearity or repeatability, or to increase energy levels
(class D translators). The understanding of their dynamic behavior,
based on the fundamental work done by the MIT Radiation Labora-
tory during World War II, has produced a great multitude of servo
components and amplifiers which
are available to the designer of in-
struments and controls as package
units. Typical examples are the
electrohydraulic amplifier shown
in Fig. 5.10, the pneumatic ampli--
fier-computer of Fig. 5.11a and
Fig. 5.11b, and the pneumatic hy-
draulic power booster in Fig. 5.12.

In addition, magnetic amplifiers,
and recently also transistor-con-
trolled servomechanisms have be-
come the common tools of the
modern designer.

In telemetering, as well as in
digital techniques, pulse techniques,
because of their higher “signal to
noise” ratio, have been developed
sufficiently to make the respective
transducers or translators reliable
tools for present industrial applica-
tions. To illustrate this point, it
is only necessary to visualize the
obvious advantages of a dial tele-
phone over one using an analog
method of transmitting the desired : . ,
number. The ease of translation Fig. 5.11a Pneumatic controller
of pulse duration into digits is one (Courtesy Moore Products Co.)
of the reasons for its wide use in
modern computers—and it will be the reason for its broad application
to telemetering in industry. ;

Furthermore, the high frequencies and broad frequency bands per-
missible in electronic circuits permit “time sharing” of intelligence
on the same wire or radio beam, thus permitting a multitude of signals
to be transmitted on one carrier in sequence or simultaneously.

This high potential increase in speed opens the door to an important
new method of measurement which is repetitive and selective, i.e., the
“scanning technique.” '
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Fig. 5.11b Schematic of controller in Fig. 5.11a

5.4.1 Scanning Techniques

Instead of a continuous measurement of a variable at one point,
it is possible to switch the point of measurement automatically at
some high frequency of scanning (high relative to process and human
observer time constants). Thus the “field”—or distribution of a
single variable in space—is communicated to the operator, rather
than to an individual point reading, without the advantage of apparent
continuity being lost (Fig. 5.13); alternately a number of different
variables may be scanned and displayed. This method, which has
_until now only been used for measuring purposes, could and will be
logically extended to control applications, as will be discussed later
on. :
As a matter of fact, the human operator’s present practice of
manual and semiautomatic control is to apply this scanning pro-
cedure to plant control, at a slower speed of course, readjusting at
intervals of time the positions of control valves or set points of con-
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Tig. 5.12 Pneumatic hydraulic relay (Courtesy Askania Regulator Co.)



106 AUTOMATION IN BUSINESS AND INDUSTRY

trollers. There is no reason for not using one control with many
variables and corresponding gains and many control valves if the
chosen scanning frequencies are high enough and the inputs and
outputs are made compatible.

Fig. 5.13 A scanning system which presents “simultaneously” several variables
or the same variable at different points of the process (Courtesy The Kyber-
netes Corp.) :

5.4.2 Decision Elements

Perhaps the most important or significant contribution to instru-
ments and controls is the recent introduction of decision elements,
which, taking advantage of the theoretical advances in symbolic logic,
permit & control instrument to choose alternate courses of action. Fig-
ure 5.14 shows one version of these building blocks which are basically
switches without moving parts. The two inputs are, for instance, of
the nature of “yes-no” intelligence, or in the binary code, 0 or 1. A
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third input is a clock voltage which triggers the answer “yes” or “no,”
depending on the inputs. These devices, working at high frequencies
(megacycles), can be used to play games, or, more important, to es-
tablish a strategy of procedures for acting under pre-established
emergency patterns (the old safety interlock), or to choose optimum
procedures (automatic telephone scanners for open connections be-
tween cities), or even to choose different modes of control to satisfy
predetermined safety or stability specifications.
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Fig. 5.14 Magnetic decision elements (Courtes:y Minnesota Electronics Corp.)

With such a formidable array of new tools at his disposal—the list
is by no means complete—the instrument designer of today is better
equipped than ever before to tackle the problems of industry. In
passing, the absence of one still unavailable basic device should
be mentioned in the hope that this may stimulate thinking and
trigger inventive ideas. There is no instrument as yet that can
identify patterns, faces, signatures, or the identity of landscapes in
winter and summer. We shall see later on that the lack of this basic
building block is one of the major handicaps in the further develop-
ment of full automation and in particular of automatic inspection.
(For example, signatures must still be identified by a human checker
in banks.)
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5.5 THE SIGNIFICANCE OF MEASUREMENTS

In deciding on the measurement of variables in the industry to con-
trol a process, some basic questions must be asked. One, for instance,
is what does this variable mean?

The most frequently measured and controlled variables like level,
pressure, and temperature are actually energy balance indicators
which give some information on the difference of input and output
energy flow rates and the. prevailing energy level. Thus, constant
pressure in a pipeline means that as much gas is supplied per time
unit, as is withdrawn. The same applies to level for fluids and liquids,
and temperature as an index of thermal equilibrium. Of similar nature
is the pH level as a chemical ion balance indicator.

But coming back to pressure, we find it used, as an example, in open-
hearth furnaces as an indicator of the balance between the incoming
combustibles, combustion products, air infiltration, and the exhaust
flow rate. However, what does this pressure mean, and where should
it be taken? The inside pressure profile of a furnace is by no means
constant, and the result of the effect of many variables, including gas
temperatures, velocity distributions, location of scrap charges, furnace
geometry, open or closed doors, etc. Why is a pressure signal taken at
the center of the furnace roof acceptable in spite of this multitude of
effects?

The answer is one of experience: It “works”—which means that
experience in production has shown a correlation between the end-
product quality based on such measurements and customer acceptance
that is great enough to be useful. ’

5.5.1. Correlation between Measured Variable and Desired Property

In general, such practical and seemingly arbitrary choice of indices
for somewhat remote measuring targets is very widely used by ex-
perienced operators. Its soundness should not be underestimated by
the academic purist who will, for instance, shudder at the idea of
measuring air flow in a boiler as a pressure drop in the combustion
chamber—a method violating the most fundamental laws of any be-
ginner’s textbook on flow measurements. . -

To systematize this choice a group of German engineers under the
leadership of Dr. Ing. K. Daeves have given this correlation problem
much thought; they have developed rather simple techniques to make
such a correlation evaluation a general tool for industry. Unfortu-
nately, no one has taken the time so far to translate Dr. Daeves’ most
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useful and stimulating book, Praktische Grosszahlforschung (see
reference 8).
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Ifig. 5.15 IEvaluation of correlation of various variables and the desired property
of an end-product (After Daeves)

Although the conventional engineering approach hopes for the per-
feet-law relationship between two variables a and b (Fig. 5.15¢) that
is expressed by a narrow band curve (preferably a line), there are many
cases where the observed data cover a broad area (Fig. 5.15b). To
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handle. these data, Daeves connects the outer rim of the data area
by a continuous border line and then establishes the center of gravities
of sections parallel and perpendicular to the abscissas. Connecting
their respective centers of gravities, he obtains two curves with an in-
tersection and an intersection angle (a).
If « =0, we obtain (Fig. 5.15a) the classical law (100 per cent
“correlation), or if & = 90 degrees in Fig. 5.15¢, zero correlation.

Fig. 5.16 An z/y recorder (Courtesy Librascope Inc.)

The important, and at present mostly overlooked implication (known
to the old-timer expert—but often overlooked by the young engineer)
is that adjusting not only b but also ¢ and other influencing factors for
the optimum of the desired property b, is likely to give better results,
often with less-complicated procedures, than concentrating on the
usually preferred 100 per cent correlation factors.

For the purpose of simplifying or mechanizing this type of study,
“x/y recorders” become almost a necessity. Figure 5.16 shows a late
model of such an z/y recorder which can handle digital as well as
analog input data directly from transducers, plotting continuously or
in batches, the correlation diagrams of b = f (a, c, or d) of Fig. 5.15,
or data fed into it from tape records or from punched cards. This
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approach of systematically exploring the influence of variables on the
desired property of the end products is a very powerful tool which will
gain more importance in the future. It will become standard practice
in process analysis as soon as all instruments speak the same output
tongue, or common language.

5.5.2 Statistical Instruments

With the advent of digital and electronic techniques, it should be
pointed out that devices and instruments for statistical analysis will

Frequency of
occurrence
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displacement of
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Fig. 5.17 Inspection method using Gaussian distributions

become everyday tools. Statistics in the past have been used only
to a limited degree in plants, except in quality control, i.e., for the
usual inspection procedures of plant products. One of the reasons for
this delay in a more general acceptance of this powerful tool might be
that statistical terminology and charts commonly used are difficult
for the uninitiated to understand. The tediousness of the job of con-
tinuously recording “standard deviations” for instance, or of recording
a ‘‘control chart,” is not conducive to enthusiastic acceptance in the
shop or even in the laboratory. The automatic computing tools now
available should overcome this handicap and offer continuously sig-
nificant—and thus valuable-—intelligence to the operator.

As an example, let us take the case of the inspection of the size
of an article made by hand or by a machine. If the frequency of oc-
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currence of a size within a given range is. plotted over the size, we
obtain, in general, a Gaussian distribution (Fig. 5.17). Present “go”-
“no go” philosophy tries to reduce the “no go” samples to a minimum,
or zero, and is thus faced with the problem of trying to measure the
occurrence frequency of an event that should not happen in the
first place. It becomes a real problem, for instance, to decide whether
the rejects have increased from 1 per mil to 2 per mil—or, even worse,
to 1.5 per mil. :

Most probable value =

N
o
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.

Number of occurrences of same readings

AN N N N N TN NN SN TR WU SR M M L9
0.0410 0.0415 0.{0420 —_—
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Fig. 5.18 Various readings taken with the same instrument on the same work-
piece (Courtesy Sheffield Corp.)

Standard deviation methods and similar statistical tricks solve this
problem; however, it, might be worth while to change the basic approach
by measuring the occurrence frequency A in the range C, rather than
the values B; and Bs. An instrument to graph the diagram above
and to show shifts of the mean can also directly indicate the value of
A for a given sample lot which has a close correlation to the rejects B
and can thus anticipate them at a greatly enlarged scale. Such an in-
strument can easily be built with memory and indicator devices now
available. ,

Of course, the hope of all instrument builders for a “customer ac-
ceptance indicator” is the ultimate target—Dbut in most cases it is still
a dream and probably will be for some time to come. In the mean-
time we may rely on hunches, the opinion of our relatives or of our
secretary, the Sales Department, and the Gallup poll—the latter being
based again on the more promising statistical approach. All of them
can boast of a certain degree of reliability—for otherwise our econ-
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omy would have collapsed long ago—but the failure of these methods
could be, and has been in many cases, catastrophic.

Superimposed on the probability curve of the quality of the end
product are the probability curve of the instrument measuring the
correlated measurable variable, the probability curve of the observer
noting the instrument reading (Fig. 5.18), and the probability curve
of a distortion of the message during transmission to the man or the
machine, that must initiate an action based on the information received.

As most practical production machines have, when in action, the
property of staying for a reasonable length of time within established
distortion levels, the trend of replacing human beings by the process
of “automation” will successfully continue.

5.6 AUTOMATION IN PROCESS CONTROL

Let us therefore examine how far automation has gone in process con-
trol and how far we are likely to extend its use in industry! For
the purpose of this analysis we shall consider a typical plant as shown
in Fig. 5.19. In this diagram we recognize the well-known basic
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Fig. 5.19 Typical industrial-plant control diagram
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plant controller loop. However, it contains a few disturbing items that
are usually left out. First of all, and this appears to shock many, it
indicates at the right as the goal of an industrial plant a dollar sign,
the symbol of the economic justification of all the efforts, machinery,
and equipment invested in the endeavor. At least, this goal seems to
be dominant in our American industrial peace economy. In case of
government efforts and war, other targets may replace the dollar sign.
“Customer acceptance” in the broadest sense may be symbolized by
this dollar sign, even if the economic transaction is not as obvious as,
for instance, in the case of the atom bomb explosion where other
targets in the most literal sense have to be reached.

The most common major loop at present is the combination of the
plant M with a regulator L and a valve operator N. Various energy
balance indices or process variables are transmitted as inputs to the
regulator L and finally result in action on the manipulated input. The
important but usually forgotten operator P is shown to change the
settings of the regulators L in accordance with his experience, knowl-
edge, hunches, or the indications of other instruments, 4, B, C, re-
motely correlated indices, X, Y, Z, and the orders of his boss or of
management.

The computation and correlation of all these factors influencing the
operator’s decision can, and are, being handled more and more by
computers; but this can be done now only in cases where the cor-
relation between incoming information and required action is mathe-
matical or at least reasonably well defined. Unfortunately, this is not
always the case—or perhaps it is more correct to say that it is very
seldom the case. We have previously discussed the 4, B, and C type
of process variable instruments, such as pressure, temperature, flow
rate, level, etc. ‘

5.6.1 The Problem of Measuring Customer Acceptance

Before going further into the controller or regulator subject, it may
be worth while to look at the meaning of the X, Y, and Z symbols.
These “instruments” are designed to measure customer acceptance, i.e.,
dollar return for investment—a ratio which must be larger than one
(negative entropy!) if the whole venture is to survive or be at least
self-sustaining.

A few examples will illustrate this point. In the petroleum industry
the only reliable index for the “octane number” is the satisfaction of
the ultimate consumer, the “engine.” Thus a high-precision “standard
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engine” is used to establish its value, for, as I understand it, no other
sufficiently close correlation between this number and a more easily
measured variable is known at present.

Another example of a problem of great economic importance, for
which no solution is at present available, is a standard for “cleanliness”
of paper or fabrics. It is possible, and this has been done, to scan
the paper with a photocell device and to obtain repeatedly the same
number. However, this number is not the required answer, for it only
represents an integral or average surface light reflection value, and it
cannot distinguish between various dirt patterns which would easily
be judged or classified by a trained observer.

Again another example is the ultimate customer acceptance of al-
coholic beverages or perfumes, in particular of those calling for a
prolonged aging period. Here the decision of whether to consider a
production run acceptable or to reject it poses some extremely difficult
problems.

In the first example of the octane number, the solution was to test
the product under actual operating conditions. The instrument man’s
target is thus clearly established, i.e., either to produce a continuous
test of a suitable kind with the answer continuously available to the
operator, with a minimum time delay, or to find another closely cor-
related variable and to control it with or without a computer or con-
troller. The paper-scanning problem is of a nature which, although it
gives immediate answers to an observer, does not locate any of the
many possible causes for rejection or suggest action to avoid their recur-
rence. In this area, statistical instruments taking into account dirt dis-
tribution pattern (the subject of Gestalt psychology) or the evaluation
of statistical data obtained from inspectors may be an immediate
answer but perhaps only a partial one.

The last example of the alcoholic beverage or perfume evaluation
shows how much fundamental research is still necessary in an instance
where time delays and changes of habits may cause the taste of the con-
sumer to diverge from a product whose quality could have been within
specifications at the time of its manufacture. Again statistical methods
offer a guide for determining causes of output variations, customer ac-
ceptance, or for the interpretation of observable and correlated prop-
erties. The systematic use of z/y plotters and statistical computers,
not as a laboratory device but as a continuous production tool, will
materially assist the operator of the future in gathering pertinent data
under such trying conditions.
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5.6.2 The Raw-Material and the Accounting Loop

In the general diagram we notice, in addition to the supervisory
“operator” loop, the “management” loop, and the “raw material” loop.
The raw-material loop is a feedback of part of the output into the
plant input, after its translation into dollars and then back into ma-
terial, thus permitting the process to continue. Its value must be
less than the output in economic terms to guarantee continuation of
the proeess. Its supervision is the province of management, aceounting,
and purchasing; and its communication method for the last few thou-
sand years has been the recording of data on paper, usually in digital
form and in the letters of the alphabet. The read-in and read-out
time of this process is notoriously slow and even IBM or similar
methods are still bulky, complex, and spacebound.

Inventory figures representing continuous drain rates are available
to plant operators with considerable delay ; sometimes inventory figures
are not available for months. Rate of dollar flows to individual process
branches is often unknown or only approximately certain. Here an
important change is likely to take place in the near future. With
magnetic drums or magnetic tapes replacing or supplementing book
-entries, and by the use of simplified computers with decision element
circuits that furnish, at high speed, data in a tabulated or graphed form,
this information will become less intermittent and should be available
with little delay to the operator and to management. Thus it can be
foreseen that this type of advanced automation will greatly speed
up the office, administration, and accounting loops, in which the present
instrumentation and control are far behind minimum process standards.
It will be noticed, incidentally, that part of the economic return goes
into the pocket of the operator and part into the pocket of manage-
ment. These are important loops; they have a bearing on efficiency,
continuity of the proeess, and the quality of the end product.

5.6.3 The Management Loop

The last loop mentioned above is the “management” loop, which -
determines the rate of production, scheduling, and quality and super-
vises -the flow of raw material, money, energy, new facilities, and
manpower for the venture. Here we find at present a minimum
of instrumentation and a maximum need of assistance, with unbear-
able time delays of badly needed information and a surprising lack
of interpretation of past records and of extrapolation of present and
past data into the future. This calls for an unusually skilled manager
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with an astounding willingness to take risks and with an almost un-
canny feel for the correet thing to do.

The cost of top management, its scarcity, its high turnover, and
its migratory habits dramatically illustrate a very real need for better
instrumentation and better communic’ation as tools for better control.

5.6.4 The lnvenlory Control Problem

It will be noted that at several strategic points of the diagram
plus symbols are added to indicate storage or inventory facilities. In
the broadest sense, such storage facilities are accumulators which are
needed because there are discrepancies between the integral of input
and output rates; or they become necessary as filters or equalizers for
product quality variations. Inventory appears on a dollar rate flow
diagram, which, incidentally, does not coincide with the energy flow
diagram, as a source of dollar loss in capital charges, rent for space,
storage facility write-offs, and storage maintenance. Inventory con-
trols to maintain constant levels for existing facilities or to schedule
products and raw materials to maintain minimum levels become ex-
tremely important. This applies to a refrigerator-producing plant in
which it was discovered that the buying rate of the ultimate user was
steadier than the retailer order rate. It also applies to the general
trend to reduce in-process and in-transit inventories to a minimum.

A good example of the trend toward a decrease of storage capacity
is the old pressure steam boiler whose immense water drums are dis-
appearing and are being replaced by low-capacity, high-pressure tube
arrangements which—and this is significant—ecan no longer be manu-
ally controlled unless at a constant load. This means that man as the
bottleneck in strength, speed, and accuracy is being, and has fo be,
replaced by controllers to get maximum efficiency of dollar investments.
He still represents, however, the limiting link in emergencies and in
instances where supervisory action is necessary.

5.7 THE BASIC CONTROL LOOP

This brings us back to the first loop, the one of the plant, the regu-
lator, and the power actuator. How far are we in industry with the
automation of this fundamental or basic circuit?

Of all the loops deseribed and engineered, it is the one furthest
developed, but its limitations should be pointed out to trigger still-
missing basic solutions which are badly needed. The example of the
airplane will illustrate the point, for an airplane is a rather definite
self-contained universe or plant-operator unit. So far, our control
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engineers have rather satisfactorily solved (1) the problem of con-
stant-level flight. ' ‘

What this means, really, is that we have succeeded in eliminating
time as a parameter, all our efforts being concentrated on returning
deviations of attitude or of maneuver as quickly as possible to the
desired value. This means transients are to be reduced to zero as
quickly as possible; several criteria of quality of control action are
based on this concept. In an industrial plant, the same requirement
may apply to temperatures, pressures, flow rates, or any other variables.

The second airplane control problem of major transients is still un-
solved (outside of the guided-missile field): (2) the problem of be-
coming airborne, of landing, and of evasive maneuvers.

The obvious parallels are getting the plant “on the line,” “shutting
it down,” and making major changes in products or production rates.
Anybody having been present under such. operating conditions, regard-
less of the length of time required, is only too well aware of the mental
hazards involved as well as the dangers of spoilage, of destruction of
facilities, and of delays.

The third airplane problem, which is of a very serious nature, is
the emergency situation, or: (3) the problem of survival for operators,
passengers, and plane in an emergency.

In many “automated” plants of the present—from the automatic
home refrigerator to some chemical plants—the serviceman (no fur-
ther away from you than your phone) or the operator are firemen in
disguise who know, or are expected to know, how to act in emergencies.
The methods of coping with emergencies may vary from a decision to
shut down the refrigerator or the plant, to emergency measures to save
the plane, to a decision to abandon ship by parachute, the latter in
some cases automated by ejection seats. We shall see later how all
these problems could be solved automatically.

The fourth problem of the airplane is one of scheduling: (4) the
problem of deciding where to go, how fast, how high, and when.

Although scheduling was previously left entirely in the hands of the
ground crew, a certain freedom, at least in principle, is at present given
to the flight captain. His decision is influenced by a great multitude of
intelligence reaching his brain, including (a) the time table, (b) the
weather, (¢) the condition of the plane, (d) the condition of passengers
and crew, (e) his position in space and time, (f) his fuel reserve, (g)
the political situation, etc. Here we are back to our top-management
loop; the best we ean hope for is that the information on weather, plane
condition, and whereabouts is reliable and meaningful and its signifi-
cance understandable without major computations.
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We have said that the basic problem of constant-level flight is more
or less solved. Let us therefore take a look into the tool chest of the
design engineer and apply our previously gained knowledge of a sys-
tematic design approach to the problem of building a controller.

5.7.1 Typical Amplifiers

First of all, to supplement our knowledge, we shall investigate some
of the energy amplifiers or multipliers now in general use. For fluid
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Fig. 520 Typical fluid-type relays: (a) four-way spool valve, (b) jet pipe, (¢)
double throttle, (d) jet interceptor :

power media, i.e., for air or hydraulic amplifiers, either three basic
devices are commonly used or modifications of their basic design can
be traced back to these three units (Fig. 5.20). In Fig. 5.20a, a four-
way valve, consisting of a spool and a sleeve, is displaced relative to -
two ports which connect to a double-acting eylinder. A displacement
of the spool by an amount s to the right will, for instance, open the
right-hand side of the cylinder to the supply, and simultaneously the
left-hand side of the eylinder to the drain. As a result, the piston in
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the cylinder will move to the left at a rate dso/dt proportional to the
displacement of the spool, s.

In the next amplifier of Fig. 5.20b, the “hydraulic jet pipe,” the spool
is replaced by a hollow jet whose fluid is delivered into two cylinder
lines at high velocities. Thus, we find again a characteristic that estab-
lishes proportionality between cylinder speed, dso/dt, and amplifier.dis-
placement, s.

The third example shown in Fig. 5.20c uses a “double throttle” as an
amplifier element. This design element has become almost universally
accepted in air-operated instruments because of its simplicity of design
and its minimum space requirements. It is based on the observation
that the pressure between two orifices in series connected to a pressure
supply and discharging to atmosphere (or any other given level) will
vary as a function of the change in the ratio of the sizes of the supply
and relief orifices or restrictions. In the most frequently used design,
the first orifice is fixed and the second variable. In Fig. 5.20c¢ the supply
pressure is connected to the small area of a two-stage piston assembly
and the modulated pressure between the two orifices to its larger area.
Evidently, there is a position of the outlet orifice, s, which establishes
a balance of forces on the piston with a resulting zero speed. Any move-
ment of the flapper (the outlet orifice) to the left will increase the inter-
mediate pressure and thus force the piston to the left. This again will
happen at a rate proportional to the displacement s.

In pneumatic controllers of the conventional type, the two-stage
piston is replaced by a diaphragm responding to the intermediate pres-
sure and a spring which takes the place of the smaller piston. It will
be noted, however, that in this instance the spring force is proportional
to the diaphragm stroke, and the double piston, as shown, has a fixed
biased force independent of stroke. There are a great number of
variations of designs, depending on particular applications and the
whims of the individual designer.

One additional variation of design that should be mentioned may be
considered as a crossbreed between those of Figs. 5.20a and 5.206. In
this case the jet (or jets) stands still relative to the receiving ports,
and an intermediate vane deflects or intercepts part or all of the fluid
streams which determine the equilibrium condition of the cylinder.
These amplifiers are basically “push-pull” amplifiers, for their output
is duodirectional. (See Fig. 5.20d.)

A ‘“translation” of the amplifier (Fig. 5.20b) into equivalent elec-
trical terms resulted in an electronic amplifier, as shown in Fig. 5.21a.
The hydraulic or fluid energy stream which is deflected by the displace-
ment of the jet pipe in Fig. 5.20b finds its analogy in a beam of ‘electrons
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in a beam tube of the cathode-ray type (see reference 18). The space
displacement of this electric current relative to two target plates cor-
responds to the displacement of the fluid stream relative to the two
orifices.
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Fig. 521 Electronic relays

Such a displacement of the beam can be accomplished by (1) an
electrostatic field, (2) an electromagnetic field, or (3) a displacement
of either field relative to the beam. Following the same systematic
approach (Fig. 5.21b), a variation of this theme was developed in which
the displacement of a lever carrying two grids, and thus varying the
impedance of two current paths proportionally to the lever displace-
ment, results in a push-pull circuit equivalent to that of Figs. 5.21a
or 5.20d.

The reason for giving these somewhat unusual examples rather than
the conventional electronic push-pull circuits for (1) electronic tubes,
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(2) magnetic amplifiers, and (3) transistors is that these examples illus-
trate the usefulness of the basic philosophy of approach previously
discussed; and furthermore, standard amplifier circuits are to be found
in every one of the many texts already available.

5.7.2 The Design of a Typical Proportional Controller

Equipped with these building blocks or translators and operators,
we shall now develop or synthesize three versions of a proportional
controller in order to acquire a “feel” for the methods outlined above
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Fig. 522 Translator analysis of a basic proportional control loop

and to get acquainted with the method of designing new devices. The
three solutions chosen are by no means the only possible ones, nor do
they claim to be the simplest or the most logical ones to be devised.
But before going into the design, i.e., into the “synthesis of the prob-
lem,” we shall start with an “analysis’” of what a “proportional con-
troller” consists of. Figure 5.22 shows the basic block diagram and
uses the symbols with which we have previously become acquainted.

Starting with a plant, we find that a plant, in our way of looking at
it, is simply a device which translates an input change of s, which may
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be a valve motion, into a corresponding change of a variable. It is
evident, of course, that there are many variables in a real plant, which
may be affected by a number of inputs. For the purpose of this single-
variable controller discussion, however, we shall assume the simplest
case of one input (stroke) and one output (variable) only. Thus, the
symbol for the plant is s;/variable.

In a “proportional controller” the valve position s; is to be made
proportional to the ‘“error,” i.e., the difference between a “setting,”
ie., the “desired” and the actual variable. The setting so and the
variable as well as the valve position s; must therefore be translated
into a common parameter X so that these three can be added up or
compared in a summarizer, our “operator” 3.

Any output of this summarizer different from zero has to be am-
plified, i.e., multiplied by means of an operator M with a “gain factor”
K to be chosen in line with stability considerations of the whole loop.
Such an amplifier will obviously use additional outside sources of
energy. Choosing amplifiers as previously discussed in Fig. 5.20, we ob-
tain outputs that are valve operator velocities ds/dt which, integrated
in time, produce the necessary or required corrective valve motions s;
as outputs.

The symbolic equations describing this chain can be written as (1)
plant: s;/variable; (2) regulator:

X5 d
S(so/ X2 + variable/X; + s1/Xs) + M(K-Xs) + T f &
d«S’l/dt dt

A ““force balance’ controller. As our first solution we shall try to
use a force F for the common denominator X = F. Figure 5.23a shows
cne of the many possible solutions. The translation of so/F2 is ac-
complished by means of a calibrated spring. So is the translation of
the valve motion s; into Fj.

The plant variable in this chosen example is a pressure p and it is
translated into a force F; by means of a diaphragm. The summarizer
is a lever arrangement which is used at the same time as the ampli-
fier of the hydraulic jet as shown in Fig. 5.200.

The output of this amplifier is a fluid velocity and piston speed ds;/dt
which is proportional to the unbalance of the forces 3(F,) and the
corresponding jet displacement (proportional displacement due to
spring restraint, F/s). The integration is accomplished by the hy-
draulic cylinder with the piston rod movement as the output, s;.

This completes the design in principle, and the particular choice of
the variable force F in the summarizer makes it a representative of the
so-called “force balance” type controller (Fig. 5.23b).
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Stroke-compensated controller. Our next attempt in Fig. 524 is
based on the choice X = s, which is typical of the “position balance” or
“stroke-compensated” type controllers. The summarization is ac-
complished by a mechanical summarizer, the so-called “whiffle-tree
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Fig. 523¢ The hydraulic _arhpliﬁer solution for a proportional controller with
force feedback X = F

linkage” (see Fig. 5.6).  No translation of the setting (so) is necessary,
for it is already available as a stroke. _

The translation of the pressure p into a stroke ss—p/s.—is accom-
plished by a spring-loaded bellows. The translation of s;, the valve
stroke, could have been obtained by means of a mechanical linkage, as
done in many cases in the form of s;/ss translators or by an inter-
mediate translator chain

81/ps + pa/ss = 81/83
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This design would mean that the valve would be equipped with a
“pneumatic loader,” basically a pressure regulator transmitting its
position s; as a pressure ps, and a spring-loaded bellows at the sum-
marizer end to translate p; into s3. The output of the amplifier p4 can

e - o

TFig. 5.23b A modified design, incorporating the basic elements shown in Fig. 5.23a

be so chosen that it produces a proportional valve movement, s3 = $;.
This pressure, p4, then represents s; and can be used for proportional
feedback. The “regulator” consists of two stroke summarizers, one
that compares the setting, so, with a displacement of a spring-loaded
bellows responding to the input p, the plant output. The other sum-
marizer compares this error signal with the valve position represented
by p4 and translated into sz or s;, which are identical. The circuit thus
incorporates an additional design trick which avoids the addition of an-
other s;/p4 translator.
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The corresponding equation change for the regulator would read:

Z(sg + variable/s; + pa/ss) + M(K-s) pneumatic + $5/p4 + Pa/Svalve

with s; = const- Syalve
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Fig. 524 A pneumatic amplifier solution for a proportional controller with posi-
tion feedback X =s

The electrical controller. In Fig. 5.25 the same problem is solved
with the use of the amplifier of Fig. 5.21q, the electron beam tube. The
summarization of X, representing currents, is accomplished by adding
the three fields produced by the current coils representing s, the
setting; s1, the valve position; and p, the process variable.

As the output of the amplifier which controls the motor does not
necessarily produce a motor speed ds;/dt proportional to the output
signal of the summarizer amplifier, a tachometer current feedback
loop measuring ds;/dt is added in opposition to the error signal and
represented by it. Its value disappears as soon as the motor, which
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serves as an integrator, produces a value, s;, of sufficient magnitude
to balance the error, ie., the difference between the setting and the
actual pressure.

Obviously, the designer skilled in ecircuit developments would not
use independent batteries and would most likely replace potentiometer
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Fig. 525 An electronic amplifier solution for a proportional controller with cur-
rent feedback X = ¢ (electron beam tube used as summarizer)

translators by strain gages or inductive pickups with correspondent
translations of voltages into currents, or he would choose partial sum-
marization on a voltage basis before final application of an error signal
to the tube. But these are variations in detail, not in concept, and
would not add any significant insight to this discussion of basic ap-
proach principles. The addition of feedback loops, including reset or
derivative modes of controls, does not offer any basic difficulties in
prineiple—although it may tax the ingenuity of the designer in his
choice of “hardware” to meet price, dynamic requirements, and other
specifications.

The “proportional mode” of control given above represents the
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majority of industrial controls now being used, if not in hardware at
. least in the basic philosophy of approach.

5.7.3 Program Control

Adding a program device to the setting adjustment gives some dy-
namic scheduling of the plant performance, assuming again that the
setting transient can be paralleled or duplicated by the performance
of the plant. This is the required behavior of a guided-missile con-
trol in which the transient is enforced by a program of attitude versus
time.

In ballistics the dynamics of the process (its trajectory) is known or
computed for a given missile and a selected target, and eventual coinci-
- dence with the target is expected after the missile release, leaving the
rest to “natural” behavior. The same could be done to plants where
- a computer could, for instance, continuously establish the rate of
heat input into & process or the load reduction rate in such a way that
certain chosen critical variables would stay within safe limits. This
is the “becoming airborne and landing” problem previously discussed.

Similarly, the problem of handling emergency conditions could be
better taken care of by the operator and by fully automatic controls if
a computer operating at a fast time scale (note the parallel to tracer
bullets and fire controls in artillery problems) would explore the
to-be-expected results of alternate decisions on actions to be taken,
and choose the one that falls within safety limits. By following this
approach in reasoning, the use of a scanning type of computer suggests
itself; this type of computer can anticipate the future, just as ballistics
does. A further analysis indicates that every human operator works
on this basis. In intervals of time he scans the available intelligence—
instrument readings, plant conditions, and his background of experi-
‘ence—projects the expected effects of his actions into the future, ar-
rives at a decision, checks its validity by watching the effect of his
action, and corrects or supplements his action, depending on results
obtained. It will also be noted that he does this faster than the proc-
ess and repeatedly.

5.7.4 The Two-Time Scale Computer

This suggests a controller as shown in Fig. 5.26. The process 4 is
duplicated by a computer, D, which simulates the dynamic behavior
of the original plant; however, it does so repeatedly at a higher rate.
For this purpose the attitude of plant A is scanned at frequent
intervals and coincidence of computer conditions is enforced with
plant conditions at the moment of the start, T, of computation. In-
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stead of controlling plant 4, a high-speed dynamically matched con-
troller regulates the computer simulation of the plant, D. Its correc-
" tive action is sampled and servoed through F to make the valve motion,
i.e., the corrective device, follow the pattern of the controller E at the
real-time scale rate of the plant. This action closes the loop.
It will be noted that the computer starts continuously with new
initial conditions which are those of the actual plants at that particu-
lar moment. As the computer can and does look into the future
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Fig. 526 The two-time scale method of process control—repetitive scanning and
computing

and works at a much higher time rate, it accomplishes the task of a
tracer bullet, or of a ballistic table as far as plant dynamics are con-
cerned, and by adding the high-speed controller it also predicts the
future of the effect of controller action on such a plant. As the time
scale is reduced and as all intelligence in this computer is translated
into a common language, volts or digits, this device has in addition the
advantage of being able to add intelligence to the controller which
ordinarily would not be available (as for instance, temperature tran-
sients at inaccessible points of the process or load disturbances) and
which may greatly simplify the stability problem. In addition, the
controller working with voltages or currents in an analog fashion can
use rate and higher derivative operators at an economical level whlch
would be unbearable at real-time scale values.

By adding to this type of control interlocks in the form of high-speed
decision elements, the scanning process can be extended also to modify
adjustments of the chosen regulator in order to obtain stability, or it
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can scan the effects of different modes of confrol to meet safety speci-
fications in case of emergencies. This design therefore could handle
the emergency problems of controls which at present have not as yet
been vigorously attacked. The scheduling or managerial loop, which
also has been discussed previously, could use similar techniques. Such
managerial information can be incorporated if it lends itself to the
translation of the data into a language that can be handled by a com-
puter, and the theory of games or the methods of operational analysis
may be used to arrive at answers, which in turn can be used to initiate
control action.

5.8 CONCLUSION

We have reviewed the present status of instrumentation controls and
computers from the standpoint of the designer of mechanisms faced
with the problem of finding a “hardware solution” for the basic prob-
lems in this field. We have noted trends of technology and some of
the new tools available to solve the needs for a continuously ex-
panding technological universe.

But we have also outlined certain areas in which man with his
dynamic and environmental limitations prevents the complete solu-
tion of the full automation so much in the limelight today. These
barriers will be pushed back as long as the challenge of “no available
solution at present” is tagged on such problems.

Where all this leads to is unknown to us just as the ultimate shape
of the growing tree cannot be determined from its seed. The domi-
nating forces compelling man to exert his energies in the conquest of
the potential of his habitat may be as fundamental a force as the
procreation of his race—whose ultimate goal is also shrouded in
mystery.
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6. Analog Computers
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6.1 INTRODUCTION

The purpose of this chapter is to familiarize the reader with the
types and functions of analog computers, their components, and the
manner in which these components are combined in the simulation of
physical systems. Particular emphasis is placed on the general-purpose
functional computer, in view of the great popularity enjoyed by this
type of analog. The basic components, e.g., the feedback amplifier,
potentiometer, multiplier, passive network, diode, relay, function gen-
erator, and recorder are described. Applications to linear and non-
linear differential and algebraic equations are discussed, and the pro-
gramming and mechanization of typical problems are illustrated. The
scope of analog computer design and application is extremely broad;
this chapter is intended to serve only as a somewhat elementary intro-
duction to this subject. An understanding of the basic characteristics
and philosophy of analog computation given here is necessary if the
reader is to appreciate and evaluate the manner in which analog com-
puters are applied to more complicated and difficult problems, for
example to those in automation and flight econtrol, which constitute the
subjects of later chapters. Here we can touch only lightly on what are
believed to be the more significant aspects of analog computers as

132
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related to automation; the reader is referred to the bibliography for
a more extensive treatment of the subjeets that are of particular in-
terest or importance to him.

The analog computer is distinguished, in general, by the fact that
the equations which describe the relations between the computer vari-
ables are the same as those governing the relation between the prob-
lem variables whose solution is sought. The computer variables
may, for example, be voltages, currents, or shaft rotations; the given
physical variables may be displacements, velocities, accelerations,
pressures, temperatures, or angles. In the course of the solution of a
problem on an analog computer, we learn to interpret the computer
configuration and the computer outputs in terms of the given physical
situation itself, rather than as some abstract analog of it. It is this
feature which endows the analog computer with its great value in
design and analysis. The computer variables themselves are, in gen-
eral, continuous quantities and are measured, rather than counted, as
on a digital computer. This characteristic, of course, corresponds more
closely with physical reality, There is such diversity among analog
computers, however, that we cannot make too many generalizations
about their characteristics. Moreover, there are some areas in which
it is even difficult to effect a sharp delineation between analog and
digital methods and components. For example, digital techniques are
employed in some analog multipliers, -and digital devices are often
used for read-out purposes on analog- computers. Analog-to-digital
and digital-to-analog converters (Chapter 9), important elements in
the field of automation, are examples of components in which the two
forms of computation are brought together.

We may classify analog computers according to use. They may be
employed as computers, simulators, trainers, and control devices. The
computer, as the name implies, is employed to solve mathematical
problems. The commercially ~available d-c¢ machines, Beckman,
Boeing, Electronic Associates, Goodyear, Mid-Century, Philbrick, and
Reeves, are representative of this class. Virtually every engineering,
research, and aircraft firm of moderate size has an analog computer
as a standard tool to solve problems arising in the course of its work
that may be formulated in mathematical terms.

A simulator involves the combination of a.computer and actual
physical hardware whose response is to be tested and optimized. For
example, consider the problem of designing an autopilot, which is to
roll-stabilize a missile in flight by means of a roll gyro. The gyro
detects the missile angle of roll and feeds a signal proportional to this
angle to the aileron surfaces which are caused to deflect so as to reduce
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the roll angle to zero. If this problem is analyzed on a computer,
then the dynamics of the gyro, the control surfaces, as well as the
missile, are all expressed in terms of mathematical equations. In a
simulator, on the other hand, the actual gyro is mounted on a roll
table driven by the roll angle signal as calculated on the computer,
which solves the equations of motion of the missile. The output of
the gyro, in turn, is returned to the computer at the point in the
mechanization where the control surface deflection is generated. In
the simulator, then, the actual hardware is subjected to realistic tests
as it is in flight. Tremendous savings in time and money are effected.
Multiple-axis tables, loaders, and servojigs all play a role in this
program,.

The purpose of a trainer is to teach operating personnel in the
laboratory how to guide some moving craft, such as an airplane, ship,
submarine, or tank. The computer again solves the dynamic equations
of motion of the body. Actual hardware is again employed; for ex-
ample, in the case of a flight trainer, the cockpit, including the in-
strument panel and the joy stick, is integrated with the computer and
the pilot maneuvers the controls as he would in actual flight. Link and

. Curtiss-Wright trainers for commercial and military aircraft are ex-
amples of this application. Take-off, cruise, landing, and emergency
conditions are simulated. \

Finally, analog computers serve as control devices, in industrial and
military applications. Automatic pilots, for example, are analog com-
puters designed to stabilize or guide an aircraft along a prescribed
flight path. Analog computers are used in industrial control applica-
tions, for example, to control the operation of lathes.

The block diagram of an analog computer system for the training
of submarine personnel is shown in Fig. 6.1.

(1) The blocks in the trainer include a table representing a section
of the submarine. The table is mounted on gimbals and is free to
roll and piteh precisely as does the simulated submarine. Submarine
personnel on the table experience these motions and'also observe in-
struments which communicate such information as the forward speed u,
the depth 2, and the heading ¢ of the submarine. On the basis of these
signals, the personnel adjust control surface deflections (8), vary the
propeller revolutions per minute (§), and fill or blow tanks (W), in
order to alter the depth.

(2) Also included is an analog computer whlch receives these
signals and solves the three force (drag, side, and lift) equa-
tions and the three moment (roll, pitch, and yaw) equations, which
determine the orientation of the submarine. The outputs of this
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computer are the three components of velocity along the body axes
of the submarine, u, v, and w, and the three angular rates of rotations
about these axes, p, g, and r. These equations are extremely nonlinear
in nature.

(3) Another analog computer accepts the angular and velocity
rates and, on the basis of theoretical and experimental data,
computes the hydrodynamic forces and moments acting on the sub-
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Fig. 6.1 Submarine simulator block diagram

marine, which are, in turn, introduced to the force and moment equa-
tions.

(4) The rates are also taken to another analog computer which
calculates the Euler angles 6, ¢, and ¢, as well as the depth z. These
signals are returned to the table to close the loop. The forward speed
is also fed back from the first computer.

(5) Included in the simulation is an instructor who observes the
progress of the personnel in the operation of the submarine, and who
is free to change the operating conditions by calling for the firing of
torpedoes or for a change in depth or heading, or by producing “casual-
ties” in some part of the vessel. ’

The trainer may also play the role of a computer if it is used to
study the effect of a change in the submarine design or in the power



136 ‘ AUTOMATION IN BUSINESS AND INDUSTRY

controls, and as a simulator if the response of control instruments and
levers mounted on the table are analyzed and optimized. Automation
of the submarine by replacement of some or all of the personnel in
the closed loop with automatic controls is another possible applica-
tion of the trainer. Inasmuch as the operation of a submarine is, in
some aspects, a most delicate and sensitive task, the analog computer
provides a safe and relatively inexpensive method for testing the
feasibility of automation without endangering human lives or incurring
the loss of submarines. This is precisely the role which the analog
computer has played with outstanding success in the automation of
guided missiles and piloted aircraft.

A second means of classifying analog computers is according to
whether the analog is direct or functional. In the direct analog,
a one-to-one correspondence exists between the given parameters
and variables and the computer parameters and variables. The
foremost example of the direct analog is the network analyzer,
in which a correspondence is established between Kirchhoff’s cur-
rent and voltage laws for a network, and Newton’s Equations for a
dynamic system. In this type of analog, each component in the com-
puter, i.e., inductor, resistor, or capacitor, is the direct equivalent of
a physical parameter, e.g., mass, damper, or spring. After sufficient
insight has been gained into this direct equivalence, it becomes possible
to proceed from the physical system under study to the appropriate
computer mechanization without the necessity of formulating equa-
tions to describe the system. This has proved to be a valuable tool,
for example, in the study of aircraft flutter, which leads to a great
number of coupled linear differential equations. In Section 6.2, we
shall see how the direct analog is formulated for a relatively simple
vibrating system.

Other more specialized examples of the direct analog are the con-
ducting sheet, the electrolytic tank, the membrane, and the soap bubble,
which have found extensive application to the problems in fluid dy-
namics, electrodynamics, etc., that are describable by Laplace, Poisson,
and associated partial differential equations. The potential in a con-
ducting medium and the displacement of a membrane or a soap bubble,
under suitable restrictions and boundary conditions, satisfy precisely
these equations. ‘

The functional analog, with which we are most concerned here,
is predicated on the correspondence between computer components and
specific mathematical operations. This is the most flexible and versa-
tile of ‘all analog computers. The heart of the d-c¢ functional com-
puter is the feedback d-c amplifier, which carries out the operations
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of addition, subtraction, multiplication by a constant, integration, and
differentiation. Multiplication and division by variables arc per-
formed by a wide variety of deviees, the most aceurate and successful
of which, at the present time, is the servomechanism. Linear potenti-
ometers introduce constants or parameters, and function generators,
those terms which vary in some arbitrary manner.

Analog computers may also be classified as to whether they are
mechanical, electrical, electromechanical, or electronic. The slide
rule is the classical example of the mechanical analog computer. In
the electrical group fall the network analyzer, which has been dis-
cussed previously, as well as many special-purpose computers such
as simultaneous- and secular-equation solvers. The electromechanical
analogs include mechanical differential analyzers, fire control com-
puters, and many d-c and a-c computers which contain servomecha-
nisms. A distinguishing component of some of these computers is the
mechanical ball-and-disk, or wheel-and-disk, integrator which is a
component of high precision and accuracy. Historically, the mechani-
cal differential analyzer is one of the earliest of analog computers. It
had its origin in the work of Lord Kelvin about 1876; its application
to the solution of differential equations was pioneered by Hartree in
England and by Vannevar Bush in this country. The electronic
computer is the most recent development in the analog computer field.
The functional, commercially available, d-c machine is basically elec-
tronic, inasmuch as the feedback amplifier is the essential component.

Analog computers may also be classified according to the speed of
operation. There are high-speed, real-time, and extended-time com-
puters. This is a most important grouping and often determines which
analog computers are most suitable for particular applications. The
real-time computers, as the name denotes, are those in which solutions
occur over the same period of time as do the physical phenomena
which are being simulated. When analog computers are used for the
solution of mathematical equations, the programmer gencrally has the
option of selecting a time scale that is most convenient. He may
“extend” the time scale so that one second of real time is converted to
10 seconds of computer time, or he may “contract” the time scale
go that one second of real time is converted to one-tenth of a second
of computer time. High-speed computers, such as the network and
the repetitive analyzers, solve a given problem many times a second.
‘The solution is displayed on a cathode-ray oscilloscope as a stationary
curve by synchronizing the scope sweep with the repetitive input. We
can vary a parameter on such a computer and observe the effect of the
variation immediately on the cathode-ray tube display. The most
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notable example of the extended-time computer is the mechanical dif-
ferential analyzer which, in general, must operate slowly if errors
due to mechanical inertias are to be minimized. Solution times may
be in the order of hours in this case. \

Finally, analog computers may be distinguished as either special-
purpose or general-purpose instruments. In the first group are those
computers which are designed to carry out one specific task, such as
harmonic analyzers and autopilots. In the second group fall the funec-
tional computers, network and repetitive analyzers, which are capable
of being programmed to solve a wide variety of problems.

Analog computers may be evaluated on the basis of the following
criteria: reliability, speed of operation, accuracy, flexibility, applica-
bility, and cost. The experience of general-purpose analog computer
installations over the past five or ten years has demonstrated that a
reliability figure of 95 per cent to 100 per cent can be achieved; i.e.,
in any given work week the computer operates successfully without
breakdown at least 95 per cent of the time. In many weeks, a figure
of 100 per cent is realized. Special-purpose computers should have
even less difficulty in satisfying high reliability standards.

The distinction among high-speed, real-time, and extended-time
computers has been discussed. It should be emphasized that the
greatest demand in industry, in military applications, and even in .
purely mathematical analyses is for real-time machines. The advent
of the electronic multiplier (Section 6.3), with an accuracy approach-
ing that of the servomechanism and with a frequency response that is at
least two orders of magnitude greater, has brought the goal of an all-
electronic computer closer to realization. This is an area in which
aspiring engineers can make notable contributions. The nonlinear op-
eration of resolution (Section 6.3) is carried out today primarily by
electromechanical means. The development of an electronic resolver
would be another significant contribution to the art of analog com-
putation.

It is difficult to make generalizations about the accuracy of various
types of analog computers. However, to give the reader some idea
of the relation of accuracy to the speed of solution, we cite the following
accuracy figures: high-speed computers, 1 to 10 per cent; real-time
computers, 0.1 to 1 per cent; extended-time computers, 0.01 to 0.1 per
cent.

Note that degree of accuracy appears to vary inversely with speed
of operation. With regard to these figures, it should be borne in mind
that there are many instances in which the figure of accuracy given here
for any one group has been exceeded by at least one order of magni-
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tude, and that skill in programming coupled with a knowledge of the
problem and an understanding of the capabilities and limitations of
the computer are prerequisites to the realization of the maximum
aceuracy.

In selecting an analog computer, we must also weigh whatever re-
quirements exist for flexibility, and the need for a general-purpose
versus a special-purpose computer, with the cost of the machine. The
availability of computing elements, automatic digital and punched-
tape read-in and read-out features, and removable problem boards all
increase the applicability of the computer at a corresponding increase
in cost. The cost of a typical d-c¢ computer containing 20 to 30 am-
plifiers is in the order of $15,000. Computing installations with some
200 to 300 amplifiers plus associated nonlinear and recording equip-
ment costing in the neighborhood of $500,000 to $1,000,000 are be-
coming prevalent.

6.2 FUNDAMENTALS OF ANALOG COMPUTATION

Before analyzing the theory of operation of representative analog
computer components, we shall describe the fundamental computer
operations and the philosophy behind the mechanization of some simple
examples.

k1
*1
X9 - \y:—(k1x1+k2x2+°--+k,.xn)
2
Xn kn /

Fig. 62 Amplifier block diagram

As stated before, the feedback amplifier, shown symbolically as a
triangle in Fig. 6.2, performs the addition of voltages z;, x2, ***, %,
multiplied, respectively, by constants ki, k2, ---, ks. The amplifier
is comprised of three stages with negative feedback and gives a sign
inversion in the output. The result is

y = —kwwy — kowe — -+ — kpy = — 2 kiw; (6.1)
i=1
Each constant k;, called the gain, represents the ratio of the feedback
impedance of the amplifier to the corresponding input impedance. In
the case of the summing amplifier the two impedances are resistances.
The value of k; is generally taken to be some integer such as 1, 5, 10,
or 50.
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The integrating amplifier, Fig. 6.3, is represented by a triangle with
a double line. Each input, in this case, is multiplied by a gain k;
the result is summed, integrated, and inverted in sign to give

Yy = —f(klxl + koxo + - -+ kpz,) dt = —f( Z Imc,-) dt (6.2)

i=1
Electronically, the sole difference between the summing and integrat-
ing amplifiers is in the feedback impedance. The capacitor replaces
the resistor as the feedback element in the integrator. In most analog

k1
x1
Xg - y=—f(k1x1+k2x2+"'+knxn)dt
2
Xp kn

Fig. 6.3 Integrator block diagram

computers, switches are provided by means of which an amplifier may
be interchangeably a summer or an integrator. In contrast to the in-
tegrating amplifier which always integrates with respect to time, the
mechanical integrator is distinguished by the fact that it can perform
integration with respect to any variable, independent or dependent.
In this respect the mechanical differential analyzer is a more versatile
instrument than is the electronic computer. If the input impedance to
the amplifier is a capacitance and the feedback impedance is a re-
sistance, then the amplifier becomes a differentiator.

y=kx

O,
Fig. 64 Potentiometer block diagram

Multiplication by a constant & of magnitude less than or equal to
unity is performed by a linear potentiometer. Represented symboli-
cally by a cirele, the potentiometer accepts the input z, Fig. 6.4, and
yields the product

y =kx . (6.3)

The combination of a potentiometer and an amplifier produces non-
integral gains greater than unity. For example, the relation

Y= —Td5 w (6.4)

is achieved by a potentiometer set at the value of 0.745 in series with
an amplifier with an input gain of 10, as shown in Fig. 6.5. A typical
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analog computer has 30 amplifiers and 40 to 50 potentiometers (Fig.
6.6). Together, the two components suffice to solve linear differential
équ_ations with constant coefficients. Problems in servomechanism

x /% 10,\ y==745x
L

Fig. 6.5 Potentiometer amplifier combination

design, aircraft design, and chemical analysis, for example, are de-
scribable, in the first approximation at least, by this class of equations.

Passive networks are also employed to produce linear relationships,
when expressed in transfer function form, which is a common engineer-

Fig. 6.6 Analog computer installation (Courtesy Dian Laboratories, Inc.)

ing practice. For example, the simple time delay given by the rela-
tion

1 1

Yo (6.5)

z 14+ RCp :
is simulated by the RC network of Fig. 6.7. The operator p denotes
differentiation with respect to time. High-order lead and lag networks
are synthesized by combinations of  EC components. In the network
analyzer, inductors are employed as well as resistors and capacitors.
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The next group of components, servomechanisms (which are rep-
resentative of the class of multipliers), resolvers, diodes, relays, and
function generators enter into the computation picture when the prob-

= AWW J_ Y= TTRG
C

1

Fig, 6.7 RC network for eq. 6.5

lem contains nonlinearities of some sort. The servomechanism (Sec-
tion 6.4) is represented by the symbol of Fig. 6.8, where 4-100 volts
is placed across the follow-up potentiometer and 4w across a second
multiplying potentiometer ganged to it. The output at the arm of

+ 100 w

-100 -w

Fig. 6.8 Servomechanism block diagram

the multiplying potentiometer is the prodﬁét of the input volt,a,ge';x
to the servomechanism and the voltage across the servo pentiometer
w divided by the voltage across the follow-up potentiometer, 100, i.e.,

;oo . [ . xw . . (6 6)
= '
Interchanging the voltages w and —w across the multiplying potenti-
ometer gives
Tw )
TN '
The resolver is a special typé of nonlinear device which carries out
transformations from rectangular to polar coordinates and conversely.
Its most general function is shown in block form in Fig. 6.9. The re-
solver is mounted on a servomechanism whose ‘shaft turns through the
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angle 6. If A and B, the rectangular coordinates of a point P, are
inserted in the resolver and 4 is the angle through which the coordinate
system is rotated, the two outputs of the resolver

A=Acos@+ Bsing
B=—Asinf+ Becosh (6.8)

are then the coordinates of the point with respect to the rotated
system.
+ 100

L——'—‘ A A=Acosf+Bsinb
x [/}
‘ T B B=—A sin 8+ B cos ¢

. - 100

Fig. 6.9 Resolver block diagram

Diodes are employed in many applications to generate straight-
line characteristics or linear approximations to curvilinear func-
tions. In the particular arrangement shown in Fig. 6.10, volt-
ages Vi, Vg, -+, V, are inserted across the cathodes of successive
diodes, each of which conducts when the input x exceeds the correspond-
ing cathode voltage. The output y is composed of a series of straight-

YT T
NYSN

w % W

Fig. 6.10 Diode arrangement

line segments, the breakpoints of which are determined by the voltages
V. and the slopes of which are a function of the resistors R;.

The relay amplifier shown in Fig. 6.11 is a “logical” device which con-
trols the operation of one or more single-pole, double-throw relays.
Two voltages w and z are introduced at the plus and minus inputs,
respectively, to the amplifier;.the voltage V; is.inserted at the normally
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closed contact and V', at the normally open contact of the relay. When
= w the relay is de-energized and the output of the relay arm (A)
is V1. When z > w the relay is energized and the output is V.. Each
of the four signals may be either constant or variable. Such phenom-
ena, characteristic of control systems, as dead space, backlash, hys-
teresis, and coulomb friction can be simulated by means of relays.
The function generator, shown schematically in Fig. 6.12, represents
any analog device for producing the function f(x), given z. It may
involve a combination of diodes or relays, as described above, a photo-

Y Tl ra |
x +
1A NC
A b———y=) x=sw
V2 NO Vo, x>w
Fig. 6.11 Relay amplifier block 'diagram .

electric tube-cathode-ray tube unit, a mechanically driven cam, a
tapped or nonlinear potentiometer, or a curve follower. The function
generator is necessary for the introduction of arbitrary functions,
which are customarily synthesized from experimental data. Typical
illustrations are the lift and drag curves of an aircraft expressed as
functions of Mach number and angle of attack.

Having reviewed the basic units of the functional computer, let us
consider the mechanization of a few simple differential equations, aris-
ing from the description of some common physical phenomena. The

x » y=f(x)

Fig. 6.12 Function generator block diagram

object of the following exposition is to demonstrate the manner of
proceeding from the differential equations to the computer circuit in
a straightforward manner. The “patching” of the computer according
to the circuit diagram is virtually “one-to-one,” i.e., there is one patch
cord for every connection on the diagram.

The ﬁrst equation

my = mg (6.9)

describes the trajectory of a fallmg body subjected to grav1ty Y =
32.16 ft/sec?, where y represents vertical distance. The initial dis-
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placement is taken to be y(0) = —60, and the initial velocity
#(0) = —100. The recommended procedure is to write each dif-
ferential equation with the derivative of highest order as the sole left-
hand member, and with the remaining terms in the right-hand member.
Equation 6.9 is already in this form; division by the common factor m
gives : .
: j=g (6.10)

The constant g is generated (Fig. 6.13) by inserting 100 volts across a
potentiometer 1 set at the value g/100. Its output is therefore 100
(g/100) = g which, by virtue of eq. 6.10, is equal to §. This term is
introduced to integrator 1 whose output is simply —y, which in turn

IC=100

11C==60

160 IC = initial conditions

Fig. 6.13 Schematic for solution of § = ¢

becomes the input to integrator 2, the output of which is the desired
trajectory y. Initial conditions are inserted across each integrator by
means of an associated linear potentiometer. A switch places either
-+100 or —100 volts across potentiometer 1, which is adjusted to give
the proper initial value. Inasmuch as the output of integrator 1 is —y,
the correct initial condition is —#(0) = +-100. The initial condition
inserted across integrator 2 is y(0) = —60. The voltage outputs of
integrators 1 and 2 are taken to a recorder which displays the velocity
g and the displacement y as functions of time. Note that there are
three external connections in the mechanization; the computer circuit
accordingly requires three cords. '

If we consider the free vibrations of a mass m suspended from a sup-
port by a linear spring & and subject to viscous friction r, the differen-
tial equation describing the motion is given by

mj + 1y +ky =0 6.11)

where y denotes linear displacement, and where the initial coordinates
are given by ,
y(0) =4

y(0) = B

(6.12)
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Isolating the highest derlvatlve 9, and dividing by m, we have

g _ M (6.13)

m m
Let us assume, for the moment, that 7 exists as the input to integrator 1
in Fig. 6.14. This may appear strange since § is patently unknown.
The philosophy, however, is to create ¢ from the two terms in the
right-hand member of eq. 6.13, which are proportional to successive
integrals of ¢, namely 7 and y. We therefore integrate 7 in integrator 1

-y y

rim kim ng

—ry/m . —ky/m

Fig. 6.14 Schematic for solution of mj +ry + ky =0

to form —g which is multiplied by r/m by means of potentiometer 1.
The output is returned to integrator 1 since the term —r7/m is precisely
one of the two contributions to the term 3. Integrating —y in integra-
tor 2 produces y which is converted to —% by means of amplifier 3.
This term is multiplied by k/m, potentiometer 2, and is fed back as
the term —ky/m to integrator 1. The loop is now closed and the
original assumption that ¢ exists as the input to integrator 1 has been
validated. The principle of feedback occurs in virtually all analog com-
puter circuits (the first example, Fig. 6.13, is an exception). = Thus,
feedback characterizes analog computation in two distinct respects: in
the design of individual components such as amplifiers and servomecha-
nisms, and in the programming of computer circuits. The initial con-
dition —B is inserted across integrator 1 and A across integrator 2.
The damping of the system may be varied by potentiometer 1 and the
stiffness by potentiometer 2.

The first two examples have been lmear in nature, requlrmg only
amplifiers and linear potentiometers for their solution. As a nonlinear
example, consider the trajectory of a falling body subject to nonlinear
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resistance proportional to the square of the velocity. The equation of
motion is
myj = mg — cj® (6.14)

The initial conditions are taken equal to zero. We write
§=g—cy’/m (6.15)

As before, the acceleration 3 is assumed to be the input to integrator 1
in Fig. 6.15. The gravitational term is generated as in the first example.

g/100 ¥
100 /1\ g 1 =y 2 y
\_/

50

-y

NS
1>

.2
—cy“/50m o2
fé\ ¥°/100 /3'

m N

Fig. 6.15 Schematic for solution of mjj = mg — cy?

The series combination of integrators 1 and 2 produces y. In this ex-
ample there is a feedback loop due to the presence of the term —cg?/m,
which is generated by means of a servomechanism. If the servomecha-
nism is driven by —# and if g are inserted across one of the servo
potentiometers, the output of this potentiometer is 9?/100. Sign in-
version by means of amplifier 3 yields —42/100 and multiplication by
2¢/m (potentiometer 2) gives —cy?/50m. Since the contribution to
4 is —cy?/m, this term is introduced to integrator 1 on a gain of 50.
This closes the loop.



148 AUTOMATION IN BUSINESS AND INDUSTRY

It is pertinent to observe how the direct analog would treat eq. 6.11
with a forcing function F(t)

mij + 1 + ky = F@) (6.16)

Many electrical analogs are possible, two of which are listed in Table 6.1.
_ ) Table 6.1
Mechanical Quantity Analogous Electrical Quantity
Kirchhoff’s Kirchhoff’s
Voltage Law Current Law
Velocity Current Voltage
Force Voltage Current
Mass Inductance Capacitance
Reciprocal spring stiffness Capacitance Inductance
(compliance)
Damping coefficient Resistance Reciprocal
. resistance
(conductance)

In the first case, Kirchhoff’s voltage law is used, current being the
analog of velocity. Write

= 6.17)
Then eq. 6.16 becomes
mp + rv + kfv dt = F(1) (6.18)
L R

73500
Emgjf ; MN_L

Fig. 6.16 LRC circuit for eq. 6.19

Consider the loop equatxon of Fig. 6.16. Equating the applied Voltage
to the voltage drops in the loop, we have

L— +.Rz—l— idt = E(l) (6.19)

The correspondence between ‘eqs. 6.18 and 6.19 is clear:

1 |
v=i, PO =B@, m=IL -=C r=Rk (60
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Thus, for each mechanical parameter, a corresponding electrical param-
eter is obtained. The vibrations of the mechanical system are studied
by observing the oscillations of the electrical system.

1w(Q) L gR P

Fig. 6.17 LRC circuit for eq. 621

Alternately, Kirchhoff’s current law may be used, Fig. 6.17, where the
analog of velocity is Voltage. Equating the applied current I(f) at a
node to the currents emanating from the node, we have

1f‘E'dt—l-E+CdE—I(t) 6.21)
L R a '
The analogy between the mechanical and electrical quantities is

1 1
v=1E, F@O=I0), m=C -=L r=- (622
k R
Transformers and amplifiers are introduced in the analyzer in more
complicated examples—to achieve physical realizability, for isola-

tion, and for impedance matching,

6.3 COMPUTING EQUIPMENT

6.3.1 The Feedback Amplifier _

The feedback d-c¢ computing amplifier consists of a high-gain d-c
amplifier with gain —p, an input impedance Z;, a feedback impedance
Z;, and an a-c chopper amplifier with gain K, Fig. 6.18. The input is
designated as z and the output as y. The first of the three stages of the
d-c amplifier is a dual-grid tube with the summing junetion of the input
and feedback currents at the first grid. The voltage at the grid e, is
magnified by the a-c¢ chopper amplifier and introduced at the second
grid of the first stage. It will be shown that the effect of the chopper
amplifier is to increase the open-loop gain of the amplifier by a factor
K, which makes it a more accurate computing component and which
decreases the effect of drift or unbalance, e;. The grid current, ideally
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K
x z; 5 4
g fed\
- +\_/_
— K

Fig. 6.18 D-c amplifier circuit

equal to zero, is denoted by ¢,. Applying Kirchhoff’s current law at the
node G, we have -

= ) 6.23
=Tt (6.23)
The output of the amplifier is the product of its gain, —u, and the sum
of the voltages appearing at the first stage, namely the grid voltage e,,
the unbalance ¢4, and the chopper output Keg; that is

y = —pleg+ eat+ Keg) (6.24)
By eliminating e, between. eqs. 6.23 and 6.24, the result is
7 1 e 1+ /%
YT T 14207 T K| 1+ 2%
sl + K) r(1 + K)
\ Zylg
* R 629
w1+ K)
In the ideal case, : ,
y'=—Zux/Z; . (6.26)

That is, the ratio of output voltage to input voltage is the negative of
the ratio of output impedance to input impedance. If both Z; and Z;
are resistances, the amplifier is a summer; if Z; is a capacitance and Z;
is a resistance, the amplifier is an integrator; if Z; is a resistance and
Z; is a capacitance, the amplifier is a differentiator. This ratio is the
gain k; of Section 6.2. o
Consider the three terms in the right-hand member of eq. 6.25. ' The
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first term reduces to the ideal relation if the product u(l 4- K) 