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7. 

SPARC'- MBus 
Interface Specification 

Mechanical Specifications 

Rev 1.2 4/10/91 

Chapter 7 

The mechanical specification consists of the connector and its associated pin-out. and the me­
chanical drawings for the module printed wiring boards. 

7.1. MBus Connector 

The MBus Module concept of field-upgradeable performance requires a connector with high 
reliability, ease of installation, and a fool-proof keying scheme. The aggressive MBus cycle time goal of 
25ns requires a connector with excellent electrical performance. i.e., transmission line characteristics 
with low capacitance and inductance. Finally, promoting MBus as a physical, as well a$ logical· standard 
requires a connector which is widely available in the marketplace. Based on the above requirements, the 
AMP "Microstrip" ( part # 121354-4) has been selected. This is the,module part (shrouded male pins) 
of a mating' pair of connectors. 

CAUTION: Make sure the system the module is being designed for provides standoffs on either 
side of the connector. This is required to help prevent breakage of the connector if by accident the 
module is "over rotated" while "walking" the module out. That is to say, if one end of the connector 
stays mated while the other is de-mated it is very likely that the end of the connector that stays mated will 
break once the module has swung up by 30 - 40 degrees. 

7.2. MBus Connector pin-out 

For a description of the signals listed in NO TAG refer to Chapter 2. It should be noted here that 
the signals provided at the connector are sufficient to support two processors per module. Therefore you 
will find two sets of bus request. bus grant and interrupt lines. The clock signals MCLKO-3 are· identical 
clocks that must be provided by all systems. Four clocks are provided to allow for modules that have 
many clock loads. 
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SPARC'- MBus 
Interface Specification 

1. SCANOI Blade1 
3. SCANOO 
5. SCANCLK 
7. IALO(O] 
9. IALO[2] 

11. MAD[O] 
13. MAD [2] 
15. MAD [4] 
17. MAD[6] 
19. MAD [8] 

21. MAD[10] Blade2 
23. MAD[12] 
25. MAD[14] 
27. MAD[16] 
29. MAD[18] 
31. MAD [20] 
33. MAD (22] 
35. MAD [24] 
37. MAD[26] 
39. MAO [28] 

41. MAD[30] Blade3 
43. MBRO* 
45. MBGO* 
47. MCLKO 
49. MCLK1 
51. MCLK2 
53. MCLK3 
55. MBA1* 
57. MBG1* 
59. MAD[32] 

61. MAD[34] Blade4 
63. MAD[36] 
6S. MAD[38] 
67. MAD[40] 
69. MAD[421 
71. MAD[44] 
73. MAD[46] 
75. MAD(48] 
77. MAD[SO] 
79. MAD[S2] 

81. MAD[54] BladeS 
83. MAD[56] 
85. MAD[58] 
87. MAD[601 
89. MAD(621 
91. AESERVED~ 
93. IRL1[1] 
95. IALl [3] 
97. ASTIN* 
Q~ lOf21 

2. 
4. 

GND 6. 
8. 

GND 10. 
12. 

GND 14. 
16. 

GND 18. 
20. 

22. 
24. 

+fN 26. 
28. 

+5V 30. 
32. 

+fN 34. 
36. 

+5V 38. 
40. 

42. 
44. 

GND 46. 
48. 

GND 50. \ 
52 .. 

GND 54. 
56. 

GND 58. 
60. 

62. 
64. 

+5V 66. 
68. 

+fN 70. 
72. 

+5V 74. 
76. 

+5V 78. 
80. 

82. 
84. 

GND 86. 
88. 

GND 90. 
92. 

GND 94. 
96. 

GND 98. 
100. 

Table 12 - MBus pin out 
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SCAN TMS1 
SCANTMS2 
IALO[1] 
IALO[3] 
I NTO UT* 
MAD[1] 
MAD[3} 
MAD [5] 
MAD [7] 
MAD[9} 

MAD[11] 
MAD[13] 
MAD[15] 
MAD(17] 
MAO[19] 
MAD[21] 
MAD [231 
MAD [25] 
MAD [27] 
MAD (291 

MAD[31] 
MSH* 
MIH* 
MATY* 
MADY* 
MERR* 
MAS'" 
MBS'" 
AESERVED1 
MAD[33] 

MAD[35] 
MAD [37] 
MAD[39] 
MAD(41] 
MAD [431 
MAD(45] 
MAD (47] 
MAD[49] 
MAD[Sl] 
MAD[S3] 

MAD[55] 
MAD [57] 
MAD(59] 
MAD[6l] 
MAD[63] 
IRL1 [0] 
IAL1 [21 
AEAR* 
/0[1] 
lOf31 
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SPARC™ MBus 
Interface Specification 

68.58 

950-1493-02 Rev 1.2 4/10/91 

PIN 1 OF CONNECTOR 
(CONNEcrOR ON rAR SIDE) 
S£.E DETAIL A 

[ 2
i
S4 [.1001 

:~===F:~ 
2X 4.6.5 [.18.3] 

COI.4PONENTS OR LEADS 
ARE TO REMAIN WITHIN 
INDICATED ENvaOPE 

-, 
1-"'-... tOO-PIN . 

CONNECTOR MALE 
I 16.4.5 [.647] HICH L AMP PIN 121.3.54-4 

146.70 
[s.ns] 

78 . .36 [2.7001 
[3.0851 2X 

l_==:l~~~~~~~~~~~~~~ _;-=-=-=-=-=-=~"-[ 2X 8.00 (.,315] 

l"-COMPONENTS OR ~S 
: • ARE TO REMAIN WITHIN 

~ INDICATE!) ENVElOPE 

I 
1,37.1 ~ 
[5.4nO] COMPONENTS OR LEADS 

2.00 (.079J MAX HEIGHT 
IN THIS AREA (FAR SlOE) 
REF 

COI.4PONENT KEEPOUT 
FARSIDE ONLY 
2X 

sx ~J.81 [.150] 
UNPLATED 

, 
I L [ 4.00 [. 1571. 

It- 4..00 (.157] J tr-:::791 
15 . .32 (.503] I 

COMPONENT AND TRACE KE~POUT 
80TH SIDES ; 
SX 

L COI.4PONENTS OR ~S ARE 
TO REMAIN WITHIN INDICATED 
ENVELOPE 

. [ 15 . .32 (.503] ,-- ---. --I - REF 

4.00 [.'571~J====~--=:\.~~---~ t 

REF ~--- ~~~~::ENTS OR !.£ADS ARE 

TO REMAlN WITHIN INDICATED 
ENVELOPE 

2.54 [.tOo] 
TYP 

1.27 (.0501 
TYP f~=~-L~:~:;:: 2 

JX 1.27 [.050]=*J===::;\~ +:;;' .. 7:...: .. ~: .. -=.::";=- :I*-.: .. ~ L: ____________ "t..;: ___ '- PIN 

DETAil A 
SCAlE: 2/1 

NOTES UNLESS OTHERWISE SPECIFlEQ' 

1. METRIC DIMENSIONS ARE PRII.4ARY DII.4ENSIONS. ENCUSH 
DIMENSIONS. ENCLOSED IN 8RACKETS. ARE REFERENCE ONLY. 

2. ALL HOLES TO 8E PU,TED THRU. HOLE DIAMETERS REFER 
TO FINISHED HOLE SIZE. 

Figure 17 - Full Size MBus module 
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SPARC
TW 

MBus 
Interface Specification 950-1493-02 

PIN 1 OF CONNECi'OR 
(CONNECTOR ON F'AR SIDE) 
SEC: DETAIl. A 

2.54 [.100] 

l2X 4.65 [.183] 

.. -- ----_ .. _----_._--_ ... _- -------_ .. -.------

~"'__r_/~'-----.J-T':>~ 
Rev 1.2 4/10/91 

CCMPONENTS OR LEADS 
ARE TO REMAIN WITHIN 
INDICATED ENVELCP~ 

I 
lOa-PIN. 
CONNECTOR· J.lALE 
16.45 [.6471 HIGH 
AMP PIN 121354-4 

~rJ . 
! . ~ 
I : "- CCM?ONENTS OR LEADS 

Lj AR~ TO RE~IN WITHIN 
INOICATED ENVELOP~ 

4X '3.B1 [.1501 UNPLATED J 'l l 4.00 (.1571 

15.32 [.50.3l r-

2X 4.65 [.183] 

COMPONENT AND TRACE KEEPOUT 
80TH SIDES 
4X 

L 
COMPONENTS OR LEADS ARE 
TO REMAIN WITHIN INDICATED 
ENVEl.OPE 

r- 15.32 (.503} 
,-- -----,---'-' REF 

4.00 [.157]J ..I---L~_-_~~~------_--~? 
REF - \-. COMPONENTS OR L::AOS ARE 

TO ~EMAIN WITHIN INDICATm 
ENVELOPE 

2.54 (.IOOlj f-
lYP I L 12QX ~0.54 (.02S} 

1.27,['050
1 J"-Il . 

lY? , -:.0:-::-"'-77 -=:::-:-::-__ -;./ .,N 2 

3X 1.27 [.050] J L:~.:.-=='--::==-":: __ ::..~ __ ~~ 

NOTES VNl~SS OTHE~W!SE SP~CIF1EQ· 

1. METRIC DIMENSIONS ARE PRIMARY DIMENSlCNS. ENGUSH 
DIMENSIONS. ENCLOSED IN BRACKETS. ARE REFERENCE ONl.Y. 

2. ALL HOLES TO BE PLATED THRU. HOLE DIAMETERS REFER 
TO FINISHED HOl:: SIZE. 

Figure 18 - Half Size MBus module 
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8. 

SPARC
'M 

MBus 
Interface Specification 

Timing Diagram Examples 

Rev 1..2 4/10/91 

Chapter 8 

The following idealized wave-form diagrams are included in order to assist in understanding the 
operations of the MBus. In most of the waveforms. the bus is shown already granted to one of the 
masters. All waveforms also show MBS- asserting with MAS- and de-asserting immediately after the 
last acknowledgment is received. This is not a requirement of the MBus protocol. It should also be noted 
that only two masters are depicted using the MBus (MBR1- I MBR2-). However, this can be extended to 
as many masters as can be supported electrically (this was discussed in Chapter 6). A line intermediate 
between high and low is shown on MAD(63:0]. This indicates the time that the MAD lines are driven by 
holding amplifiers and does not indicate that an indeterminate voltage lev~1 is permitted on MAD[63:0]. 
The cross hatched areas indicate the bus is being driven to valid logic levels but the data is indetermi­
nate. 
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SPARC'- MBus 
Interface Specification 
8.1. Word Read 

a 
eLK I 

MAS· , 
MAD[6J:O) ( 

MADY- , 
MATY-

MEMA-

MBB- I 

MBAl-

MBR2- • 
MBGt-

MBG2- , 

2 

ADDA 

Waveform 1 - Word Read 

Rev 1.2 4/10/91 

3 4 

DO ) 

I. 

Waveform 1 depicts a simple word read transaction by a master who has already been granted 
the bus (master 1). The number of cycles between the address cycle and the data cycle(s) of all the 
waveforms in this section is implementation dependent. Waveform l shows a minimum memory latency 
of 2 cycles. 

8.2. Word Write 

0 2 3 
eLK I 

MAS- I 

MAD(6J:O) ~--------------~--~(======~AD~D~R~~::~X:::==::]D~O::::==~------------
MADY· , 
MATY-

MERR-

MBB- I 

MBRl-

MBR2- , 

MBG1-

MBG2- I 

Waveform 2 - Word Write 

Waveform 2 depicts a simple word write transaction by a master who has already been granted 
the bus (master 1). Note how the data is immediately driven onto the MAD lines after the address cycle 
and that the bus has been granted to master 1 prior to the beginning of the transaction. The slave 
response time is implementation dependent. Waveform 2 depicts the minimum write time of 2 cycles . .. ~ 
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SPARe MBus 
Interface Specification 
8.3. Burst Read with No Delays 

a 2 

Rev 1.2 4/10/91 

3 4 5 

MAO(63:01 ~-------:--C:~A~OgO~A~:)~------~~(:::]D~O~~X~ __ ~D~t __ ~X~ __ ~O~2~~X~ __ ~O~3~-l)------­
MAOV" I f 

MERA" 

MBB- I 

MBAt-

MBR2- I 

MBG2" I 

Waveform 3 Burst Read with No Delays 

Waveform 3 depicts a burst read operation of 32 bytes where the slave device supplies the data 
at the maximum rate possible. Note again that the bus has been granted to master 1 prior to the begin­
ning of the. transaction. 

8.4. "Burst Read with Delays 

0 2 3 4 5 6 7 B 9 10 11 12 
elK 

MAO[63:01 ACOR :. :-::;.; ... :: .. , .'.:" :.:: : .. ::-: .... :::: "'---_...J 

MAOY- a 

MATY-

MERA-

MBB- I I ~I ______________________________________________________________ '~r----

MBAt"' 

MBR2"' I . I 

MBGt"' 

MBG2"' I 

Waveform 4 Burst Read with Delays 

Waveform 4 depicts a burst read operation of 32 bytes where the slave device cannot supply the 
data at the maximum rate possible. Wait states are inserted between each a-byte quantity by simply 
de-asserting MRDY· for an arbitrary number of cycles (Waveform 4 shows 1 cycle of delay inserted 
between each a-byte transfer as well as 3 wait states before the burst response begins). Note again that 
the bus has been granted to master 1 prior to the beginning of the transaction. " .. , 
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SPARC'- MBus 
Interface Specificatio'! 
8.5. Burst Write with No Delays 

eLK 

Rev 1.2 4/10/91 

4 

MAD[63:01 ~--------~~:::!A§O£DR~::X~ __ ~D~O~~X~ __ ~D~'~ __ X~ __ ~D~2~-JX~ __ ~D~3~~)~------

. I 

MBB- I 

MBR'-

MBG1-

Waveform 5 Burst Write with No Delays 

Waveform 5 depicts a burst write operation of 32 bytes where the slave device accepts the data 
at the maximum rate possible. Note again that the bus has been granted to master 1 prior to the begin­
ning of the transaction. Note also how the next double word to be wri,tten is driven in the cycle immedi­
ately after MRDY· asserts. 

8.6. Burst Write with Delays 

MAD(63:0} I ( ADDA X~ __ ~ __ ~D~O~ ____ ~X~ __ ~D_l __ ~~X~ __ ~D~2~~~X~ __ ~D~3~~~}-----

I .... 1 _-,-' .... 1 I .... 1 _____ , ..... 1 I .... 1 _-:..' ...ll I I .... _-:.....lr_ 
MATY-

I ~I __________________________________________________________ ~r_ 

MBR,· 

I' 
MBG,· 

MBG2- • 

Waveform 6 - Burst Write with Delays 

Waveform 6 depicts a burst write operation of 32 bytes where the slave device cannot accept 
the data at the maximum rate possible. Wait states are inserted between each a-byte quantity by simply 
de-asserting MRDY" for an arbitrary number of cycles (Waveform 6 shows 1 cycle of delay inserted 
between each a-byte transfer as well as 2 wait states before the beginning of the burst). Note again that 
the bus has been granted to master 1 prior to the beginning of the transaction. Also note how the next 
double word to be written is driven in the cycle immediately after MRDY" asserts. .., 
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SPARC™ MBus 
Interface Specification 
8.7. Relinquish and Retry 

o 2 3 
CLK 

Rev 1.2 4/10/91 

... 7 

MAO(63:0) ~:--_-:-t -« ~A~DgD~AP)_--:-t --<(.=::·;'3·:::::::::::·=::-::E·~::.3.::~·2·:.:;::::::::·S::::·:§::::::=::·:,:::·:::·).)--~·~(C~A~D2o~A::>--~·-<(:z·:~·::":·:"J··::::§::::::E:~::::xC::ED@O~'::» ---
I ' .... __ :...1 -,r_ 

t I 

I '-, _____________ I~I · ,'---------____________ I~r_ 

MBGl-

Waveform 7 - Relinquish and Retry 

Waveform 7 depicts a Read operation in which the addressed slave needed to inform the master 
that .it should relinquish the bus and retry the operation again once bus ownership has been attained. In 
the case shown above, the master in question maintained ownership as no one else wanted the bus. 
Thus. only one dead cycle is present between the Read transactions. 

8.8. Retry 

o 2 3 4 5 6 7 8 9 10 

CLK 

MAO(63:0J < ADDR I ( ADDR ) I (:: .::":'.::.:::<::::::X DO ) 
I l I 

-------------------------~ MADY· I • I I I , I r_ 
MATY- I • I 
MERR- I I 

I '-I ________________________________________________________ .~r_ 

Waveform 8 - Retry 

Waveform 8 depicts a Read operation in which the addressed slave needed to inform the master 
that it should retry the operation immediately. The master must always keep MBB" asserted upon a 
Retry acknowledgment. However, there must be atleast one dead cycle between the Retry acknowledg­
ment and the ensuing MAS" as is shown in Waveform 8. This dead cycle must be present for both read 
and write operations which were Retried. ." 
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SPARe MBus 
Interface Specification 
8.9. ERROR1 (Bus Error) 

MAO[63:0) AD OR I ) 

MERR-

MBRt-

------- ---.-------

Rev 1.2 4/10/91 

I I I I 

I .1,-__ ---'~ 

Waveform 9 - ERROR1 (Bus Error) 

Waveform 9 depicts an operation in which the addressed slave detected some sort of a bus 
error or other system implementation dependent error. 

8.10. ERROR2 (Timeout) 

a 2 3 n-l n n~t 

ell< 

MAD[53:0J ( ADDR I ) 

• • I I 

MERR-

MBRl-

MBR2- I 

MBGt-

Waveform 10 - ERROR2 (Timeout) 

Waveform 10 depicts an operation in which a timeout or other system implementation depen­
dent error occurred. 
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MBus 
Interface Specific.ation Rev 1.2 4/10/91 

8.11. ERROR3 (Uncorrectable) 

0 2 3 4 5 6 7 8 
CLK 

MAO(63:0) ( AOOA • c.,::.::-: ;:;.:.:,:::,.~,;:::::; .. ; .. :.;,:::>,: .• ,.:.: •. ;>:~ .. ::::,.' :.: ;:·; ... :;·::::.';:.':,·X 00 X 01 X ..... ---..!0~2L.,.j---

MAOV- • • I , I 
MRTY-

MErtR-

Mee- I 
I I~ _________________________________ I~I 

MBAl-

MBA2- • 
MBG1-

MBG2- • 

Waveform 11 ERROR3 (Uncorrectable) 

Waveform 11 depicts an operation in which an uncorrectable or other system implementation 
dependent error occurred. Note how the Uncorrectable acknowledgment came on the third data trans­
fer of a burst operation. The transaction must be immediately abo.rted upon detection of an error ac­
knowledgment. This also applies to ERRORl and ERROR2 acknowledgements to burst transactions. 

8.12. Initial Bus Arbitration 

0 2 3 4 5 6 7 8 9 
ClK 

MAD(S3:01 ADDR (: ..... ".::: .. : .. ; .. :>:: .;., .... : ... >::.::.:: ",;.;.:;:::::;:;:'::;:::::" ;.:::·::.\::;X DO ) 

MADY· I I I I I 
MATY-

MERA-

MBa- I I ~I _______________________________________ ·I~I 

MBA1- I 
MBA2- • 
MBG1-

MBG2- I 

Waveform 12 - Initial Bus Arbitration 

Waveform 12 depicts a master requesting an idle bus in order to perform a word read. This 
actually depicts the first transaction after reset. as there is no grant initially. a condition that can only 
occur at that time. 

- 45-



[ 

c 
n 
u 

o 

o 
o 
o 

n 
LJ 

o 
o 
o 
o 
o 
o 

SPARC'- MBus 
Interface Specification 
8.13. Arbitration from Master 1 to Master 2 

o 2 3 5 s 
CLK 

. Rev 1.2 4/10/91 

7 a 

MAO[S3:0) ~----~~~A§D§D~A:»----~a-«='=::":2::~;',:::;J;::'XC:BD~O~I:)~----~I_(C2A~D~0~A~----71-<(:§::::::J:»2~:~:E~::::ZD~~x 00 >-----

MAT'r 

MEMA-

MBB- • 

MBA'-

MBG2-

II ,I I I ,,--

. ~I------------------------_'~I 

I I~ _________ • -&1 

granled and 
not a'fcePted 

a ~I~ ______________________ '~,--

granled and 
pccepted =. parxed 

Waveform 13 - Arbitration from Master 1 to Master 2 

Waveform 13 depicts how the bus ownership is turned over to another master. It was assumed 
that the bus was already parked on master 1 and module 1 decides to start a cycle during cycle 1 by 
asserting MBS· and MAS - . Later Master 2 requests and is granted the bus. After MSS· is de-asserted 
Master 2 drives MAS - and MBS·. At this time the grant is parked on master 2. 

8.14. Arbitration with Multiple Requests 

0 2 3 4 5 5 7 8 9 10 11 '2 
ClK 

MAD[S3:01 ADDR ADDA DO ADDR 

MRDY· a r-
MATY-

MEMA-

I I I. I ", I I r-MBB- I I I a I 

MBR,- I I a a 
MBR2- • a I • I I I I I 

a I 
MBGI- I I a 
MBG2- • a I 1'1 a I 

Waveform 14 - Arbitration with Multiple Requests 

Waveform 14 depicts arbitration when two masters are continually requesting bus ownership. 
Initially the bus has been parked on master 1 who then performs a transaction by asserting MBB" and 
MAS·. Master 2 then acquires the bus followed by master 1 again. Note how the requests must be 
de-asserted once the grants are obtained. '0;: 
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SPARC"- MBus 
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8.15. Locked Cycles 

0 
CLK 

MAO(63:0) ______ I~~~--~·-(C:·:··;::;::···=::··~··;;~=::··:;:::::':::=:,:·:'::2:';::' ==2 
I 

.~ DO >--, ---;:-----;F~-:o---:-J 

MAOY- I I .... J __ .....:.."""r_ 
MATY-

MEAA-

MBB- I 
I .... 1 _________________________________________________________________ '-4r_ 

MBA,-

MBA2- • I .... 1 _______ ' -,I 

MBG'- I I 

MBG2- I 
I .... I_~ ____ ~ ____ ~ __ ~ ___________ ~ ____ ~ ___ ~ ____ _ 

Waveform 15 Locked Cycles 

Waveform 15 depicts a read cycle followed by a locked write cycle. Note how MBB- does not 
de-assert until the completion of the write operation. despite re-arbitration of the bus as in the above 
case. 

8.16. Coherent Read of Shared Data 

0 2 3 4 5 6 7 8 9 10 11 12 13 

ClK 

MAS- I 

MAD(63:0J 

MROY- I I ~I __ ~ ____ ~ __ ~ ____ ~r_ 

MAiY-

MERA-

MBS- I 
I I~ _____________________________________________________________________________________ ~r_ 

MBA1-

MBR2- I 

MBG1-
I. 

MBG2- I 

MSH- ~ 
I 

M1H-

Waveform 16 - Coherent Read of Shared Data 

Waveform 16 depicts a Coherent Read in which the requested data actually exists in one (or 
more) other cache(s) in the system. but is not owned by any cache(s). These caches will assert MSH­
on cycle A+2 (or A+7 - refer to Appendix B) as shown. 
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8.17. Coherent Read of Owned Data (long-latency memory) 

o 2 3 4 5 6 7 8 9 10 
CLK 

MAD[63:0] 

.. 

4/10/91 

11 

MBa· I I ~I------------------------------------------------------_____ I~r----
MBA1· 

MBG1· 

I I 

Waveform 17 - Coherent Read of Owned Data (long-latency memory) 

Waveform 17 depicts a Coherent Read operation in which the requested data is owned by anoth­
er cache in the system. The owning cache (as well as any other cache with the same data) will assert 
MSH" during cycle A+2 (or A+7 - refer to Appendix B). Only the owning cache will assert MIH" . 

8.18. Coherent Read of O\vned Data (fast memory) 

o 2 3 4 5 6 7 8 9 10 11 
CLK 

MAD[63:0] ~----~I~(~~AD~O~R~)----~'-~=::::=::;:'=:::':[:~:=::}) __ ~ ____ ~I~~ 
I I' "" I ~I __ ~ ____ ~ ____ ~ ____ ~~r----

c.,-"O 
MATY· 

MERR· 

I ~I ___________________________________________________________ t~r----

MBR1· 

MBGt· 

MBG2- I 

MSW I I 

MIH- I __ I _--'--' . I 

Waveform 18 Coherent Read of Owned Data (fast memory) 

Waveform 18 depicts a Coherent Read operation in which the requested data is owned by anoth­
er cache in the system. The owning cache (as well as any other cache with the same data) will assert 
MSH" during cycle A+2 (or A+ 7 - refer to Appendix B). Only the owning cache will assert MIH ~ and then 
supply the data. In this case above. memory has already begun to respond and thus must get off the bus 
immediately to allow the cache which owns the data to drive the bus. 
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8.19. Coherent Write a'nd Invalidate 

0 2 3 7 
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MERA-

MBB" I I ~I-------------------------------____ I_lr_____ 
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MBA2" a 

MBG1-

MBG2- a 

MSH-

MIH-

Waveform 19 Coherent Write and Invalidate 

Waveform 19 depicts a Coherent Write and Invalidate operation in which one or more other 
caches in the system actually contained the data. The other cache (s) will not assert MSH" during this 
transaction, but will always invalidate the block. 

8.20. Coherent Invalidate 

0 2 3 4 

elK I 
MAS" I 

MAD(6:3:01 ( ADD A 

MAOY" ----------------------------------------------'1 ~I----------I 

MATY-
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MBB" I 

MBAt" 

MBA2" a 

MBGI" 

MBG2- a a· 

MSW 

MIH-

Waveform 20 - Coherent Invalidate 

Waveform 20 depicts a Coherent Invalidate operation. Memory (or second level cache), in this 
case, will assert MRDY" during A+2 (or later - refer to Appendix 8). System caches which contain the 
data, being invalidated will not assert MSH" during this transaction. 
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8.21. Coherent Read and Invalidate (of shared' data) 
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Waveform 21 Coherent Read and Invalidate (of shared data) 

Waveform 21 depicts a Coherent Read and Invalidate operation in ,«hich no system cache 
owned the piece of data. All caches in the system will invalidate their copies of the block upon detection 
of a Coherent Read and Invalidate transaction. Note how the MSH- line does not assert for CRI. 

8.22. Coherent Read and Invalidate (of owned data) 

0 2 3 4 5 6 7 B 9 10 11 

ClK 
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MATY-

MEMA-
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MBAI-

MBA2- I 

MBGt-

MBG2- I 
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Waveform 22 Coherent Read and Invalidate (of owned data) 

Waveform 22 depicts a Coherent Read and Invalidate operation in which a'system cache owned 
the piece of data and so supplied it. It then invalidated its copy. Other caches also invalidated their 
copies. 
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Chapter 9 

Comments 

First Revision of document. Preliminary copy release exter­
nally. 

LEVEL 1: 
changed to a ·SPARC· MBus. 
fixed block size to 32B 
distinguished between LOCK and MBB 
added more waveforms 
LEVEL. 2: 
incorporated into one physical document wI L 1 
added invalidate and excl rd and replace xaction 
changed to a write-invalidate protocol 
split flush into TLB and cache' flush 
added more waveforms 

T~mporary Document. Never made it to release. 

Interspersed both Level 1 and Level 2 information throughout 
entire document as opposed to separate chapters for each. 
Added several new chapters. Added more transaction types 
and changed some transaction type names. Removed all 
bus-based flushing from the document. Refined the electri­
cal specs for Level 1 systems. Added address map and con­
cept of MPR. Added MID lines. SUP bit. Removed dblwd 
wrapping support. 

Put dblwd wrapping back in. Separated IRUID lines. Added 
more definitions. implementation notes (Appendix B). clari­
fied MBB· semantics as well as LOCK. General clarification 
addition. 

Constrained R&R to first ack in L-2 systems. Only MBB· 
needs to go from driven high to tri-state in one cycle. Wave­
forms were re-done. Added TI to appendix A. Miscella­
neous clarifications throughout document. 

Modified timeout mechanism to include MAS·. Defined Invali­
date acknowledgement more accurately. Covered R&R on 
write-back case. Added Scan and INTOUT· signals. General 
clarifications. Extended Electrical Spec and added Mechani­
cal Spec. 

Table 13 - Revision History 
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MBus Port Register Assignments 

MVEND Vendor 

OxO F.ujitsu 

Ox1 Cypress/Ross 

Ox2 Reserved 

Ox3 LSI Logic 

Ox4 TI ; 

OxF reserved 

for systems . 

Table 14 - MPR Vendor Assignment 
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Appendix B 

There are many things of significance to the design of MBus components scattered throughout 
the specification or implied by the specification. These notes are to help clarify some of these issues for 
implementors. 

8.1. Memory Controllers 

Memory controllers will probably only be slave devices and so should not need to connect MBR'O • 
MBG'O or MBB". Memory controllers will not issue R&R acknowledgments. although Retry acknowledg­
ments may prove useful to ECC memory controllers. Memory controllers must accommodate wrapped 
requests and it is recommended that for compatibility they accommodate all transfer sizes allowed for by 
the specification. The only signals multiplexed on MAD during the address phase of interest to most 
controllers are TYPE and SIZE. 

To enhance compatibility, it is recommended that memory controllers accommodate Level 2 
functionality. This means they should recognize all Coherent transactions. Generally this does not add 
complexity beyond identifying the transaction, as most Coherent transactions are simple reads and 
writes from the memory controllers perspective. Beyond this, Level 2 compatibility involves two signifi­
cant details. First, during Coherent Read and Coherent Read and Invalidate transactions the MIH IF signal 
may be asserted. Memory controllers interpret this signal as telling them to immediately abort the 
transaction. Secondly, the Coherent Invalidate Transaction must be acknowledged by memory. This 
means that if multiple memory controller configurations or systems with coherent bus adaptors and 
memory controllers are allowed, there must be a means to disable memory controllers as the sourc~ of 
acknowledgment. This might be through a pin or a bit in a configuration register. Also the acknowledg­
ment should occur on A+2 or later. Memory Controllers may choose to provide a programmable cycle 
count for the invalidate acknowledgments in order to accommodate a wider range of modules and sys­
tem configurations. There is no need for memory controllers to observe MSH-. Write and Coherent 
Write and Invalidate transactions are identical to Memory controllers i.e. all sizes are supported. Also, to 
support modules with non-standard MIH'O and MSH - timing and coherent bus adaptors, memory control­
lers should consider providing a programmable means to vary the minimum acknowledgement timing to 
Coherent Read and Coherent Read and Invalidate Transactions. 

A detail of memory controller design is how errors are handled. and how data is delivered in the 
presence of errors. MBus does not specify system details of this nature. A conservative memory design 
will always ensure that incorrect data is never transferred across the MBus. This may cost performance 
as generally it takes time to detect errors. Less conservative designs may report errors after incorrect 
data is delivered. either synchronously with an error acknowledgment. or asynchronously via the AERR· 
signal. This approach may not be acceptable to many computer vendors. Processor Modules that are 
using the "wrapping" feature to re-start the processor early will have no error recovery mechanism with 
either the late synchronous or asynchronous error reporting approach. 
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An MBus 110 adapter can be broken down into a Master section and a Slave section, the MBus 
I/O adapter slave port being the processor to 110 bus connection for programmed 110 •. and-the MBus I/O 
adapter master port being the 110 bus to memory connection for DMA. Most of the complexity is in the 
I/O adapter MBus master section. A generic MBus 110 master port requires an 110 MMU (probably a 
SPARC reference MMU or a derivative) and. possibly an I/O cache. 

A central issue in 110 adapter design is 110 consistency i.e. ensuring that both I/O and processors 
do not obtain stale data. 110 consistency must be handled by software cache flusrying in Level 1 MBus 
systems. as there is no Invalidate transaction for level 1 MBus. For level 2 systems. data consistency 
can be handled completely by hardware. or by a combination of hardware and software, depending on 
the sophistication of the I/O adapter MBus master interface. Complete hardware handling of data con­
sistency can be accomplished in several ways. depending on the performance and complexity goals. 
The highest performance (and highest complexity) design uses an 110 cache that has control logic and 
dual directories similar to a Level 2 processor module. A simpler design does not use dual directories 
and implements consistency by using locked read mOdify write sequences for DMA write transfers with 
SIZE other than 32-bytes. This design provides efficient cache consistent transfer for 32-byte DMA 
transactions and less efficient cache consistent transfer for DMA transactions of less than 32-bytes. 

The MBus 1/0 adapter slave port will generally turn MBus transactions into equivalent I/O bus 
transactions. A typical 1/0 bus might be VMEbus or SBus. 1/0 adapter slave ports will probably issue R&R 
acknowledgments to deal with slow devices and .. deadlocks", and so will need the circuitry to handle 
R&R time-out and 10 capture. I/O adapter slave ports will also probaqly need to observe the LOCK bit on 
MAD in conjunction with MBB" • and forward a LOCK indication to the" other" bus interface. MBus 110 
adapter slave ports may also choose to buffer MBus write transactions (i. e. return an immediate ac­
knowledgment to the MBus master before completing the write transaction). If they do. it is desirable 
that there be a means to turn off this feature. and also a means to flush the write buffers. 

8.3. Reflective Memory Support 

Reflective Memory operations. where memory is updated with the new data ·that appears on 
MBus during Coherent Read transactions that assert MIH" • are permitted but not requir~d. It is recom­
mended that caches have the ability to perform their part of Reflective transactions as an option that can 
be enabled when they are installed in a system where the memory supports this feature. (This implies the 
ability of the cache asserting MIH" during a Coherent Read transaction to ensure the cache line be 
marked as clean after it has supplied the data. because memory will be updated with the most recently 
modified data). Memory controllers. by observing MIH" , and waiting for the subsequent data. can obtain 
the most recent data and update memory. The memory controller design will probably need a queue. 
and the system designer should ensure that this queue can never overflow. i.e. the maximum rate at 
which reflected data is delivered to memory should not exceed the memory system's ability to absorb it. 
MBus has no mechanism for memory to control the arrival rate of data transactions when caches are 
supplying the data. 
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Second level caches are implicitly supported by MBus transactions. There are several kinds of 
systems with second level caches envisaged using MBus. The most generic system uses the Level 2 
protocols and can support several CPU modules at the first level sharing a common second level cache 
as shown in Figure 19. This requires a complex second level cache which has two competing ports and 
must resolve deadlock situations. There are several complexities that these designs must deal with .. 
R&A on Write (write-back) and R&R on Coherent Invalidate both produce a similar problem, in that a 
temporary state is created where there is no "owner". Memory is assumed the default owner, which 
causes a failure of consistency. A uniform solution is for interfaces that issue R&A on coherent transac­
tions to assume temporary ownership of the line until the R&R is resolved. This circuitry would detect 
accesses to the line the R&A was outstanding against, and R&R those accesses. Another problem con­
cerns Coherent Read and Invalidate. Should a Coherent Read and Invalidate transaction result in MIH· 
being asserted from a cache on the same bus, the second level cache must capture the Coherent 
Invalidate in a queue and forward it to other caches when appropriate. 

processor processor processor processor 

cache 1 cache 1 cache 1 cache 1 

MBus 1 MBus 2 

I I 
cache 2 cache 2 

I MBus 3 1 
I 

Memory 

Figure 19 - Generic Multi-Level Cache System 

A simpler use of second level caches has one processor per second level cache and does not 
use the complete level 2 protocol. This type of system is shown in Figure 20. It requires MBus CPU 
modules that can support a "write through" cache mode and accept an Invalidate transacti"on. With this 
level of support it is possible to ensure that lines that are in the First level cache are always present in the 
second level cache (inclusion). and so all logic associated with coherence will be included ~.~ the second 
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level cache. The Invalidate exceeds Level 1 requirements and the write through capability is additional to 
the minimum requirements of Level 2. This design point is useful where the size of the first level cache is 
constrained and the system performance would otherwise be limited by the resulting miss rates and a 
saturated MBus. 

Processor Processor Processor Processor 

Cache 1 Cache 1 Cache 1 Cache 1 

restricted MBusl restricted MBus 

Cache 2 Cache 2 Cache 2 Cache 2 

MBus 

Memory I/O 

Figure 20 - Simple Second-Level Cache System 

Another simple use of a second level cache is shown in Figure 21 _ Because MBus is a circuit 
swi~ched bust its ultimate performance is limited by memory latency. When designing large memory 
systems I it is difficult to achieve low latency. A solution is to use a large second level cache in front of 
memory that essentially acts as a buffer to memory. This allows latencies close to the minimum MBus 
latency to be achieved. 
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Processor Processor 

Cache Cache 

MBus 

I/O 

Figure 21 - Simple Second-Level Cache Example 2 

B.S. Timing of MSH* and MIH* 

4/10/91 

MBus timing is specified with MSH ~ and or MIH" assertion on A+2 i. e. 2 cycles after MAS" is 
received. This assumes a U dual directory" structure where there is a dedicated duplicated set of tags as 
part of the M8us .. snoop" logic. and operation synchronous to the MBus clock. If it is d.esired not to have 
a dual directory or there is a need to synchronize from a clock other than the MBus clock. then the A+2 
timing need not be met as long as some restrictions apply. The basic restriction is that memory acknowl­
edgements should never occur before MIH" . This restriction limits the minimum latency of MBus memory 
systems to the MIH" timing. Systems that wish to accommodate modules with non-standard MIH" timing 
need to guarantee minimum memory latencies relative to these modules via a programmable minimum 
memory CR or CRI latency mechanism implemented in the memory controller(s). 

In general. modules with variable MSH" IMIH" timing will also need to restrict the maximum rate at 
which Coherent Invalidates might arrive. This is accomplished via a programmable delay on acknowl­
edgements to CI transactions, implemented in the memory controller(s). 

Supporting variable timing condenses to a few rules. If you are a cache performing a CR or CRI, 
then source MIH" and MSH" for a single cycle as soon as you can and at the same time. Specify the 
worst case MIH-/MSH· timing from MAS· (e.g. A+7) in order that system designers know what minimum 
read latency to program memory controllers with. If you are a snooping cache(either intervening or 
non-intervening), then observe MIH·/MSH" in the interval from MAS-+2, to when you observe your first 
MRDY". If you are memory, do not issue MRDY" (or any acknowledgement) to CR and CRI transactions 
before you can observe MIH" from the slowest module in a system. 
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A number of compatibility issues are covered in the specification. Here are just a few compatibili­
ty issues which might easily be overlooked: 

• Wrapping: Generally, compatibility on wrapping is an issue between a module and 
memory or I/O devices. Memory should support wrapped requests and this resolves 
most compatibility issues. An exception is Level 2 Processor Modules that do not issue 
wrapped requests and do not wish to deliver data to wrapped Coherent Read transac­
tions when they assert MIH·. Modules that issue wrapped Coherent Read transactions 
will clearly not mix in a system with modules of this nature. 

• MSH- and MIH- Timing: For modules that generate MIH- and MSH- on other than 
A+2, Memory must have a minimum latency greater than or equal to the MIH- and MSH­
timing. Modules with A+2 timing should mix with modules with variable timing. 

• Virtual Address bits in MAD:, Modules that do not generate the Virtual, Address" sup­
er-set" bits on Coherent transactions cannot mix with modules that use direct mapped 
virtual addressed caches. 
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