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Preface

The OSF DCE Administration Guide provides concepts and procedures that
enable you to manage the Distributed Computing Environment (DCE).
Basic DCE terms are introduced throughout the OSF DCE Administration
Guide. A glossary for all of the DCE documentation is provided in the
Introduction to OSF DCE. The Introduction to OSF DCE helps you to gain
a high-level understanding of the DCE technologies and describes the
documentation set that supports DCE.

Audience

This guide is written for system and network administrators who have
previously administered a UNIX environment.
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Preface

Applicability

This is Revision 1.0 of this guide. It applies to the OSF® DCE Version 1.0
offering and related updates. (See your software license for details.)

Purpose

The purpose of this guide is to help system and network administrators to
plan, configure, and manage DCE. After reading the guide, you will
understand what the system administrator needs to do to plan for DCE.
Once you have built the DCE source code on your system, use this guide to
assist you in installing executable files and configuring DCE. The OSF DCE
Release Notes contain instructions for installing and building DCE source
code.

Document Usage

The OSF DCE Administration Guide consists of three books, each of which
is divided into parts, as follows:

o OSF DCE Administration Guide—Introduction
— Part 1. Introduction to DCE Administration
— Part 2. Configuring and Starting Up DCE
e OSF DCE Administration Guide—Core Components
— Part 1. DCE Remote Procedure Call
— Part 2. DCE Cell Directory Service
— Part 3. DCE Distributed Time Service
— Part 4. DCE Security Service
o OSF DCE Administration Guide—Extended Services
— Part 1. DCE Global Directory Service
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— Part 2. DCE Distributed File Service
— Part 3. DCE Diskless Support Service

Related Documents

For additional information about the DCE, refer to the following documents:
e Introduction to OSF DCE
o OSF DCE Administration Reference

OSF DCE User’'s Guide and Reference

OSF DCE Release Notes

OSF DCE Porting and Testing Guide

OSF DCE Application Development Guide

OSF DCE Application Development Reference

L]

Typographic and Keying Conventions

This document uses the following typographic conventions:

Bold Bold words or characters represent system elements that you
must use literally, such as commands, flags, and pathnames.

Italic Italic words or characters represent variable values that you
must supply.

Constant width
Examples and information that the system displays appear in
constant width typeface.

[1] Brackets enclose optional items in format and syntax
descriptions.
{ } Braces enclose a list from which you must choose an item in

format and syntax descriptions.
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I A vertical bar separates items in a list of choices.
< > Angle brackets enclose the name of a key on the keyboard.

Horizontal ellipsis points indicate that you can repeat the
preceding item one or more times.

<Ctrl-x> or "x
The notation <Ctrl-x> or “x followed by the name of a key
indicates a control character sequence. For example, <Ctrl-c>
means that you hold down the control key while pressing <c>.

<Return> The notation <Return> refers to the key on your terminal or
workstation that is labeled with the word Return or Enter, or
with a left arrow.

Problem Reporting

If you have any problems with the software or documentation, please
contact your software vendor’s customer service department.

Pathnames of Directories and Files in DCE
Documentation

For a list of the pathnames for directories and files referred to in this
document, see the OSF DCE Administration Guide—lIntroduction and the
OSF DCE Release Notes.
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Chapter 1

Overview of the X.500 Directory
Service

The Global Directory Service (GDS) is a distributed, replicated directory
service. ‘‘Distributed’’ in this context means that information is stored in
different places in the network. Requests for information are routed by GDS
to directory servers throughout the network. ‘‘Replicated’’ in this context
means that information is stored in more than one location for easier access.

GDS is based on the CCITT X.500/IS 9594 (1988) international standard.
The aim of this standard, also referred to as the International Organization
for Standardization (ISO) directory standard, is to provide a global
directory that supports network users and applications with information
required for communication. The directory plays a significant role in
allowing the interconnection of information processing systems from
different manufacturers, under different managements, of different levels of
complexity, and of different ages.

GDS is the DCE implementation of the OSI directory standard. Together
with the Cell Directory Service (CDS), it provides its users with a
centralized place to store information required for communication, which
can be retrieved from anywhere in a distributed system. GDS maintains
information describing objects such as people, organizations, applications,
distribution lists, network hardware, and other distributed services dispersed
over a large geographical area.
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CDS stores names and attributes of resources located in a DCE cell. A DCE
cell consists of various combinations of DCE machines connected by a
network. Each DCE cell contains its own CDS Server, which provides
access to local resource information. CDS is optimized to provide users with
access to local information.

GDS serves as a general-purpose information repository. It provides
information about resources outside a DCE cell. GDS links the various cells
by helping to locate remote cells.

1.1 The Directory Information Model

A directory is a collection of information about objects that exist in the
world. Objects are anything with a name; for example, people,
organizations, printer servers, and application processes.

All types of information can be stored in a directory. This information is
usually in the form of a description or an address. For example, a typical
directory is a white pages city telephone directory containing information
about people and businesses. The addressing information stored in the
directory consists of the telephone number and street address of a person or
business. Descriptive information is the name of the person or business.
Another example is a yellow pages directory that provides information
about an object, such as a restaurant. A specific restaurant may include
additional information such as types of food, serving times, credit cards
accepted, and so on.

The information stored in a directory is known as the Directory Information
Base (DIB).

1.1.1 Entries

Information about an object is stored in an entry in the DIB. There are two
types of entries in the directory. An object entry refers to an object and
contains all the information about that object in the DIB. An alias entry is a
special type of entry that provides an alternative name for an entry. Alias
entries are described later in this chapter.
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1.1.2 Attributes

Each entry in the DIB is made up of a set of attributes. Each attribute stores
information about the object to which the entry refers. An entry for a person
can contain separate attributes for that person’s last name, first name, postal
address, telephone address, and so on.

Each attribute, in turn, is made up of an attribute type and one or more
attribute values. The attribute type identifies the attribute, and the attribute
value is the value or set of values for that attribute. For the attributes for an
entry for a person, the attribute types would be Surname, Common-Name,
Postal-Address and Telephone-Number. Attributes that have more than
one value are called multivalyed attributes. For example, the entry for
someone who has more than one telephone number would contain one
Telephone-Number attribute with two values, one for each number. Figure
1-1 shows the structure of the DIB.
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Figure 1-1. The Structure of the DIB

2NN
e ~

Alias Entry Object Entry
Entry
Attribute Attribute "N Attribute
Type Value(s)

Each attribute type also has an attribute syntax which describes the format
of the legal values of that attribute type. For example, the Telephone-
Number attribute type is declared to have values of attribute syntax
Telephone Number Syntax. This means that a value takes the form of a
valid telephone number (irrespective of whether or not it is a telephone
number). Another example is Common-Name, which is assigned the Case
Ignore String syntax so that only strings can be entered, and their case is
not significant.
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1.1.3 Object Classes

In order to categorize entries in the DIB, each entry is said to contain one or
more object classes. The object class of an entry describes the object that
entry refers to. Sample object classes are Country, Person,
Organizational-Person, and Application-Entity. The object class of an
entry restricts the permitted attributes for that entry. The mandatory and
optional attributes of entries in an object class are determined by object
class rules. (These rules are part of a schema and are described later in this
chapter.)

For example, an entry representing an organization must contain an attribute
called Organization-Name, which has the name of the organization as its
value. It can contain optional attributes that describe the organization, the
state or locality in which the organization resides, the postal address of the
organization, the business category of the organization, and so on.

As a general rule, all entries must contain the Object-Class attribute, which
contains the list of object classes to which the entry belongs. This attribute
is multivalued. If an entry belongs to more than one object class, all object
classes must be listed in this attribute.

For example, there are two object classes defined as Person and
Organizational-Person. An entry in the Person object class must contain a
Common-Name attribute and a Surname attribute. It can contain several
other attributes such as Description, Telephone-Number, and User-
Password. An entry in the object class Organizational-Person is defined as
a subclass of Person. This means that it must contain every mandatory
attribute of Person and can contain every optional attribute of Person.
However, it is also defined as an extension of Person. Organizational-
Person can contain more attributes than Person. These attributes include
Organizational-Unit-Name, Telex-Number, and so on. An entry that
describes Organizational-Person must have at least two values in its
Object-Class attribute, that is Person and Organizational-Person.

Figure 1-2 shows an example of an entry describing Organizational-
Person.
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Figure 1-2. Example of an Entry Describing Organizational Person

Top/GDS-Top

Object-Class Person

Organizational-
f Person \

H A.S. Schmidt
Common-Name Al Schmidt
/4 Alfred Schmidt ~_

Attribute Values

Surname Schmidt /

/Y

Attribute Types

617 289 4448

Telephone-Number

800 289 4400

617 753 8871

Title Sales Manager.

Organizational-

Unit-Name New York Sales
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1.1.4 Object Identifiers

As shown in the previous section, attribute types and object classes have
human-language names. Although all names are meaningful and unique,
they are not used in the protocols; an Object Identifier (OID) is used instead.
This is a hierarchical number assigned by a registration authority. The
possible values of OIDs are defined in a tree. The standards bodies ISO and
CCITT control the top of the tree and define portions of this tree. These
standards bodies delegate the remaining portions to other organizations so
that each object class, attribute type, and attribute syntax has a unique OID.
These OIDs are written in the format 2.5.6.2; this is the OID of the Country
object class. If more information is required, the OIDs can be written as
follows:

joint-iso-ccitt {2} modules {5} object classes {6} country {2}
Figure 1-3 shows a portion of the tree.

Figure 1-3. Object Identifiers

root

ccitt(0) iso(1) joint-iso-ccitt(2)
/ \
ds(5) mhs-motis(6)
O N
attributeType(4) objectClass(6) arch(5)
/\
oc(1) at(2)

To enable more efficient transmission over a communications line, the first
two subidentifiers 2 and 5 are coded together; this results in one
subidentifier, 85. The encoded format of the OID for the Country object
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class is thus 85.6.2. This encoded representation is used in the GDS
administration programs and in tables in this book. For example, Table 1-5
(shown later in this chapter), which contains a list of OIDs for selected
object classes, uses this format. Where unencoded format is used in text, the
encoded format is included in parentheses for clarity.

1.2 X.500 Naming Concepts

Large amounts of information need to be organized to enable efficient data
retrieval and ensure that names are unique. Information in the DIB is
organized in a hierarchical structure called the Directory Information Tree
(DIT). The structure and naming of the nodes in the DIT are specified by
registration authorities for a standardized set of X.500 names, and by
implementors of the directory service (such as OSF) for implementation-
specific names. A schema describes the DIT hierarchy. Schemas are
described in more detail later in Section 1.6.

Although the X.500 standard does not define a specific schema, it does make
general recommendations. For example, countries and organizations need to
be named near the root of the DIT; whereas, people, applications, and
devices need to be named further down in the hierarchy. GDS supplies a
default schema that complies with these recommendations.

1.2.1 Distinguished Names

A hierarchical path exists from the root of the DIT to any entry in the DIB.
Each entry must have a name that uniquely describes that entry. A Relative
Distinguished Name (RDN) distinguishes an entry from other entries with
the same superior node in the DIT. A sequence of RDNs, starting from the
root of the tree, can identify a unique path down the tree, and thus a unique
entry. This sequence of RDNs, which identifies a particular entry, is the
Distinguished Name (DN) of that entry. Each entry in the DIB can be
referenced by its DN.

Figure 1-4 shows an example of a DN. The shaded boxes in the DIT
represent the entries that are named in the column labeled RDN. According
to the schema, countries are named directly below the root, followed by
organizations, organization units, and people.
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Figure 1-4. A Distinguished Name in a Directory Information Tree

DIT RDN Distinguished Name

Root {

c=US {C =US}

Organizations

{C =Us

0 =Acme Enterprises 0 =Acme Enterprises}

Organization Units
{C=US

OU =New York Sales O=Acme Enterprises
OU=New York Sales}

{C=US

O =Acme Enterprises
OU =New York Sales
CN =Alfred Schmidt}

CN =Alfred Schmidt

Every entry in the DIB has a DN, not just the leaf nodes. For example, the
DN for Acme Enterprises in Figure 1-4 is the concatenation of the DN of the
entry above with its RDN.

1.2.2 RDNs and Attribute Value Assertions

An RDN consists of one or more assertions about the type and value of an
attribute. A pair consisting of an attribute type and a value of that type is
known as an Attribute Value Assertion (AVA). All attribute types in an RDN
must be different. The value of an attribute in an RDN’s AVA is called the
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distinguished value of that attribute as opposed to the other possible values
of that attribute.

For example, the entry shown in Figure 1-4 contains the RDN CN = Alfred
Schmidt. Although the CN (Common-Name) attribute consists of three
values: Alfred Schmidt, A. S. Schmidt, and Al Schmidt, the AVA CN =
Alfred Schmidt contains the value Alfred Schmidt, which has been
designated as the distinguished value in the AVA.

An RDN usually contains a single distinguished value, and therefore is
made up of a single AVA. However, under certain circumstances additional
values (and hence multiple AVAs) are used.

For example, the RDN of an Organizational-Person entry is usually
composed of a single AVA, such as the Common-Name attribute type with
a distinguished value (in Figure 1-4, the AVA is CN = Alfred Schmidt).
Depending on the schema, the RDN of an Organizational-Person entry
may contain more than one AVA. For example, the RDN in Figure 1-4 can
contain the AVAs CN = Alfred Schmidt and OU = New York Sales, with
Alfred Schmidt and New York Sales as distinguished values.

To summarize:
o A DIT consists of a collection of DNGs.
e DNs result from a concatenation of RDNs.

o RDNs consist of an unordered collection of attribute type and value
pairs (AVAs).

1.2.3 Aliases

1-10

Alternative names or aliases are supported in the DIT through special
pointer entries called alias entries. Alias entries do not contain any
attributes other than their distinguished attributes, the object class attribute,
and the aliased object name attribute (that is, the DN of the aliased object
entry). Because an alias entry has no subordinate entries, it is, by definition,
a leaf entry of the DIT as shown in Figure 1-5. Alias entries point to object
entries and provide the basis for alternative names for the corresponding
objects.

For example, aliases are used to provide more user-friendly names, to direct
the search for a particular entry, to reduce the scope of a search, to provide
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for common alternative abbreviations and spellings, or to provide continuity
after a name change.

Figure 1-5 demonstrates how an alias name provides continuity after a name
change. The ABC company’s branch office, located originally in Osaka, has
moved to Tokyo. To make the transition easier for directory users and to
guarantee that a search based on the old information finds its target, an alias
for O=ABC is added to the directory beneath L=0Osaka. This alias entry
points to the object entry O=ABC. A search for ABC under L=0saka in
the DIT finds the entry /C=Japan/L=Tokyo/O=ABC.

Figure 1-5. An Alias in the Directory information Tree

N

C =Japan

L=0Osaka

0 =ABC 0 =ABC

OU=0saka Branch

Alias entries can also be used instead of filtering. Filtering is a process that
uses assertions about particular attributes to search through the DIT.
Although filtering does not require any special information in the DIT, a
search involving a large population of entries and attributes can be
expensive. An alternative approach is to set up special subtrees whose
naming structures are designed to perform searches similar to yellow pages
searching. Figure 1-6 shows an example of such a subtree, populated by
alias entries and segregated by localities within the organization. Note that
the entries within these special subtrees could also be a mixture of object
and alias entries, provided there is only one object entry for each object
stored in the directory.
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Figure 1-6. A Subtree Populated by Aliases

Country O

Organization O

]

Object Within
the Organization

An object with an entry in the DIT can have zero or more aliases. Several
alias entries can point to the same object entry. An alias entry can point to
an object that is not a leaf entry. Only object entries can have aliases;
aliases of aliases are not permitted.

1.3 GDS as a Distributed Service

GDS has two basic functions in a DCE cell:

o It provides a high-level, worldwide directory service by tying together
independent DCE cells.

« It is used as an additional directory service to CDS for storing object
names and attributes in a central place.

The GDS database contains information that can be distributed over several
GDS servers. In addition, copies of information can be stored in multiple
GDS servers, and the information can be cached locally. The unit of
replication in GDS is the entry (whole subtrees can also be replicated).

The information belonging to the DIB is shared between several Directory
Service Agents (DSAs). A DSA is a process that runs on a GDS server
machine and manages the GDS database. DSAs that know only part of the
total directory information (as shown in Figure 1-7) cooperate with each
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other to perform directory service operations. This cooperation often
involves the navigation of operations through the network.

Figure 1-7. The Relationship Between the DSA and the DSU

The Directory Environment

The Directory

Users access the directory through Directory User Agents (DUAs). DUAs
issue requests to DSAs on behalf of users requesting directory service
operations. The manner in which DUAs talk to DSAs is defined by the
X.500 standard.

The Directory Access Protocol (DAP) is defined for communication
between DUAs and DSAs.

The directory standard also defines directory functions in the DAP. The
directory functions can be divided into three general categories:

¢ Read operations involve the retrieval of information from specific
named entries. This enables name-to-attribute mapping that is similar to
the white pages telephone directory.

e Search operations involve general browsing and relational searching of
information. They support human interaction with the directory and are
similar to the yellow pages telephone directory.

OSF DCE Administration Guide—Extended Services 1-13



Global Directory Service

¢ Modify operations are used to modify the information in the directory.

The Directory System Protocol (DSP) is defined by the directory standard to
allow DSAs to communicate with one another. DSP provides three methods
of distributed request resolution: referral, chaining, and multicasting.

1.3.1 Referral

1-14

In some cases, a DSA is unable to provide a service to a DUA because the
required information is held elsewhere in the network. Using a method
called referral, a DSA informs the DUA or the calling DSA where the
information is located. The referral method may be initiated by the user’s
preference or the DSA’s circumstances.

Referrals are possible because the DN provided by the DUA identifies
where the requested entry is located in the DIT. DSAs use their knowledge
of the DIT to inform the DUA of the DSA that holds the requested
information (or a DSA that is closer to the DSA holding the information).

Figure 1-8 shows an example of referral. DSA1 passes a referral to DSA2
back to DUA. DUA then makes a request to DSA2,
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Figure 1-8. An Example of a Referral

Step 1

The Directory

Referral to DSA2

Read Request

Step 2
Result

The Directory

Read Request

1.3.2 Chaining

If a request received from a DUA cannot be fulfilled by the receiving DSA,
that DSA sends a referral back to the initiating DUA over DAP.
Alternatively, the DSA chains the request over DSP, asking another DSA to
perform the requested function. That DSA either performs the function or
sends back a referral of its own. In either case, the first DSA eventually
responds to the originating DUA with the results of the completed operation
or areferral. This process is called chaining.
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Chaining can go deeper than one level. To prevent lengthy searches, a user
needs to specify no chaining or a limit on total elapsed time for an
operation.

Figure 1-9 shows an example of chaining. DUA issues a request to DSAL.
DSA1 is unable to service the request and passes it to DSA2. DSA2
services the request, passes the result back to DSA1, and DSA1 passes the
result back to DUA.

Figure 1-9. An Example of Chaining

Step 1
The Directory
Chained
Read
Request
DUA Read Request
Step 2

Chained

Result

@: Result
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1.3.3 Multicasting

A DSA can forward a request to two or more DSAs simultaneously. This
process is called multicasting. The multicasting DSA waits for responses
from the DSAs to which it forwarded the request, then builds and sends a
single response back to the requestor.

Multicasting is only used in the unlikely event of name resolution, when a
DSA is tracking nonspecific subordinate references.

Figure 1-10 shows an example of multicasting. DUA issues a request to
DSA1. DSAI carries out the request by forwarding it to DSA2, DSA3, and
DSA4.

Figure 1-10. An Example of Multicasting

The Directory

DUA Read Request

1.3.4 Directory Distribution

The DIB is potentially distributed transparently across multiple DSAs, with
each DSA comprising part of the DIB. Conceptually, DSAs are made up of
two types of information: Directory Information is the collection of entries
over which the administrator of a particular DSA has administrative
authority; the information required to locate the DSA with administrative
authority for a particular entry is Knowledge Information.

In the GDS implementation, every object entry has an attribute called the
Master Knowledge attribute. This attribute contains the DN of the DSA
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responsible for maintaining the ‘‘master copy’’ of the data. The entry can be
replicated and stored on other DSAs. The DSA that maintains the master
copy updates the entry periodically in a process called shadowing. The
frequency of these updates is determined by the administrator through
shadow administration functions (described in Chapter 10). The updated
entries distributed on one or more DSAs are ‘‘shadow copies’’ of the entry
that masters the object.

Each DSA has an entry containing its own name and a network address.
Each DSA knows its own name from a configuration file. By comparing this
name with the Master Knowledge attribute of an entry in the DSA, the
DSA determines whether it masters the entry or contains a shadow copy of
the entry.

Figure 1-11, presented later in this chapter, shows an example of how master
and shadow entries are stored on two DSAs: DSA1 and DSA2. The figure
shows the copy of AP2 on DSA1l with an indication that the Master
Knowledge attribute is set to the DN of DSA2. AP2 is mastered on DSA2.

A master entry can be modified only by an administrator with the
appropriate access rights to the entry.

1.3.5 Operations Standardized by X.500

Table 1-1 lists and briefly describes the underlying operations defined by
X.500 that are used internally by GDS to provide the functions available in
the GDS administration programs. These operations are available to
programmers in the library of XDS API function calls that are included with
GDS. XDS API allows programmers to write applications that perform
operations on the directory. (See the OSF DCE Application Development
Guide for more information on programming with XDS API.)
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Table 1—-1. Operations Standardized by X.500

Operation Meaning
Bind Used at the beginning of a directory session for
accessing the directory
Unbind Used at the end of a directory session to release
the directory association
Read Reads a patrticular entry with particular attributes
Compare Checks whether an attribute value supplied
matches a value of that attribute of a particular entry
List Lists all the immediate subordinates of a
particular entry
Search Returns information from all the entries (that
satisfy some filter) within a certain section of the DIT
Abandon Cancels an outstanding interrogation request
Add entry Adds a new leaf entry to the DIT

Remove entry | Removes a leaf entry from the DIT
Modify entry Modifies attributes of a particular entry
| Modify RDN Modifies the last RDN of a leaf entry

1.4 Standardized Features of the Directory Service

Directory service users are concerned with goal-oriented tasks (such as
looking up a name or a telephone number). The directory service provides
the following features (defined in the X.500 standard):

o User-friendly naming

Lookup

Searching

Browsing

Groups

User identification (authentication)

Routing of requests
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1.4.1 User-Friendly Naming

Objects can be referred to with names that are readable. These names are
assigned to ensure, as far as possible, that they can be predicted or
remembered by human users. When sending a message by means of
electronic mail, it is ill-advised to specify a confusing combination of
figures, letters, and special characters as the receiver because they are open
to misinterpretation. This information, which is necessary for sending but is
of no interest to the user, is concealed in the directory service. User-friendly
names typically consist of attributes that are inherent to the object, and not
fabricated to suit the method of transmission.

This user-friendly naming is enhanced by the use of the alias names. One
administrator can use the names ‘‘laser printer’” and ‘‘line printer’’ whereas
another can call them ‘high- quality printer’’ and ‘‘high-speed printer.”’

1.4.2 Lookup

Users can select the DN or alias name of an object together with the types of
attributes required. The directory service returns all values associated with
these attribute types. This function is similar to the white pages of the
telephone directory. However, it supplies considerably more information
than just addresses and telephone numbers. For example, an entry for a
program name not only indicates what a program can do, but also where it is
installed and who has access rights.

1.4.3 Searching

1-20

It is possible to search for objects according to common characteristics in a
fashion similar to using the yellow pages in a telephone directory. As a
general rule, the search is carried out from a particular entry onward and, in
extreme cases, from the root onward.

Filters are used to specify search criteria; that is, only entries that satisfy the
filter are returned. Both the search time and the number of hits in a
successful search operation can be specified by the user. The user could use
this function of the directory service to obtain, for example, a list of all laser
printers installed in one particular building.
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1.4.4 Browsing

A user who does not know the DN or the alias name of the object to be
located can find the necessary information by ‘‘browsing’’ through the DIT.
The user selects a specific entry, and all entries lecated immediately below
it in the hierarchical structure are then displayed. The user then selects a
new entry from these entries (this is known as recursive listing).

1.4.5 Groups

A group is an object consisting of a collection of object names. Object
names within groups can also form groups. For example, groups can be used
to make distribution lists.

1.4.6 User Identification (Authentication)

The directory service supports user authentication in a number of ways (for
example, simple authentication with name and password and strong
authentication using public key cryptography).

1.4.7 Routing of Requests

If a DSA cannot find the requested information, the following mechanisms
are available to handle the request:

Referral The DSA sends the requesting DUA or DSA a reference
indicating a DSA to be addressed as an alternative. The
referral is handled using the DAP or DSP.

Chaining  The DSA passes the request directly on to another DSA using
the DSP.

Multicasting
The DSA passes the request directly on to several other DSAs
using the DSP.
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1.5 Extensions to the X.500 Directory Service

In addition to the functions standardized by X.500, the following features
are also available in GDS:

o Shadow Information

Modeling of Knowledge Information

Access Control

Directory User Agent Cache

Remote Administration

Schema Information

Tree Processing

1.5.1 Shadow Information
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Frequently used data that is stored on one DSA can be copied and updated
by other DSAs. This functionality increases the availability of the data and
reduces the network access and costs. A temporary inconsistency in the
data, which can occur, is tolerated by the directory system. If this
inconsistency is unacceptable, only master information can be used. The
Master Knowledge attribute, which is part of every object, indicates
whether the data is master or shadow information.

Shadow administration involves the creation and manipulation of shadows
and shadowing jobs. A shadowing job is stored in a local shadowing job file
and contains the following information:

o Name of an object or subtree that has been replicated on a specific target
DSA

o Name of the target DSA that has the replica
o Update frequency for the object or subtree on the target DSA

In the GDS implementation, a daemon process periodically updates an
object or subtree on a target DSA by looking at the information stored in the
shadowing job file. Note that a shadowing job should not be confused with
a process or system task. A shadow is a read-only (in most cases) replica of
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some object or subtree maintained in a nonlocal DSA that is updated at
specified intervals.

The administrator has the option of activating a shadowing job (if one does
not already exist), setting the update frequency of an existing job, or
deactivating a job. The administrator selects the update frequency from one
of three values: HIGH, MEDIUM, or LOW. A series of exact time values,
which can be specified, is associated with each one of these values:

o HIGH — 5 to 30 minutes
¢ MEDIUM — 1 to 12 hours
o LOW — daily, weekly, twice a week

An administrator should choose the high update frequency if several objects
change over a very short time in the DSA and the entries need to be updated
as soon as possible. A low update frequency is used when there are only a
few changes over the DSA in a short period of time.

An administrator can perform shadow administration while connected to the
local DSA containing the objects to be administered. Shadow administration
allows the administrator to create and delete shadows of objects or subtrees
in a DSA, to create and delete shadowing jobs, and to manage shadowing
jobs.

1.5.2 Modeling of Knowledge Information

GDS models the knowledge information so that each DSA contains an entry
with its own name (for example, /C=DE/O=Smith
Ltd/OU=DI/CN=DSA/CN=DSA1) and its Presentation Service Access
Point (PSAP) address (which is its network address) as attributes.

The Master Knowledge attribute contains the DN of the DSA that masters
the object. This is shown in Figure 1-11 with the names of the DSAs and the
objects they master:

o /C=DE/O=Smith Ltd/OU=AP2 is mastered by DSA2.

o /C=DE is mastered by DSAL.

o /C=DE/O=Smith Ltd is mastered by DSA1.

¢ /C=DE/O=Smith Ltd/OU=AP2/CN=M is mastered by DSA1.
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Each DSA extracts its own name from a configuration file. By comparing
this name with the Master Knowledge attribute of an entry in the DSA, the
DSA can determine whether it masters the entry or just a shadow copy of
the entry.

When a master entry is created on one DSA and the entry’s superior node is
mastered by another DSA, a mandatory shadow of that entry is created
automatically on the DSA that masters the superior node.

For example, as shown in Figure 1-11, the entry for /C=DE/O=Smith
Ltd/OU=AP2 is mastered by DSA2. When the administrator adds the
master entry to DSA2, a mandatory shadow of /C=DE/O=Smith
Ltd/OU=AP2 is created automatically on DSA1 (as shown by the triangle
indicating a mandatory shadow entry). Note that the three subordinate
master entries under /C=DE/O=Smith Ltd/OU=AP2 in the tree do not
appear as shadow entries on DSA1. That is because their superior node,
/C=DE/O=Smith Ltd/OU=AP2, is mastered by the same DSA.

Figure 1-11 also illustrates how a mandatory shadow is created on DSA2.
The entry /C=DE/O=Smith Ltd/OU=AP2/CN=M is added to the tree by
the administrator of DSA1 beneath its superior node (and shadow entry)
/C=DE/O=Smith Ltd/OU=AP2. A mandatory shadow of /C=DE/O=Smith
Ltd/OU=AP2/CN=M is created automatically on DSA2 under the master
entry /C=DE/O=Smith Ltd/OU=AP2. The mandatory shadow is created
because the superior node of the new master entry is mastered on another
DSA (DSA2).

The reverse works with respect to removing entries from the directory.
When a master entry is removed, its mandatory shadow entry is removed
too.

If a master entry contains a mandatory shadow when an entry is being
modified, both entries are modified.

When the DIT is distributed over several DSAs, each DSA must contain the
following:

o All the entries that it masters.

This is shown for DSA1 in Figure 1-11 by the circles denoting master
information for the following objects:

— /C=DE
— /C=DE/O=Smith Ltd
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— /C=DE/O=Smith Ltd/OU=AP1

— /C=DE/O=Smith Ltd/OU=AP2/CN=M

— /C=DE/O=Smith Ltd/OU=AP1/CN=Huber

— /C=DE/O=Smith Ltd/OU=AP1/CN=Meter

— /C=DE/O=Smith Ltd/OU=AP1/CN=Laser Printer

o If applicable, all shadow entries necessary to link the master entries to
the root.

This is shown in Figure 1-11 by the inclusion of the shadow entry
/C=DE/O=Smith Ltd/OU=AP2 (with the name of the DSA that masters
it, DSA2, in parentheses) to specify the master entry /C=DE/O=Smith
Ltd/OU=AP2/CN=M.

o All direct children of master entries.

This is shown in Figure 1-13 in the box containing DSAL.
/C=DE/O=Smith Ltd/OU=AP1 and /C=DE/O=Smith Ltd/OU=AP2
are direct children of Smith Ltd.

» The shadows of the DSA entries that appear as Master Knowledge
attributes in the shadows available in this DSA.

For example, in order to return referrals or to perform chaining, the DSA
must know the appropriate DSAs. The DSA’s name must be kept as
master, and all the other DSAs are stored in this DSA as shadows.

In Figure 1-11, DSAL1 retains its name as master and the name of DSA2
as shadow. DSA2 holds its name also as master and the name of DSA1
as shadow. If an administrator looks for children of /C=DE/O=Smith
Ltd/OU=AP2 (on DSA1l) and requests master information, DSA1
returns /C=DE/O=Smith Ltd/OU=AP2/CN=M. DSA1 uses the master
knowledge of /C=DE/O=Smith Ltd/OU=AP2 to determine which DSA
needs to be contacted. To contact this DSA, it needs to know that DSA’s
PSAP address (which is guaranteed by the existence of a shadow entry
of DSA2). This enables a DSA to take part in navigation through
chaining and referrals.

(The DSA can also hold additional shadows for data replication
purposes; see Section 1.5.1.)
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Figure 1-11. Storage of Knowledge Information in GDS

DSAt DSA2

Qroot
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CN=DSA1 CN=DSA2 CN=Huber CN=Laser CN=M CN=DSA1 CN=DSA2 CN=H CN=N CN=Fax CN=M
Printer Machine (DSA1)

Legend:

O = Master Entry.

[0 = Copy with Master Knowledge information.
A: Mandatory Shadow (automatically generated).

1.5.3 Access Control

In addition to authentication (by means of name and password), access
protection is required for each object at attribute level. A telephone number,
for example, is an attribute that, in general, everybody is allowed to read.
However, attribute values such as number of children, bank accounts, or
salary groups are restricted to a limited number of people. In addition, even
for attributes that everyone is allowed to read, it is only acceptable for a few
people to have authorization to change the values.
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Because there can be many different attributes in the DIT, it is too expensive
to define a protection mechanism for each individual attribute type. Instead,
the attributes are divided into three classes:

o Public
o Standard
o Sensitive

Read and modify access rights can be defined for each of the three classes.
The values for the Access-Control-List (ACL) attribute for an entry specify
which person has which type of access to the individual attributes. Each
entry has an ACL attribute that has multiple values. Each value has a list of
names associated with one of the three access classes PUBLIC,
STANDARD, and SENSITIVE, and READ and MODIFY access rights;
this provides a total of five possible lists. (READ PUBLIC is not
necessary.) These lists are used to control access to other attributes in the
entry. For example, to modify the public attribute Telephone-Number you
must be on the MODIFY PUBLIC list in the ACL of the specific entry.

Figure 1-12 shows the values of the ACL attribute. (The class of
authorization READ PUBLIC does not need to be entered because, by
definition, PUBLIC attributes can be read by all users.)

Figure 1-12. Access Control Using the ACL Attribute

Object (For example, Person)

Attribute Types | Common-Name Street-Address |«ss| User-Password |Access-Control-List

MODIFY PUBLIC Name of the authorized persons*
Attribute Values READ STANDARD Name of the authorized persons*
MODIFY STANDARD Name of the authorized persons*®
READ SENSITIVE Name of the authorized persons*
MODIFY SENSITIVE Name of the authorized persons*

*For this object or the pertaining subtree.
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The following specifications apply for assigning access rights:

o The ACL of the default schema has no access rights when GDS is

configured. Every uvser, including the anonymous user (one without a DN
and password), has read and write access to all attributes in the schema.

The administrator needs to remember that any anonymous user who has
access to the GDS administration programs can log into a remote DSA.
However, only PUBLIC attributes that are not protected by an ACL can
be read and modified. It is strongly recommended that administrators
protect objects by entering their DNs in the ACLs of objects requiring
some form of restricted access. Otherwise, an unauthorized user could
change or destroy an object not protected in this manner.

A master entry can only be created by the user who has write access to
the naming attribute of the parent node. The user creates all attributes of
the entry and establishes which objects can access these attributes in the
ACL attribute. If the user does not enter an ACL attribute when creating
an entry, GDS automatically enters the ACL attribute of the parent node
for the new entry.

In Figure 1-13, CN=new_object can only be created if the administrator
logs in as /C=us/O=o0sf/OU=sales/CN=admin. If no ACL is specified,
the new object is assigned the ACL attribute of /C=us/O=o0sf/QU=sales;
otherwise, it takes the ACL that the administrator specified for the
operation.

Figure 1-13. Assigning ACLs for an Add Operation

1-28

O C=us

O O=osf

) OU=sales
ACL of this object (for modify public: /C=us/O=0sf/OU=sales/CN=admin).

O CN=new_object

ACL: either from superior or totally new ACL.
Legend:

O Master Entry.

* A master entry can only be deleted by users who have modify access to

the naming attribute of the entry to be deleted.
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In Figure 1-13, CN=new_object can only be deleted if the administrator
logs in as /C=us/O=0sf/QU=sales/CN=admin. The object can only be
modified if the administrator logs in as
/C=us/O=0sf/OU=sales/CN=admin.

o A shadow entry created by means of shadow handling (see Chapter 10)
has the same ACL attribute as the corresponding master entry.
Therefore, such an entry can only be modified and deleted by users who
are also permitted to modify and delete the master entry.

1.5.4 The Directory User Agent Cache

The Directory User Agent (DUA) cache is a process that stores a cache of
information obtained from DSAs. One DUA cache runs on each client
machine and is used by all the users on that machine. The DUA cache
contains copies of recently accessed object entries and information about
DSAs. The user specifies which information is to be cached. It is also
possible to bypass the DUA cache by obtaining information directly from a
DSA. This is desirable, for example, if the user wants to ensure that the
information obtained is up-to-date.

A cache process also runs on a client/server machine. It contains the client
address, the name of the local DSA, and the DSA’s PSAP address (PSAP
addresses are described in Chapter 2), which is required to get GDS running.

Unlike the DSA, the cache knows nothing about a schema or tree structure.
Therefore, information without existing superiors can be added to the cache,
and objects can be deleted while subordinates still exist.

The cache does not handle ACL attributes. If an application reads data from
a DSA and stores it automatically in the cache, only attributes that are
classified as Public are stored in the cache.

The Cache Update process updates replicated information in a DUA cache.
It runs as required and then terminates. The Cache Update process runs on
GDS client and client/server machines.

An administrator (or any user who has access to the GDS administration
tools) controls the information stored in the cache by logging into the local
machine using the option in Mask 1 Logon to the DUA cache. (Masks are
menus that enable a user to enter input interactively in the GDS
administration programs. Masks are described in detail in Chapters 8
through 11.)
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Figure 1-14 shows the interaction between an application program, using the
XDS interface, and the GDS client and server. The GDS client and server
use the DAP to communicate. The GDS servers use the DSP to
communicate with one another. The DAP and DSP perform functions
similar to the function that DCE RPC protocols perform in other DCE
services.

Figure 1-14. GDS Components

GDS Client GDS Server
Application XDS > DUA DAF > DSA
T DB
\
DUA
Cache
DAP DSP
GDS Server
\ Y
DSA
DIB

1.5.5 Remote Administration
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Only local administration is defined as standard. This means that each DSA
must be administered separately. For maximum flexibility, GDS provides
remote administration. This enables administrators to log into other DSAs
and perform directory operations from one workstation. GDS enables
remote administration of objects, schema, copies, and subtrees.

The administrator remotely logs into a DSA through the User Identification
mask (Mask 1). The administrator enters a DN that represents the
administrator and a password (if required). The DN must exist in the
directory tree and have modify access to any object (as defined in the ACL
of that object) the administrator wants to perform object, schema, subtree, or
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shadow administration functions on. (However, modify access is only
required if the administrator wants to change anything in the DIT.) The next
mask that is displayed, the Logon to a Specific DSA mask (Mask 2), enables
administrators to enter the name of a remote DSA to which they want to be
connected.

1.5.6 Schema Information

The directory schema governs the structure of the directory tree. It consists
of a set of rules that defines the name structure, the object classes, and the
attribute types and their syntaxes. The directory standard only describes the
schema concept and not the schema structure. It does, however, make
recommendations on the attributes types and object classes that need to be
present in the directory.

In GDS, the schema is stored as an object in the directory directly under the
root with the following distinguished name : /CN=Schema. A default
schema is supplied to initialize a directory service system.

1.5.7 Tree Processing

The current standard defines only the insertion, deletion, and renaming of
end nodes (leaves). In addition, GDS administration includes a series of tree
processing functions that can be used to restructure the DIT.

These tree processing functions allow the user to save, append, move, copy,
and delete subtrees, to change the Master Knowledge attribute of all
objects in a subtree, and also to modify a special value of an existing
attribute in a subtree.

Figure 1-15 illustrates how tree processing functions could be used to to
delete a subtree from one node and append it to another.
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Figure 1—15. Moving a Subtree

root

CN=Matsuda CN=McMahon CN=Garland CN=Bauer

root

C=Us C=DE

CN=Matsuda CN=McMahon CN=Garland CN=Bauer

1.6 Schema

The structure of directory information is governed by a set of rules called a

schema. A schema specifies rules for the following:
o The structure of the DIT

+ The contents of entries in terms of attributes

o The syntax of attribute values and rules for comparing and matching

them
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1.6.1 The GDS Standard Schema

DCE includes a default or ‘‘standard’’ schema for GDS. This is the GDS
proprietary interpretation of the X.500 schema.

Each attribute in the schema is assigned a unique object identifier and the
syntax of its value. In addition, the schema specifies the mechanism for
comparing attributes of this type with one another. Each entry in the DIT
belongs to an object class governed by the schema. Object class definitions
can be used to derive subclasses, supporting the inheritance and refinement
of the attribute types defined for the superclass.

The ability to define subclasses is a powerful feature of the directory
service. Structure rules determine which object classes are children and
which object classes are parents in the DIT. Therefore, they define possible
name forms.

The directory standard defines a number of standard attribute types and
object classes. For example, it defines the attribute types Common-Name
and Description, and the object classes Country and Organizational-
Person. Based on the standard rules, GDS applications may enhance the
schema with additional attribute types and object classes.

Figure 1-16 shows the relationship between schemas and the directory
information model.

Figure 1-16. The Relationship Between Schemas and the DIT

Definitions DIT Elements
rules for
Structure Rules > DIT
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f
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The GDS standard schema includes the following tables which define the
structure of the DIT:

o Structure Rule Table (SRT)
o Object Class Table (OCT)
o Attribute Table (AT)

1.6.2 The Structure Rule Table

The Structure Rule Table (SRT) defines the hierarchical relationships that
are permitted between objects and their RDNs. The SRT supplied with the
GDS standard schema contains the entries shown in Table 1-2.
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Table 1-2. SRT Entries (for DSAs)

OSF DCE Administration Guide-——Extended Services

Superior | Acronym of | Acronym of
Rule Rule Naming Structural
Number | Number Attribute Object Class

1 0 CN SCH

2 0 C C

3 2 0] ORG

4 3 Oou Oou

5 4 CN ORP

6 4 CN ORR

7 4 CN APP

8 4 CN MDL

9 4 CN,0U APP ORP
10 7 CN APE
11 7 CN DSA
12 7 CN MMS
13 7 CN MTA
14 7 CN MUA
15 2 L LOC
16 15 CN REP
17 15 CN,STA REP

The SRT determines how the object classes are laid out in the DIT by
assigning rule numbers to each object class. An object class’s Superior Rule
Number specifies the object class directly above it in the DIT.

For example, the object class Organization (abbreviated with the acronym
ORG in the SRT), has a Superior Rule Number of 2, indicating that it is
located in the DIT beneath the object class Country (C) which has a Rule
Number of 2. Organization Unit (OU) is located beneath Organization
because it has a Superior Rule Number of 3, and so on.

The SRT only contains structured object classes (that is, classes forming
branches in the DIT). Other object classes (such as abstract and alias
classes) are not included.

The SRT specifies the attribute or attributes used to name entries belonging
to each object class. These attributes, called naming attributes, are used to
define the RDN and therefore the DN of directory entries.

There are actually two SRTs defined for GDS, one for DSAs and a slightly
different one for the administration programs. The SRT for the GDS
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administration programs is a compressed version of the DSA version and is
updated to reflect any changes in the DSA schema. Instead of having 17
Structure Rules, one for each naming attribute, it has only 10. Where
naming attributes share the same Superior Rule Number, the naming
attributes are given the same rule number.

Figure 1-17 shows the structure of the Directory Information Tree as defined
by the Structure Rule Tree of the GDS standard schema for a DSA. It
corresponds to the SRT entries in Table 1-2. Note that in Figure 1-17, the
SRT contains two entries for Organizational-Person that specify different
sets of permitted naming attributes.

The SRT for the standard schema used by the GDS administration programs
is shown in Table 1-3.
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Figure 1—17. Structure of the DIT for GDS Administration Programs

Organization

Organizational-
Unit

Residential-
Person

Residential-
Person

Organizational-

Organizational-
Person

MHS-Distribution-
Person

List

Organizational-
Role

Application-
Process

MHS-Message-
Store

MHS-Message-

Application-
Transfer-Agent

MHS-User-Agent °
Entity

OSF DCE Administration Guide—Extended Services 1-37



Gilobal Directory Service

Table 1-3. SRT Entries (for GDS Administration Programs)

Superior | Acronym of
Rule Rule Naming Acronym of
Number | Number | Attribute Structural Object Class
1 0 CN SCH
2 0 C C
3 2 6] ORG
4 3 ou ou
5 4 CN ORP, APP, ORR, MDL
6 4 CN, QU ORP
7 5 CN DSA, APE, MMS, MTA, MUA
8 2 L LOC
9 15 CN REP
10 15 CN,STA REP

Figure 1-18 shows the structure of the DIT as defined by the SRT of the
GDS standard schema for the GDS administration programs. It corresponds
to the SRT entries in Table 1-3. Note that in Figure 1-18, the SRT contains
two entries for Organizational-Person and Residential-Person that specify
different sets of permitted naming attributes.
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Figure 1-18. Structure of the DIT for Administration Programs
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An administrator uses the structure rules to determine the name structure of
an object entry so that the DN of the entry can be entered in administration
program masks. For example, in Figure 1-19, the name structure of a DSA
object entry /C=DE/O=Smith Ltd/OU=AP2/CN=ApplProc-
DSA/CN=DSA1 is 02-03-04-05-07. Starting from Structure Rule 7 (the
Structure Rule for DSA), it is easier to work backward to successive
superior rules to determine the correct name structure. Chapter 8 describes

how an administrator uses these rules in the administration program to enter
object entries into the directory.
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Figure 1-19. Determining the Name Structure of a DSA Object Entry

Structure Rule Table for GDS Administration Programs
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Name structure of DSA object entry:
/C=DE/O=Smith Ltd/OU=AP2/CN=ApplProc-DSA/CN=DSAI

1.6.3 The Object Class Table
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The object classes that make up the GDS standard schema are defined in the -
Object Class Table (OCT), which describes each object class, including its
mandatory and optional attributes and the inheritance of the attributes from
other object classes. Table 1-4 contains a partial listing of the OCT. (See
Appendix B for a complete listing of the OCT for the GDS standard
schema.) Each column contains information about an object class entry in
the schema.
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Table 1—-4. OCT Entries

Acronym | Acronym Acronym Acronym Acronym

of of Name of Kind of of Auxiliary | of of

Object Super Object Object Object File | Object Mandatory | Optional

Class Classes ID Class Class No. | Classes Attribute Attribute

TOP 85.6.0 Top Abstract -1 - OCL

GTP TOP GDS-Top Abstract -1 - ACL MK

ALl TOP 85.6.1 Alias Alias -1 - AGN

C GTP 85.6.2 Country Structural 1 - C DSC SG
CDC CDR

LOC GTP 85.6.3 Locality Structural 4 - DSCL
SPN STA
SEA SG
CDC CDR

ORG GTP 85.6.4 Organization | Structural 1 MUS e} DSCL
SPN STA
PDO PA
PC POB
FTNIIN TN
TTI TXN
X1A PDM
DI RA SEA
UP BC SG
CDC CDR

MUS TOP 86.5.1.3 | MHS-User Auxiliary -1 - MOA MDL MDT
MDE MMS
MPD

Note: All the object identifiers in Table 1-4 stem from the root
{joint-iso-ccitt(2) ds(5) objectClass(6)}.

Column 2, Acronyms of Super Classes, provides the class from which an
object class inherits its attributes. Using the information in Column 2, it is
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possible to derive a graphical representation of the inheritance properties of
object classes in the DIT, as shown in Figure 1-17.

The object class, Top, is the root of the tree with Alias and GDS-Top as the
main branches. Top contains the attribute type Object-Class, which is
inherited by all the other object classes.

Do not confuse the information in the OCT with that presented in the SRT.
There is no direct relationship between the relative location of branches and
leaves in the DIT structure and the inheritance properties of classes with
their superclasses and subclasses.

For example, when a directory service request such as a search operation is
made by a directory user, the SRT is used by the directory service to
indicate its position in the DIT. The directory service uses the information
defined in the SRT to traverse the tree so that the requested object can be
located in the directory. Figure 1-17 shows the object class Organization
located beneath Country in the DIT. -

On the other hand, the OCT defines, among other things, the attributes of an
object class along with its inherited attributes from its superclasses. The
superclasses, in turn, inherit the attributes from their superclasses, and so on
until the root Top is reached (from which all classes derive their attributes).
Figure 1-20 shows the object class Organization as a subclass of GDS-Top.
As such it inherits its attributes from GDS-TOP, which in turn inherits them
from its superclass, Top. GDS-TOP is an unregistered object class that is
proprietary to GDS. As such it does not have an object ID and does not
appear in any of the administration masks. The ‘‘M’’ in parentheses
indicates a mandatory attribute.
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Figure 1-20. Partial Representation of the Object Class Table

Object-Class (M)

GDS-Top

Master-Knowlege
Access-Control-List

Aliased-Object-Name (M)

Country-Name (M) Description Organization-Name (M)
CDS-Cell CDS-Cell Business-Category
CDS-Replica CDS-Replica CDS-Cell
Description Locality-Name CDS-Replica
Search-Guide Search-Guide Description
See -Also Dest-Indicator
State -or-Prov-Name Facsimile-Phone-Nbr
Street-Address Internat-ISDN-Nbr

Locality-Name
Phys-Deliv-Off-Name
Postal-Address
Postal-Code
Post-Office-Box
Preferred-Delivery-Method
Registered-Address
Search-Guide
See-Also
State-or-Prov-Name
Street-Address
Phone-Nbr
Telex-Nbr
TTX-Term-ldent
User-Password
X121-Address

The OCT also contains the unique object ID (OID) of each class in the DIT
except GDS-TOP, which has none. OIDs are described in Section 1.1.4.
Table 1-5 shows some examples of OIDs for directory classes as defined in
the X.500 standard.
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Table 1-5. Object Identifiers for Selected Directory Classes

Note: All the object identifiers in Table 1-5 stem from the root
{joint-iso-ccitt(2) ds(5) objectClass(6)}. To enable more
efficient transmission over a communications line, the first
two subidentifiers, 2 and 5, are coded together which results in

Object Class Type Object Identifier
Alias 85.6.1
Application-Entity 85.6.12
Application-Process 85.6.11
Country 85.6.2
Device 85.6.14
DSA 85.6.13
Group-of-Names 85.6.9
Locality 85.6.3
Organization 85.6.4
Organizational-Person | 85.6.7
Organizational-Role 85.6.8
Organizational-Unit 85.6.5
Person 85.6.6
Residential-Person 85.6.10
Top 85.6.0

one subidentifier, 85.

1.6.3.1 Object Class Types

Object classes in the OCT are divided into four categories:

e An abstract object class provides basic relationships on subclass object
classes, but has no entries itself. Typical examples of these subclasses

are Top, GDS-Top, or Person.

e An alias object class indicates that an entry is an alias entry. In the GDS
implementation, there is only one alias object class, which is the object
class Alias.

o A structural object class is defined to be used in the structural

specification of the DIT.
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Only a structural object class can be referenced in the SRT. For
example, Organization is a structural object class, while its
superclasses GDS-Top and Top are not. The third entry in Table 1-3
references Organization as a structural object class by the acronym
ORG; however, the object class Top with the acronym TOP is not
referenced in any entry of the table.

o An quxiliary object class provides attributes that are not included in a
structural object class.

An object entry belongs to exactly one structural object class. For example,
an object, whose distinguished name is ruled by the fifth entry of the SRT in
Table 1-3 can belong to only one of the structural object classes
Organizational-Person (ORP), Application Process (APP),
Organizational Role (ORR) or MHS Distribution List (MDL).

An object that belongs to an object class also belongs to all its superclasses.
Therefore, an object of object class Organization belongs at least to the
abstract object classes Organization, GDS-Top and Top. This is reflected
by the values of its object class attribute, which are the object identifiers
85.6.4 for Organization and 85.6.0 for Top. GDS-Top as a proprietary
object class has no object identifier and is not among the values of the
object class attribute.

As described in Section 1.6.3.2, object classes list the attributes that may be
assigned to objects. Some applications of the directory may need to specify
object attributes for objects that are not listed in the structural object class
or its superclasses. These applications can define auxiliary object classes,
which list these attributes.

For example, message handling systems use the auxiliary class MHS-User
to specify a package of message handling attributes for objects of different
object classes. In Table 1-4, MHS-User is assigned to the structural object
class Organization as an auxiliary object class. It could be assigned to
other structural object classes (such as Locality) also.

Therefore, in addition to being a member of a structural object class, an
entry can be a member of one or more auxiliary object classes. The
acronyms of the auxiliary object classes permitted for the entries of a
particular structural object class are listed in the OCT entry of the structural
object class. Hence in our example an Organization may be an MHS User
or not, as indicated by its object class attribute. If the object class attribute
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has a value 86.5.1.3 in addition to the values mentioned above, the
organization is also an MHS User and the message handling attributes may
be assigned to it.

The file numbers in the OCT entries tell the DSA which objects it has to
store in the same C-ISAM files. Table 1-4 shows that Countries and
Organizations are stored in the same file, while Localities are stored in a
different file. The file number is ignored for object classes that are not
structural. When object classes share most of their attributes, they should
share the file number to increase performance. When many of the attributes
differ in the mandatory and optional attribute sets (described in Section
1.6.3.2), the object classes should not share the file number in order to save
space on disk.

1.6.3.2 Mandatory and Optional Attributes

Another important feature of the OCT is the distinction made between
mandatory and optional attributes for each object class. This distinction is
based on definitions in the X.500 standards documents. These documents
(Recommendations X.520 and X.521) recommend selected object classes
and associated attribute types that use ASN.1 notation. Each object class
has one or more mandatory attributes associated with it, to be used by the
implementors who want to comply with the X.500 standards
recommendations. Optional attributes are also defined.

For example, the class Country must contain the mandatory attribute
Country Name (or Country-Name as defined in the GDS standard
schema), and can contain the optional attributes Description and Search-
Guide. The DCE implementation also adds two more attributes, CDS-Cell
and CDS-Replica, to incorporate other aspects of the DCE environment
that are implementation-specific.

Country is assigned the OID 2.5.6.2 (85.6.2). This number distinguishes it
from the other object classes defined by the standard. The Top superclass is
designated as 2.5.6.0 (85.6.0). The first three numbers, 2.5.6 (85.6), identify
the object class as a member of a discrete set of object classes defined by
X.500. The last number in the OID distinguishes objects within that discrete
set. Alias, a subclass of Top, is assigned the number 2.5.6.1 (85.6.1).
Country is assigned the number 2.5.6.2 (85.6.2), and so on. GDS-Top has
no OID, because it is implementation-specific and, as such, is not identified
by the standard.
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1.6.4 The Attribute Table

The Attribute Table (AT) defines the attributes that constitute the entries in
the GDS standard schema. (See the OSF DCE Administration Guide —
Core Components for a complete listing of the AT.) The OIDs range from
85.4.0 to 85.4.35, as defined by the X.500 standard, 86.5.2.0 to 86.5.2.10, as
defined by the X.400 standard, and include additional OIDs for GDS-
specific attributes.

Table 1-6 shows a partial listing of the AT for the GDS Standard Schema.

Table 1-6. AT Entries

Acronym Name Maximum

of Object | of Lower | Upper | Number Phonetic | Access | Index

Attribute | ID Attribute Bound | Bound | of Values | Syntax | Flag Class | Level

OoCL 85.4.0 | Object-Class 1 28 0 2 0 0 0

AON 85.4.1 | Aliased- 1 1024 1 1 0 0 0
Object-Name

KNI 85.4.2 | Knowledge- 1 1024 0 4 0 0 0
Information

CN 85.4.3 | Common-Name 1 64 2 4 1 0 1

SN 85.4.4 | Surname 1 64 2 4 1 0 0

SER 85.4.5 | Serial-Number 1 64 2 5 0 0 0

C 85.4.6 | Country-Name 2 2 1 1010 1 ] 1

L 85.4.7 | Locality-Name 1 128 2 4 1 0 1

SPN 85.4.8 | State-or- 1 128 2 4 1 0 0
Province-Name

OSF DCE Administration Guide—Extended Services

The Lower Bound and Upper Bound columns specify the maximum or
minimum number of bytes (or octets) that the value of an attribute can
contain. In the Maximum Number of Values column, the schema puts
constraints on the number of values that an attribute can contain. A 0 (zero)
in this column means that there is no restriction on the number of values.

The Syntax column describes how the data is represented and how it relates
to ASN.1 syntax definitions for attributes. The Common-Name attribute is
defined as case-insensitive. The size of the string ranges from 1 to the
upperbound value defined by the schema in the Upper Bound column for
the Common-Name attribute (in this case, 64 bytes or octets).
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Note: The Common-Name attribute is assigned the number 3 as
standard. This corresponds to the 3 in the OID 85.4.3.

As mentioned previously for object classes, OID values specified in the AT
are defined as constraints in the GDS header files.

An Access class is assigned for each attribute (Public(0), Standard(1),
Sensitive(2)). An administrator can change this value for any attribute by
using the schema administration operations described in Chapter 9.

The other columns in the AT refer to the maximum number of permitted
values, phonetic matching, and index level. The information contained in
these columns is described in Chapter 9.

1.6.5 Syntaxes
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An attribute syntax defines the syntactic rules for the attribute values for
each attribute type in the directory. This syntax includes the data type in
ASN.I and, generally, one or more of the matching rules used to compare
values.

As shown previously, the AT has a Syntax column. This column contains a
number that corresponds to a particular syntax, which describes how that
data value is represented for a specific attribute type. In Table 1-6, for
example, the Syntax column gives the value 2 for the Object-Class
attribute, indicating that the syntax type is Object Identifier. (See the OSF
DCE Application Development Guide for more information about
syntaxes).

(See Chapter 9 for a description of the syntaxes that can be applied.)
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GDS Components

This chapter describes the components of GDS and how they work.

2.1 Client/Server Model

GDS is based on the client/server model. In this model, a distributed
application (in this case GDS) is divided into two parts, one part residing on
each of the two computers that communicate during the exchange of
information. The client side of the application is the part that resides on the
node that initiates the distributed request and receives the benefit of the
service. The server side of the application is the part that resides on the node
that receives and executes the distributed request.

Figure 2-1 shows how the client/server model is implemented for GDS.

OSF DCE Administration Guide—Extended Services 2-1



Global Directory Service

Figure 2-1. GDS Components

GDS Components
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The client consists of the following (UNIX) processes:

» An application that links the XDS library (the gdsditadm program is an
example of such a process).

e The C-stub that handles the connection over the communication network
for accessing a remote server. It implements the upper layers of the ISO
protocol stack (described in Section 2.3.1). Its function is similar to the
RPC Runtime (GDS uses OSI protocols instead of DCE RPC).

¢ The DUA cache.
The server consists of the following (UNIX) processes:
o A DSA that accesses the database.

» An S-stub that handles the connection over the communication network
so it can either access a remote server or be accessed by a remote server
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or client. The S-stub is similar to the C-stub, except that it runs on the
server machine and manages its communications with DUAs and other
DSAs.

Within the same system, the application (DUA) accesses the DSA directly
by bypassing the C-stubs and S-stubs. The DUA cache is available to every
client for fast access to frequently required information.

In addition, an interprocess communication (IPC) monitoring process
monitors the interprocess communication between the various components.

All of these processes (apart from the application process) run continuously
in the background as long as the directory system is active.

The following background processes are started when needed:

Shadow update process
To update the shadows of the directory in the DSAs, users can
generate a shadowing job for an object or a subtree and for a
target DSA. The system starts a corresponding shadow update
process either periodically or on request and updates the
shadows in the target DSA.

Cache update process
There is one local shadowing job for updating the entries in
the DUA cache. The system starts a corresponding cache
update process either periodically or on request and updates
all entries in the DUA cache.

In addition to the background processes, the following administration
programs are available:

gdssysadm Supports administration of the local GDS installation, such as
configuration, server activation, and backup.

gdsditadm Supports administration of the contents of a GDS database and
the local cache.

gdscacheadm
Supports administration of the local DUA cache (only
necessary on client systems without gdsditadm).
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2.2 XDS Application Program Interface

The X/Open Directory Service (XDS) is an application programming
interface based on X/Open standards specifications. The XDS API consists
of a library of functions for developing applications that access the directory
service. GDS uses the XDS API internally to provide the functions available
in the GDS administrative programs. Application programmers can use the
XDS API to develop their own customized applications.

DCE programmers use the XDS API to make directory service calls. In
DCE, XDS API directs the calls it receives to either GDS or CDS by
examining the names of the information objects to be looked up. The XDS
API contains functions for managing connections that use a directory server,
namely, reading, comparing, adding, removing, modifying, listing, and
searching directory entries. These functions map to the operations
standardized by X.500 (as shown in Table 1-1).

The GDS Extension package and the MHS Directory User package provide
additional information objects for use by security, cache management, and
electronic mail applications when GDS is being used.

(See the OSF DCE Application Development Guide for more information on
programming with XDS APL)

2.3 GDS Client/Server Communication

The X.500 directory service standard is written with a view to running on
top of the Open Systems Interconnection (OSI) communications protocols.
The OSI protocols are divided into seven layers:

« Physical

e Data Link

e Network
 Transport

» Session

» Presentation

o Application Layers
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The upper three layers are implemented as libraries that are linked together
with the C-stub and S-stub. The lower layers are part of the operating system
and their services are made available to the upper layers through a transport
interface. The transport interface is the shaded area in Figure 2-2.

Figure 2-2. The OSI Protocol Layers

Application Layer

Presentation Layer

Session Layer

Transport Interface

Transport Layer

Network Layer

Data Link Layer

Physical Layer

2.3.1 Upper Layers

The directory service is an application layer protocol. Its specification
requires the use of two other application layer service elements—the
Association Control Service Element (ACSE) and the Remote Operation
Service Element (ROSE)—and of the underlying layers. ROSE and ACSE
of the application layer are implemented in GDS by the Remote Operation
Service (ROS) library. The OSI Session Service (OSS), which is in the
session layer, is implemented in GDS by the OSI Session Service library.
The Presentation Service in the Presentation Layer is implemented by the
ASN.1 library.
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2.3.2 Lower Layers

DCE assumes that the system it runs on provides support for transport layer
communications. The OSI protocols running above the transport layer were
originally designed to run over OSI transport protocols. Many DCE systems
run the Transmission Control Protocol (TCP/IP); therefore, GDS provides
the capacity for running over the TCP/IP transport protocol as specified in
RFC 1006. In GDS, the default is the TCP/IP transport protocol. The
X/Open Transport Interface (XTI) can be used. The environment variable
TSITYPE specifies which nondefault transport protocol will be used. If
TSITYPE is SOCKET, TCP/IP is used. If TSITYPE is XTI, the XTI
Transport Interface is used.

2.3.3 Client/Server Addresses (PSAPs)

2-6

OSI uses Service Access Points (SAPs) for addressing. A SAP is an abstract
point at which a particular service is provided between two layers in the OSI
protocol stack.

The administrator needs to know the PSAP address of each server machine
in order to integrate it into the overall distributed directory system. A PSAP
address is composed of one or more NSAP (Network Service Access Point)
addresses, and the Presentation (P-Selector), Session (S-Selector), and
Transport (T-Selector) selectors.

The administrator also needs to know the PSAP address of the client stub on
the local machine so that it can be added to the DUA cache.The local DUA
cannot access a remote DSA without knowing its client address.

NSAP addresses are intended to be globally unique. Each NSAP address
identifies a particular computer system somewhere in the world. Various
registration authorities are responsible for maintaining the uniqueness of
these network addresses. An administrator must apply to these registration
authorities to receive a globally unique NSAP address. (See Appendix D for
more information on NSAP address authorities.)

The P-Selectors, S-Selectors, and T-Selectors refer to the SAPs of upper
layers in the OSI protocol stack within a given system. Unlike the NSAP
address, these upper layer selectors need to be unique only within a
particular system. They identify the application that communication is to be
set up with.
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GDS requires that the T-Selector be specified. Typically, the value of the T-
Selector is server for a server and client for a client. However, an
administrator can choose to configure more than one directory service,
resulting in multiple directory IDs. Each directory service must have a
unique T-Selector. For example, if two directory services are running on a
specific system, two different PSAP address entries should be entered in the
directory, in the DUA cache, or both, with the T-Selectors set to unique
values. For example, one address can be assigned the T-Selector value
serverl, and the other a T-Selector value of server2.

The P-Selector and S-Selector fields are ignored by GDS. However, it is
possible that a non-GDS service may interpret the P-Selector and S-Selector
fields.

Figure 2-3 shows how a server address is entered in Mask 7a.

Figure 2-3. Example of a Server Address

(Mask 7a) DIRECTORY SYSTEM operation

P-Selector:

S-Selector:

T-Selector: Server
TCP/IP!internet=192.35.18.2+port=21011
IBMLAN!ethernet=080014151475

NSAP-Address

NSAP-Address

NSAP-Address

1
2
NSAP-Address 3:
4
5

NSAP-Address
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The NSAP-addresses in Figure 2-3 show two different types of NSAP
addresses: NSAP-address 1 and NSAP-address 2.

NSAP-address 1 is a TCP/IP (socket) address. It is the responsibility of the
administrator to ensure that the port numbers (entered in the figure as
port=21011) are unique on their machines.

NSAP-address 2 is an example of a LAN address used on IBM RS6000
machines.

As mentioned previously, GDS operates over XTI as well as sockets. The
environment variable TSITYPE determines which network is used. If the
administrator wants to use both address types in an installation, both
addresses can be stored in the DUA cache or DIT for the same object.

The structure and format of PSAP addresses is somewhat complex.
Appendix D describes how these network addresses are derived and
provides some basic guidelines on when and how to apply to registration
authorities for a unique address.

2.4 Directory System Agents

2-8

DSAs are application processes that provides access to the DIB, to DUAs,
and to other DSAs. A DSA may use information stored in its local database
or interact with other DSAs to carry out requests. Alternatively, the DSA
may direct a request to another DSA, which can help carry out the request.

This section describes three types of DSAs:
« Initial DSA
« First-level DSA
o Default DSA
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2.4.1 Initial DSA and Administrative Domain

Each DSA must contain the schema object under the root of the DIB. If a
DSA has the master entry of the schema object, it is called an initial DSA. If
other DSAs contain a shadow of the schema from an initial DSA, these
DSAs constitute an administrative domain. To make a DSA part of an
administrative domain, the administrator must perform special steps in the
DUA cache and local DSA to initialize a client/server system.

For example, if the directory system uses the default schema, the
administrator would enter the name of the initial DSA (including its PSAP
address) in the DUA cache. The administrator would also change the
Master Knowledge attribute of the schema in the local DSA to that of the
initial DSA (this is similar to giving the responsibility of mastering the
schema to the initial DSA). Finally, the administrator would enter the initial
DSA as a shadow in the local DSA so that the local DSA knows about it.

However, a copy of the initial DSA in the local DSA is not always required.
In Figure 2-4, dsa-osf could be the initial DSA for the OSF administrative
domain. The dsa-munich and dsa-Boston DSAs are normally connected to
the initial DSA, dsa-osf. The DSA dsa-doc could be connected to the initial
DSA dsa-osf or to dsa-Boston, which is not an initial DSA.

Figure 2—-4. A Sample Tree with a First-Level DSA and an Initial DSA

C=US (MK = dsa-usa)

0=0SF (MK = dsa-osf)
L=Munich (MK = dsa-munich) L=Boston (MK = dsa-Boston)
OU=tech (MK = dsa-tec) 0OU=DOC (MK = dsa-doc)

CN=Maier (MK = dsa-tec) CN=Smith (MK = dsa-doc)

Legend:
MK = Master Knowledge of this node.
Q = Master Entry.
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To make a DSA part of an adminstrative domain where the default schema
is not being used, the administrator carries out the steps mentioned in the
previous example, as well as some additional steps. The administrator must
copy the modified schema over to the local DSA, because the initial schema
has changed. The administrator must also give the local DSA a shadow of
the initial DSA and enter the local DSA and the initial DSA (including their
PSAP addresses) in the DUA cache using the new schema structure.

2.4.2 First-Level DSA

2-10

A first-level object is an object under the root. If a DSA is master of a first-
level object, it is called a first-level DSA. Typically, the first-level DSA is
also the initial DSA for an administrative domain. However, as shown in the
Figure 2-4, dsa-usa is the first-level DSA and dsa-osf is the initial DSA for
the OSF administrative domain.

The first-level DSA is usually responsible for a country and for
administering all the nodes in the DIT below a country. The first-level DSA
is normally an administrative institution (such as the Deutsche Bundespost
in Germany). The first-level DSA is responsible for the first node in the DIT
(for example, DE, which is the designation for Germany). The first-level
DSA in turn provides a node for one or more subordinate nodes. These
subordinate nodes can be administrative domains responsible for managing
the objects and holding the names unique in the directory system.

Normally, the first-level DSA knows all the other first-level DSAs in the
directory system so that it can find all X.500 entries in a worldwide X.500
directory system.

Administrators must make sure that each DSA has at least a shadow entry of
the DSA that masters the object in the next superior level in the DIT. If
superior nodes are mastered by non-GDS DSAs, administrators also need to
make sure that the shadows of these non-GDS DSAs are present as shadows
in the local DSA.
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2.4.3 Default DSA

The default DSA is the local or remote DSA contacted when the Logon to
the Default DSA option is selected in the Logon Menu Mask (Mask 1) of
the administration program gdsditadm. The administrator can specify one
or more default DSAs by specifying a special attribute called a DSA-Type
when entering a DSA object in the DUA cache. DSA-Type is described in
Section 2.5.

2.5 DUA Cache

The administrator must add an object called client with the PSAP address of
the client to the DUA cache to set up a connection to a remote DSA. The
entries of all DSAs (including their PSAP addresses) that the DUA wants to
establish direct connections to must also be added. Typically, the DUA
cache must contain the name and the PSAP address of the local DSA.

However, the administrator can specify a special optional attribute called
DSA-Type. DSA-Type enables the administrator to determine whether a
particular DSA object entered in the cache is considered as the local DSA,
the default DSA, or both the local and the default DSA.

““Local’’ in this case means that the DSA of the directory system is in the
same computer as the DUA. The local DUA does not need to establish a
connection to the network in order to access it. The DUA sends its requests
to the local DSA, which can access other remote DSAs and can be accessed
by remote DUAs and DSAs.

““‘Default’” means that this DSA is the remote DSA that the administrator
wants to contact when using the Logon to the Default DSA option from the
User Identification Mask (Mask 1). To access this DSA, the DUA needs to
establish a connection to the network.

““‘Default/local’’ indicates that the local DSA is also the default DSA;
normally, an administrator who has a client/server system needs to specify
this DSA type.

Several default DSAs can be specified in the DUA cache. When the
administrator logs into the default DSA, a connection is set up with the first
available DSA in the list of DSAs entered in the cache. The administrator
establishes priority according to the order in which the names of the default
DSAs are entered in the cache.
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The administrator can enter other DSA objects in the DUA without
specifying the DSA-Type attribute. To set up a connection with one these
remote DSAs, the administrator must select the Logon to a Specific DSA
option in Mask 1. (See Chapter 7 for more information on Mask 1.)
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Chapter 3

Developing a Configuration Plan

Before attempting to initialize and configure the directory service, the
administrator must develop a configuration plan that is specific to the
environment in which the directory service will run and that meets the
requirements of the users who will access the directory service.

This chapter includes configuration worksheets that an administrator can use
to develop a configuration plan. The list of worksheets includes the
following:

¢ Cell worksheet
ACL Schema worksheet
ACL Object Entry worksheet

Shadow Entries worksheet

Client worksheet

Client/Server worksheet
e Remote GDS and Non-GDS DSA worksheet

Appendix F contains a set of worksheets that administrators can copy for
their own use. Administrators are not obliged to use every worksheet; they
are provided to help to organize the information required to initialize and
configure GDS and to make modifications at a later date.
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After filling out the worksheets, the administrator is ready to perform a GDS
configuration. The next chapter describes how to use this information to
install and configure GDS.

In order to explain how a typical administrator works through the
configuration process, this chapter refers to a hypothetical branch
administrator, Branch Adminstrator 4, who is developing a plan to integrate
a cell into GDS. Branch Administrator 4 is setting up the directory service
for a branch office of a large corporation called the XYZ Corporation. The
configuration consists of four machines: two clients and two client/servers.
The two client/server machines have the DSAs dsa-ops and dsa-employ.

The initial DSA for the administrative domain containing dsa-ops is dsa-
HQ. This DSA is administered by the corporate network administrator,
Corporate Administrator 1, who is located at corporate headquarters in a
different city than Branch Administrator 4.

The first-level DSA is administered by a global naming authority (described
in the following section) and is called dsa-us in this example.

Developing a configuration plan involves the following steps:

« Specifying the namespace organizations

Defining a cell in the directory
Specifying ACLs

Determing the number of machines

L]

Determining client/server addresses
Defining non-GDS DSAs

3.1 Specifying the Namespace Organizations

This section covers the following topics:
o Registering with namespace organizations
o Determining the Distinguished Names of DSAs
¢ Determining the need to modify the standard schema

¢ Determining the need to modify directory IDs
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3.1.1 Registering with Namespace Organizations

To enable a DCE cell to communicate with other cells in the global naming
environment, an administrator needs to obtain a globally unique cell name.
The name either exists already or is specially created for this purpose. To
obtain a unique GDS cell name, an administrator contacts the other
administrator in charge of the section of the Directory Information Tree
(DIT) under which the cell is to be named. In the United States, the
American National Standards Institute (ANSI) delegates X.500 names
subordinate to the entry /C=US.

Administrators are encouraged to obtain a unique global name for a cell
even if the cell does not initially use GDS to communicate with other cells.
This enables the cell to participate subsequently in a global naming service.

In the sample configuration scenario, Corporate Administrator 1 in charge of
network operations for XYZ Corporation applies to ANSI to reserve XYZ as
a unique organization name. Later, as one of the first steps in establishing a
cell, Branch Administrator 4 contacts Corporate Administrator 1 and asks to
reserve the global name Branchd4, which is used to create a cell entry
/C=US/0=XYZ/OU=Branch4 in GDS. Finally, Branch Administrator 4
again applies to Corporate Administrator 1 to reserve the names dsa-
employ and dsa-ops to establish the entry names for the two DSAs:

¢ /C=US/0=XYZ/OU=Branch4/CN=dsa/CN=dsa-employ
¢ /C=US/0=XYZ/0OU=Branch4/CN=dsa/CN=dsa-ops

If all directory requests that originate from dsa-employ and dsa-ops remain
within XYZ Corporation, Branch Administrator 4 only needs to be
registered with Corporate Administrator 1 (that is, within XYZ
Corporation). In this case, Branch Administrator 4 makes sure that
Corporate Administrator 1 at corporation headquarters creates a shadow
entry of dsa-employ and dsa-ops on dsa-HQ. This way, Branch
Administrator 4’s DSAs can communicate with other DSAs through dsa-

HQ.

Branch Administrator 4 also needs to make sure that a shadow of dsa-HQ is
present on dsa-ops and dsa-employ so that these DSAs can access other
DSAs in the XYZ corporation.

If Branch Administrator 4 expects the DSAs to participate in the directory
service outside of XYZ Corporation, dsa-employ and dsa-ops must be
known by DSAs outside of XYZ Corporation. If shadow entries of dsa-
employ and dsa-ops exist on dsa-HQ, most DSAs can contact Branch
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Administrator 4’s DSAs through dsa-HQ. However, if Branch Administrator
4’s users need to access these remote DSAs frequently, Branch
Administrator 4 should consider contacting administrators of DSAs outside
XYZ Corporation directly and arranging for mutual shadow entries to be
present on their respective DSAs. This would reduce the overhead of
referrals and chained requests over the network. In addition, dsa-employ
and dsa-ops need to have a copy of dsa-us (the first-level DSA) to
communicate worldwide.

3.1.2 Determining the Distinguished Names of DSAs

Each GDS entry is uniquely and unambiguously identified by a DN. The
administrator must determine the DN of each DSA in the cell (or cells) that
the administrator is responsible for in order to add these DNs to the
directory.

For example, Branch Administrator 4 knows that the DN for XYZ
Corporation is /C=US/O=XYZ, and that the DN of the cell is
/C=US/0=XYZ/OU=Branchd4. Branch Administrator 4 has applied for and
received the names of the two DSAs: dsa-employ and dsa-ops. Therefore,
the DN of the two DSAs in the cell are

¢ /C=US/0=XYZ/0U=Branch4/CN=dsa/CN=dsa-employ
o /C=US/0=XYZ/OU=Branch4/CN=dsa/CN=dsa-ops

Branch Administrator 4 also needs to determine the DN of other DSAs
(remote DSAs) in the network that users need to access directly, and the DN
of dsa-HQ at XYZ corporate headquarters. Branch Administrator 4 can find
out from Corporate Administrator 1 that the DN of dsa-HQ is
/C=US/0=XYZ/OU=mainbranch/CN=dsa/CN=dsa-HQ and the DN of
dsa-us is  /C=US/O=ANSI/OU=first-level-dsa/CN=dsa/CN=dsa-us.
Branch Administrator 4 sometimes has to contact the administrators of other
remote DSAs directly to find out the DNs. However, if Branch
Administrator 4’s DSAs can connect to dsa-HQ, they can read the DNs of
all DSAs in the network from the DIB.
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3.1.3 Determining the Need to Modify the Standard Schema

GDS software is delivered with the GDS standard schema. It contains the
directory classes and attributes specified in the X.500 standard, the GDS
extensions and, optionally, the electronic mail package (X.400). An
administrator sometimes needs to add object classes and attributes that are
required by other applications to the schema.

For example, Branch Administrator 4 decides to install a new software
package to monitor computer facilities. This package requires directory
classes and attributes that are not part of the current schema. The new
program is being implemented across XYZ Corporation. Corporate
Administrator 1 has set up the directory so that responsibility for
administering the schema resides at XYZ Corporation headquarters (dsa-
HQ is the initial DSA and therefore masters the schema object). Branch
Administrator 4 cannot make any changes to the schema without submitting
a request to Corporate Administrator 1’s office. Branch Administrator 4
contacts Corporate Administrator 1 and provides the values for the entries in
the OCT, SRT, and AT for these new object classes and attributes. Corporate
Administrator 1 adds the new object classes and attributes to the schema.

Corporate Administrator 1 also must use shadow administration functions to
make sure that Branch Administrator 4 receives the schema changes in the
shadow of the schema object.

3.1.4 Determining the Need to Modify Directory IDs

GDS allows an administrator to define multiple directory services by using
directory IDs. This restricts access to an entire DIT. While this approach
may be costly in terms of additional overhead, it is an effective means of
insuring very tight security or segregation of information by function where
required.

The XYZ Corporation can have more than one directory service system. For
example, employee information can reside in one directory service system
and customer data in another. The branch network administrator needs to
find out from users if more than one directory service needs to be accessed.
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3.2 Defining a Cell in the Directory

In order for a cell to be accessible in the global naming environment, it must
have a global name that is defined in the DIT and is meaningful and usable
from anywhere in the DCE naming environment.

The global name for the branch network administrator’s cell, which is
obtained from the corporate network administrator at corporate
headquarters, is /../C=US/O=XYZ/OU=Branch4.

Branch Administrator 4 creates an entry for the cell in the directory by using
object administration. In GDS, additional cell information is contained in
two attributes: CDS-Cell and CDS-Replica. The GDS object
administration program provides Mask 21 and Mask 22 for administrators to
enter values for these attributes. (See Chapter 8 for more information about
object administration masks.)

CDS-Cell and CDS-Replica attributes have the following fields associated
with them:

Namespace UUID
The Universal Unique Identifier (UUID) of the CDS
namespace. This field is required to resolve ambiguity
between CDS namespaces when a server manages more than
one clearinghouse, and the clearinghouses are in different
namespaces.

A CDS UUID consists of 16 hex digit pairs represented as 8
hexadecimal digits followed by a hyphen, 3 groups of 4
hexadecimal digits separated by hyphens, a hyphen and 12
hexadecimal digits (for example, 01234567-89ab-cdef-0123-
456789abcdef).

Root Dir UUID
Used to form the resolved and unresolved names in a CDS
progress record along with Root Dir Name.

Root Dir Name
Used to form the unresolved and resolved names in a CDS
progress record along with Root Dir UUID. These parameters
are only required when multiple cells are contained in the
CDS namespace.
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Replica Type
Specifies whether a replica is a master (modifiable) replica or
a read-only replica. (A master replica can be changed to
read-only).

Clearinghouse UUID
The clearinghouse UUID which never changes. The
clearinghouse name can change; the clearinghouse UUID is
used to check the validity of the clearinghouse.

Clearinghouse Name
Contains the full name of the clearinghouse in which a replica
is stored. This name is the name of a naming attribute that
contains information on the last known address of the
clearinghouse. This information enables the creation of an
RPC binding to the server that maintains the clearinghouse.

Tower
The tower set of the server that maintains the clearinghouse. A
CDS tower contains addressing information and information
on protocols supported by the clearinghouse server. The
format of the tower value, which is the same format as a
substring of the RPC string binding, is as follows:

protseq:netaddr

An administrator uses the cdscp show cell command to generate this
information. This means that an administrator does not require detailed
knowledge of data formats or CDS concepts.

The following is a sample show cell command and the resulting GDS-
formatted output for a cell named /.../C=US/O=XYZ/OU=Branch4:

cdscp> show cell /.../C=US/O=XYZ/0OU=Branch4 as gds

SHOW
CELL /. ../C=US/0=XYZ/OU=Branch4
AT 1991-09-18-17:17:23
Namespace UUID = de86b5cd-75ea-l1lca-bad8-08002blc8flf
Chouse UUID = dc730a9c-75ea-1lca-bad8-08002blc8flf
Chouse Name = /.../C=US/0=XYZ/0OU=Branch4/Camb ch
Replica Type = Master
Tower 1 ncadg_ip udp:16.20.1
Tower 2 = ncacn_ip_tcp:16.20.1

6.9
6.9
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Namespace UUID = de86b5cd-75ea~1lca-bad8-08002blc8flf
Chouse UUID = 391f15e8-75ef-1lca-a4f4-08002blc8flf
Chouse Name = /.../C=US/0=XYZ/OU=Branch4/Bos_ch

Replica Type = Readonly
Tower 1 ncadg_ip_udp:16.20.16.9
Tower 2 = ncacn_ip_tcp:16.20.16.9

1l

Branch Administrator 4 uses the information in the output from the show
cell command to fill in the Cell worksheet with appropriate information for
the cell as shown in Figure 3-1.
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Figure 3-1. The Branch Network Administrator's Cell Worksheet

Cell Worksheet
Global Cell Name: /.../C=US/0=XYZ/OU=BRANCH4
CDS-Cell attribute Cell Replica attributes
N pace UUID de86bScd-75ea-11ca-badg-08002b1cBF1£ Replica Type Master
Root dirname /.. ./C=US/0=XYZ/OU=BRANCH4 Clearinghouse UUIDAc730a9¢-75¢ea-11ca~bad8-08002b1c8£1E
Root dir UUID Clearinghouse name -« - /C=US/0=XYZ/0U=BRANCH4/Camb_cl3
Tower 1 neadg_1p_udp:16.20.16.9
Tower 2 ncadg_lp_tcp:16.20.16.9
Tower 3
Tower 4
Tower 5
CDS-Cell Attribute Cell Replica Attributes
Namespac9 uuID de86b5cd-75ea-11ca-bad8-08002b1c8f1f Replica Type Read only
Rootdirname /- -/C=US/0=XYZ/OU=BRANCH4 Clearinghouse UUID39115e8-75ea-11ca-a4£4-08002b1c8F1E
Root dir UUID Clearinghouse name /.../C=US/0=XYZ/OU=BRANCH4/Bos_ch
Tower 1 ncadg_1p_udp:16.20.16.9
Tower 2 ncadg_ip tcp:16.20.16.9
Tower 3
Tower 4
Tower 5
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3.3 Specifying ACLs

3-10

Branch Administrator 4 needs to determine the access protection required
for each object in the directory at the attribute level to ensure that
unauthorized users cannot read or modify attributes requiring some form of
restricted access.

Each attribute of an object is defined in the schema as having one of the
following access classes:

¢ Public
o Standard
e Sensitive

The administrator can change the access class of specific attributes by using
schema administration functions (described in Chapter 9).

Each object in the directory has an ACL attribute that contains values for
the five access classes:

¢ Modify Public
» Read Standard
o Modify Standard
» Read Sensitive
o Modify Sensitive

Modify Sensitive is the most restrictive category. Modify Public is the least
restrictive of the five categories. Read Public is, by definition, available to
every user of the directory service.

An administrator must also determine the access that users require for object
entries. The administrator assigns directory users to the specific access
classes by entering their DNs in the mask provided in the object
administration program (described in Chapter 8).

For example, the Personnel Department is responsible for the public and
private data associated with each employee of the branch office. The
personnel manager has given Branch Administrator 4 a list of information
that should be made available to all employees at the branch office. This list
includes telephone numbers, fax numbers, and so on. The personnel manager
requests that only certain people have the ability to modify telephone and
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fax numbers in the directory. Another list contains information such as
salaries, home addresses, and other personal data that the personnel manager
wants restricted so that the data can be read but not modified.

Figure 3-2 shows the relationship between access classes as defined in the
schema and how user access class assignments affect access to a specific
object entry. Fax-Telephone-Number, Telephone-Number, Street-
Address, and Access-Control-List are attributes of the object entry
/C=US/0=US/OU=Branch4/CN=Jack Jones. The access classes for the
Fax-Telephone-Number, Telephone-Number, Street-Address, and
Access-Control-List attributes have been defined in the schema as
PUBLIC, PUBLIC, SENSITIVE, and SENSITIVE respectively. The
object entry has the values of its ACL attribute defined for Mary Smith,
John Dulles, and Jack Jones.

As shown in Figure 3-2, Mary Smith has MODIFY PUBLIC and READ
SENSITIVE access. This means that

o She can read and modify the Fax-Telephone-Number and Telephone-
Number attributes.

o She can read, but not modify, the Street-Address and Access-Control-
List attributes.

John Dulles has MODIFY PUBLIC and READ STANDARD access. This
means that

e« He can read and modify Fax-Telephone-Number and Telephone-
Number attributes.

¢ He cannot read or modify the Street-Address and Access-Control-List
attributes.

Jack Jones has MODIFY PUBLIC, READ STANDARD, MODIFY
STANDARD, and READ SENSITIVE access. This means that

» He can read and modify Fax-Telephone-Number and Telephone-
Number attributes.

¢ He can read, but not modify, the Street-Address and Access-Control-
List attributes.
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Figure 3-2. Sample ACLs for Four Attributes

Attributes in Object Entry:

Attributes in Schema: /C=US/O0=XYZ/OU=Branch4/CN=Jack Jones
FTN (Fax-Telephone-Number) PUBLIC > FTN
TN (Telephone-Number) PUBLIC » TN
STA (Street-Address) SENSITIVE » STA
ACL (Access-Control-List) SENSITIVE » ACL
Other Attributes Other Attributes
in Schema in Entry

Values of ACL Attribute for Entry: /C=US/O=XYZ/OU=Branch4/CN=Jack Jones

Access Classes

MODIFY READ MODIFY READ MODIFY
Distinguished Names of Users PUBLIC STANDARD STANDARD SENSITIVE SENSITIVE
/C=US/0=XYZ/OU=Branch4/CN=Mary Smith X X
/C=US/0=XYZ/OU=Branch4/CN=John Dulles X X
/C=US/0=XYZ/OU=Branch4/CN=Jack Jones X X X X

Other Users

For this entry Mary Smith:

« Can read and modify the FTN and TN attributes.
* Can read but not modify the STA and ACL attributes.

For this entry John Dulles:

* Can read and modify the FTN and TN attributes.
¢ Cannot read or modify the STA and ACL attributes.

For this entry Jack Jones:

* Can read and modify the FTN and TN attributes.
» Can read but not modify the STA and ACL attributes.

When setting up the access type for each user, Branch Administrator 4
considers the requirements of those people responsible for managing
specific information in the directory (such as the Personnel Manager).
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Branch Administrator 4 defines the access rights for specific users, using
Mask 6b of the Object Administration operations to add them to the
directory. There are two types of ACL worksheets:

¢ ACL Schema Worksheet
+ ACL Object Entry Worksheet
ACL Schema Worksheet

The ACL Schema worksheet contains a list of the access classes that the
administrator plans to assign for each attribute requiring a change from the
original value in the GDS standard schema.

Figure 3-3 shows a sample ACL Schema worksheet, which contains the
attributes and access class values that the branch network administrator
wants to assign. Surname and Telephone-Number are PUBLIC so that all
users can read them; however, Branch Administrator 4 also wants the ability
to restrict users from modifying them for particular entries. Attributes (such
as User-Password) that Branch Administrator 4 does not want users to be
able to read or modify are assigned to the SENSITIVE access category.

Branch Administrator 4 uses schema administration operations to make all
the changes to the schema.
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Figure 3-3. Sample ACL Schema Worksheet

ACL Schema Worksheet
Attibute Type Access Class
PUBLIC STANDARD SENSITIVE
Common-Name _X__ -
Surname L _—
Serial-Number X _
Telephone-Number _X_ -
Street-Address . L
Presentation-Address - JE—
Structure-Rule-Table R N
Time-Stamp - —
CDS-Cell — -
CDS-Replica —_—

User-Password

FETTTEEEETETTE T Pl FE T
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ACL Object Entry Worksheet

The ACL Object Entry worksheet contains a list of the DNs and access
classes assigned to each user for each object entry that requires specific
access to its attributes. The information in the worksheet specifies the
values of the ACL attribute for a specific object. The Interpretation
heading indicates whether the single object or all objects in the subtree
below it are included in the access assignment.

Figure 3-4 shows how the branch network administrator has filled in a
sample ~ ACL  Object  Entry  worksheet. For the entry
/C=US/0=XYZ/OU=Branch4/CN=Jack Jones:

e Mary Smith has MODIFY PUBLIC and READ SENSITIVE access.
o John Dulles has MODIFY PUBLIC and READ STANDARD access.
» Jack Jones has access in all five categories.

For the second object entry /C=US/L=cambridge/CN=Paul Lewis, all
objects below /C=US/0=XYZ/OU=BRANCH4 have MODIFY PUBLIC
to READ SENSITIVE access. Only Branch Administrator 4 has MODIFY
SENSITIVE access.
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Figure 3-4. Sample ACL Object Entry Worksheet
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Directory entry:

ACL Object Entry Worksheet

[C=USI0=XYZ/OU=Branch4/CN=James Jones

Access Class

modify public

Distinguished Name of User

/C=US/0=XYZ/OU=Branch4/CN=Mary Smith

Interpretation
(single object or subtree)

single object

1C=US/0=XYZ/0OU=Branch4/CN=John Dulles

single object

/C=US/0=XYZ/QU=Branch4/CN=James Jones

read standard

/C=US/Q=XYZ/OU=Branch4/CN=John Dulles
1C=US/0=XYZ/QU=Branch4/CN=James Jones

___single object

single object
single object

modify standard

1C=US/0=XYZ/OU=Branch4/CN=James Jones

single object

read sensitive

/C=US/0=XYZ|OU=Branch4/CN=Mary Smith
/C=US/0=XYZ/OU=Branch4/CN=James Jones

___ single object
single object

modify sensitive

/C=US/0=XYZ/OU=Branch4/CN=James Jones

single object

Directory entry:

/C=US/L=Cambridge/ CN=Paul Lewis

Access Class

Distinguished Name of User

Interpretation
(single object or subtree)

modify public /C=US/0=XYZ/OU=Branch4 subtree
read standard /C=US/Q=XYZ/OU=Branch4 subtree
modify standard /C=US/0=XYZ/OU=Branch4 subtree
read sensitive /C=US/0=XYZ/OU=Branch4 subtree
modify sensitive /C=US/0=XYZ/OU=Branch4/CN=Joe single object
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3.3.1 Directory IDs

Directory IDs are another means of segregating information by restricting
access to a specific group of users. They also can be used if two applications
need a completely different tree structure and completely different attributes
in the DIT.

3.3.2 Setting ACLs for the Schema

After GDS is configured, the ACL of the default schema has no access
rights. This means that every user, including the anonymous user, has read
and write access to all attributes in the schema. The branch network
administrator needs to ask the corporate network administrator to change
the ACL of the default schema (the corporate network administrator is
responsible for the initial DSA dsa-HQ) to only permit read and write
access to appropriate users. Applications often require read access to the
schema. The corporate network administrator needs to be the only one with
write access to the schema.

3.4 Determining the Number of Machines

This section provides some guidelines to help an administrator gather
information and make decisions on various aspects of client and
client/server machines, DUA caches on each machine, and different types of
DSAs.

3.4.1 Clients and Servers

An administrator must determine which of the machines in a cell are to be
clients and which are to be client/servers. The number of client machines in
a cell depends on the number of users who need to access a local DSA at the
same time. If this number is high, it is worthwhile to include more than one
client in the configuration plan. The number of client/server machines
depends on the number of DSAs that are started when the directory service
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is activated. Normally, the optimal number of DSAs is two. However, more
DSAs are required if one machine has to reply to a number of requests at the
same time.

For example, Branch Administrator 4 determines that the configuration for
the branch office will consist of two client/servers and two clients. Branch
Administrator 4 also wants to have one DSA running on each machine so
that, if one goes down, users will have uninterrupted access to other DSAs
in the network. The two DSAs are called dsa-employ and dsa-ops. The
dsa-employ DSA masters all employee records for the branch; dsa-ops
masters other data related to the daily operations of the branch.

3.4.2 Initial DSA

An initial DSA masters the schema object. An administrator must make
sure that there is a shadow of the schema object on each DSA that is a
member of an initial DSA’s administrative domain.

The initial DSA in Branch Administrator 4’s network is dsa-HQ, which is
located at XYZ corporate headquarters. This DSA is administered by
Corporate Administrator 1, who is responsible for maintaining the schema.
Branch Administrator 4 must make sure that dsa-employ and dsa-ops
contain shadows of the schema object so that they can become members of
the administrative domain of dsa-HQ.

3.4.3 First-Level DSA

3-18

First-level DSAs are usually maintained by naming authorities at the
national level (such as the Deutsche Bundespost in Germany and ANSI in
the US). Typically, administrators only need to ensure that the first-level
DSAs in the network are either known to at least one of the DSAs under
their care or can be accessed by referral through other DSAs in the network.
In the branch network administrator’s case, dsa-employ or dsa-ops needs to
have a shadow entry of the first-level DSA because, in the case of global
requests, dsa-employ or dsa-ops can try to chain an operation to the first-
level DSA.
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3.4.4 Master and Shadow Entries

An administrator must decide which DSAs will contain master entries and
which will contain shadow entries. If the most up-to-date information is
required, the user needs to obtain it directly from the master. In this case,
the administrator must keep the master entry on a machine close to users
(avoiding network access where possible). If users at other sites require
frequent access, but the accuracy of the retrieved data is not time-critical,
shadows can be created at these other sites.

An administrator also needs to determine how often shadows are updated.
The frequency depends on user requirements and the types of applications
that need access to the directory.

For example, employee phone numbers do not change frequently. If
employees within a small company do not change addresses that often, the
shadow update frequency could be low; for example, daily or even weekly.
However, if XYZ Corporation is experiencing explosive growth, and there
are hundreds of thousands of employees worldwide, shadowing would be
required on a more frequent basis.

As a general rule, most entries in GDS do not require a high update
frequency. Normally, shadow entries should be updated once daily.
However, if the directory service is used as a database, data tends to change
more frequently.

Figure 3-5 shows a sample Shadow Update worksheet partially filled out by
Branch Administrator 4. The worksheet includes columns for the DN of the
object entry, the update frequency, and the update times. The possible
values for the update frequency are HIGH, MEDIUM, and LOW. The
values of the update times depend on the update frequency (update times are
in minutes for HIGH, hours for MEDIUM, and a specific hour in the range
of days for LOW).
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Figure 3-5. The Branch Network Administrators Partial Shadow Worksheet

Shadow Update Worksheet

Initiator: /C=US/O=XYZIOU=BRANCH4/CN=dsa/CN=dsa-ops

Target (shadow DSA)/C=US/0=XYZ/OU=BRANCH4/CN=dsa/CN=dsa-employ

istinoui Interpretation Update Frequency Update Time

E;&El:ﬁ;.l‘l:hzd Names (object/subtree) (HIGH, LOW, or MEDIUM) (minutes, hours, or days)
1C=USI0=XYZ/QU=BRANCH4/CN=James Jones object high every 15 minutes
/C=USI0=XYZ/OU=BRANCH4/CN=Al Smith object high every 15 minutes

3-20
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3.4.5 Default DSAs

When entering a DSA object in the DUA cache, an administrator can
specify a value for the DSA-Type attribute. The value of this attribute can
be the value of local, default, or default/local.

For each of the clients, an administrator must determine which DSA is the
local or default DSA or both. The default/local DSA (DSA-Type
default/local) is typically the one located on the nearest machine in the
network. More than one default DSA can be entered in the DUA cache
(DSA-Type default). This provides an alternative path to the network if one
or more of the other default DSAs cannot be reached.

In addition, the administrator needs to determine which other DSAs (remote
DSAS) the DUA needs to contact directly, and enter their names and PSAP
addresses in the cache (the value for DSA-Type is left blank). DSAs that are
neither default nor local do not have a value assigned for DSA-Type in the
DUA cache.

On the Client worksheet in Figure 3-6, Branch Administrator 4 enters the
DNs of dsa-employ and dsa-ops as defauit DSAs on clientl and client2.

On the Client/Server worksheet in Figure 3-7, Branch Administrator 4 enters
dsa-ops as the default/local DSA and dsa-employ as a default DSA on
clientserverl (the machine on which dsa-ops resides). Branch
Administrator 4 also enters dsa-employ as the default/local DSA and dsa-
ops as the default DSA on clientserver2 (the machine on which dsa-
employ resides).

The branch network administrator also defines dsa-HQ as another defauit
DSA for clientl so that, if dsa-employ or dsa-ops is not accessible, other
DSAs can be contacted through dsa-HQ. The branch network administrator
also defines dsa-us as another default DSA in the DUA cache of client2,
because it is important that client2 be able to access DSAs outside of the
XYZ Corporation’s namespace.

The branch network administrator enters the DN of dsa-HQ as a remote
GDS DSA on the worksheet for clientl.
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3.5 Determining Client/Server Addresses

3-22

An administrator needs to know the PSAP addresses of server machines and
client stubs in order to integrate them into the directory system. As
discussed in Chapter 2, PSAP addresses are composed of one or more NSAP
addresses and associated Transport selectors. (Presentation and Session
selectors are not used by DCE.)

Typically, the server and client stubs are already part of a network and have
been assigned a unique NSAP address by the appropriate naming authority.
If this is not the case, the administrator must apply for a unique NSAP
address. (See Appendix D for more information on how to apply for an
NSAP address.)

As shown in Figures 3-6 and 3-7 Branch Administrator 4 has obtained the
network addressing information for the two clients and two client/servers
and entered it on the Client and Client/Server worksheets.

The last column on the Client worksheet lists the general type of DSA. This
is for information purposes only. The values entered in this column do not
correspond to any input data required to configure GDS.
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Figure 3-6. Sample Client Worksheet

Global Cell Name: 1./C=USIO=XYZIBranch4

Client Worksheet

hil client]

Name of client

PSAP address (client stub):

TCPIIPlinternet=192.35.18.1+port=21010

NSAP address
TCP/IP

Transport procotol

T-Selector client P-Selector

DUA Cache Information

S-Selector

General DSA type (remote GDS,
remote non-GDS, intial, first-level)

T-Selector client P-Selector

DUA Cache Information

Distinguished name of DSA

Distinguished name of DSA DSA-Type
(C=US/0=XYZIOU=Branch4/CN=dsalCN=dsa-cmploy defaultilocal remote GDS
IC=USI0=XYZ/OU=Branch4/CN=dsa/CN=dsa-ops _ default remote GDS
/C=US/0=XYZIOU=mainbranch/CN=dsa/CN=dsa-HQ default remote GDS
Global Cell Name: 1../C=USIO=XYZIBranch4
Name of client machine: client2
PSAP address (client stub):
NSAP address TCPIIPlinternet=192.35.18 2+port=21014
Transport procotol TCPIP
S-Selector

General DSA type (remote GDS,
remote non-GDS, intial, first-level)

/C=US/0=XYZIOU=Branch4/CN=dsa/CN=dsa-op.

IC=US/0=XYZ/0U=Branch4/CN=dsalCN=dsa-employ

IC=USIO=ANSI/OU=first-level dsalCN=dsalCN=dsa-US

DSA-Type
defaultilocal remote GDS
_default remote GDS
default first-level
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Figure 3-7. Sample Client/Server Worksheet

Client/Server Worksheet
Global Cell Name: 1../C=USI0=XYZ/Branch4
Name of client/server hi client/server!

Distinguished name of DSA: 1C=USIO=XYZIQU=Branch4/CN=dsa/CN=dsa-ops

PSAP address:
NSAP address TCPIIPlinternet=192.35.18 4+port=21018
Transport procotol Tceip
T-Selector server P-Selector S-Selector

DUA Cache Information
General DSA type (remote GDS,

Distinguished name of DSA DSA-Type remote non-GDS, intial, first-level)
C=US/0=XYZ/OU=Branch4/CN=dsa/CN=dsa-ops defaultilocal GDS
/C=USI0O=XYZ/OU=Branch4/CN=dsalCN=dsa-employ default remote GDS
IC=USIO=XYZIOU=mainbranchiCN=dsa/CN=dsa-HQ default remote GDS
Global Cell Name: 1../C=USIO=XYZ/Branch4
Name of client/serve hil clientlserver2

Distinguished name of DSA: __ /C=US/O=XYZIQU=Branch4/CN=dsalCN=dsa-employ

PSAP address:
NSAP address TCPIIPlinternet=192.35.18.6+port=21020
Transport procotol TCPIIP
T-Selector server P-Selector S-Selector

DUA Cache Information
General DSA type (remote GDS,

Distinguished name of DSA DSA-Type remote non-GDS, intial, first-level)
/C=USI0=XYZIOU=Branch4/CN=dsa/CN=dsa-employ default/local GDS

/C=USI0=XYZIOU=Branch4/CN=dsa/CN=dsa-ops default remote GDS
/C=US/0=ANSIIOU=first-level dsalCN=dsa/CN=dsa-US default Sfirst-level
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3.6 Defining Remote GDS and Non-GDS DSAs

An administrator needs to determine the DN, DSA type, PSAP address, and
transport protocol information for remote DSAs that users require access to.

Figure 3-8 shows how Branch Administrator 4 enters this information for
each of the remote DSAs dsa-remotel and dsa-remote2 on the GDS
Remote and Non-GDS worksheet. This information is used to create the
required entry in the DUA caches of the relevant client and client/server
machines.

Figure 3-8 also shows how Branch Administrator 4 enters this information
for the non-GDS DSA dsa-remote-non-GDS. This information is used to
create the required entry in the DUA caches of the relevant client and
client/server machines.
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Figure 3-8. Sample GDS Remote and Non-GDS DSA Worksheet

. GDS Remote and Non-GDS DSA Worksheet

Distinguished name of DSA: /C=US/0=XYZ/OU=Branch2/CN=dsalCN=dsa-remotel DSA type remote GDS

PSAP address (DSA)
NSAP address IBMLAN!etherner=800148101D3
Transport protocol OSI-LAN
T-Selector server P-Selector S-Selector

Distinguished name of DSA: /C=US/0=XYZ/OU=Branch3/CN=dsalCN=dsa-remote2 DSA type remote GDS

PSAP address (DSA)

NSAP address IBMLAN!ethernet=800148101F4
Transport protocol OSI-LAN
T-Selector ___ server P-Selector S-Selector

Distinguished name of DSA: /C=US/0=ANSI/QU=first-level dsa/CN=dsu/CN=dsa-US ~ DSA type first-level, remote non-GDS

PSAP address (DSA)
NSAP address TCP/IPlinternet=192.40.204+port=22012

Transport protocol TCPIIP

T-Selector server P-Selector S-Selector

Distinguished name of DSA: DSA type

PSAP address (DSA)
NSAP address

Transport protocol

T-Selector P-Selector S-Selector
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Chapter 4

Overview of the GDS Administration
Tools

This chapter is an overview of the GDS administration tools. It provides a
brief description of the commands used to invoke GDS and a brief
description of administration functions. Several administration functions
related to maintaining the system are described in greater detail. This
chapter also describes the structure and purpose of masks and provides an
overview of function key usage.

GDS can be started by using the following commands:

gdssysadm Supports administration of the local GDS installation, such as
configuration, server, activation, and backup

gdsditadm Supports administration of the contents of a GDS database and
the local cache

gdscacheadm

Supports administration of the local DUA cache (only
necessary on client systems without gdsditadm)

The GDS commands can be used either in dialog or batch mode. Dialog
mode is used by an administrator to enter data interactively from a terminal
using numbered screens called masks, which are provided as part of the
GDS software. The administrator uses batch mode to run shell scripts that
have been created to automate administrative procedures. (See the OSF
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DCE Administration Reference for more information on how to use GDS
commands in shell scripts.)

The GDS command-line options are described in the OSF DCE
Administration Reference.

4.1 Mask Structure

As shown in Figure 4-1, the first line in every mask contains:
¢ The current mask name
¢ The current function

The other mask lines contain mask-dependent protected and unprotected

mask fields. Unprotected mask fields are modifiable; protected fields are
not.

Figure 4-1. General Mask Structure

(Mask Name) DIRECTORY SYSTEM Function

Display Field: ..........
Input Field: - - - - -
Toggle Field: Access Default DSA

This manual represents mask fields as follows:

Text Protected display field for displaying function-dependent

program variables such as in Mask Name or Function in Figure
4-1.)
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..... Protected display field for outputting directory data.
- Unprotected field for entering input (may be preset).

text Selection field (toggle field) where specified options can be
selected by pressing the space bar. (Preset options are
displayed in the mask.)

Note: In GDS, selection fields are displayed in bold for highlighting
purposes only. They are displayed normally on the screen.

4.2 The gdssysadm Command

To administer the directory system, the administrator calls the gdssysadm
process to invoke GDS system administration. When gdssysadm is invoked,
GDS presents the GDS Main Menu (Menu Mask, Part 1) as shown in Figure
4-2,

Figure 4-2. Menu Mask (Part 1)

(diradm) DIRECTORY SYSTEM

a - Administration of the directory information tree
¢ - Configuration of a directory system

b - Activation of a directory system installation

d - Deactivation of a directory system installation
s - Saving of local data to diskette/tape/file

r - Restoring of saved data from diskette/tape/file

f - Further functions

Your selection ! >
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The user can administer the GDS system with the following functions:
¢ a - Administration of the directory information tree/cache

Provides access to the DSA (see Chapter 7) and then provides the Object
Administration, Schema Administration, Shadow Administration, and
Subtree Administration functions. Alternatively, it provides access to
the DUA cache and then provides the Object Administration and Cache
Update functions.

¢ ¢ - Configuration of a directory system

Determines the type of configuration of the directory service and the
number of server and client processes to be activated, and allows an
administrator to create, delete, modify, and display configuration data.

¢ b - Activation of a directory system installation
Activates the directory service by starting its background processes.
o d - Deactivation of a directory system installation

Deactivates the directory service by terminating its background
processes.

« s - Saving of local data to diskette/tape/file
Saves the local data files of a directory system to diskette, tape, or file.
« r - Restoring of saved data from diskette/tape/file

Restores the saved data of a directory system from a diskette, tape, or
file.

o f- Further functions
Displays the second part of the menu mask

If f - Further functions is selected in part 1 of the menu mask, GDS
displays part 2 of the menu mask, as shown in the Figure 4-3.
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Figure 4-3. Menu Mask (Part 2)

(diradm) DIRECTORY SYSTEM

i - Display of directory system status information
1 - Activation of the ‘trace’ system

t - Deactivation of the ‘trace’ system

Your selection ! >

The following options are available from the Menu Mask (Part 2):
o i- Display of directory system status information

Displays whether the directory system is active or inactive, which
processes are available and how many, and whether the trace system is
active or inactive.

e 1 - Activation of the ’trace’ system
Starts the trace system for logging the directory processes.
¢ t - Deactivation of the ’trace’ system

Ends the trace system.
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4.2.1 Saving Local Data to Diskette/Tape/File

If s is selected in the Menu Mask Part 1 (see Figure 4-2), the mask shown in
Figure 4-4 is displayed. Use this mask to save the data of a local directory
system to diskette, tape, or file.

Figure 4-4. Mask for Saving the Database of a Local Directory System

(savepar) DIRECTORY SYSTEM Save Data

For which directory ID do you wish to
save the local data ? [1-20]: 1

On which medium do you wish to save the local data ? Diskette

Do you wish to format the media ?: NO

The mask displays the following fields:
For which directory ID do you wish to save the local data ? [1-20]:

Enter the directory ID, between 1 and 20, of the directory
system whose database you wish to save.

On which medium do you wish to save the local data ?

Select one of the following values. Toggle by pressing the
space bar.

o Diskette
o Tape
¢ File
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Name of the file:

Enter the name of the file to which the directory data is to be
saved. (This field is only displayed if File is selected in the
previous field.) The filename can be either an absolute or a
relative filename. If it is a relative filename, the file is created
in the subdirectory as specified in the TARPATH variable of
the dirparam file (in /opt/dcelocal/var/adm/directory/
gds/conf). Note that, if GDS is deinstalled, all the saved files
will be lost if they are stored in subdirectories of
lopt/dcelocal. (The default value of TARPATH is
lopt/dcelocal/var/adm/directory/gds/adm.)

Security password, if required:

If you want to protect the data files in your directory system
with a password, enter a password up to 10 characters long.

Do you wish to format the media ?

Select YES if you wish to format the data media before saving
or select NO if you do not wish to format the data media.
Toggle by pressing the space bar.

The saving process includes all the local data files (local DSA data, DUA
cache data) belonging to the directory system.

If further diskettes are required, they are requested by the save procedure. If
one of the data files exceeds the physical disk size, a tape must be used.

4.2.2 Restoring Saved Data from Diskette/Tape/File

If the r function is selected in the Menu Mask Part 1 (see Figure 4-2), the
mask shown in Figure 4-5 is displayed. Use this mask to restore saved data
from diskette or tape.
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Figure 4-5. Mask for Restoring Data Saved from Diskette/Tape

(respar) DIRECTORY SYSTEM Restore Data

For which directory ID do you wish to restore the
local data ? [1-20]: 1

From which medium should the data be read ?: Diskette

Attention: Your existing data will be overwritten!!!

The mask displays the following fields:
For which directory ID do you wish to restore the local data ? [1-20]

Enter the directory ID, between 1 and 20, of the local data you
want to restore.

From which medium should the data be read ?

Select one the following values. Toggle by pressing the space
bar.

o Diskette

» Tape

o File
Name of the file:

Enter the name of the file from which the directory data is to
be restored. (This field is only displayed if File is selected as
the medium.) The filename can be either an absolute or a
relative filename. If it is a relative filename, the file is read
from the subdirectory as specified in the TARPATH variable
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of the dirparam file (in /opt/dcelocal/var/adm/directory/
gds/conf). The default value of TARPATH is
opt/dcelocal/var/adm/directory/gds/adm.

Security password:
Enter the password used when the local data was saved.

The system then asks you to insert the diskette or tape from
which the data is to be read. The restoring process restores all
the local data files belonging to the directory system. During
the restoring process, all data in the DSA and in the DUA
cache is overwritten. If additional diskettes were used when
the data was saved to disk, these are requested by the restore
procedure.

4.2.3 Displaying of Directory System Status Information

If i is selected in the Menu Mask Part 2 (see Figure 4-3), the mask shown in
Figure 4-6 is displayed.
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Figure 4-6. Mask for Displaying the Directory System Status Information

(Info) DIRECTORY SYSTEM Status Information

The directory system is active (existing processes —>):

DUA cache process
C-stub process

S-stub process(es)

DSA process (es)

IPC monitoring process

PR R R

Status of the ’‘trace’ system: active

To continue please press <Returns.

This mask displays the following information:
o Whether the directory system is active or inactive
¢ Which and how many processes are available
e Whether the trace system is active or inactive

Note: If a process that is to run is not displayed, the reason for the
abort is documented in the corresponding log file.

4.2.4 Activating the trace System

If 1 is selected in the Menu Mask Part 2 (see Figure 4-3), the trace system
for logging the directory processes is started.
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4.2.5 Deactivating the trace System

If the t function is selected in the Menu Mask Part 2 (see Figure 4-3), the
trace system for logging the directory processes is ended.

4.3 The gdsditadm Command

The gdsditadm command invokes directory database administration. If the
administrator is connecting to a DSA, the command can be used to invoke
Object, Schema, Shadow, and Subtree Administration directly. If the
administrator is connecting to the DUA cache, the command can only be
used to invoke Object Administration or Cache Update Administration
directly.

4.3.1 Object Administration

Administrators manage objects and their attributes. Although both master
and shadow entries can be accessed through the GDS adminstration tools, it
is recommended that shadows be managed exclusively with the Shadow
Administration functions. The Shadow Administration functions guarantee
consistency in the DIT by updating shadows periodically using the master
information. Because the Shadow Administration functions are not
standardized by the X.500 standards, it is sometimes necessary to
administer shadows with the Object Administration functions (for example,
non-GDS DSAs).

Table 4-1 shows functions that are supported for logging into DSAs.
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Table 4-1. Object Administration Functions

4-12

Function

Meaning

Add Object

Adds a new object with attributes and
access rights.

Remove Object

Deletes an object.

Display Objects
(Global Master
Info)

Displays all master information on the
selected objects. This operation
contacts all DSAs that are involved
by the query. The result is only
complete if every DSA involved is
available.

Display Objects
(Entries in Current
DSA)

Displays only the entries in the
current DSA for selected objects;
that is, master and shadow entries
stored in this DSA.

Add Attributes

Adds one or more attributes for an
object with a name and value. The
attributes to be added must be

defined in the Attribute Table (AT).

Delete Attributes

Deletes one or more attributes of an
object.

Modify Attribute

Changes the attribute value of an
object. Single value attributes can be
modified and recurring attribute
values can be added, modified, and
deleted.

Add Alias

Adds an alias for an object.

Modify RDN

Changes the RDN of an object.
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4.3.2 Schema Administration

The functions described in Table 4-2, which are supported by gdsditadm,
allow the user to manage the object classes entered in the Object Class
Table (OCT), the attribute types entered in the Attribute Table (AT), and the
Structure Rules entered in the Structure Rule Table (SRT).

This is similar to the administration of a database schema.

Table 4-2. Schema Administration Functions

Function Meaning

Display OCT Displays the elements of the OCT

Add OCT Entry Adds a new OCT entry to the memory of
the administration program

Delete OCT Entry | Deletes an OCT entry from the memory
of the administration program

Modify OCT Entry | Modifies an OCT entry in the memory of
the administration program

Display AT Displays the elements of the AT

Add AT Entry Adds a new AT entry to the memory of
the administration program

Modify AT Entry Modifies an AT entry in the memory of
the administration program

Delete AT Entry Deletes an AT entry from the memory of
the administration program

Display SRT Displays the elements of the SRT

Add SRT Entry Adds a new SRT entry to the memory of
the administration program

Delete SRT Entry | Deletes an SRT entry from the memory
of the administration program

Modify SRT Entry | Modifies an SRT entry in the memory of
the administration program

Store Schema Transfers changes in the SRT, OCT,
and AT from the memory of the
administration program to the DSA or, in
the case of errors, to a file '
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Function Meaning

Load Schema Transfers a schema that is stored in a
file, as a result of an error, back into the
memory of the administration program

Note that these functions are described in more detail in Chapter 9.

4.3.3 Shadow Administration

The Shadow Administration functions described in Table 4-3, which are
supported by gdsditadm, allow the user to create and delete shadows of
objects or subtrees in a DSA, to create and delete shadowing jobs, and to
manage shadowing jobs. Shadowing jobs ensure that shadow objects are
up-to-date by updating the shadows at regular intervals.
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Table 4-3. Shadow Administration Functions

Function Meaning
Create Shadows and Creates a shadowing job (on the
Shadowing Job local machine) and copies of the

object or subtree in the target
DSA or DSAs

Create Shadowing Job

Creates a new shadowing job
(on the local machine)

Remove Shadows and
Shadowing Job

Deletes a shadowing job and
removes the copies in the target
DSA

Remove Shadowing Job

Deletes a shadowing job

Update Shadowing Job Activates or deactivates a
shadowing job, or changes the
update frequency of an active
job

Display Shadowing Jobs | Displays existing shadowing jobs

Display Update Errors Displays errors when updating

objects/subtrees in the target
DSA or DSAs

Remove Update Error

Cancels an update that failed on
the target DSA so that it is not
repeated at the next activation
time of the update daemon
process

These functions are described in more detail in Chapter 10.

4.3.4 Subtree Administration

The functions in Table 4-4, which are supported by gdsditadm, allow the
user to append, move, copy, and delete subtrees, to change the Master
Knowledge attribute of a subtree, and to change attribute values in a
subtree.
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Table 4-4. Subtree Administration Functions

Function Meaning

Save Subtree Writes the master or shadow
information of a subtree to a file

Append Subtree | Appends a subtree that has been
written beforehand to a file with the
Save Subtree function, under a
(new) parent node

Copy Subtree Copies a subtree under a (new)
parent node

Change Name / Changes the name of an entry, which
Move Subtree does not have to be an end node, or
moves a subtree

Delete Subtree Deletes a subtree in the master DSA
or DSAs, or in the BIND DSA

Change Master Changes the Master Knowledge
attribute of all objects in a subtree

Modify Subtree | Changes the value of the attribute for
all objects of a subtree with a
specified attribute value

4.4 The gdscacheadm Command

The gdscacheadm command is used to invoke Cache Administration.
Administrators can also invoke Cache Administration by selecting the
Logon to the DUA Cache option from the Logon Menu Mask (Mask 1).
Cache Administration supports object admininstration and cache update
functions.

Table 4-5 shows the object administration functions that are supported by
gdsditadm for logging into the DUA cache and that are supported by
gdscacheadm.
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Table 4-5. Object Administration Functions for Logging into the DUA Cache

Function Meaning

Add Object Adds a new object with attributes
Remove Object Deletes an object

Display Objects Displays entries in the DUA cache

Display Local and Default DSA | Displays the Distinguished
Names of the local and default

DSAs

Add Client Address Informs the directory system of
the PSAP address of the C-stub

Display Client Address Displays the PSAP address of the
C-stub

Delete Default DSA Deletes a default DSA

Add Alias Adds an alias for an object

The cache update functions display, activate, deactivate, and modify cache
update jobs.

4.5 User Input

The administrator calls individual administration functions of the directory
service by entering options in menu masks.

Table 4-6 gives an overview of the function keys available and their
functionality. This is a model mapping; the function key mapping for your
installation may differ.
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Table 4-6. Function Keys and Functionalities

4-18

Key Function

Name Key Functionality

F1 F1 Return from attribute masks to object
list (Mask 18) in the case of Display
Objects
Go from object list (Mask 18) to object
name mask (Mask 6) in the case of
Display Objects
Go from O/R-Name mask (Mask 34)
to O/R-Address masks (Masks 28,
29, 30, 31, 32) in the case of Modify
Attribute
Go from O/R-Address (Mask 32) to
PSAP mask (Mask 7a) in the case of
Modify Attribute

<Return> A Go to next field/line

<Menu> F2 Execute function

<Scroll Up> F3 Display previous page/object/entry

<Scroll Down> F4 Display next page/object/entry

<Del Char> F5 Delete a character

<Del Line> F6 Delete a line

<Ins Char> F7 Insert a character

F8 F8 Select a recurring attribute in Mask 6d

<Del> <Ctrl-c> | Abort function and return

<End> <Ctrl-d> | Terminate gdssysadm

Confirm input in mask fields by pressing <Return>. The following
operations are possible in every mask input field (excluding toggle fields):

o Insert character at the cursor position by using <Ins Char>.

o Delete character at the cursor position by using <Del Char>. The
character before the cursor position can be deleted by using
<Backspace>.

o Delete the whole input field by using <Del Line>.

On toggle fields, select an option by pressing the space bar or by entering
the option itself. Preset options are displayed in the mask.
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In the last input field of a mask, confirm the input by pressing <Return> or
<Menu>. The next mask in the function is then displayed or, if the function
has ended, the calling menu mask is redisplayed.

Abort the current function in a mask by pressing <Del>. The calling menu
mask is then displayed.

To page forward or back, press <Scroll Down> and <Scroll Up>. End the
display by pressing <Del>. Use <T> and <{> to position the cursor on an
element to be selected, and press <Return> to activate the selection.

Wildcards (*) in names are only permitted for retrieval functions.

Character entries of attribute values must end with an ’ (apostrophe).
Attribute values can, therefore, also contain blanks at the end. The
attributes can also be input in hexadecimal; that is, in the form x’...".

Note: Chapters 8, 9, 10, and 11 start by describing the masks used,
along with their meaning and input options. This is followed
by a description of each operation and its mask sequence.

4.6 Administration of GDS Using Input Files

The GDS commands, gdsditadm and gdscacheadm, accept ASCII input
files that can automate specific administration procedures. Input files must
provide mask entries in the same mask sequence as an administrator would
provide interactively.

Every input in a mask field must be entered in a separate line in the input
file. The end-of-line character is interpreted as a key input.

Any space remaining following a value in an input field must be filled with
underscores so that longer values specified beforehand for the same field
will be overwritten correctly.

Comments that begin with * (asterisk) and end with *: (asterisk, colon) are
transferred from the input file to the output file. Comments must be
enclosed between colons (:).

The following example of an input file adds some objects to the directory.

:**%*x*xTEST 1 (Add Object) DSA QP=4*1***+*.
:**%% geesid = @(#) tl.laddobj 7.2 91/06/24 (K Sys AP 11) ***:
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4-20

:Directory ID:1

:Password: schmid
:Country:de
:Organization:Smith Ltd
:Organizational Unit:Sales
:Common name: Schmid
:Options:Logon to the Default DSA
t***x*xpadministration ****.
:Function:1

s *¥*x*x*xpddObject US ****%%%*,
:Operation:1

:Object type number:2
:Country:US

:Object Class:C

:Auxiliary Object Class:NO
:Attribute namel:
:Attribute name2:
:Attribute name3:
:Attribute named:
:Attribute name5:

:More:

****AddObject US/Smith Lid *******.
:Operation: 01

:Object type number:03
:Country:US
:Organization:Smith Ltd
:Object Class:Organization
:Auxiliary Object Class:NO
:Attribute namel:
:Attribute name2:
:Attribute name3:
:Attribute name4:
:Attribute name5:

:More:

****pddObject US/Smith Ltd/Sales *****%*.
:Operation:01

:Object type number:04
:country:US .
:organization:Smith Ltd
:Organizational Unit:Sales
:Object Class:0Organizational-Unit
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:Auxiliary Object Class:NO
:Attribute namel:

:Attribute name2:

:Attribute name3:

:Attribute named:

:Attribute name5:

:More:

:****pddObject US/Smith Ltd/Sales/Huber *****x*.
:Operation:01

:Object type number:05
:Country:US

:0Organization:Smith Ltd
:Organizational Unit:Sales

:User :Huber

:Object Class:Organizational-Person
:Auxiliary Object Class:NO
:Attribute namel:Surname
:Attribute name2 :Telephone-Number
:Attribute name3:Telex-Number
:Attribute name4:Fax-Telephone-Number
:Attribute name5:

:More:

:Attribute name:Surname
:Attribute value:Huber’
:Attribute value:

:Attribute name:Telephone-Number
:Attribute value:12341234°
:Attribute value:

:Attribute name:

:Attribute value:

:Attribute value:

:Telex number:54377

:Country code:49

:Answerback: 54

:FAX number:34445

:A3_Width:Y

:B4 _Length:Y

:B4 Width:Y

:Fine resolution:Y

:Two dimensional:Y
:Uncompressed: Y
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:Unlimited length:Y
:****pAddObject US/Smith Ltd/Sales/Sanjay,India *******.
:Operation:01

:Object type number:06

:Country:US

:Organization:Smith Ltd
:Organizational Unit:Sales
:User:Sanjay
:0rg.-Unit-Name:India

:Object Class:Organizational-Person
:Auxiliary Object Class:NO
:Attribute namel:Surname
:Attribute name2 :Telephone-Number
:Attribute name3:

:Attribute name4:

:Attribute name5:

:More:

:Attribute name:Surname
:Attribute value:jain’

:Attribute value:

:Attribute name:Telephone-Number
:Attribute value:1237261’
:Attribute value:

:Attribute name:

:Attribute value:

:Attribute value:

: * %k *E:ND* * k% .

:Operation:00

: ****END TEST**** :

:Operation:00
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The following is an example of an output file:

BIND elapsed time: 0.0000 sec
****padministration ****:

:****Addobject Us *******:

:****pddObject US/Smith Litd *****x*,

****addObject US/Smith Ltd/Sales ******x.
:****AddObject US/Smith Ltd/Sales/Huber *******;
:****pddObject US/Smith Ltd/Sales/Sanjay,India *****%%.

.****EI\]D**** -

:****END IIEST**** :

If the command executes successfully, the return value is O (zero);
otherwise, the value is nonzero.
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Chapter 5

Installation and Day-to-Day Operation
of GDS

This chapter describes how to install, start, stop, and monitor GDS.

5.1 Installation and Configuration Prerequisites

A minimum of 20 megabytes of memory is required for initial installation as
well as additional disk space for the DIB. The administrator needs to define
a globally unique cell name for each cell that accesses the directory service
and to configure a Global Directory Agent (GDA) in each cell.

Each cell must meet the following requirements:
» Each cell must be configured as a CDS and Security client.
¢ The rped daemon must be running.

+ The /opt/dcelocal/dce_cf.db file must be available on the machine and
contain entries for the name of the cell and the name of the local host.

« Principal and account entries must be contained in the registry database
for hosts/hostnamelgda, and a ktab entry must be available for this
principal.
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¢ Each machine that runs as a server must have the following services and
related processes (in parentheses) running:

— RPC (rpcd)

— Security (secd, sec_clientd)

— CDS (cdsd, cdsadv, cdsclerk)

— DTS (dtsd, dts_device_name _provider)
— GDA (gdad, gda_child)

5.2 Installing GDS

The procedure for installing GDS is described in detail in the OSF DCE
Administration Guide — Introduction. The procedure is summarized as
follows:

o Choose the INSTALL option from the DCE Main Menu.

» Choose the GDS Server option from the DCE Installation Menu. A list
of GDS-related binary files that are being installed on the system is
displayed.

¢ Choose the Exit option from the DCE Installation Menu.

5.3 Starting GDS

An administrator calls the gdssysadm process to administer the directory
system. The menu mask shown in Figure 5-1 is then displayed.
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Figure 5—-1. Menu Mask (Part 1)

(diradm) DIRECTORY SYSTEM

a - Administration of the directory information tree
¢ - Configuration of a directéry system

b - Activation of a directory system installation

d - Deactivation of a directory system installation
s - Saving of local data to diskette/tape/file

r - Restoring of saved data from diskette/tape/file

£ - Further functions

Your selection ! >

The GDS background processes are started by using the administration
function b, which activates a directory installation.

5.4 Stopping GDS

The directory system is stopped with the administration function d, which
deactivates a directory installation.

Before finishing, the background processes complete any activities that are
currently running.
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5.5 Monitoring GDS

In order to monitor most GDS processes, the trace system must be activated
through the 1 option of the Menu Mask (Part 2) (see Figure 4-3). The trace
system creates a set of log files for different processes. To switch on logging
for the gdssysadm process, enter X in the Menu Mask (Part 1). Table 5-1
describes where these log files are located.

Table 5-1. Log File Subdirectories

Process Subdirectory
Any application, If the shell variable D2_LOG_DIR is set,
gdscacheadm, the log files are created in the directory
gdsditadm denoted by the value of D2_LOG_DIR;
otherwise, they are created in $SHOME
Cache dce_locallvar/adm/directory/gds/cache
C-stub dce_locallivar/adm/directory/gds/cstub
S-stub dce_locallvar/directory/gds/adm/sstub
DSA dce_locallvar/directory/gds/adm/dsa/dirx
where x represents the directory 1D
gdssysadm dce_locallvar/adm/directory/gds/adm
Monitoring dce_locallvar/adm/directory/gds/adm

The names of the log files available for the processes are shown in Table
5-2. In the table, pid represents the process number.

Table 5-2. Log Files

5-4

Process Log File

Any application, log_pid.1 and log_pid.12 written
gdscacheadm, successively (that is, when 11 reaches its
gdsditadm maximum size (2,000 records), logging

continues in 12, and so on)

log.xds.pid for XDS to CDSPI switch
logging
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Process

Log File

Cache

cachetrace and cachetrace.SAV written
successively (that is, when the first
reaches its maximum size (32 KB),
cachetrace is copied to cachetrace.SAV
and cachetrace is overwritten)

logfile for fatal errors

C-stub

log_pid.I1 and log_pid.12 written
successively (that is, when I1 reaches its
maximum size (2000 records), logging
continues in 12, and so on)

CMXLapid and CMXLbpid written
successively for the transport system
interface (that is, when a reaches its
maximum size (256 KB), logging
continues in b, and so on)

S-stub

log_pid.I1 and log_pid.I2 written
successively (that is, when I1 reaches its
maximum size (2,000 records), logging
continues in 12, and so on)

CMXLapid and CMXLbpid written
successively for the transport system
interface (that is when a reaches its
maximum size (256 KB), logging
continues in b, and so on)

DSA

log_pid.I1 and log_pid.12 written
successively (that is, when I1 reaches its
maximum size (2,000 records), logging
continues in 12, and so on)

log_asn1.pid for the ASN.1 encoded
messages

gdssysadm

log_pid

Monitoring

log_ipcchk

The log files remain in the subdirectories after the processes end. If GDS is
reactivated, the old log files are deleted and new log files are created. Some
log files are in binary format.
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The ASN.1 log files and transport interface log files are only written in
conjunction with deactivation and activation of the directory system
installation (see Sections 5.3 and 5.4). All other log files are written
immediately.

Table 5-3 shows which tools must be used to evaluate the log files. All other
log files are readable ASCII files.

Table 5-3. Tools for Evaluating Log Files

Log File Command for Evaluating
the Log File

log_pid.l1, log_pid.12 gdsstep /logfile
CMXLapid, CMXLbpid | gdscmxl -DXv logfile

Logging is switched on immediately for the GDS system administration
process (gdssysadm) when X is entered in the Menu Mask (Part 1) or Menu
Mask (Part 2). When X is entered in either of these masks, logging for this
process is switched off.

For all other processes, logging is switched on using the administration
function 1 in the Menu Mask (Part 2), which activates the trace system, and
is switched off again with the administration function t, which deactivates
the trace system. Logging can be switched on and off when the system is
both active and inactive.

If logging is to be switched on and off for any application process, the
gdsditadm, or the gdscacheadm process, the shell variable D2_LOG must
be set to on or off in the environment where the application is running.

5.5.1 Displaying Status with the gdsdirinfo Command

5-6

The gdsdirinfo command can be used to obtain useful information on all
daemon processes running for GDS and on all current processes using GDS.
The gdsdirinfo command reads all of the information from the GDS-
specific shared memory area and writes to stdout. A 2-line header is printed
first, followed by the information specific to the different processes (one line
per process).

OSF DCE Administration Guide—Extended Services



Installation and Day-to-Day Operation of GDS

The following is an example of gdsdirinfo output:

# PROCTYPE PID DIRID IPCID STATE

#

Monitor 4105 - 5 -
DUA-Cache 4106 - 1 -
C-Stub 4108 - 2 -
S-Stub 4118 1 11 -
S-Stub 4123 2 12 wil
DSA 4130 1 31 -
DSA 4125 2 32

Dir-User 4300 - 31 R10

The following information is displayed:

PROCTYPE
The process type. The following types can occur: Monitor,
DUA-Cache, C-Stub, S-Stub, DSA, and Dir-User.

PID The process identifier.

DIRID The directory identifier (1 - 20) with which the process is
associated. If a process cannot be associated with a specific
directory identifier (for example, the DUA Cache process), a
dash is printed instead of a directory identifier number.

IPCID The IPC server ID with which the process is associated. This
ID is used internally by GDS to establish an IPC association
between an IPC client and an IPC server for sending
distributed commands (for example, when activating and
deactivating the trace system). The processes are assigned IPC
server IDs as shown in Table 5-4.
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Table 5-4. IPC Server IDs

STATE

ID Number | Process

1 DUA Cache

2 C-stub

5 IPC-monitoring
11-30 S-stub

31-50 DSA processes

If the process type is Dir-User, the IPC server ID displayed
refers to the GDS (IPC) server (for example, DUA-cache, C-
stub, DSA) with which this GDS client is associated. The
relationship between IPCID and DIRID is important because it
is easy to find the correct DSA or S-Stub if the directory ID is
known. (The relationship is for S-Stub processes is Dir ID =
IPCID - 10; the relationship for DSA processes is Dir ID =
IPCID - 30).

Describes the state of a GDS process during the startup phase
or of a GDS client. Table 5-5 shows the valid states and their
meanings.

If none of the specific states shown in Table 5-5 is associated
with the process, a dash is printed.

Table 5-5 shows how a GDS process during the startup phase is designated
by a state value of Wn. GDS clients refer to any application. They are
represented by Dir-User in gdsdirinfo output.
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Table 5-5. GDS Process States

State Value | Process Type | Meaning

W1 C-Stub/S-Stub | C-Stub tries to read its own
PSAP address from DUA cache

W3 DSA DSA tries to read its own DSA
name from the file

w4 DSA DSA tries to read the internal
schema

W5 DSA DSA changes the schema
object in the database

R1 GDS client IPC association exists between
GDS client and GDS server

R10 GDS client DAP/DSP association exists
between GDS client and GDS
server

Note: A DSA process is also listed as a Dir-User if it chains a
request through S-Stub to a remote DSA. C-Stub and S-Stub
are also listed as Dir-User in the startup phase if they are
trying to read the PSAP address from the DUA cache.

If the gdsdirinfo command is called when GDS is inactive, the following
message is written to stderr:

gdsdirinfo: can’t get IPC-resources (errno = 2)

If the command executes successfully, the exit value O (zero) is returned;
otherwise, the value is 1 or 2.

(See the OSF DCE Administration Reference for a detailed description of
the gdsdirinfo command.)
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5.5.2 Interpreting Log Files with the gdsstep Program

Logging files that are generated by GDS applications can be subsequently
evaluated and displayed with the gdsstep program. The logging records can
be used by application programmers to debug their applications, and by
users to determine network problems or protocol problems with remote
systems.

(See the OSF DCE Administration Reference for a detailed description of
the gdsstep program.)
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Initializing GDS

After GDS is installed, the administrator must perform the following steps:
1. Configure the directory system
2. Activate the directory system
3. Initialize the directory service

To perform these steps, the administrator calls gdssysadm by entering the
following at the system prompt: gdssysadm. The menu mask shown in
Figure 6-1 is then displayed.
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Figure 6-1. Menu Mask (Part 1)

(diradm) DIRECTORY SYSTEM

Vi)
I

Administration of the directory information tree
¢ - Configuration of a directory system

b - Activation of a directory system installation

[o})
|

Deactivation of a directory system installation
s - Saving of local data to diskette/tape/file
r - Restoring of saved data from diskette/tape/file

f - Further functions

Your selection ! >

6.1 Configuring the Directory System

Once the directory system is installed, the system must be configured by
using administration option ¢ of the gdssysadm Menu Mask (Part 1). The
menu mask shown in Figure 6-2 is then displayed.

Note: The directory system is the whole entity of the GDS
installation; it consists of all the GDS processes. By
introducing the concept of a directory ID, it is possible to
generate DITs that have different schemas. This means that
each directory ID represents its own ‘‘X.500 world.”” For
example, directory ID 2 could represent an X.400 mail
directory; whereas, directory ID 3 could represent a customer
directory of a company. This concept is useful if the DITs are
not combined into one DIT, which is possible in GDS.
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Figure 6-2. Directory Service Configuration Mask

(confpar) DIRECTORY SYSTEM Configuration

Which configuration mode ?: Creation of configuration data

For which directory ID should the operation be
performed ?: 2

which configuration type ?: Client/Server system

How many clients have access to the directory system at the
same time ?: [1-256]: 16

How many server processes should be activated ? [1-256]: 2

Do you want to distribute ’update’ information ?: NO

During configuration, the directory ID and the configuration type of the
directory service are established. The configuration types are as follows:

¢ Client system
o Client/server system
It is possible to configure up to 20 IDs.
The Directory Service Configuration mask displays the following fields:
Which configuration mode ?
Select one of the following modes by pressing the space bar:

Creation of configuration data
To enter the configuration data for a new
directory ID.

Deletion of configuration data
To delete the configuration data for a directory
ID. "
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Display of configuration data
To display the configuration data for all the
directory IDs that are configured (see Figure
6-3). Input in the remaining fields is not possible
when this mode is selected.

Changing of configuration data

To change the configuration data for a directory
ID.

For which directory ID should the operation be performed ?

Enter a directory ID in the range 1 to 20 for Changing of
configuration data or Display of configuration data. Enter a
directory ID in the range from 2 to 20 for Creation of
configuration data or Deletion of configuration data. The
required value can also be selected with the space bar.

The following entries are only displayed when Creation of
configuration data or Changing of configuration data mode
is selected:

Which configuration type ?
The configuration type of the directory service.
Select one of the following values by pressing the space bar:
¢ Client system
e Client/Server system

How many clients have access to the directory system at the same time ?
[1-256]

The maximum number of clients possible is 256.
How many server processes should be activated ? [1-256]

The number of server processes to be activated depends on
how many applications need to be able to access the DSA of
the directory at the same time.

The number of server processes is determined by the system
load. If the system load increases, additional server processes
are activated automatically. If the system load decreases,

6-4 OSF DCE Administration Guide—Extended Services



Initializing GDS

server processes are terminated automatically. However, the
number of running server processes is never less than the
value specified here.

Do you want to distribute *update’ information ?

Select one of the following values by pressing the space bar:

YES Distribute updates on master information to
DSAs that have shadows
NO No distribution

When the mask for the configuration is filled, a configuration file is created
(or updated). GDS starts the DSA processes as often as required by using
this configuration file.

Notes: A new configuration does not become effective until the
next time the directory installation is activated.

A configuration can only be deleted or changed if the
directory installation is deactivated.

If the configuration is deleted or if the client/server system
is reconfigured to a client system, all user data in the
configuration is lost.

If the Display of configuration data option is selected in the Which
configuration mode ? field, the mask in Figure 6-3 is displayed, giving
details of all the directory IDs configured.
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Figure 6-3. Mask for Displaying the Directory IDs Configured

(confpar) DIRECTORY SYSTEM Configuration

Which Configuration mode ?: Display of configuration data

DIRECTORY-ID CONFIGURATION TYPE SERVER-PROC CLIENTS UPDATE
1 Clt/Srv-System 1 16 no
3 Clt/Srv-System 1 16 no

To continue please press <Return>.

6.2 Activating the Directory System

After a directory system is configured, it must then be activated. To do this,
select function b of the gdssysadm Menu Mask (Part 1) (Figure 6-1). This
function activates a directory installation.

Starting background processes can take some time. You can display
information on the processes by using the i function of Menu Mask (Part 2),
which displays directory system status information. To display Menu Mask
(Part 2), select function f from the Mask Menu (Part 1).
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6.3 Initializing the Directory Service

The following sections describe the process for initializing the directory
service in order to connect a new client or server to an already existing
directory system.

6.3.1 Rules for Initializing the Directory Service

In order to make a newly configured directory system operable, some
general guidelines must be observed regarding the following:

¢ DUA cache

» Schema object

+ Master and shadow entries of DSAs
« First-level DSAs

» Objects mastered by superior DSAs

After the directory system is configured, the DUA cache does not contain
any entries, and the local DSA only has the entry of a default schema.

6.3.1.1 DUA Cache

Each DUA cache must have an entry of the PSAP address of the client in
order to set up a connection to a remote DSA. Each DUA cache also
requires the entries of all DSAs, including their PSAP address, to which the
DUA wishes to connect directly. Normally, the DUA cache has at least the
name and the PSAP address of the local DSA.

When entering a DSA object in the DUA cache, the administrator can
specify a special attribute called a DSA-Type, which can have the
following values:

local DSA of the directory system that is in the same computer as
the DUA. In order to access it, the local DUA does not need to
establish a connection to the network. The local DSA can
access other remote DSAs and can be accessed by remote
DUAs and DSAs.
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default A remote DSA that the administrator wishes to contact if the
Logon to the Default DSA option is selected in the Menu
Mask (Part 1). In order to access this DSA, the DUA needs to
establish a connection to the network.

default/local Specifies the local DSA as a default DSA. For this purpose,
the local DSA is entered in the DUA cache with DSA-Type
default/local’ instead of DSA-Type local’.

There is only one local or default/local DSA per directory ID. Several
default DSAs can be entered in the DUA cache per directory ID. These can
be either the local DSA or remote DSAs, or both. To set up a connection to
the default DSA, the administrator must select the Logon to the Default
DSA option in the Menu Mask (Part 1).

It is also possible to enter DSA objects in the DUA cache without
specifying the attribute DSA-Type. To set up the connection to one of these
remote DSAs, the administrator must select the Logon to a Specific DSA
option in the Menu Mask (Part 1).

After the client address and DSA objects with DSA-Type default/local’ or
local’ are entered, there can be a delay of up to one minute before the
system starts working.

The values for DSA-Type that the branch network administrator entered on
the sample Client worksheet and Client/Server worksheet are shown in
Figures 3-6 and 3-7.

6.3.1.2 Schema Objects

Each DSA must contain the schema object under the root of the DIT. If the
DSA has the master entry of the schema object, it is called an initial DSA.
Other DSAs that contain a shadow of the schema object from an initial DSA
constitute an administration domain.

For example, in Figure 6-2, one of the branch network administrator’s
DSAs, dsa-ops, contains a shadow of the schema object mastered by the
corporate network administrator’s DSA, dsa-HQ.
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Figure 6—4. Schema Objects Under the Root of the DIT

root

CN=schema

OU=first-level dsa OU=Branch4

OU=mainbranch

CN=dsa CN=dsa
CN=dsa-US CN=dsa-HQ CN=dsa-ops
(First-Level DSA) (Initial DSA Administered by Mary)

Corporate Administrator’s DSA (dsa-HQ)

root

CN=schema

OU=first-level dsa OU=Branch4

OU=mainbranch

CN=dsa CN=dsa

CN=dsa-US

CN=dsa-HQ CN=dsa-ops
(First-Level DSA)

CN=dsa-employ
Branch Administrator’s DSA (dsa-ops)
Legend:

O = Master Entry.
[ = Shadow Entry (with Master Knowledge information).
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6.3.1.3 Master and Shadow Entries of DSAs

Each DSA must have a master entry of its own DSA and at least a shadow
entry of one other DSA that knows the other DSAs in the directory.

For example, Figure 6-2 shows the entries for the DSAs in the branch
network administrator’s cell, dsa-ops, and the corporate network
administrator’s DSA, dsa-HQ. The dsa-HQ DSA has knowledge of all the
DSAs in XYZ Corporation and the first-level DSA, dsa-us (giving dsa-HQ
global knowledge of DSAs outside the US).

A GDS DSA can make a referral to another DSA only if a shadow of that
DSA, including its PSAP address, is contained in the DIT. The same
condition is also required for chaining.

Figure 6-2 shows that, because of the existence of the following objects,
dsa-ops can send a referral (or perform chaining) to dsa-HQ and the first-
level DSA dsa-us:

e /C=US/0=XYZ/OU=mainbranch/CN=dsa/CN=dsa-HQ
s /C=US/O=ANSI/OU=first-level-dsa/CN=dsa/CN=dsa-US

6.3.1.4 First-Level DSAs

A DSA that is master of an object under root (first-level object), except the
schema object, is called a first-level DSA. Because this first level is not
under the control of the directory system, it must be managed by a human
directory administrator. The administrator must add shadow objects for all
first-level objects and all other first-level DSAs, including the DSAs that
master these objects.

The administrator of a first-level DSA must ensure that the names in the
first level are unique and that only one DSA is master of an object.
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6.3.1.5 Objects Mastered by Superior DSAs

Each DSA must have at least a shadow entry of the master DSA of the
first-level object, which is superior to the local DSA object.

Note: It is advisable to add shadows of all DSAs with their PSAP
addresses (these DSAs are masters of the superior nodes of
the local DSA object). This also applies to superior nodes of
objects that are mastered by the local DSA. This is necessary
if these superior nodes are mastered by non-GDS DSAs.

6.3.2 Information Required for Initializing the Directory Service

The configuration worksheets described in Chapter 3 are designed to
provide the client and client/server information that an administrator needs
to initialize the directory service.

In summary, the following client information is required:

e Client address (that is, the PSAP address of the client stub on the local
machine)

e Names and PSAP addresses of all default DSAs

e Names and PSAP addresses of all other remote DSAs that this DUA
wants to contact directly (that is, not by following a referral received
from another DSA)

The following client/server information is required:

e Client address (that is, the PSAP address of the client stub on the local
machine)

o Name and the PSAP address of the local DSA
o Names and PSAP addresses of all default DSAs

Names and PSAP addresses of all other remote DSAs that this DUA
wants to contact directly (that is, not by following a referral received
from another DSA)

Indication of whether the default schema or other schema information is
used.
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6.3.3 Initialization Steps for the Directory Service

After the directory system is configured and activated, the system is still
inaccessible. A number of initialization steps must be performed in
sequence in order to set up the first directory system, or connect the
directory system to one already running in a distributed environment.

There are several possible types of configurations of working directory
systems:

o Initial client/server system

Client system

» A client/server system with non-GDS DSAs

A client/server system with DSAs that do not constitute an
administrative domain

¢ An administrative domain that uses the default schema
¢ An administrative domain that does not use the default schema

There are 10 basic steps involved in initializing the directory system. The
sequence in which these steps are performed varies according to the type of
configuration. The following sections describe the sequence in which the
initialization steps are to be performed for each configuration type. Section
6.3.4 provides a detailed description of each step.

6.3.3.1 Initial Client/Server System

Initializing a client/server system requires the following initialization steps.
The step number in parentheses refers to the number of the step as listed in
Section 6.3.4.

1. Enter the client address in the DUA cache (step 1).

2. Enter the local DSA, including its PSAP address, in the DUA cache
(step 2).

3. Enter the local DSA as an object in the local DSA (step 8).
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6.3.3.2 Client System

Initializing a client system requires the following initialization steps. The
step number in parentheses refers to the number of the step as listed in
Section 6.3.4.

1. Enter the client address in the DUA cache (step 1).

2. Enter all DSAs, including their PSAP addresses, that the client wants
to connect to in the DUA cache (step 9).

6.3.3.3 Client/Server System with Non-GDS DSAs, or DSAs That
Do Not Constitute an Administration Domain

Initializing a client/server system with non-GDS DSAs or DSAs that do not
constitute an administration domain requires the following initialization
steps. The step number in parentheses refers to the number of the step as
listed in Section 6.3.4.

1. Enter the client address in the DUA cache (step 1).

2. Enter the local DSA, including its PSAP address, in the DUA cache
(step 2).
Enter the local DSA as an object in the local DSA (step 8).

4. Enter all default DSAs, including their PSAP addresses, in the DUA
cache (step 9).

5. Enter all other DSAs, including their PSAP addresses, that the client
wishes to connect to in the DUA cache (step 9).

6. To speed up performance, copy other DSAs in the local DSA (cutting
down on the amount of chaining and referral that is necessary to
reach them) (step 7).

7. Enter a shadow of the local DSA in every other DSA that needs to
refer to this DSA.

8. Enter the local DSA, including its PSAP address, in the DUA cache
of all clients that need to be connected to this DSA.

9. If the local DSA is a first-level DSA, enter all first-level objects as
shadows, including shadows of all other first-level DSAs with their
PSAP addresses. Then enter a shadow of the local DSA in all other
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first-level DSAs (for non-GDS implementations, knowledge of the
existence of the new DSA has to be guaranteed by local means). The
DSA objects in the DUA cache can be entered as default DSAs.

6.3.3.4 Client/Server System, Local DSA, and Initial DSA
Constitute an Administration Domain and Use the Default

Schema

Initializing a client/server system where the local DSA and initial DSA
constitute an administration domain, and which uses the default schema
requires the following initialization steps. The step number in parentheses
refers to the number of the step as listed in Section 6.3.4.

1.
2.

10.

11.

Enter the client address in the DUA cache (step 1).

Enter the local DSA, including its PSAP address, in the DUA cache
(step 2).

Enter the initial DSA, including its PSAP address, in the DUA cache
(step 3).

Change the Master Knowledge attribute of the schema in the local
DSA (step 4).

Enter a copy of the initial DSA in the local DSA (step 7).
Enter the local DSA as an object in the local DSA (step 10).

Enter all default DSAs, including their PSAP addresses, in the DUA
cache (step 9).

Enter all other DSAs, including their PSAP addresses, that the client
wishes to connect to in the DUA cache (step 9).

To speed up performance, copy other DSAs in the local DSA (cutting
down on the amount of chaining and referral that is necessary to
reach them) (step 7).

Enter a shadow of the local DSA in every other DSA that needs to
refer to this DSA.

Enter the local DSA, including its PSAP address, in the DUA cache
of all clients that need to be connected to this DSA.
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12.

If the local DSA is a first-level DSA, enter all first-level objects as
shadows, including shadows of all other first-level DSAs with their
PSAP addresses. A shadow of the local DSA must then be entered in
all other first-level DSAs by the administrators of the other first-level
DSAs. The DSA objects in the DUA cache can be entered as default
DSAs.

6.3.3.5 Client/Server System, Local DSA, and Initial DSA
Constitute an Administration Domain and Do Not Use the
Default Schema

Initializing a client/server system where the local DSA and initial DSA
constitute an administration domain, and which does not use the default
schema requires the following initialization steps. The step number in
parentheses refers to the number of the step as listed in Section 6.3.4.

1.
2.

Enter the client address in the DUA cache (step 1).

Enter the local DSA, including its PSAP address, in the DUA cache
(step 2).

Enter the initial DSA, including its PSAP address, in the DUA cache
(step 3).

Change the Master Knowledge attribute of the schema in the local
DSA to be that of the initial DSA (step 4).

Copy the directory schema from the initial DSA to the local DSA
(step 5).

(The initial schema has changed. Therefore, it is necessary to copy
over the modified schema to the local DSA. The local DSA also
obtains a shadow of the initial DSA.)

Enter the local DSA, including its PSAP address, in the DUA cache
using the new schema structure (step 6).

Enter the initial DSA, including its PSAP address, in the DUA cache
using the new schema structure (as in step 6).

Enter the local DSA as an object in the local DSA (step 10).

Deactivate and activate GDS.
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10. Enter all default DSAs, including their PSAP addresses, in the DUA
cache (step 9).

11. Enter all other DSAs, including their PSAP addresses, that the client
wishes to connect to in the DUA cache (step 9).

12. To speed up performance, copy other DSAs in the local DSA (cutting
down on the amount of chaining and referral that is necessary to
reach them) (step 7).

13. Enter a shadow of the local DSA in every other DSA that needs to
refer to this DSA.

14. Enter the local DSA, including its PSAP address, in the DUA cache
of all clients that need to be connected to this DSA.

15. If the local DSA is a first-level DSA, enter all first-level objects as
shadows, including shadows of all other first-level DSAs with their
PSAP addresses. A shadow of the local DSA must then be entered in
all other first-level DSAs by the administrators of the other first-level
DSAs. The DSA objects in the DUA cache can be entered as default
DSAs.

6.3.3.6 Sample Initialization of Client/Server System for an

Administrative Domain Using the Default Schema

This section presents a sample initialization of a client/server system,
client/serverl by Branch Administrator 4.

This sample initialization demonstrates how Branch Administrator 4 adds a
DSA to an administrative domain and creates the subtree of the entry
/C=US/0O=XYZ/OU=Branch4 on dsa-ops so that it is mastered by dsa-
ops.

Before starting the initialization of dsa-ops, Branch Administrator 4 tells
Corporate Administrator 1 to create a shadow of
/C=US/0=XYZ/OU=Branch4) with the Master Knowledge attribute
equal to Branch Administrator 4’s DSA
(/C=US/0=XYZ/0OU=Branch4/CN=dsa/CN=dsa-ops). No ACL will be
set by Corporate Administrator 1. Figure 6-5 shows the tree on dsa-HQ
after Corporate Administrator 1 adds the new shadow.
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Figure 6-5. Shadow Entry on the Corporate Administrators DSA (dsa-HQ)

root

c=Us
(Mastered by dsa-US)

CN=schema

O=ANSI

OU=Branch4
(Mastered by dsa-ops)

OU=first-level dsa OU=mainbranch

CN=dsa CN=dsa

CN=dsa-US ’ CN=dsa-HQ
(First-Level DSA) (Initial DSA Administed by Mary)

Legend:
QO = Master Entry.
[ = Shadow Entry (with Master Knowledge information).

Step 1: Enter the client address in the DUA cache
1. Branch Administrator 4 logs into the DUA cache.

2. Branch Administrator 4 enters the PSAP address of the
client using Masks 3 through 7a in Object
Administration.

From the sample worksheet in Figure 3-6, the PSAP
address is TCP/IP!internet=192.35.18.1+port=21010

Step 2: Enter the local DSA, including its PSAP address, in the DUA
cache

1. Branch Administrator 4 enters the name and PSAP
address of the local DSA in the DUA cache with the
Add Object option in Object Administration Mask 4.

2. Branch Administrator 4 enters 7 as the structure rule of
a DSA object in Mask 5.
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3. Branch Administrator 4 enters the DN of the local DSA
/C=US/0=XYZ/OU=Branch4/CN=dsa/CN=dsa-ops
and sets the Auxiliary Object Class field to NO in
Mask 6.

4. Branch Administrator 4 enters the PSAP address of the
local DSA, TCP/IP!internet=192.35.18.1+port=21010
(the same one as the client address in step 1, but with a
different T-Selector), in Masks 6d, 7, and 7a.

Step 3: Enter the initial DSA, including its PSAP address, in the DUA
cache

1. Branch Administrator 4 enters the DN and PSAP
address of the initial DSA, dsa-HQ, (Corporate
Administrator 1’s DSA) into the DUA cache.

Step 4: Change the Master Knowledge attribute of the schema in the
local DSA

1. Branch Administrator 4 selects the Logon to Default
DSA option in Mask 1.

2. Branch Administrator 4 selects option number 7
(Modify Attribute) in Mask 4.

3. Branch Administrator 4 enters 1 as the structure rule of
the Schema object class.

4. Branch Administrator 4 changes the Master
Knowledge attribute of the Schema object in Mask 8.

Branch Administrator 4 needs to do this so that the
local DSA no longer masters the schema object to allow
the local DSA to be part of the administrative domain
of dsa-HQ.

5. Branch Administrator 4 replaces the DN of the local
DSA dsa-ops (/C=US/O=XYZ/OU=Branch4/CN=dsa/
CN=dsa-ops) with the DN of dsa-HQ (/C=US/
0=XYZ/ OU=mainbranch/CN=dsa/CN=dsa-HQ).

Step 7: Enter a copy of the initial DSA object in the local DSA

1. Branch Administrator 4 logs into the initial DSA by
toggling the Logon to a Specific DSA option in Mask 1.
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Branch Administrator 4 selects option number 4
(Subtree Administration) in Mask 3.

Branch Administrator 4 selects option number 3 (Copy
Subtree) in Mask 16 to copy the subtree beneath the
entry /CN=US from dsa-HQ.

Branch Administrator 4 enters 2 to specify the structure
rule of Country in Mask 5.

Branch Administrator 4 enters the DN of the country
and specifies SINGLE OBJECT for the Object
Interpretation field.

Branch Administrator 4 toggles to Specific DSA as the
source DSA dsa-HQ in Mask 17a by pressing the space
bar.

Branch Administrator 4 enters the DN of the source
(and initial) DSA in Mask 2.

Branch Administrator 4 defines the new parent node
and specifies that the new entries will receive the ACL
of the new parent, not the old ACL from dsa-HQ
(which is set up for restrictive access by Corporate
Administrator 1) in Masks 5 and 17b.

Branch Administrator 4 also indicates that the existing
entries are to be overwritten and specifies the target
DSA (the bind DSA).

By copying the Country object (as part of the DN of the
initial DSA), the Copy Subtree function automatically
creates all the objects that are referenced in the Master
Knowledge attribute of the Country object for /CN=US. The
sequence of steps in step 7 are repeated so the subordinate

entries below Country (such as

Organization

and

Organizational-Unit) are copied until the tree shown in

Figure 6-6 is created.
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Figure 6-6. Master Entry on Branch Administrator 4's DSA (dsa-ops)

root

C=US CN=schema
(Mastered by dsa-US)
0=XYZ

O=ANSI (Mastered by dsa-HQ)

OU=Branch4
(Mastered by dsa-ops)

OU=first-level dsa OU=mainbranch

CN=dsa CN=dsa

CN=dsa-US CN=dsa-ops

(First-Level DSA)

CN=dsa-HQ

Legend:
QO = Master Entry.
O = Shadow Entry (with Master Knowledge information).

The first time step 7 is performed for Country (/C=US), the
following objects are created:

¢ /C=US

¢ /C=US/O=ANSI

o /C=US/O=ANSI/OU=first-level dsa

¢ /C=US/O=ANSY/OU=first-level dsa/CN=dsa

o /C=US/O=ANSI/OU=first-level
dsa/CN=dsa/CN=dsa-US
The second time step 7 is performed for Organization
(/C=US/0=XYZ), the following objects will be created
automatically:

o /C=US/O=XYZ
¢ /C=US/O=XYZ/OU=mainbranch
¢ /C=US/0=XYZ/OU=mainbranch/CN=dsa

¢ /C=US/0=XYZ/OU=mainbranch/CN=dsa/CN=dsa-
HQ
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Step 10: Enter local DSA as an object in the local DSA

1. Branch Administrator 4 creates /C=US/ O=XYZ/ OU=
Branch4.

2. Branch Administrator 4 enters the local DSA, dsa-ops,
as an object in the local DSA using the sequence of
steps in Section 6.3.4. Using Masks 3 through 7a, as
described in step 10 of Section 6.3.4, the branch
network administrator adds the entry for dsa-ops.

Step 9: Enter the DSA, including its PSAP address that the client
wishes to connect to in the DUA cache

1. Branch Administrator 4 enters all default DSAs
(including their PSAP addresses) in the DUA cache by
selecting the Logon to the DUA Cache option in Mask
1 and using Masks 3 through 7a.

In Branch Administrator 4’s sample Client/Server
worksheet (Figure 3-7), Branch Administrator 4 has
entered the names of the following as default DSAs:
dsa-ops, dsa-employ, and dsa-HQ. Branch
Administrator 4 can refer to the Client/Server
worksheet and the GDS Remote and Non-GDS DSA
worksheet (the filled-out sample worksheets shown in
Figures 3-7 and 3-8) for the information on PSAP
addresses.

2. Branch Administrator 4 enters all other DSAs (and
PSAP addresses) in the DUA cache that the client
wishes to connect to, using the procedures described in
step 9 of Section 6.3.4.

Branch Administrator 4 also has the option of entering copies of other
DSAs in the local DSA to speed up the referral mechanism.

Branch Administrator 4 should make sure that a shadow of dsa-ops is
entered in every other DSA that needs to refer to dsa-ops and that dsa-ops
(and its PSAP address) is entered in the DUA cache of all clients that need
to be connected directly to dsa-ops.
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6.3.4 Detailed Description (Mask Sequence) of Initialization Steps
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This section describes the mask sequence of the initialization steps. When
Logon to the DUA Cache is selected, the administration program tries to
read the schema from the DSA (in order to generate masks in accordance
with the actual schema information). The following message will appear,
which you can ignore:

Schema from DSA cannot be read.
To continue press <CR>!

The administrator may need to log off from a DSA or DUA cache after a
step is performed in order to be able to log into the DUA cache or local
DSA. (For example, to initialize a client/server system the administrator
must perform steps 2 and 8 in sequence. Step 2 requires a login to the DUA
cache and step 8 requires a login to the local DSA. After step 2 is
performed, the administrator must log out of the DUA cache and then log
into the local DSA.)

This means that the administrator must return to Mask 1 and then log into
the required DSA or DUA cache. The administrator always logs in
anonymously; that is, there is no input for the Password or DN fields in
Mask 1.

(See Chapters 7 and 8 for detailed descriptions of the masks.)
Step 1: Enter the client address in the DUA cache

Log into the DUA cache from Mask 1 by selecting the Logon to the DUA
Cache option, then enter the directory ID of the configuration to be
initialized. Proceed through the masks as follows:

Mask 3: Select option number 1 (Object Administration).
Mask 4: Select option number 5 (Add Client Address).
Mask 7a: Enter the presentation address of the client system.

Note: The C-stub requires up to one minute to obtain its client
address from the DUA cache. The DUA cannot access remote
DSAs until then.
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Step 2: Enter the local DSA, including its PSAP address, in the DUA

cache.

Log into the DUA cache by selecting the Logon to the DUA Cache option
and by entering the directory ID of the configuration to be initialized in

Mask 1.
Mask 3:
Mask 4:
Mask 5:

Mask 6:

Mask 6d:

Mask 7:

Mask 7a:

Select option number 1 (Object Administration).
Select option number 1 (Add Object).

Enter the structure rule of a DSA object. In the default
schema, this is Common-Name (7). The mask displays the
default schema structure.

Enter the DN of the local DSA in accordance with the
default schema. The Structural Object Class field must
be set to Directory-Service-Agent. The auxiliary object
class field must be set to NO.

The DN of a DSA can only be entered in accordance with
the default schema. If the DN does not correspond to the
schema on the initial DSA, enter a temporary DN, then
enter the correct DN later.

If the initial DSA is being initialized, the definitive DN can
be entered immediately.

The Presentation-Address attribute is automatically
selected. Scroll to DSA-Type.

Enter the attribute name DSA-Type and the attribute value
local’ or default/local’.

Enter the presentation address of the local DSA.

Note: The DSA requires up to one minute to obtain its name and
PSAP address from the DUA cache. The DSA is not
accessible until then.
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Step 3: Enter the initial DSA, including its PSAP address, in the DUA

cache.

Log into the DUA cache by selecting the Logon to the DUA Cache option
and by entering the directory ID of the configuration to be initialized in

Mask 1.
Mask 3:
Mask 4:
Mask 5:

Mask 6:

Mask 6d:

Mask 7a:

6-24

Select option number 1 (Object Administration).
Select option number 1 (Add Object).

Enter the structure rule of a DSA object. In the default
schema, this is Common-Name (7). The mask displays the
default schema structure.

Enter the DN of the initial DSA in accordance with the
default schema.

Set the Structural Object Class field to Directory-
Service-Agent by pressing the space bar.

Set the Auxiliary Object Class field to NO by pressing the
space bar.

The DN of a DSA can only be entered in accordance with
the default schema. If the DN does not correspond to the
schema on the initial DSA, a temporary DN can be entered.
The correct DN is then entered later.

The Presentation-Address attribute is automatically
selected. Leave this mask by using <Menu> without
selecting any other attribute.

Enter the presentation address of the initial DSA.
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Step 4: Change the Master Knowledge attribute of the schema in the

local DSA.

Log into the local DSA by selecting the Logon to the Default DSA option
and by entering the directory ID of the configuration to be initialized in

Mask 1.
Mask 3:
Mask 4:
Mask 5:
Mask 6:

Mask 6d:
Mask 8:

Select option number 1 (Object Administration).
Select option number 7 (Modify Attribute).
Select the structure rule Common-Name (1).
Select the common name of the schema object.

Set the Structural Object Class field to Schema by pressing
the space bar.

Set the Auxiliary Object Class field to NO by pressing the
space bar.

Select the Master Knowledge attribute.

The Master Knowledge attribute of the schema is displayed
in the Old Value and New Value fields.

Enter the new value for Master Knowledge attribute.
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Step 5: Copy the directory schema from the initial DSA to the local

DSA.

Log into the initial DSA by selecting the Logon to a Specific DSA option
and by entering the directory ID of the configuration to be initialized in

Mask 1.
Mask 3:
Mask 16:
Mask 5:

Mask 6:

Mask 17a:

Mask 5:

Mask 17b:

Mask 2:

6-26

Select option number 4 (Subtree Administration).
Select option 3 (Copy Subtree).

Select the structure rule of the Schema, Common Name
(1).

Select the common name of the schema object.

Set the Object Interpretation field to SINGLE OBJECT
by pressing the space bar.

Set the Source DSA field to BIND DSA by pressing the
space bar.

Define the new parent node by entering option number 00
(ROOT) as the structure rule.

Define Target DSA and other parameters for Copy
Subtree by selecting the following values by pressing the
space bar:

Overwrite existing entries: YES

New entries protected by: ACL of the new parent

Target DSA: SPECIFIC DSA

Enter the DN of local DSA as entered in the DUA cache.
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Step 6: Enter the local DSA, with its PSAP address, in the DUA cache
using the new schema structure.

Log into the DUA cache by selecting the Logon to the DUA Cache option
and by entering the directory ID of the configuration to be initialized in

Mask 1.
Mask 3:
Mask 4:
Mask 5:

Mask 6:

Mask 6d:

Mask 7:

Mask 7a:

Select option number 1 (Object Administration).
Select option number 1 (Add Object).

Enter the structure rule of a DSA object. In the default
schema this is Common-Name (7). The mask displays the
structure of the schema that is taken from the initial DSA.

Enter the the DN of the local DSA in accordance with the
schema taken from the initial DSA.

The structural object class of the DSA must be set to
Directory-Service-Agent. The Auxiliary Object Class
field must be set to NO.

Enter the definitive DN of the local DSA.

The Presentation-Address attribute is automatically
displayed. Select DSA-Type.

Enter the attribute name DSA-Type and the attribute value
local’or default/local’.

Enter the presentation address of the local DSA.

To enter other DSAs that the DUA wishes to connect to directly in the
DUA cache, repeat the mask sequence from Mask 4 to Mask 7a; these other
DSAs can then be declared as default’.
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Step 7: Enter a copy of the initial DSA object in the local DSA.

Log into the local DSA by selecting the Logon to the Default DSA option
or the Logon to a Specific DSA option (if the local DSA is not the default
DSA) from Mask 1, then enter the directory ID of the configuration to be
initialized.

Mask 3: ~ Select option number 4 (Subtree Administration).
Mask 16: Select option number 3 (Copy Subtree).
Mask 5: Define the object to be copied by entering the structure rule

of Country (2 in the default schema).
Mask 6: Enter the DN of the country (mastered by the initial DSA).

Set the Object Interpretation field to SINGLE OBJECT
by pressing the space bar.

Mask 17a: Set the Source DSA field to SPECIFIC DSA by pressing
the space bar.

Mask 2: Enter the DN of the initial DSA.
Mask 5: Define new parent node by entering the structure rule of
parent node as 00 ROOT.

Mask 17b: Define Target DSA and other parameters for Copy
Subtree by selecting the following values by pressing the
space bar:

Overwrite existing entries:  YES
New entries protected by: ACL of the new parent

Target DSA: BIND DSA

To speed up performance, it is more efficient to copy other DSAs in the
local DSA (cutting down on the amount of chaining and referral that is
necessary to reach them) in addition to the initial DSA.

When copying the Country object (that is part of the distinguished name of
the initial DSA), the Copy Subtree function will automatically create all
the objects that are referenced in the Master Knowledge attribute of that
object (which is the first-level DSA that is then automatically created).

Masks 3 through 17b must then be called again for the next object
(Organization), and so on, until the initial DSA gets automatically created.
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Step 8: Enter the local DSA as an object in the local DSA.

Log into the local DSA from Mask 1 by selecting the Logon to the Default
DSA option or the Logon to a Specific DSA option (if the local DSA is not
the default DSA) from Mask 1, and then enter the directory ID of the
configuration to be initialized.

If the higher-level nodes of the entry are missing, they must first be
specified with the mask sequence from Mask 3 to Mask 6.

Mask 3: Select option number 1 (Object Administration).

Mask 4: Select option number 1 (Add Object).

Mask 5: Enter the structure rule of a DSA object. In the default
schema, this is Common-Name (7).

Mask 6: Enter the DN of the local DSA. The Structural Object

Class field must be set to Directory-Service-Agent. The
Auxiliary Object Class field must be set to NO.

Mask 6d: The Presentation-Address attribute is automatically
displayed. Select the User-Password attribute.

Mask 7: Enter the attribute name User-Password and enter any
password for the attribute value. The password must end
with > (apostrophe).

Mask 7a: Enter the presentation address of the local DSA.

If the initial DSA does not automatically receive a copy of the master entry
of the local DSA as a mandatory shadow entry (see Section 8.2.1), the
administrator must ensure that the initial DSA receives a shadow entry of
the local DSA.

To protect the newly added master entries in the DSA against write access
by unauthorized users, the administrator must first add his or her DN as an
object to a node for whose naming attribute he or she has write access to.
The administrator must then specify the access rights for the newly added
nodes.
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Step 9: Enter the DSA, including its PSAP address, that the client
wishes to connect to in the DUA cache.

Log into the DUA cache from Mask 1 by selecting the Logon to the DUA
Cache option, then enter the directory ID of the configuration to be

initialized.

Mask 3:
Mask 4:
Mask 5:

Mask 6:

Mask 6d:

Mask 7:

Mask 7a:
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Select option number 1 (Object Administration).
Select option number 1 (Add Object).

Enter the structure rule of a DSA (7 in the default schema).
The mask displays the default schema structure.

Enter the DN that the client wishes to connect to, in
accordance with the default schema.

The Structural Object Class field must be set to
Directory-Service-Agent. The Auxiliary Object Class
field must be set to NO.

The DN of a DSA can only be entered in accordance with
the default schema. If the DN does not correspond to the
schema of the initial DSA, enter a temporary DN, then
enter the correct DN later.

If the initial DSA is initialized, the definitive DN can be
entered immediately.

The Presentation-Address attribute is automatically
displayed. Select DSA-Type if this DSA is a default DSA.
If DSA-Type is selected, then Mask 7 is shown.

Enter the attribute name DSA-Type and the attribute value
default’.

Enter the presentation address of the local DSA.
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Step 10: Enter local DSA as an object in the local DSA.

Log into the local DSA by selecting the Logon to the Default DSA option
or the Logon to a Specific DSA option (if the local DSA is not the default
DSA), then enter the directory ID of the configuration to be initialized.

Mask 3: Select option number 4 (Subtree Administration).

Mask 16: Select option number 3 (Copy Subtree).

Mask 5: Enter the structure rule of the object (this is the object for
whose subtree the local DSA will be responsible).

Mask 6: Enter the DN of the object to be copied. Set the Object
Interpretation field to SINGLE OBJECT by pressing the
space bar. _

Mask 17a: Specify SPECIFIC DSA in the Source DSA field.

Mask 2: Enter the DN of the initial DSA.

Mask 5: Enter the structure rule of the parent node.

Mask 17b: Define Target DSA and other parameters for Copy
Subtree by selecting the following values by pressing the
space bar:

Overwrite existing entries:  YES
New entries protected by: ACL of the new parent
Target DSA: BIND DSA

Mask 16: Enter option number 0 (Exit).

The following sequence creates all the superior nodes of the local DSA
object by calling the mask sequence several times. For all intermediate
nodes, no attributes are assigned.

Mask 3: Select option number 1 (Object Administration).
Mask 4: Select option number 1 (Add Object).
Mask 5: Enter the structure rule of a DSA (7 in the default schema).
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Mask 6:

Mask 6d:

Mask 7:

Mask 7a:

Enter the DN of the local DSA. The Structural Object
Class field of the DSA must be set to Directory-Service-
Agent. The Auxiliary Object Class field must be set to
NO.

The presentation address attribute is automatically
displayed. Select the User-Password attribute.

Enter the attribute name User-Password and specify any
password for the attribute value. The attribute value must
end with > (apostrophe).

Enter the presentation address of the local DSA.

To protect the newly added master entries in the DSA against write access
by unauthorized users, the administrator must first add his or her DN as an
object to a node for whose naming attribute he or she has write access. The
administrator must then specify the access rights for the newly added

nodes.

The objects that the administrator has created on the local DSA using the
Copy Subtree function are not full shadows of the master entries, because
Copy Subtree is subject to the ACL.
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Logging into a DSA or the DUA
Cache

To log into a DSA or the DUA cache, select the Administration of the
directory information tree option from the Menu Mask (Part 1) in
gdssysadm (see Figure 4-2). The masks used to administer the directory
system are then displayed. Alternatively, you can call the gdsditadm or
gdscacheadm process directly.

7.1 Mask 1: User Identification

When the Administration of the directory information tree option is
selected in the Menu Mask (Part 1), Mask 1 (shown in Figure 7-1) is
displayed. This mask allows the administration functions of the directory
system to be accessed.
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Figure 7-1. Mask 1: User Identification

(Mask 1) DIRECTORY SYSTEM Logon
USER IDENTIFICATION: Directory ID: 1-
Password: = 0@0@-- === - - - - -

Country-Name: - -

Organization-Name: = - - - - - - - — = — - - - —
Org.-Unit-Name: = - - — = — - - — — — - - — -
Common-Name: === 00— - - - - - - - - - - - - -

Options: Logon to the Default DSA

When the cache administration process (gdscacheadm) is called, it is only
possible to log into the cache. In this case, only the field for entering the
Directory ID and the Options fields are displayed.

Mask 1 displays the following fields:
Directory ID

Enter the directory ID of the directory to be administered.
Password

Enter your password (password of the administrator object).

An anonymous user (that is, a user with no DN and no
password) is always accepted. In this case, all Public
attributes and attributes that are not protected by an ACL can
be read and modified.

Country-Name

Organization-Name

Org.-Unit-Name

Common-Name

Enter the name parts of the DN of the administrator object.
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Options
Select one of the following options by pressing the space bar:

o Logon to the Default DSA (default)

o Logon to a Specific DSA (see Section 7.2)
¢ Logon to the DUA Cache (see Section 7.4)
¢ Changing Name Structure

If Changing Name Structure is selected, all structure rules
are displayed in Mask 5 (see Figure 8-4 in Chapter 8). Only
structure rules that represent a person can be selected. The
only structure in the default schema that represents a person is
rule number 5.

After you make the appropriate selections, Mask 1 shows the selected name
structure for entering your DN. This structure rule is also used for the next
login to a DSA.

A number of default DSAs are possible. If the Logon to the Default DSA
option is selected, then the administration program logs into the first
available default DSA. If no default DSA is available in the cache, or none
of the default DSAs are available, then the administration program attempts
to log into the local DSA.

When the cache administration process (gdscacheadm) is called, the Logon
to the DUA Cache option is displayed and no other option can be selected.

Note: The anonymous user can read and write all attributes,
provided no DN is entered in the schema ACL after the
directory service is configured.

7.2 Mask 2: DSA Identification

To connect to a specific DSA (using the Logon to a Specific DSA option),
the administrator needs to enter the DN in Mask 2 (Figure 7-2).

OSF DCE Administration Guide—Extended Services 7-3



Global Directory Service

Figure 7-2. Mask 2: DSA Identification

(Mask 2) DIRECTORY SYSTEM Logon to a Specific DSA

DSA IDENTIFICATION:

Country-Name: - -
Organization-Name: = = = — — = = = — — - - =
Org.-Unit-Name: = = = = = = = = — = = = -
Common-Name: = = = = = = = = ~ = — - =
Common-Name: = = = = e = = = = - = = =

Options: None

Mask 2 displays the following fields:

Country-Name

Organization-Name

Org.-Unit-Name

Common-Name

Common-Name

Enter the DN of the DSA to be selected.

The following options can be selected by pressing the space bar:
o None (default)
« Changing Name Structure

If the Changing Name Structure option is selected, all structure rules are
displayed in Mask 5. Only structure rules representing a DSA can be
selected.

The only structure in the default schema that represents a DSA is structure
rule 7.

7-4 OSF DCE Administration Guide—Extended Services



Logging into a DSA or the DUA Cache

After selection, Mask 2 (see Figure 7-2) displays the selected name
structure for entering the DN. This structure rule is also used for the next
login.

7.3 Mask 3: Administration Functions

When the administrator successfully logs into a DSA, Mask 3 is displayed
(Figure 7-3). This mask is used to select the required administration
functions.

Figure 7-3. Mask 3: Administration Functions

(Mask 3) DIRECTORY SYSTEM Administration

ADMINISTRATION FUNCTIONS

0 Exit

1 Object Administration

2 Schema Administration

3 Shadow Administration

4 Subtree Administration

CUrrent DSA . ...ttt it iieenereesossassesonsssscsecsasssseasenansas

Which function ? -

Mask 3 displays the following field:
Which function ?

Enter the number of the selected administration function (0 to
4),

If the Schema Administration option is selected in Mask 3, the SRT, OCT,
and AT are loaded automatically in the administration program memory.
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7.4 Logging into the DUA Cache

To control the information stored in the cache, log into the local machine
using the Logon to the DUA Cache option in Mask 1. When this option is
selected, a different version of Mask 3 is displayed, as shown in Figure 7-4.

Figure 7-4. Mask 3: Administration Functions Under the DUA Cache

(Mask 3) DIRECTORY SYSTEM Administration

ADMINISTRATION FUNCTIONS:

0 Exit
1 Object Administration

2 Cache Update

Which function ? -

Mask 3 displays the following field:

Which function ?

Enter the number of the selected administration function (0 to
2).

The Object Administration option provides the following functions for
managing objects and information in the cache:

¢ Add Object
¢ Remove Object
» Display Objects
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Display Local and Default DSA
» Add Client Address

Display Client Address

Delete Default DSA

¢ Add Alias

An administrator generally defines one or more DSAs to be contacted. If
the administrator wants to log into the default DSA, the DUA connects
internally to the first accessible default DSA. The administrator can use the
Delete Default DSA function to contact different DSAs (for example, if the
DSA network grows, or if a DSA is substituted by another DSA).
Alternatively, the administrator can delete a name that is entered
incorrectly.

The client address is required to set up a distributed system so that access to
remote DSAs is supported. The administrator can add or display the client
address by using the Add Client Address and Display Client Address
functions.

The administrator can use the Display Objects, Add Object, Remove
Object, and Add Alias functions to determine the current objects resident
in the cache, add an object that requires frequent access by users, remove
objects that are accessed infrequently, and create alias entries.

Selecting the Cache Update option from Mask 3 enables the administrator
to modify the update frequency of all the information stored in the cache,
activate an inactive Cache Update job, or deactivate an active Cache
Update job to modify the update frequency.

The administrator selects one of the three update frequency values: HIGH,
MEDIUM, or LOW.

If several objects change over a very short period of time in the DSA and
the cache needs to be changed as soon as possible, the administrator should
choose high update frequency. A low update frequency is chosen if there are
few changes in the DSA over a short period of time.
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7.5

XDS API Function Calls and the DUA Cache

Application programs can make directory service calls using XDS API that
access information in the DUA cache. Programmers developing XDS API
application programs may need to coordinate with the administrator to
make sure that the appropriate information is available in the DUA cache.

XDS API calls that access the DUA cache are passed on to the DUA library.
The DUA first looks in the DUA cache (if requested by the user) to see if
the requested information is already available on the local machine. If it is
not available, the DUA queries a DSA. If the DSA has the requested
information, it returns the results to the DUA. If the DSA does not have this
information, the query can proceed by means of chaining or a referral. In
either case, different DSAs are queried until the information is found. It is
cached (if requested by the user) in the DUA cache and the results are
returned to the application program.
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Chapter 8

Object Administration

The object administration functions are called when option 1 (Object
Administration) is selected in Mask 3 (see Section 7.3).

This chapter describes the masks required to administer the objects in a
DSA along with their fields and input options. The mask descriptions are
followed by a description of each individual operation, its function, and its
mask sequence.

8.1 Masks

Each of the following sections describes one of the masks used for object
administration. (See Section 4.4 for more information on how to use masks
and the conventions used for describing masks in this document.)
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8.1.1 Mask 4: Object Operations

Mask 4 (Figure 8-1) displays the operations you can peform after logging

into a DSA.

Figure 8-1. Mask 4: Object Operations After Logging into the DSA

(Mask 4)

DIRECTORY SYSTEM Object Administration

OPERATIONS

Exit
Add Object
Remove Object

Add Attributes

Add Alias
Modify RDN

Woo~Joau i WNR O

Display Objects (Global Master Info)
Display Objects (Entries in Current DSA)

Delete Attributes
Modify Attribute

Entry Type: MASTER

Which operation ?

Mask 4 displays the following fields:

Entry Type This field defines the type of object entries to be processed.

Select one of the following values by pressing the space bar:

MASTER To maintain the master entries of the objects
(default).

SHADOW To maintain the shadow entries of the objects.
This entry is not relevant for operations 3 and 4.
(However, it is recommended that you use
Shadow Administration to administer shadows
when working with other GDS DSAs. When
working with non-GDS DSAs, this is the only
way shadows can be administered.)
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Which operation?
Enter the number of the selected object administration
operation (0 to 9).

Mask 4 (Figure 8-2) displays the operations you can perform after logging
into the DUA cache.

Figure 8-2. Mask 4: Object Operations After Logging into the DUA Cache

(Mask 4) DIRECTORY SYSTEM Object Administration

OPERATIONS

Exit

Add Object

Remove Object

Display Objects

Display Local and Default DSA
Add Client Address

Display Client Address

Delete Default DSA

Add Alias

WU WP O

Which operation ?

Mask 4 displays the following field:

Which operation?
Enter the number of the selected object administration
operation (0 to 8).
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8.1.2 Mask 4a: Special DSAs

Mask 4a (Figure 8-3) displays the names of the local DSA and the default
DSAs, as they are stored in the DUA cache.

Figure 8-3. Mask 4a: Special DSAs

(Mask 4a)

DIRECTORY SYSTEM Display Special DSAs

Local:

Special DSAs

........................................................

........................................................

........................................................

........................................................

If the default DSA is also the local DSA, the DN shown in the mask begins
with 1:. Otherwise, it begins with 0:. (It is a remote DSA.)

If the DUA cache contains more than four default DSAs, <Return> or
<Menu> can be used to page down and display other default DSAs.

8.1.3 Mask 5: Structure Rule

Mask 5 (Figure 8-4) is used to select the structure rule to be processed. It
displays the name and name structure of every structure rule entered in the
SRT. If the SRT contains more than 12 structure rules, <Scroll Up> and
<Scroll Down> can be used to page through all the structure rules.
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Figure 8-4. Mask 5: Structure Rule

(Mask 5) DIRECTORY SYSTEM operation

Structure Rule Name Structure

Which Structure Rule ?

In Mask 5, operation will be one of the following depending on the

operation being performed:

Logon to a Specific DSA
Add Object

Remove Object

Display Objects

Add Attributes

Delete Attributes
Modify Attribute

Add Alias

Modify RDN

Delete Default DSA

Mask 5 displays the following field:

Which Structure Rule ?
Enter the number of the structure rule to be processed.

Figure 8-5 shows name structures displayed in Mask 5.
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Figure 8-5. Mask 5: Sample Structure Rules

(Mask 5) DIRECTORY SYSTEM operation
Structure Rule Name Structure
01 Common-Name 01
02 Country-Name 02
03 Organization-Name 02-03
04 Org.-Unit-Name 02-03-04
05 Common-Name 02-03-04-05
06 Common-Name 02-03-04-06
Org.-Unit-Name
07 Common-Name 02-03-04-05-07
08 Locality-Name 02-08
09 Common-Name 02-08-09
10 Common-Name 02-08-10
Street-Address

Which Structure Rule ?

8.1.4 Mask 6: Object Name

Mask 6 (Figure 8-6) is used to display or enter the object name. The names
of the naming attributes (stored in the AT) are displayed for the structure
rule selected in Mask 5.
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Figure 8-6. Mask 6: Object Name

(Mask 6) DIRECTORY SYSTEM operation

........................

........................

Structural Object Class: object class
Auxiliary Object Class: NO

In Mask 6, operation will be one of the following depending on the
operation to be performed:

Add Object
Remove Object
Display Objects
Add Attributes
Delete Attributes
Modify Attribute
Add Alias

Modify RDN
Delete Default DSA

(See Section 8.2.3 for a description of the Display Objects operation.)
The name field can contain any of the following fields:

Object Name
Alias Name
Aliased Name
New Object Name
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Mask 6 displays the following fields:

Structural Object Class:
This field is generated dynamically according to the selected
structure rule (it is only displayed if operation is Add Object,
Display Objects, Add Attributes, Delete Attributes, or
Modify Attribute). If the operation is Display Objects, a
wildcard (*) can be specified.

Auxiliary Object Class:
This field is only displayed if the Structural Object Class
field is displayed. Select YES if auxiliary object classes can
be selected in Mask 6c¢. Select NO if auxiliary object classes
cannot be selected.

name The left part of the name field shows the naming attributes
according to the schema and the selected structure rule. The
administrator enter the DN of the object on the right-hand side
of the mask.

If operation is Display Objects, a wildcard (*) can be specified for each
name part. The only situations in which wildcards are permitted are as
follows:

» At the beginning of a name part; for example, *ith
o At the end of a name part; for example, Smi*
« At the beginning and end of a name part; for example, *mi*

Wildcards that are displayed in the middle of name parts, (for example,
Smi*th) are not considered to be wildcards. There is no special treatment of
these characters if they appear in the middle of a name part.

In the case of all other operations, no wildcards can be entered and the
object class of the object must be selected.
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8.1.5 Mask 6a: Access Rights

Mask 6a (Figure 8-7) is displayed so that the ACL attribute can be modified.
It is used to select the access rights to be entered in the ACL of the object
selected in Mask 6 (Figure 8-6).

Figure 8-7. Mask 6a: Access Rights

(Mask 6a) DIRECTORY SYSTEM Modify Attribute

Access Rights

Modify Public: NO
Read Standard: NO
Modify Standard: NO
Read Sensitive: NO

Modify Sensitive: NO

In Mask 6a, the operation field can only contain Modify Attribute.

To select the access rights to be entered in the ACL, toggle the appropriate
Access Rights fields to YES.

8.1.6 Mask 6b: Authorization for Object Access

Mask 6b (Figure 8-8) is used to display and input up to four DNs for the
access rights selected in Mask 6a.
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Figure 8-8. Mask 6b: Authorization for Object Access

(Mask 6b) DIRECTORY SYSTEM operation
Access Rights access right
Distinguished Names Interpretation
----------- OBJECT
----------- OBJECT
----------- OBJECT
----------- OBJECT
In Mask 6b, operation will be one of the following depending on the
operation being performed:
Add Object
Display Objects
Modify Attribute
(See Section 8.2.3 for a description of the Display Objects operation.)
The access right field will be one of the following depending on the access
right selected in Mask 6a:
Modify Public
Read Standard
Modify Standard
Read Sensitive
Modify Sensitive
Mask 6b displays the following fields:
Distinguished Names
Enter a maximum of four DNs in the ACL for the access right
selected. Separate the DNs with , (commas). Do not use a
space before or after a comma.
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For example:
/C=de/O=Smith Ltd/OU=depl/CN=Huber,0U=AP11

The existence of an object with the specified DN will not be
checked. This can cause problems if none of the DNs exist as
objects. In this case, it is not possible to log into the DSA with
one of the DNs specified. Therefore, nobody will have the
access rights to change the object to which this ACL applies.
In this case, the object for which no DN exists must be added
to the DIT so that it is possible to log into the DSA using this
DN, and to change the object to which the ACL applies.

Interpretation
Select one of the following values by pressing the space bar:

OBJECT  To assign access to a single object

SUBTREE To assign access to a subtree (including subtree
root)

If the access rights are changed, the DNs according to the old
ACL are displayed.

This value must be changed as required. If SUBTREE is
selected, the specified access right is assigned to the entire
subtree, including the subtree root.

8.1.7 Mask 6¢: Auxiliary Object Class List

Mask 6¢ (Figure 8-9) is used to select one or more auxiliary object classes
belonging to the selected structural object class.
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Figure 8-9. Mask 6c¢: Auxiliary Object Class List

(Mask 6c) DIRECTORY SYSTEM operation

...................................................................

...................................................................

...................................................................

...................................................................

...................................................................

...................................................................

...................................................................

...................................................................

...................................................................

...................................................................

In Mask 6c, operation will be one of the following depending on the
operation being performed:

Add Object
Display Objects
Add Attributes
Delete Attributes
Modify Attribute

Each line contains one auxiliary object class; for example, MHS-User. If
the list contains more elements than can fit in a mask, use <Scroll Up> and
<Scroll Down> to page up and down.

Use <T> and <I> to position the cursor on the element to be selected, and
then press <Return> to mark the element. To unmark the positioned
element, press <Return> again.

If you do not select any auxiliary object classes, it is assumed that all
auxiliary object classes have been selected.

To exit from Mask 6c, press <Del>.
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8.1.8 Mask 6d: Attribute List

Mask 6d (Figure 8-10) is used to select one or more attributes belonging to
any structural and auxiliary object classes selected.

Figure 8-10. Mask 6d: Attribute List

(Mask 6d) DIRECTORY SYSTEM operation

...................................................................

...................................................................

...................................................................

...................................................................

...................................................................

In Mask 6d, operation will be one of the following depending on the
operation being performed:

Add Object

Add Attributes
Delete Attributes
Modify Attribute
Modify Subtree

Each line contains one attribute; for example, Access-Control-List. In the
case of the Modify Attribute and Modify Subtree operations, only one
attribute can be selected from the attribute list.

In the case of the Add Object operation, mandatory attributes are
automatically selected and are displayed at the beginning of the attribute
list. Every mandatory recurring attribute reappears in the attribute list. This
enables more than one attribute value to be entered for mandatory recurring
attributes.
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In the case of the Add Attributes operation, mandatory attributes are not
displayed in the selection list because they are added to the object when it is
created.

If the list contains more elements than can fit in a mask, use <Scroll Up>
and <Scroll Down> to page up and down.

If the function called requires the selection of one or more elements, use
<T> and <!> to position the cursor on the element to be selected, and then
press <Return> to mark the element. If several recurring values for an
attribute are to be handled (for example, in the Add Object and Add
Attributes operations), press <F8> to mark that attribute. The attribute is
then redisplayed in the mask if it is a valid recurring attribute and is
selected. To unmark the positioned element, press <Return> again.

In the case of the Add Object operation, mandatory attributes are
automatically selected; the cursor cannot be used to select or deselect these
attributes.

8.1.9 Mask 7: Attributes

Mask 7 (Figure 8-11) is used to display and enter values for the attributes.
Attribute names are displayed in the Name field.

Figure 8-11. Mask 7: Attributes

(Mask 7) DIRECTORY SYSTEM operation

Attributes:

Name : attribute name
Value : - = — — = = = = = — = =

Name : attribute name
Value : - - - - - - - - - -~ -

Name : attribute name
Value : = = = = = = = = — — — -
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In Mask 7, operation will be one of the following depending on the
operation being performed:

Add Object
Display Objects
Add Attributes

(See Section 8.2.3 for a description of the Display Objects operation.)

If operation is Display Objects, no input is accepted in this mask. In the
case of Add Object and Add Attributes operations, the names of all the
attributes selected in Mask 6d that do not require special masks are
displayed in Mask 7. Only the values must be entered in this mask.

Mask 7 displays the following field:

Value Enter the value of the attribute. With character input, end with
an ’ (apostrophe); for example, abc’. (This makes it possible
to use a space as the last character for attributes in which
spaces at the end are allowed; for example, attributes with
octet string syntax.)

With hexadecimal input, the character sequence must begin
with an ’ (apostrophe) and end with an > (apostrophe); for
example, X’00FF”.

The character input must conform to the attribute syntax on
which the attribute type is based. See Appendixes C and E to
determine the syntax on which an attribute type is based.

Leading and trailing spaces will be removed and spaces in the
middle of an attribute value will be reduced to one space for
the following syntaxes:

e Numeric String

¢ Case Ignore String

o Case Exact String

o Printable String

e Case Ignore List

o Telephone Number Syntax

« Distinguished Name
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To add a default, local, or local/default DSA name in the DUA cache,
default’, local’, or default/local’ values must be entered respectively for
the DSA-Type attribute.

If the syntax is Boolean, the value can be TRUE or FALSE.

If the syntax is Preferred Delivery Method, up to 10 integers (selected
from a range of O to 9) can be entered. These integers are separated by a
space.

If the syntax is Distinguished Name, the value name must be entered with
no leading spaces.

For example:
/C=de/O=Smith Ltd/OU=depl/CN=Huber,0U=AP11
The existence of an object with the DN entered is not checked.
The following attributes have their own masks:
e CDS-Cell (Mask 21)
o Presentation-Address (Mask 7a).
o CDS-Replica (Mask 22) (where CDS refers to Cell Directory Service)

Furthermore, the attributes with the following syntax also have their own
masks:

o TTX ID syntax (Mask 23)

o Telex Number syntax (Mask 24)

e Postal Address syntax (Mask 25)

« Fax Number syntax (Mask 26)

e MHS O/R Address syntax (Mask 27)

« MHS O/R Address syntax (Mnemonic) (Mask 28)

e MHS O/R Address syntax (Numeric) (Mask 29)

¢ MHS O/R Address syntax (Structured Postal) (Mask 30)
o MHS O/R Address syntax (Unstructured Postal) (Mask 31)
e MHS O/R Address syntax (Terminal) (Mask 32)

e MHS DL Submit Permission syntax (Mask 33)
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o MHS DL Submit Permission syntax
(Individual, Member of DL, Pattern Match) (Mask 34)

o MHS DL Submit Permission syntax (Member of Group) (Mask 35)
¢ MHS O/R Name syntax (Mask 34)

8.1.10 Mask 7a: Presentation-Address

Mask 7a (Figure 8-12) is used to display and enter the PSAP address.

Figure 8-12. Mask 7a: Presentation-Address

(Mask 7a) DIRECTORY SYSTEM operation

P-Selector: = — = — = — — = - — — -~
S-Selector: @ - — = = = = — = — — - =

T-Selector: = - — — — — — = — — — — -

NSAP-Address

NSAP-Address

NSAP-Address

NSAP-Address

v W N

NSAP-Address

In Mask 7a, operation will be one of the following depending on the
operation being performed:

Add Object
Display Objects
Add Attributes
Modify Attribute

(See Section 8.2.3 for a description of the Display Objects operation.)
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A presentation address consists of a presentation selector (P-Selector) and a
session address. A session address consists of a session selector (S-Selector)
and a transport address. A transport address consists of a transport selector
(T-Selector) and one or more network addresses.

Mask 7a displays the following fields:
P-Selector Enter the presentation selector.
S-Selector  Enter the session selector.
T-Selector Enter the transport selector.

NSAP-Address
(Network Service Access Point Address)

Enter the first NSAP address (NSAP-Address 1). This is
required; other NSAP addresses are optional.

The syntax of the address fields is described in detail in Appendix D.

8.1.11 Mask 21: CDS-Cell
Mask 21 (Figure 8-13) is used to specify the CDS-Cell attribute.

Figure 8-13. Mask 21: CDS-Cell

(Mask 21) DIRECTORY SYSTEM operation

CDS-Cell

Modification: Modify Value
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In Mask 21, operation will be one of the following depending on the
operation performed:

Add Object

Add Attributes
Display Objects
Modify Attribute
Modify Subtree

(See Section 8.2.3 for a description of the Display Objects operation.)
The Modification field is only shown when operation is Modify Attribute.

Note: Use the cdscp show cell command to generate this
information. Then transfer it to Mask 21 by typing it in or by
using a cut-and-paste operation. This means that an
administrator does not require detailed knowledge of data
formats or CDS concepts.

Mask 21 displays the following fields:

Namespace UUID
Enter the Universal Unique Identifier (UUID) of the CDS
namespace. It is required to prevent ambiguities in CDS
namespaces when a server manages more than one
clearinghouse, and the clearinghouses are in different
namespaces.

A CDS UUID consists of 16 hex digit pairs represented as 8
hexadecimal digits followed by a hyphen, 3 groups of 4
hexadecimal digits separated by hyphens, a hyphen, and 12
hexadecimal digits (for example, 01234567-89ab-cdef-0123-
456789abcdef).

Root Dir UUID
Enter the UUID of the root directory. This parameter, in
addition to the Root Dir Name parameter, is used to form the
resolved and unresolved names in a CDS progress record.

Root Dir Name
Enter the root directory. This parameter, in addition to the
Root Dir UUID parameter, is used to form the unresolved and
resolved names in a CDS progress record. These parameters
are only required when there are multiple cells contained in
the CDS namespace.
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Modification
Select one of the following values by pressing the space bar:

o Modify Value (only if operation is Modify Attribute)
o Add Value
o Delete Value

CDS cell information is stored in two attributes: namely the CDS-Cell
attribute and the CDS-Replica attribute. The information in one attribute
complements the information in the other. Therefore, each object that
contains a CDS-Cell attribute also needs to contain a CDS-Replica
attribute.

8.1.12 Mask 22: CDS-Replica
Mask 22 (Figure 8-14) is used to specify the CDS-Replica attribute.

Figure 8-14. Mask 22: CDS-Replica

(Mask 22) DIRECTORY SYSTEM operation

CDS-Replica

Replica Type: MASTER

Tower 1: =000 = = @ = = = e = = = = -
Tower 2: = = = = = = = = - = - - =
Tower 3: = = = — — — = = =@ = — - =
Tower 4: 0= = = = = = = — — — - =
Tower 5: 0= = = = = = = = = = - =

Modification: Modify Value
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In Mask 22, operation will be one of the following depending on the
operation being performed:

Add Object

Add Attribute
Display Objects
Modify Attribute
Modify Subtree

(See Section 8.2.3 for a description of the Display Objects operation.)
The Modification field is only shown when operation is Modify Attribute.

Note: Use the cdscp show cell command to generate this
information. Then transfer it to Mask 21 by typing it in or by
using a cut-and-paste operation. This means that an
administrator does not require detailed knowledge of data
formats or CDS concepts.

Mask 22 displays the following fields:

Replica Type
Select MASTER for a modifiable replica or READ ONLY
for a read-only replica. (MASTER can be changed to READ
ONLY).

Clearinghouse UUID
Enter the clearinghouse UUID. The clearinghouse UUID
never changes. Since the clearinghouse name can change, the
clearinghouse UUID is used to verify the validity of the
clearinghouse.

A CDS UUID consists of 16 hex digit pairs represented as 8
hexadecimal digits followed by a hyphen, 3 groups of 4
hexadecimal digits separated by hyphens, a hyphen, and 12
hexadecimal digits (for example, 01234567-89ab-cdef-0123-
456789abcdef).

Clearinghouse Name
Enter the full name of the clearinghouse in which the replica
is stored. This name is the name of a naming attribute that
contains information on the last known address of the
clearinghouse. This information enables the creation of an
Remote Procedure Call (RPC) binding to the server that
maintains the clearinghouse.

OSF DCE Administration Guide—Extended Services 8-21



Global Directory Service

Tower Enter the tower set of the server that maintains the
clearinghouse. A CDS tower contains addressing information
and information on protocols supported by the clearinghouse
server. The format of the tower value is the same format as a
substring of the RPC string binding as follows:

protseq:netaddr
Modification ,
Select one of the following values by pressing the space bar:
» Modify Value (only if operation is Modify Attribute)
e Add Value
o Delete Value

CDS cell information is stored in two attributes: the CDS-Cell attribute,
and the CDS-Replica attribute. The information in one attribute
complements the information in the other. Therefore, each object that
contains a CDS-Cell attribute also contains a CDS-Replica attribute.

8.1.13 Mask 23: Attribute with TTX-ID Syntax

Mask 23 (Figure 8-15) is used to specify the attribute name with TTX=ID
syntax.
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Figure 8-15. Mask 23: Attribute Name

(Mask 23) DIRECTORY SYSTEM operation

attribute name
Terminal: - - - — — - - — — —
Control: = - — - - — — = — — — - —
Graphic: = - - - - - - - - - - - -

Miscel: = - — = — — = = — — - — =

Modification: Modify Value

In Mask 23, operation will be one of the following depending on the
operation being performed:

Add Object

Add Attributes
Display Objects
Modify Attribute

(See Section 8.2.3 for a description of the Display Objects operation.)
The Modification field is only shown when operation is Modify Attribute.
Mask 23 displays the following fields:

attribute name
Displays the name of the attribute; for example, TTX-
Terminal-Identifier.

Terminal  Enter a unique terminal identifier for a teletex terminal. Enter
the teletex nonbasic parameters in the remaining fields.

Control Enter the control character set for a teletex terminal
(optional).

Graphic Enter the graphic character set for a teletex terminal
(optional).
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Miscel Enter the miscellaneous capabilities for a teletex terminal
(optional).

Page Formats
Enter the page format for a teletex terminal (optional).

Private Use
Enter the Private Use parameters for a teletex terminal
(optional).

Modification
Select one of the following values by pressing the space bar:

o Modify Value (only if operation is Modify Attribute)
e Add Value

¢ Delete Value

8.1.14 Mask 24: Attribute with Telex Number Syntax

Mask 24 (Figure 8-16) is used to specify an attribute with Telex Number
syntax.

Figure 8-16. Mask 24: Attribute with Telex Number Syntax

(Mask 24) DIRECTORY SYSTEM operation

attribute name

Modification: Modify Value
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In Mask 24, operation will be one of the following depending on the
operation being performed:

Add Object

Add Attributes
Display Objects
Modify Attribute
Modify Subtree

(See Section 8.2.3 for a description of the Display Objects operation.)
The Modification field is only shown when operation is Modify Attribute.
Mask 24 displays the following fields:

attribute name
Displays the name of the attribute; for example, Telex-
Number.

Telex Number
Enter the telex number of a telex terminal.

Country Code
Enter the country code of a telex terminal.

Answerback Enter the answerback code of a telex terminal.

Modification
Select one of the following values by pressing the space bar:

o Modify Value (only if operation is Modify Attribute)
¢ Add Value
¢ Delete Value

8.1.15 Mask 25: Attribute with Postal Address Syntax

Mask 25 (Figure 8-17) is used to specify an attribute with Postal Address
syntax.
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Figure 8-17. Mask 25: Attribute Name

(Mask 25)

DIRECTORY SYSTEM operation

attribute name

Modification: Modify Value

8-26

In Mask 25, operation will be one of the following depending on the
operation being performed:

Add Object

Add Attributes
Display Objects
Modify Attribute
Modify Subtree

(See Section 8.2.3 for a description of the Display Objects operation.)
The Modification field is only shown when operation is Modify Attribute.
Mask 25 displays the following fields:

attribute name
Displays the name of the attribute; for example, Postal-
Address.

Part 1, Part2, ... Part 6
Enter at least one string. Normally, the postal address includes
an addressee’s name, street address, city, state or province,
postal code, and possibly a post office box number.
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Modification
Select one of the following values by pressing the space bar:

» Modify Value (only if operation is Modify Attribute)
o Add Value
o Delete Value

8.1.16 Mask 26: Attribute with Fax Number Syntax

Mask 26 (Figure 8-18) is used to specify an attribute name with Fax
Number syntax.

Figure 8-18. Mask 26: Attribute Name

(Mask 26) DIRECTORY SYSTEM operation

attribute name

Telephone Number: - - - - - = - - = = = = - - - - -

A3 width: NO
B4 Length: NO
B4 Width: NO

Fine Resolution: NO
Two Dimensiocnal: NO
Uncompressed: NO
Unlimited Length: NO

Modification: Modify Value

In Mask 26, the operation field can contain any of the following:

Add Object

Add Attributes
Display Objects
Modify Attribute
Modify Subtree
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(See Section 8.2.3 for a description of the Display Objects operation.)
The Modification field is only shown when operation is Modify Attribute.
Mask 26 displays the following fields:

attribute name
Displays the name of the attribute; for example, Fax-
Telephone-Number.

Telephone Number
Enter the telephone number for the facsimile telephone
number.

fax parameters
Select the G3 facsimile nonbasic parameters in the remaining
fields. Select YES or NO. NO is the default value.

Modification
Enter one of the following values by pressing the space bar:

o Modify Value (only if operation is Modify Attribute)
¢ Add Value
¢ Delete Value

8.1.17 Mask 27: Attribute with MHS O/R Address Syntax

8-28

Mask 27 (Figure 8-19) is used to specify an attribute with MHS O/R
Address syntax.
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Figure 8-19. Mask 27: Attribute with MHS O/R Address Syntax

(Mask 27)

DIRECTORY SYSTEM operation

attribute name

O/R Address Type: Mnemonic

Every user or distribution list (DL) is assigned one or more
originator/recipient (O/R) addresses. An O/R address is an attribute list that
distinguishes one user from another and identifies the user’s point of access
to the MHS or the DL’s expansion point.

In Mask 27, operation will be one of the following depending on the
operation being performed:

Add Object
Add Attributes
Modify Subtree

Mask 27 displays the following fields:

attribute name
Displays the name of the attribute; for example, MHS-O/R-
Address.

O/R Address Type
Select one of the following values by pressing the space bar:

Mnemonic Displays Mask 28 for entering a mnemonic O/R
address.
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Numeric  Displays Mask 29 for entering a numeric O/R
address.

Structured Postal
Displays Mask 30 for entering a structured
postal O/R address.

Unstructured Postal
Displays Mask 31 for entering an unstructured
postal O/R address.

Terminal Displays Mask 32 for entering a terminal O/R
address.

8.1.18 Mask 28: Attribute with MHS O/R Address Syntax
(Mnemonic)

Mask 28 (Figure 8-20) is used to specify an attribute with MHS O/R
Address syntax.

Figure 8-20. Mask 28: Attribute with MHS O/R Address Syntax (Mnemonic)

(Mask 28) DIRECTORY SYSTEM operation
attribute name

O/R Address Type: Mnemonic

Country Name: - - - ADMD Name: - - - - - - - PRMD Name: - - - — - - = -

Modification: Medify Value
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In Mask 28, operation will be one of the following depending on the
operation being performed:

Add Object

Add Attributes
Display Objects
Modify Attribute
Modify Subtree

(See Section 8.2.3 for a description of the Display Objects operation.)
The Modification field is only shown when operation is Modify Attribute.

A mnemonic O/R address is one that mnemonically identifies a user or
distribution list (DL). It identifies an administration management domain
(ADMD) and a user or DL relative to it and is made up of the following
attributes:

¢ One country name and one administration domain name, which together
identify an ADMD

* One private domain name, one organization name, one organizational
unit name, one personal name or common name, or a combination of the
above; and, optionally, one or more domain-defined attributes, which
together identify a user or DL relative to the ADMD.

Mask 28 displays the following fields:

attribute name
Displays the name of the attribute; for example, MHS-O/R-
Address.

Country Name
Enter the name of the country of the ADMD that the ADMD
Name field denotes.

ADMD Name
Enter an administration domain name that identifies an
ADMD relative to the country denoted by the country name.

PRMD Name
Enter a private domain name that identifies a private
management domain (PRMD). As a national matter, this
identification may be either relative to the country denoted by
a country name (so that PRMD names are unique within the
country), or relative to the ADMD identified by an
administration domain name.
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Org. Name Enter an organization name that identifies an organization. As

a national matter, this identification may. be either relative to
the country denoted by a country name (so that organization
names are unique within the country), or relative to the
management domain identified by a private domain name, or
an administration domain name or both.

ou1, 0U2, OU3, 0U4

Enter the organizational unit names that identify one or more
units (for example, divisions or departments) of the
organization denoted in the attribute name field. Each unit,
with the exception of the first, is a subunit of the units whose
names precede it in the attribute.

Com. Name Enter a common name that identifies a user or distribution list.

Given Name

Initials

Surname

Enter the user’s given name.

Enter the initials of all of the user’s names, with the exception
of his or her surname.

Enter the user’s surname.

Generation Enter the user’s generation; for example, Jnr.
g p

Domain Typel, Domain Type2, ...

Enter the name of a class of information.

Domain Valuel, Domain Value2, ...

Enter an instance of the class of information that the
preceding Domain Type denotes.

Note: The widespread use of standard attributes
produces more uniform and thus more user-
friendly O/R addresses. However, it is
anticipated that not all Management Domains
(MDs) will be able to employ such attributes
immediately. The purpose of domain-defined
attributes is to permit an MD to retain its
existing, native addressing conventions for a
time. It is intended, however, that all MDs will
migrate toward the use of standard attributes,
and that domain-defined attributes will only be
used for an interim period.
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Modification
Select one of the following values by pressing the space bar:

o Modify Value (only if operation is Modify Attribute)
e Add Value
¢ Delete Value

8.1.19 Mask 29: Attribute with MHS O/R Address Syntax (Numeric)

Mask 29 (Figure 8-21) is used to specify an attribute with MHS O/R
Address syntax.

Figure 8-21. Mask 29: Attribute with MHS O/R Address Syntax (Numeric)

(Mask 29) DIRECTORY SYSTEM operation

attribute name
O/R Address Type: Numeric

Country Name: - - - ADMD Name: - - - - - — — - PRMD Name: - - - - -
Numeric User Identifier: - - - - - — = - = = — — — -« = — — = —~ -~ - ~ — -
Domain Typel: - - - - - - - - Domain Type2: - - - - - - - -
Domain Type3: - - - - - — — - Domain Type4d: - - - - - — - -

Modification: Modify Value

In Mask 29, operation will be one of the following depending on the
operation being performed:

Add Object

Add Attributes
Display Objects
Modify Attribute
Modify Subtree

OSF DCE Administration Guide—Extended Services 8-33



Global Directory Service

8-34

(See Section 8.2.3 for a descr