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[57] ABSTRACT 
A computer graphics system and process for displaying 
three-dimensional scenes as perspective views on the 
view reference plane of a display device is disclosed 
which removes hidden lines and surfaces from the dis 
play. The system and process utilizes a scan line algo 
rithm which minimizes storage requirements and is 
efficiently implementable in hardware. 

38 Claims, 20 Drawing Figures 
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COMPUTER GRAPHICS SYSTEM FOR 
REAL-TIME CALCULATION AND DISPLAY OF 

THE PERSPECTIVE VIEW OF 
THREE-DIMENSIONAL SCENES 

BACKGROUND OF THE INVENTION 
1. Field of the Invention 
The present invention relates to a system and process 

for the creation, manipulation and perspective display 
of complex scenes having one or more three-dimen 
sional objects. More particularly, the invention relates 
to systems and processes of the above-described type 
which remove hidden lines and surfaces from the dis 
play of three-dimensional scenes on a two-dimensional 
view reference plane of a display device. 

2. Description of the Prior Art 
Computer graphics systems display perspective 

views of complex scenes made up of one or more three 
dimensionl objects in a two-dimensional view reference 
plane of a display device such as a video monitor. The 
basic apparatus and processes for the display of three 
dimensional scenes in a view reference plane of a two 
dimensional display device are well known, as exempli 
fied by descriptions in textbooks such as “Fundamentals 
of Interactive Computer Graphics,” by J. D. Foley and 
A. VanDam, Addison-Wesley Publishing Co., 1982. 

Several basic processes are required in the creation 
and display of a three-dimensional scene as a perspec 
tive view on the view reference plane of a display de 
vice. In the first place, the scene to be perspectively 
displayed must be mathematically represented in three 
dimensional spatial coordinates to permit its transforma 
tion by matrix calculations into a mathematical repre 
sentation of a perspective view referenced with respect 
to the view reference plane of the display device. One 
known way of mathematically representing a three-di 
mensional scene is to define it as a plurality of objects 
each having a plurality of planar surfaces such as trian 
gles or tetrahedrons each defined by a listing of its verti 
ces. The number of surfaces required to mathematically 
represent any scene containing a plurality of objects is a 
function of the complexity of the scene to be displayed 
and the degree of required resolution. With reference to 
FIG. 1 of the drawings, a cube 10 may be mathemati 
cally represented by six faces each defined by four of 
the eight total vertices. More complex objects require 
proportionally more surfaces and a greater number of 
vertices. A description of the process of mathematically 
representing a three-dimensional scene by polygons 
defined by vertices is described on pages 295-301 of 
“Tutorial: Computer Graphics,” by Kellogg S. Booth, 
IEEE Catalog No. EHO 147–9, 1979. 
The transformation of the three-dimensional mathe 

matical representation of the scene to be displayed to a 
two-dimensional mathematical perspective referenced 
to the view reference plane is known as perspective 
transformation. The complete transformation from the 
three-dimensional “object” coordinate system to a two 
dimensional perspective coordinate system having 
depth referenced with respect to the view reference 
plane is performed by two separate matrix transforma 
tions. The first coordinate transformation expresses the 
location of the objects defining the scene relative to the 
world coordinate system. The second coordinate trans 
formation applies a perspective mapping onto the view 
reference plane. The foregoing transformations are 
known and described in detail in “Tutorial: Computer 
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2 
Graphics,” supra, on pages 300–303, and in Chapter 8 
“Fundamentals of Interactive Computer Graphics”, 
Supra. 
The removal of hidden surfaces and lines from the 

scene to be produced is necessary for the creation of a 
realistic perspective view. Hidden surfaces and lines are 
those surfaces and lines which are obscured by parts of 
the scene located closer to the view reference plane. 
The matrix transformations of a scene into a mathemati 
cally defined perspective view transforms all of the lines 
and surfaces of the scene which are present. Display of 
the mathematically defined perspective view without 
hidden surface and line removal creates an unrealistic 
perspective view. With reference to FIG. 1 with the 
view reference plane considered to be the plane of the 
drawing containing FIG. 1, cube 10 contains three hid 
den lines and three hidden surfaces which are respec 
tively identified by the dotted line segments 6-4, 3-4, 
and 4-1 and the surfaces defined by vertices 3456, 1234, 
and 1467. The subject matter of the present invention 
pertains to the generation of a perspective view of ob 
ject which typically are much more complex than cube 
10 with the removal of hidden surfaces and hidden lines 
from a perspective display. 
Algorithms are known in the prior art for the re 

moval of hidden surfaces and hidden lines. The “Tuto 
rial: Computer Graphics”, supra, contains a description 
of ten hidden surface removal algorithms. Algorithms 
are described therein on pages 324–326 which deter 
mine the visibility of surfaces of different depth as de 
fined with respect to the view reference plane along a 
single line of scanning of a display device. These line 
algorithms compare the depth of line segments from the 
various faces which are projected from different depths 
on the z axis to an intersection along the x direction of 
scanning to cause the display of only those line seg 
ments which are disposed closest to the view reference 
plane. U.S. Pat. Nos. 3,736,564, 3,621,214 and 3,602,702 
further describe known hidden surface removal algo 
rithms. Scan line algorithms are also discussed in section 
15.6 of the “Fundamentals of Interactive Computer 
Graphics”, supra. 
An additional algorithm for the removal of hidden 

surfaces is the z-buffer algorithm which is described in 
section 15.5 of the “Fundamentals of Interactive Com 
puter Graphics”, supra. This algorithm stores in mem 
ory the depth values of each pixel of a frame along the 
lines of scanning. This algorithm, while simple in pro 
gramming comcept, requires substantial computer time 
and memory to implement because each pixel of each 
polygon is stored in the depth buffer and compared 
with the pixels of all of the other polygons to determine 
the pixels lying closest to the view reference plane. 
An important aspect of the implementation of a hid 

den surface algorithm in a computer graphics system is 
the time required to perform the mathematical process 
ing necessary to identify those surfaces which should be 
displayed and those surfaces which should be discarded 
as hidden surfaces. All hidden surface algorithms re 
quire a comparison of information from a potentially 
visible area, scan line, or point basis within a surface 
with the corresponding area, scan line, or points of 
other potentially visible surfaces. The computation time 
required for a computer to perform the necessary com 
parisons and sorting depends on the number of records 
to be processed, the algorithm used to perform the 
comparisons and sorts, and the statistical properties of 
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the records being compared and sorted. The precise 
properties of sorting and comparing techniques are of 
tremendous importance in the overall time required to 
implement a hidden surface algorithm. Certain tech 
niques require more storage space than others and some 5 
lend themselves to fast hardware implementation more 
easily than others. 
Scan line algorithms compute the intersection of each 

surface of the three-dimensional scene which is to be 
perspectively illustrated on the view reference plane 10 
with the x axis of line to be scanned. The line segments 
resulting from the intersection of the view reference 
plane are called segments. - 

Scan line algorithms are based upon the coherent 
property of segments in which the variation from scan 15 
line to scan line is statistically small. The creation of line 
segments simplifies the hidden surface problem to a 
two-dimensional problem of segments measured by the 
x and z coordinates given the fact that the y coordinate 
is a constant. Elimination of the variation of the y coor- 20 
dinate requires simpler computations than those which 
are required in three-dimensions for area algorithms for 
removing hidden surfaces. 
The Watkins algorithm, as described on pages 

324–326 of the “Tutorial: Computer Graphics”, supra, 25 
and U.S. Pat. No. 3,736,564, initially determines the 
beginning and end points of the intersection of each 
segment with the x axis of the line of scanning. When 

... more than one segment is determined to have at least a 
tº partially overlapping beginning and end points along 30 
the x axis, the algorithm subdivides the initial segments 
in half repeatedly until either there is no overlap on the 
x axis or until the problem of determining which seg 
ment lies closest to the view reference plane becomes 
simple or approaches the limit of resolution of the over- 35 
all system and therefore can be discarded. The Watkins 

... algorithm requires extensive computation time to gener 
sº. ate the list of sufficiently subdivided segments when 

highly complex scenes having many potentially visible 
faces are being procesed. Thus, Watkins algorithm has a 40 
progressively increasing computation time overhead as 
the complexity of the scenes to be displayed increases. 

SUMMARY OF THE INVENTION 

The present invention is a system and process for the 45 
removal of hidden surfaces and lines from a three-di 
mensional scene having one or more objects each hav 
ing a plurality of planar surfaces which is being dis-- 
played as a persepective view on the view reference 
plane of a two-dimensional display device. Hidden sur- 50 
face removal is performed at high speed in a hardware 
raster processor using a scan line depth buffer algo 
rithm. The algorithm produces a high speed generation 
of a perspective view of complex three-dimensional 
scenes without hidden surfaces with less calculating 55 
time and memory than the prior art algorithms and 
provides a high ratio of performance to cost when com 
pared to currently available commercial systems. 
The algorithm of the present invention minimizes the 

computation time by utilizing a line segment analysis of 60 
the scene to be displayed in which only the depth infor 
mation for each pixel within each line segment within 
each line to be scanned is compared with depth infor 
mation of the corresponding pixel in a depth buffer. The 
display information and depth information of each pixel 65 
is stored in the depth buffer only when the depth infor 
mation of the pixel being compared with the corre 
sponding depth information in the depth buffer lies 

4 
closer to the view reference plane. The storage of dis 
play information of only pixels closer to the view refer 
ence plane than the stored display information mini 
mizes time consuming storage of information and mini 
mizes the amount of memory required. Moreover, the 
computation time required to identify segments along 
the line of scanning whose pixels are to be compared 
with the depth information in the depth buffer is mini 
mized by not utilizing a routine for nondeterministically 
identifying line segments located on the x axis which do 
not overlap in the z axis such as the routine described in 
U.S. Pat. No. 3,736,564. Computation time is also mini 
mized by not adding computation overhead to the over 
all processing time for those pixels to be displayed as 
background information from the depth buffer. 
A system for generating and displaying perspective 

images without hidden surfaces in a view reference 
plane on a display device by scanning a plurality of scan 
lines each having a plurality of pixels of a scene having 
one or more three-dimensional objects in which each 
object has a plurality of planar surfaces includes means 
for storing the one or more objects to be displayed as a 
three-dimensional mathematical representation; means 
for processing the three-dimensional mathematical rep 
resentation of the one or more objects to generate a list 
of segments along the direction of scanning of the lines 
at the intersection in the view reference plane of the 
scan lines with surfaces of the one or more objects; 
means for storing for each segment of each line to be 
scanned information enabling the identification of the 
beginning and end pixels of the intersection of each of 
the segments along each of the lines to be scanned and 
information permitting the calculation of the depth of 
each cell within each segment with respect to the view 
reference plane; depth buffer means, having a number 
of addressable storage locations for storing depth dis 
play information of pixels of parts of the one or more 
objects to be displayed and storing in each of the stor 
age locations display information including background 
information to be displayed where a surface of the one 
or more objects is not present along the line to be 
scanned; means for calculating for each pixel within 
each segment of a line to be scanned its depth with 
respect to the view reference plane; means for compar 
ing the calculated depth for each pixel within each 
segment of the line to be scanned with the depth infor 
mation stored in the depth buffer means having the 
same address as the pixel the depth of which has been 
calculated and storing depth and display information in 
the depth buffer means at the address at which the data 
which was compared is stored for each pixel within 
each segment of the line to be scanned when the calcu 
lated depth information is closer to the view reference 
plane than the depth information stored at the addressed 
location of the depth buffer means to generate a line of 
display information; and means for causing the display 
ing of the display information stored within the address 
able storage locations of the depth buffer means on the 
display device to generate a visible line of display infor 
mation of parts of the one or more offects for each pixel 
disposed closest to the view reference plane after the 
completion of storing of the display information. 

Further in accordance with the system of the present 
invention, the information stored in the means for stor 
ing for each segment includes the address along the line 
of scanning of the beginning and end pixels within the 
segment, information which is a function of the depth of 
the beginning cell within the segment with respect to 
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the view reference plane and the rate of change perpen 
dicular to the view reference plane of the depth be 
tween the beginning and ending pixels within the seg 
ment. Preferably, the information stored in the means 
for storing which is a function of the depth of the begin 
ning pixel is the depth of the beginning pixel. Prefera 
bly, the information stored in the means for storing 
which is a function of the rate of change is the rate of 
change AZ per pixel between the beginning and ending 
pixels of a segment. The depth of each pixel for each 
segment is calculated by the means for calculating by 
addition of the quantity AZ to the depth of the preced 
ing pixel. The depth of the first pixel is determined from 
the 17th through 36th bits of the segment word as de 
scribed in FIG. 4(b). 
A process for generating and displaying perspective 

images without hidden surfaces in a view reference 
plane on a display device by scanning a plurality of scan 
lines each having a plurality of addressable pixels of a 
scene having one or more three-dimensional objects in 
which each object has a plurality of planar surfaces 
includes storing the one or more objects to be displayed 
as a three-dimensional mathematical representation; 
processing the three-dimensional mathematical repre 
sentation of the one or more objects to generate a list of 
segments along the direction of scanning of the scan 
ning lines at the intersection in the view reference plane 
of the scanning lines with surfaces of the one or more 
objects; storing for each segment of each line to be 
scanned information enabling the identification of the 
beginning and end pixels of the intersection of each of 
the segments along each of the lines to be scanned and 
information permitting the calculation of the depth of 
each pixel within each segment with respect to the view 
reference plane; initializing addressable storage loca 
tions for storing depth and display information of pixels 
of parts of the one or more objects to be displayed along 
the line to be scanned contained in a depth buffer with 
background information to be displayed when a surface 
of the one or more objects is not present along the line 
to be scanned; calculating for each pixel within each 
segment its depth with respect to the view reference 
plane; comparing the calculated depth for each pixel 
within each segment of the line to be scanned with the 
depth information stored in the depth buffer having the 
same address as the pixel the depth of which has been 
calculated; storing the depth and display information in 
the depth buffer for each pixel at the address at which 
the data which has been compared is stored for each 
pixel within each segment of the line to be scanned 
when the calculated depth information is closer to the 
view reference plane than the depth information stored 
at the addressed location of the depth buffer to generate 
a line of display information; and displaying the display 
information stored within the addressable storage loca 
tions of the depth buffer on a display device to generate 
a visible line of display information of parts of the one 
or more objects from each pixel disposed closest to the 
view reference plane after the completion of storing of 
the display information. 
The information stored for each segment includes the 

address along the line of scanning of the beginning and 
end pixel within the segment, information which is a 
function of the depth of the beginning cell within the 
segment with respect to the view reference plane and 
the rate of change perpendicular to the view reference 
plane of the depth between the beginning and ending 
pixels within the segment. The information which is a 

10 

15 

20 

25 

30 

35 

40 

45 

50 

55 

60 

65 

6 
function of the depth of the beginning pixel may be the 
depth of the beginning pixel and the information on the 
rate of change is the aforementioned quantity AZ. The 
depth of each pixel for each segment is calculated by 
addition of the quantity AZ to the depth of the preced 
ing pixel. The depth of the first pixel is determined from 
the 17th through 36th bits of the segment word as de 
scribed in FIG. 4(b). 
As used herein, the term “pixel” defines the smallest 

unit of resolution along the line of scanning of the dis 
play device which the invention utilizes in the elimina 
tion of hidden surfaces. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates a simple scene to be perspectively 
displayed which includes hidden lines and surfaces. 
FIG. 2 is a system schematic of the present invention. 
FIG. 3 illustrates the depth of the pixels of the various 

segments along a line of scanning of the scene of FIG. 
1. 
FIG. 4(a) is an illustration of a memory map of the 

dual port memory of FIG. 2 which stores segment in 
formation for a plurality of lines of the scene to be per 
spectively displayed on a display device. 
FIG. 4(b) is a bit map of the information used to 

encode the individual segments illustrated in FIG. 4(b). 
FIG. 5 is a flowchart of the process for generating the 

information stored in the memory of FIG. 4(a). 
FIG. 6 is a flowchart of the process performed by the 

raster processor of FIG. 2. 
FIG. 7 is a flowchart of the process performed by the 

video processor in the display of the contents of the 
depth buffer of FIG. 2. 
FIG. 8 is a figure map of the organization between 

FIGS. 9–19. 
FIGS. 9, 10, 11, 12, 13, 14, 15, 16, 17, 18 and 19 illus 

trate the preferred hardware implementation of the 
raster processor, depth buffers and video processor of 
the system of FIG. 2. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENT 

The necessity of removing hidden surfaces and lines 
from a perspective display of a three-dimensional object 
in a view reference plane is illustrated with reference to 
cube 10 in FIG. 1. The dotted line segments 6-4, 3-4 and 
5-1 and associated surfaces defined by vertices 3456, 
1234 and 1467 should not be displayed to produce a 
realistic perspective view of the cube 10 on a view 
reference plane of a display device. The present inven 
tion eliminates hidden lines and surfaces with the usage 
of a hardware based high speed raster processor 26 
(FIG. 2) which implements a hidden surface algorithm 
described in detail in conjunction with FIG. 6 which 
uses minimal memory and calculation time. 
FIG. 2 illustrates an overall system schematic of the 

present invention. The system 20 includes a suitably 
programmed digital computer 22 which is coupled to a 
dual port memory 24 which contains two identical half 
sections for storing information pertaining to at least a 
pluraity of scanning lines of a full frame of video to be 
displayed on video monitor 25. While the invention is 
not limited to the use of any particular computer, a 
personal computer, such as the International Business 
Machines Personal Computer, may be used. The respec 
tive halves of the dual port memory are coupled to the 
raster processor 26. The preferred implementation of 
the raster processor is illustrated in FIGS. 9–14. The 
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raster processor 26 includes a pipeline which is multi 
plexed to respective identical depth buffers 28 and 30. 
Each depth buffer is loaded with display information to 
be displayed on the video monitor 25 during one line of 
scanning for read out during the next line of scanning to 
cause the display of the three-dimensional scene on the 
video monitor under the control of video processor 32. 
The preferred embodiment of the depth buffer 28 is 
illustrated in FIGS. 15 and 18. The preferred embodi 
ment of the depth buffer 30 is illustrated in FIGS. 16 
and 19. The video processor 32 controls the time base 
for the processing of information obtained from the dual 
port memory 24 by the raster processor 26 and the 
display of the perspective view of the scene on the 
video monitor 25. The preferred embodiment of the 
video processor is illustrated in FIGS. 17 and 19. The 
video monitor 25 is of conventional construction. 
The digital computer 22 is programmed in accor 

dance with techniques known in the art. The digital 
computer 22 performs the tasks of storing the one or 
more objects to be displayed as a three-dimensional 
mathematical representation, and processing the three 
dimensional-mathematical representation to generate a 
list of line segments along the direction of scanning of 
the scanning lines of the intersections in the view refer 
ence plane of the scanning lines with the surfaces of the 
one or more objects. The “Tutorial: Computer Graph 
ics”, supra, “Fundamentals of Interactive Computer 
Graphics”, supra, and U.S. Pat. No. 3,736,564 describe 

... implementations of the functions performed by the 
… computer 22. The generation of a list of line segments 
sº, for the cube 10 of FIG. 1 for the line of scanning 12 is 

illustrated in FIG. 3. FIG. 3 graphically illustrates as a 
function of the x and z axis coordinates the segments for 
intermediate line of scanning 12 across the video moni 
tor 25 which intersects the faces 5678, 1278, 1234, and 

... 3456 of the cube 10 of FIG. 1. The line segment inter 
º secting face 5678 is identified by the reference A. The 
s line segment intersecting the face 1278 is identified by 
: the reference B. The line segment intersecting face 1234 
ºis identified by the reference C. The line segment inter 

secting the face 3456 is identified by the letter D. The 
scribed lines on the x axis identify the addresses of the 
respective pixel locations along the x line of scanning. 
The left most pixel address is identified by zero at the 
intersection of the x and z axes and the right most pixel 
address is identified by the integer n. The number of 
pixels in a line is a function of the memory space utilized 
in the system. A greater number of pixels per line in 
creases the system resolution. With reference to FIG. 3, 
hidden line and surface processing by the present inven 
tion will remove from view all of line segments C and D, 
when the reference line 12 of cube 10 is scanned by 
video monitor 25 because these segments are totally 
obscured by the faces defined by vertices 5678 and 1278 
of FIG. 1. 
Each pixel 1 thru n of each of the lines of scanning is 

addressed by its pixel number as illustrated along the x 
axis of FIG. 3. The identical depth buffers 28 and 30 
each have a number of storage cells which is equal to 
the number of pixels per line of scanning. Each storage 
location in the depth buffers is addressed by the address 
1 thru n of the corresponding pixels of a line of scanning 
during the comparison and storage operations de 
scribed, supra. 
FIG. 4(a) illustrates a memory map of one-half of the 

dual port memory 24. Each half of the dual port mem 
ory 24 preferrably stores an entire field of segment data, 

5 

10 

15 

20 

25 

8 
but may store less than a full field of segment data with 
modification of the timing signals of the video processor 
of FIGS. 17 and 19. For each line of scanning, when 
one-half of the dual port memory 24 is being loaded, the 
other is being read out for display processing by the 
raster processor 26. Each half of the dual port memory 
24 may be considered as a matrix of segments as exem 
plified by the references A–D of FIG. 3. The storage 
space of each half of the dual port memory 24 is config 
ured on a line basis of scanning to permit storage of part 
or all of a video field of information which is ultimately 
processed and displayed on the video monitor 25. The 
number of line segments which may be stored per line 
of scanning and the number of scanning lines which are 
contained within the matrix is a design choice which is 
a function of the available memory in the system. 
Each segment 40 is stored as a multibit word having 

a preferred organization as illustrated in FIG. 4(b). The 
information content of the entire word is referred to as 
the depth information and the display information. 
Each word which defines a segment preferably has 64 
bits. The first eight bits of the segment word encode the 
address of the pixel of the beginning of the segment 
which is the left most pixel in a segment when the video 
monitor 25 scans from left to right. With reference to 
FIG. 3, the beginning address of each of the segments 
A, B, C, and D, is the left most pixel of those segments 
along the x axis. The next eight bits are used to encode 
the address of the ending pixel of each of the segments 
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along a line of scanning. With reference to FIG. 3, the 
end address of each of the segments A, B, C and D are 
their right most pixels. The next 20 bits are used to 
encode the depth information of the beginning pixel of 
each of the segments along the line of scanning. The 
next 20 bits are used to encode the quantity AZ wherein 

AZ=(Z end — Z start)/n 

with Z start being the depth with respect to the view 
reference plane of the beginning pixel in the segment; Z 
end is the depth with respect to the view reference 
plane of the end pixel in the segment; and n is the num 
ber of pixels contained in the segment. The last 8 bits are 
used to encode color which is the display information 
used by video monitor 25. 
The present invention uses the depth of pixels in 

making depth coomparisons with respect to the view 
reference plane for the reason that variation of the 
depth of an object along the Z axis as transformed by 
the matrix calculations described, supra, is a linear func 
tion of depth along the Z axis. The solution of a linear 
relationship is simpler and faster in hardware than a 
non-linear relationship. The floating point adder, inte 
grated circuits “TDC 1022”, illustrated in FIG. 12, are 
readily usable to solve the aforementioned linear depth 
relationship at high speed. 
FIG. 5 illustrates a flowchart of a suitable computer 

program for generating the segment data illustrated in 
FIGS. 4(a) and 4(b). The program proceeds from start 
ing point 50 to point 52 where the halves of the dual 
port memory 24 being loaded with data in accordance 
with FIGS. 4(a) and 4(b) are swapped. The computer 
maintains a list of segment counts, one per line, specify 
ing the number of segments on a scan line. The program 
proceeds from point 52 to point 54 where the segment 
counts are all initialized. In the preferred embodiment 
illustrated in FIGS. 9–19, a total of 32 possible segments 
of information are storable per line of scanning. A 
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greater or lesser number of segments may be used in 
practicing the invention. The program proceeds from 
point 54 to point 56 where a new object of the scene to 
be perspectively generated is identified which has been 
previously stored in the computer memory 22. The 
computer 22 uses an object pointer to identify the ob 
jects contained within the scene which varies from 1 to 
n where n is the total number of objects within the 
scene. While the object of FIG. 1 is a simple cube, it 
should be understood that the scene to be perspectively 
illustrated on the video monitor 25 typically includes a 
plurality of three-dimensional objects. The program 
proceeds from point 56 to point 58 wherein a transfor 
mation matrix is set up for calculation by the computer 
22. The implementation of transformation matrices is 
well known and is described in the aforementioned 
“Tutorial: Computer Graphics”, supra, and “Funda 
mentals of Interactive Computer Graphics”. The pro 
gram proceeds from point 58 to point 60 where a new 
vertex is pointed to for the object being processed. With 
reference to the cube of FIG. 1, a total of eight vertices 
are present. Accordingly, for the cube of FIG. 1, the 
computer 22 maintains a vertex pointer which varies 

10 

15 

20 

from 1 to 8. The program proceeds from point 62 to . 
decision point 64 where a decision is made if there are 
any more vertices in the object being processed from a 
determination of whether the count of the number of 
vertices has reached the total number of vertices in the 
object. If the answer is “yes” that there are more verti 
ces in the object to be processed, the program repeat 
edly loops back to point 60 to complete the transforma 
tion of each vertex. If the answer is “no” at decision 
point 64, the program proceeds to point 66 where a new 
surface is pointed to in the object. From reference to 
FIG. 1, it is seen that the cube has a total of six surfaces 
so that the computer 22 would maintain a pointer vary 
ing from 1 to 6. The program proceeds from point 66 to 
point 68 where the surface being processed is sliced into 
segments such as A-D of FIG. 3 for storage in the dual 
port memory. The slicing of the surface into segments is 
in accordance with mathematical techniques known in 
the prior art such as those described in the “Tutorial: 
Computer Graphics”, supra, “Fundamentals of Com 
puter Graphics”, supra, and U.S. Pat. No. 3,736,564. 
The identification of segments by the beginning and end 
point intersections of a face of an object with a line of 
scanning does not form part of the present invention. 
The program proceeds from point 68 to decision point 
70 where a determination is made if there are any more 
surfaces in the object to be sliced. If the answer is “yes”, 
the program loops back to point 66 to continue the 
processing until all surfaces of the object have been 
sliced and placed into the dual port memory 24 in accor 
dance with FIGS. 4(a) and 4(b) as discussed above. If 
the answer is “no” at decision point 70, the program 
proceeds to decision point 72 to determine if there are 
any more objects to be processed. If the answer is “yes”, 
the program loops back to point 56 where the pointer is 
incremented by one to point to a new object. The pro 
gram will continue in the aforementioned loop between 
points 58 and 72 until all objects of the scene have been 
processed. If the answer is “no” at decision point 72, the 
program loops back to point 52 where the section of the 
dual port memory 24 being loaded with the segment 
information described, supra, with regard to FIGS. 4(a) 
and 4(b) is swapped to permit the loading of the previ 
ously read out half for read out by the raster processor 
26. 
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In the preferred embodiment of the invention, the 

raster processor is implemented in hardware to perform 
a hidden surface removal algorithm at high speed in 
accordance with the flowchart of FIG. 6. The preferred 
hardware implementation of the raster processor is 
illustrated in FIGS. 9–14. The raster processor accepts 
the segment information stored in the dual port memory 
24 in accordance with FIGS. 4(a) and 4(b) described, 
supra. The raster processor functions to store in either 
depth buffer 28 or 30 a single line of display information 
(color) to be displayed on video monitor 25 with a 
format in accordance with FIG. 4(b). As explained 
above, the depth buffers 28 and 30 have a number of 
addressable storage locations which is equal to the num 
ber of pixels assigned to each line of scanning in the 
system and are addressable by the corresponding ad 
dress of the pixel of a segment along the line of scanning 
being processed. Thus, each pixel of a line of scanning 
has a corresponding storage location in the depth buffer 
28 or 30 which at the time of display by the video moni 
tor 25 stores, inter alia, display information from part of 
the one or more objects which lies closest to the view 
reference plane or background information. The utiliza 
tion of a depth buffer having storage locations equal to 
the number of pixels on a single line of scanning permits 
the usage of a high speed static random access memory 
while minimizing the overall requirement of memory 
necessary to implement the algorithm. The minimizing 
of the size of memory for the depth buffers 28 and 30 
enhances the access time. 
The depth buffer algorithm may be summarized as 

follows. The raster processor 26 calculates the depth for 
each of the pixels along the segment of the line of scan 
ning that it is processing. As the depth of each pixel is 
calculated, the processor compares the calculated depth 
value with the depth value stored in the depth buffer at 
the pixel’s address position along the x axis of scanning. 
If the depth value in the buffer is smaller than the pixel’s 
depth value, no further operations are performed. How 
ever, if the pixel’s depth value is smaller than the stored 
depth value, meaning that it lies closer to the view 
reference plane than the stored value, the pixel’s display 
information (color) and depth value are placed into the 
addressed location buffer. 
FIG. 6 illustrates a flowchart of the depth buffer 

algorithm implemented in the hardware of FIGS. 9–14. 
The algorithm proceeds from starting point 82 to point 
84 where the line to be scanned is addressed. The ad 
dressing of the lines to be scanned is along the y axis and 
corresponds to the y values illustrated in the memory 
map of the dual port memory 24 as described above 
with reference to FIG. 4(a). At the beginning of the 
algorithm, the address for the line to be scanned is set at 
one which starts processing on the uppermost line to be 
displayed on video monitor 25. Each successive scan 
ning line is located farther down the screen of the video 
monitor 25. The algorithm proceeds from point 84 to 
point 86 were a new segment is addressed. Pointing to a 
new segment is the identification of the particular seg 
ment 1 to n to be processed along the line of scanning as 
illustrated in FIG. 4(a). At the start of the processing of 
each line of scanning at point 86, the segment pointer is 
set to one to access the first segment stored for the 
addressed line to be processed. The algorithm proceeds 
to point 88 wherein the first pixel within the segment 
being processed is addressed by setting the address 
“x”)Kx start. The x start address is obtained from the 1st 
through 8th bits of each segment word as described 
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the reason that a complete electrical schematic is illus 
trated therein as understood by persons skilled in the 
art. The type of integrated circuit used for each of the 
blocks is designated by its industry accepted number 
where applicable or by its manufacturer and part num- 5 
ber. Each of the pin positions for each of the circuits 
contains a pin identification number used by the manu 
facturer for identifying that pin. A reference to electri 
cal ground is identified by the notation “0”. A reference 
to the power supply potential is identified by “1”. Ref- 10 
erences to data lines are identified by “D” with the 
number of the line following. References to address 
lines are identified by “A” with the number of the ad 
dress line following. 
While the invention has been described in terms of its 15 

preferred embodiment, modifications may be made 
thereto to process the segment information stored 
within the dual port memory 24 on a single line basis 
instead of a plurality of lines as illustrated in FIG. 4(a). 
Additionally, processing of the depth of the individual 
pixels of each segment may be performed on a real time 
basis to eliminate the requirement for storage of the 
detailed information of FIG. 4(b). While the preferred 
embodiment of the raster processor 26, depth buffers 28 
and 30 and video processor 32 is in hardware to enhance 25 
the speed of operation, it should be clearly understood 
that part or all of the functions performed by the afore 
mentioned elements may be implemented by software 
without departing from the scope of the invention. 

It is intended that numerous additional modifications 30 
may be made to the preferred embodiment as described 
above without departing from the spirit and scope of 
the invention. It is intended that all such modifications 
fall within the scope of the appended claims. 

I claim: 35 
1. A process for generating and displaying perspec 

tive images, without hidden surfaces on a view refer 
ence plane on a display device for scanning a pluraity of 
scanning lines in a raster with each line having a plural 
ity of addressable pixels, of a scene having one or more 40 
three-dimensional objects in which each object has one 
or more planar surfaces comprising: 

(a) storing the one or more objects to be displayed as 
a three-dimensional mathematical representation; 

(b) processing the three-dimensional mathematical 45 
representation of the one or more objects to gener 
ate a list of line segments along the direction of 
scanning of the intersection of the scanning lines in 
the view reference plane with the one or more 
surfaces of the one or more objects with line seg 
ments from each line of scanning being stored in a 
separate line storage location which is addressed by 
the line from which the line segments were gener 
ated, each stored line segment including display 
information for each of the pixels therein, informa- 55 
tion enabling the identification of beginning and 
end pixels of its intersection along the line of scan 
ning and information permitting the calculation of 
the depth of each pixel therein with respect to the 
view reference plane; 

(c) initializing addressable storage locations in a 
depth buffer having a number of addressable stor 
age locations equal in number to the number of 
pixels along a line of scanning with background 
depth information and background display infor- 65 
mation, each storage location having an address 
corresponding to one of the pixels along a line of 
scanning; 
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(d) processing sequentially in time the line storage 

locations in the order of scanning on the display 
device, each line storage location being individu 
ally processed to calculate for each pixel within 
each line segment stored therein its depth with 
respect to the view reference plane; 

(e) comparing sequentially in time the calculated 
depth information of each line storage location 
with depth information stored in the depth buffer 
in the order of scanning on the display device, the 
calculated depth information of each line storage 
location being processed by comparing the calcu 
lated depth of each pixel within each line segment 
with depth information stored in the depth buffer 
at the corresponding address; - 

(f) storing calculated depth information and display 
information in the storage locations of the depth 
buffer sequentially in time for each of the line stor 
age locations in the order of scanning on the dis 
play device, the calculated depth information and 
display information of each of the pixels of the line 
segments of each line storage location being stored 
in the depth buffer at the corresponding address 
when during the comparing the calculated depth 
information is determined to be closer to the view 
reference plane than the depth information stored 
at the corresponding address of the depth buffer to 
generate a line of display information; and 

(g) displaying the display information stored within 
the addressable storage locations of the depth 
buffer sequentially in time on a line by line basis. 

2. A process in accordance with claim 1 wherein the 
information stored for each line segment includes the 
address along the line of scanning of the beginning and 
end pixel within the line segment, information which is 
a function of the depth of the beginning pixel within the 
line segment with respect to the view reference plane 
and the rate of change perpendicular to the view refer 
ence plane of the depth between the beginning and 
ending pixels within the line segment. 

3. A process in accordance with claim 2 wherein the 
information which is a function of the depth of the 
beginning pixel is the depth of the beginning pixel and 
the information on the rate of change is AZ wherein 

in which the Z start is the depth of the beginning pixel; 
Z end is the depth of the end pixel and n is the number 
of pixels in the line segment. 

4. A process in accordance with claim 3 wherein the 
depth of each pixel for each line segment is calculated 
by addition of the quantity AZ to the depth of the pre 
ceding pixel and the depth of the first pixel is deter 
mined from stored information regarding the segment. 

5. A system for generating and displaying images, 
without hidden surfaces in a view reference plane on a 
display device by scanning a plurality of scanning lines, 
in a raster with each line having a plurality of address 
able pixels, of a scene having one or more three-dimen 
sional objects in which each object has one or more 
planar surface comprising: 

(a) means for storing the one or more objects to be 
displayed as a three-dimensional mathematical rep 
resentation; 

(b) means for processing the three-dimensional math 
ematical representation of the one or more objects 
to generate a list of line segments along the direc 



4,697,178 
15 

tion of scanning of the scanning lines of the inter 
section of the scanning lines in the view reference 
plane with the one or more surfaces of the one or 
more objects; 

(c) means for storing the list of line segments for each 
of the plurality of scanning lines with line segments 
for each line of scanning being stored in a separate 
line storage location, each stored line segment con 
taining display information for each of the pixels 
therein, information enabling the identification of 10 
the beginning and end pixels of its intersection 
along the line to be scanned, and information per 
mitting the calculation of the depth of each pixel 
therein with respect to the view reference plane; 

(d) depth buffer means, having a number of address 
able storage locations equal to the number of pixels 
in a line of scanning with each storage location 
having an address corresponding to one of the 
pixels along the line of scanning for storing display 
information and depth information of pixels of the 
one or more objects to be displayed, and for ini 
tially storing in each of the storage locations back 
ground display information and background depth 
information, the background display information to 
be displayed when a surface of the one or more 
objects is not present along the line to be scanned; 

(e) means for processing sequentially in time the line 
storage locations in the order of scanning on the 
display device, each line storage location being 
individually processed to calculate for each pixel 
within each line segment stored therein its depth 
with respect to the view reference plane; 

(f) means for comparing sequentially in time the cal 
culated depth information of each line storage loca 
tion with depth information stored in the depth 
buffer in the order of scanning on the display de 
vice, the calculated depth information for each line 
segment being processed by comparing the calcu 
lated depth for each pixel within each line segment 
with depth information stored in the depth buffer 
at the corresponding address, the calculated depth 
information and display information of each of the 
pixels of the line segments of each line storage 
location being stored in the depth buffer at the 
corresponding address when during the comparing 
the calculated depth information is determined to 
be closer to the view reference plane than the 
depth information stored at the corresponding ad 
dress of the depth buffer to generate a line of dis 
play information; and 

(g) means for displaying the display information 
stored within the addressable storage locations of 
the depth buffer sequentially in time on a line by 
line basis. 

6. A system in accordance with claim 5 wherein each 
line segment includes the address along the line of scan 
ning of the beginning and end pixels within the line 
segment with respect to the view reference plane and 
the rate of change perpendicular to the view reference 
plane of the depth between the beginning and ending 
pixels within the line segment. 

7. A system in accordance with claim 6 wherein the 
information stored in a line segment which is a function 
of the depth of the beginning pixel is the depth of the 
beginning pixel and the information of the rate of 
change is the quantity AZ wherein AZ=(Z end—Z 
start)/n in which Z start is the depth of the beginning 
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pixel; Z end is the depth of the end pixel and n is the 
number of pixels in the line segment. 

8. A system in accordance with claim 7 wherein the 
depth of each pixel is calculated by the means for pro 
cessing by addition of the quantity AZ to the depth of 
the preceding pixel and the depth of the first pixel is 
determined from information stored regarding the first 
pixel. 

9. A system for generating and displaying perspective 
images, without hidden surfaces in a view reference 
plane on a display device by scanning a raster of a plu 
rality of scanning lines each having a plurality of pixels 
of a scene having one or more three-dimensional objects 
in which each object has one or more planar surfaces 
comprising: 

(a) depth buffer means, having a number of address 
able storage locations equal to the number of pixels 
in a line of scanning with each storage location 
having an address corresponding to one of the 
pixels along the line of scanning for storing display 
information and depth information of pixels of the 
one or more objects to be displayed, and for ini 
tially storing in each of the storage locations back 
ground display information and background depth 
information, the background display information to 
be displayed when a surface of the one or more 
objects is not present along the line to be scanned; 

(b) means for generating a list of line segments along 
the direction of scanning of the lines of scanning of 
the raster of the intersection of the scanning lines in 
the view reference plane with the one or more 
surfaces of the one or more objects, each line seg 
ment including display information for each of the 
pixels therein, information enabling identification 
of the beginning and end pixels therein and infor 
mation permitting the calculation of the depth of 
each pixel therein; 

(c) means for storing the list of line segments for each 
of the plurality of scanning lines with line segments 
for each line of scanning being stored in a separate 
line storage location which is addressed by a line of 
scanning from which the line segments were gener 
ated; 

(d) means for calculating the depth of each pixel 
within each line segment of a currently processed 
line storage location; 

(e) means for sequentially coupling, in the order of 
scanning of the lines of scanning of the raster, the 
line storage locations to the means for calculating 
to provide information stored within the line seg 
ments of each line storage location to cause the 
means for calculating to process the pixels within 
each line segment of the line storage location; 

(f) means for comparing the calculated depth of each 
pixel of each line segment within the currently 
processed line storage location with the depth in 
formation stored in the depth buffer means having 
the corresponding address and storing the depth 
and display information of each pixel at the corre 
sponding address in the depth buffer means when 
during the comparing the calculated depth of the 
pixel lies closer to the view reference plane than 
the depth information stored at a corresponding 
address of the depth buffer means to generate a line 
of display information after all of the pixels within 
the line storage location have been processed; and 
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(g) means for causing the sequential display on the 
display device of the lines of display information 
stored in the depth buffer means. 

10. A system in accordance with claim 9 wherein the 
display information of each pixel stored in the storage 5 
locations of the depth buffer is a color which is stored in 
the line segment which contained the pixel stored in the 
storage location. - 

11. A process for generating and displaying perspec 
tive images without hidden surfaces in a view reference 
plane on a display device by scanning a raster of a plu 
rality of scanning lines each having a plurality of pixels 
of a scene having one or more three-dimensional objects 
in which each object has one or more planar surfaces 
comprising: 

(a) generating a list of line segments by the processing 
of a three-dimensional mathematical representation 
of the one or more objects along the direction of 
scanning of each of the lines of scanning of the 
raster of the intersection of the scanning lines in the 
view reference plane with the one or more surfaces 
of the one or more objects with line segments from 
each line of scanning being stored in a separate line 
storage location which is addressed by the line 
from which the line segments were generated, each 
stored line segment including display information 
for each of the pixels therein, information enabling 
the identification of beginning and end pixels of its 
intersection along the line of scanning and informa 
tion permitting the calculation of the depth of each 
pixel therein with respect to the view reference 
plane; 

(b) processing sequentially the line storage locations 
in the order of scanning of the lines of scanning of 
the raster, each line storage location being pro- 35 
cessed as a current line storage location by calcu 
lating the depth of each pixel of each line segment 
therein; - 

(c) comparing the calculated depth for each pixel 
within the list of line segments of the current line 
storage location with depth information stored at a 
corresponding address in a depth buffer means, the 
depth buffer means having a plurality of address 
able storage locations equal in number to the num 
ber of pixels along a line of scanning for storing 
display information and depth information for each 
pixel along the line of scanning to be displayed; 

(d) storing the display information and depth infor 
mation of each pixel within the depth buffer means 
at the corresponding address of the depth buffer 
means when during the comparing the calculated 
depth of the pixel lies closer to the view reference 
plane than the depth information stored at the cor 
responding address of the depth buffer means to 
generate a line of display information; and 

(e) displaying sequentially the display information 
stored by the depth buffer means generated by the 
processing of each of the line storage locations. 

12. In a system for generating and displaying perspec 
tive images without hidden surfaces in a view reference 
plane on a display device, by scanning a raster having a 
plurality of scanning lines with each scanning line hav 
ing a plurality of pixels, of a scene having one or more 
three-dimensional objects with each object having one 
or more planar surfaces in which hidden surfaces are 
removed by processing scanning lines to generate line 
segments of the intersection the planar surfaces there 
with in which line segments are processed to compare a 
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calculated depth of each pixel with depth of a pixel 
stored in a corresponding addressed storage location in 
a depth buffer means and causing the storage of the 
calculated depth of the pixel in the corresponding ad 
dressed storage location of the depth buffer means 
when the calculated depth of the pixel lies closer to the 
view reference plane than the depth of the pixel stored 
at the corresponding location; the improvement com 
prising: 

(a) means for generating a list of the line segments for 
each of the lines of scanning of the raster, line 
segments from each of the lines of scanning being 
stored in a separate line storage location which is 
addressed by the line of scanning from which the 
line segments were generated; and 

(b) means for causing the line storage locations of 
each of the lines of scanning to be processed in the 
order of scanning of the lines of the raster on the 
display device by the depth buffer means to gener 
ate a raster of display information. 

13. A system for displaying perspective images from 
scenes, having one or more three-dimensional objects in 
which each object has one or more surfaces, on a view 
reference plane of a display device by scanning a raster 
comprised of a plurality of parallel scanning lines across 
the view reference plane with each line having a plural 
ity of addressable pixels comprising: 

(a) a line segment processing means for processing a 
three-dimensional mathematical representation of 
the one or more objects of the scene to be displayed 
to provide for each line of scanning within the 
raster a list of line segments of the intersection of 
each of the surfaces therewith; 

(b) a line segment memory coupled to the segment 
processing means for storing the list of line seg 
ments from each line of scanning in a separate line 
storage location, each line storage location being 
addressable by the line of scanning from which the 
line segments were provided by the line segment 
processing means, each line segment having one or 
more pixels and being stored as information en 
abling the determination of depth information and 
display information of each pixel within each 
stored line segment; 

(c) a depth buffer means having a number of address 
able storage locations equal in number to the num 
ber of pixels along a single line of scanning, each 
storage location storing display information and 
depth information for a single pixel with each stor 
age location having an address corresponding to a 
separate one of the pixels in a line of scanning of the 
display device, each storage location of the depth 
buffer means being initially loaded with back 
ground depth information and background display 
information; 

(d) a raster processing means coupled to the depth 
buffer means and the line segment memory for 
sequentially processing in time the line storage 
locations in the order of scanning on the display 
device and from each line storage location process 
ing the line segments within the list of stored line 
segments to calculate the depth of each pixel 
within each stored line segment and causing stor 
age in the depth buffer means of the display infor 
mation and depth information for each pixel which 
has a calculated depth with respect to the view 
reference plane which is less than the depth infor 
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mation stored in the depth buffer means at the 
corresponding address; and 

(e) a video processing means coupled to the depth 
buffer means for storing the display information 
stored within the depth buffer means for each line 
of scanning after the processing of the pixels within 
the list of line segments is complete. 

14. A system in accordance with claim 13 wherein the 
information enabling the determination of depth infor 
mation and display information of each pixel within 
each stored line segment comprises information en 
abling the identification of the beginning and end pixels 
of the intersection of each line segment and information 
enabling the calculation of the depth of each pixel 
within each line segment with respect to the view refer 
ence plane. 

15. A system in accordance with claim 13 wherein the 
raster is a field of information with every other line of 
scanning being skipped during scanning with successive 
fields being interlaced. 

16. A system in accordance with claim 13 wherein the 
line segment processing means comprises: 

(a) means for identifying sequentially objects com 
prising the scene which have not had their one or 
more surfaces processed to compute the line seg 
ments of the object which intersect the lines of 
scanning and for computing the line segments of 
each identified object which intersect the lines of 
scanning; and 

(b) means for causing the storage of the information 
enabling the determination of the depth informa 
tion and display information for each pixel within 
each line segment in the line storage location in the 
line segment memory for storing line segments 
from the line of scanning from which the line seg 
ment was provided. 

17. A system in accordance with claim 16 wherein the 
means for identifying and for computing further com 

- prises: 
(a) a surface pointing means for sequentially pointing 

to each ofthe one or more surfaces which comprise 
the object; and wherein 

(b) the computing of line segments is processed by the 
line segment processing means by calculating for 
each surface each line segment intersecting the 
lines of scanning within the raster and each line 
segment is caused to be stored by the line segment 
processing means in the line storage location in the 
line segment memory for storing line segments 
from the line of scanning from which the line seg 
ment was provided. 

18. A system in accordance with claim 13 wherein 
each line storage location has a plurality of contiguous 
storage locations for storing said information. 

19. A system in accordance with claim 18 wherein 
each line storage location contains a capacity for storing 
a fixed number of line segments. 

20. A system for displaying perspective images from 
scenes having one or more three-dimensional objects in 
which each object has one or more surfaces on a view 
reference plane of a display device by scanning a raster 
comprised of a plurality of parallel scanning lines across 
the view reference plane with each line having a plural 
ity of addressable pixels comprising: 

(a) a line segment processing means for processing a 
three-dimensional mathematical representation of 
the one or more objects of the scene to be displayed 
to provide for each line of scanning, chosen from 
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evenly spaced locations within the raster, a list of 
line segments of the intersection of each of the 
surfaces therewith; 

(b) a line segment memory coupled to the line seg 
ment processing means for storing the list of line 
segments from each line of scanning chosen from 
the evenly spaced locations within the raster with a 
separate line storage location being provided for 
each evenly spaced location, each line storage loca 
tion being addressable by the line of scanning from 
which the line segments were provided by the line 
segment segment processing means, each line seg 
ment having one or more pixels and being stored as 
information enabling the determination of depth 
information and display information of each pixel 
within each stored line segment; 

(c) a depth buffer means having a number of address 
able storage locations equal in number to the num 
ber of pixels along a single line of scanning, each 
storage location storing display information and 
depth information for a single pixel with each stor 
age location having an address corresponding to a 
separate one of the pixels in a line of scanning of the 
display device, each storage location of the depth 
buffer means being initially loaded with back 
ground depth information and background display 
information; 

(d) a raster processing means coupled to the depth 
buffer means and the line segment memory for 
sequentially processing in time the line storage 
locations in the order of scanning on the display 
device and from each line storage location process 
ing the list of line segments to calculate the depth 
of each pixel within each line segment and causing 
the storage in the depth buffer means the display 
information and depth information for each pixel 
which has a calculated depth with respect to the 
view reference plane which is less than the depth 
information in the depth buffer means which is 
stored at the corresponding address; and 

(e) a video processing means coupled to the depth 
buffer means for storing the display information 
stored within the depth buffer means for each line 
of scanning after the processing of the pixels within 
the list of line segments is complete. 

21. A system in accordance with claim 20 wherein the 
information enabling the determination of depth infor 
mation and display information of each pixel within 
each stored line segment comprises information en 
abling the identification of the beginning and end pixels 
of the intersection of each line segment and information 
enabling the calculation of the depth of each pixel 
within each line segment with respect to the view refer 
ence plane. 

22. A system in accordance with claim 20 wherein the 
raster is a field of information with every other line of 
scanning being skipped during scanning with successive 
fields being interlaced. 

23. A system in accordance with claim 20 wherein the 
line segment processing means comprises: 

(a) means for identifying sequentially objects com 
prising the scene which have not had the one or 
more surfaces processed to compute the line seg 
ments of the object which intersect the lines of 
scanning and for computing the line segments of 
each identified object which intersect the lines of 
scanning; and 
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(b) means for causing the storage of the information 
enabling the determination of the depth informa 
tion and display information for each pixel within 
each line segment in the line storage location in the 
line segment memory for storing line segments 
from the line of scanning from which the line seg 
ment was provided. 

24. A system in accordance with claim 23 wherein the 
means for identifying and for computing further com 
prises: 

(a) a surface pointing means for sequentially pointing 
to each of the one or more surfaces which comprise 
the object; and wherein 

(b) the computing of line segment is processed by the 
line segment processing means by calculating for 
each surface each line segment intersecting the 
lines of scanning within the raster and each line 
segment is caused to be stored by the line segment 
processing means in the line storage location in the 
line segment memory for storing line segments 
from the line of scanning from which the line seg 
ment was provided. 

25. A system in accordance with claim 24 wherein 
each line storage location has a plurality of contiguous 
storage locations for storing the information of each 
segment. 

26. A system in accordance with claim 25 wherein 
each line storage location contains a capacity for storing 
a fixed number of line segments. 

27. A system for displaying perspective images from 
scenes, having one or more three-dimensional objects in 
which each object has one or more surfaces, on a view 
reference plane of a display device by scanning a raster 
comprised of a plurality of parallel scanning lines across 
the view reference plane with each line having a plural 
ity of addressable pixels comprising: 

(a) a line segment processing means for processing a 
three-dimensional mathematical representation of 
the one or more objects of the scene to be displayed 
to provide for each line of scanning within the 
raster a list of line segments of the intersection of 
each of the surfaces therewith; 

(b) a line segment memory coupled to the processing 
means for storing the list of line segments from 
each line of scanning in a separate line storage 
location, each line storage location being address 
able by the line of scanning from which the line 
segments were provided by the line segment pro 
cessing means, each line segment having one or 
more pixels and being stored as information en 
abling the determination of depth information and 
display information of each pixel within each 
stored line segment; 

(c) first and second depth buffer means, each depth 
buffer means having a number of addressable stor 
age locations equal in number to the number of 
pixels along a single line of scanning, each storage 
location storing display information and depth 
information for a single pixel with each storage 
location having an address corresponding to a sep 
arate one of the pixels in a line of scanning of the 
display device, each storage location of the depth 
buffer means being initially loaded with back 
ground depth information and background display 
information; 

(d) a raster processing means coupled to the first and 
second depth buffer means and the line segment 
memory for sequentially processing in time the line 
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storage locations in the order of scanning on the 
display device and from each line storage location 
processing the list of line segments to calculate the 
depth of each pixel within each line segment and 
causing the storage in one of the depth buffer 
means the display information and depth informa 
tion for each pixel which has a depth with respect 
to the view reference plane which is less than the 
depth information in the depth buffer means which 
is stored at the corresponding address; 

(e) a video processing means coupled to the depth 
buffer means for storing the display information 
stored within the depth buffer means for each line 
of scanning after the processing of the pixels within 
the list of line segments is complete; and 

(f) means for controlling the raster processing means 
and the video processing means to cause, during 
the processing of each line storage location, one of 
the depth buffer means to function to be loaded 
with display information provided from the raster 
processing means while the other depth buffer 
means functions to cause display information 
stored in the other depth buffer means to be read 
out to the video processing means, the means for 
controlling causing the functions of the depth 
means to alternate for each line being scanned. 

28. A system for displaying perspective images from 
scenes, having one or more three-dimensional objects in 
which each object has one or more surfaces, on a view 
reference plane of a display device by scanning a raster 
comprised of a plurality of parallel scanning lines across 
the view reference plane with each line having a plural 
ity of addressable pixels comprising: 

(a) a line segment processing means for processing a 
three-dimensional mathematical representation of 
the one or more objects of the scene to be displayed 
to provide for each line of scanning chosen from 
evenly spaced locations within the raster a list of 
line segments of the intersection of each of the 
surfaces therewith; 

(b) a line segment memory coupled to the processing 
means for storing the list of line segments from 
each line of scanning chosen from evenly spaced 
locations in a separate line storage location, each 
line storage location being addressable by the line 
of scanning from which the line segments were 
provided by the line segment processing means, 
each line segment having one or more pixels and 
being stored as information enabling the determina 
tion of depth information and display information 
of each pixel within each stored line segment; 

(c) first and second depth buffer means, each depth 
buffer means having a number of addressable stor 
age locations equal in number to the number of 
pixels along a single line of scanning, each storage 
location storing display information and depth 
information for a single pixel with each storage 
location having an address corresponding to a sep 
arate one of the pixels in a line of scanning of the 
display device, each storage location of the depth 
buffer means being initially loaded with back 
ground depth and background display information; 

(d) a raster processing means coupled to the first and 
second depth buffer means and the line segment 
memory for sequentially processing in time the line 
storage locations in the order of scanning of the 
display device and from each line storage location 
processing the list of line segments to calculate the 
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depth of each pixel within each line segment and 
causing the storage in one of the depth buffer 
means the display information and depth informa 
tion for each pixel which has a depth with respect 
to the view reference plane which is less than the 
depth information in the depth buffer means which 
is stored at the corresponding address; 

(e) video processing means coupled to the depth 
buffer means for storing the display information 
stored within the depth buffer means for each line 
of scanning after the processing of the pixels within 
the list of line segments is complete; and 

(f) means for controlling the raster processing means 
and the video processing means to cause, during 
the processing of each line storage location, one of 
the depth buffer means to function to be loaded 
with display information provided from the raster 
processing means while the other depth buffer 
means functions to cause display information 
stored in the other depth buffer means to be read 
out to the video processing means, the means for 
controlling causing the functions of the depth 
buffer means to alternate for each line being 
scanned. 

29. A process for generating and displaying perspec 
tive images without hidden surfaces on a view reference 
plane on a display device by scanning a plurality of 
scanning lines in a raster with each line having a plural 
ity of addressable pixels of a scene having one or more 
three-dimensional objects in which each object has one 
or more planar surfaces comprising: 
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(a) storing the one or more objects to be displayed as 
a three-dimensional mathematical representation; 

(b) processing the three-dimensional mathematical 
representation of the one or more objects to gener- 35 
ate a list of line segments along the direction of 
scanning of the intersection of the scanning lines in 
the view reference plane with the one or more 
surfaces of the one or more objects with line seg 
ments from each line of scanning being stored in a 
separate line storage location which is addressed by 
the line from which the line segments were gener 
ated, each line segment having stored therein dis 
play information and depth information which is a 
function of the display and depth information of 45 
the individual pixels therein; 

(c) initializing addressable storage locations in a 
depth buffer means having a number of addressable 
storage locations equal in number to the number of 
pixels along a line of scanning with background 50 
depth information and background display infor 
mation, each storage location having an address 
corresponding to one of the pixels along a line of 
scanning; 

(d) processing sequentially in time the line segment 55 
storage locations, each line storage location being 
individually processed to calculate for each pixel 
within each line segment stored therein its depth 
with respect to the view reference plane; 

(e) comparing sequentially in time the calculated 
depth information for each line storage location 
with depth information stored in the depth buffer 
means in the order of scanning on the display de 
vice, the calculated depth information for each line 
storage location being processed by comparing the 65 
calculated depth for each pixel within each line 
segment with depth information stored in the depth 
buffer means at the corresponding address; 

40 

60 

24 
(f) storing calculated depth information and display 

information in the storage locations of the depth 
buffer means sequentially in time for each of the 
line storage locations, the calculated depth infor 
mation and display information of each of the pix 
els of the line segments of each line storage location 
being stored in the depth buffer means at the corre 
sponding address when the calculated depth infor 
mation is closer to the view reference plane than 
the depth information stored at the corresponding 
address of the depth buffer means to generate a line 
of display information; and 

(g) displaying the display information stored within 
the addressable storage locations of the depth 
buffer means sequentially in time on a line by line 
basis. 

30. A system for generating and displaying perspec 
tive images without hidden surfaces in a view reference 
plane on a display device by scanning a plurality of 
scanning lines in a raster with each line having a plural 
ity of addressable pixels of a scene having one or more 
three-dimensional objects in which each object has one 
or more planar surfaces comprising: 

(a) means for storing the one or more objects to be 
displayed as a three-dimensional mathematical rep 
resentation; 

(b) means for processing the three-dimensional math 
ematical representation of the one or more objects 
to generate a list of line segments along the direc 
tion of scanning of the scanning lines of the inter 
section of the scanning lines in the view reference 
plane with the one or more surfaces of the one or 
more objects; 

(c) means for storing the list of line segments for each 
of the plurality of scanning lines with line segments 
from each line of scanning being stored in a sepa 
rate line storage location, each line segment having 
stored therein display information and depth infor 
mation which is a function of the display and depth 
information of the individual pixels therein; 

(d) depth buffer means, having a number of address 
able storage locations equal to the number of pixels 
in a line of scanning with each location having an 
address corresponding to one of the pixels along 
the line of scanning, for storing display information 
and depth information of pixels of the one or more 
objects to be displayed, and for initially storing in 
each of the storage locations background display 
information and background depth information, 
the background display information to be displayed 
when a surface of the one or more objects is not 
present along the line to be scanned; 

(e) means for processing sequentially in time the line 
storage locations, each line storage location being 
individually processed to calculate for each pixel 
within each line segment stored therein its depth 
with respect to the view reference plane; 

(f) means for comparing sequentially in time the cal 
culated depth information for each line storage 
location with depth information stored in the depth 
buffer means, the calculated depth information for 
each line storage location being processed by com 
paring the calculated depth for each pixel within 
each line segment with depth information stored in 
the depth buffer means at the corresponding ad 
dress and for storing calculated depth information 
and display information in the storage locations of 
the depth buffer means sequentially in time for each 
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of the line storage locations in the order of scan 
ning on the display device, the calculated depth 
information and display information of each of the 
pixels of the line segments of each line storage 
location being stored in the depth buffer means at 5 
the corresponding address when the comparison 

26 
depth of the pixel lies closer to the view reference 
plane than the depth information stored at corre 
sponding address of the depth buffer means to 
generate a line of display information after all of 
the pixels of the line segments within the line stor 
age location have been processed; and 

reveals that calculated depth information is closer (g) means for causing the sequential display on the 
to the view reference plane than the depth informa 
tion stored at the corresponding address of the 

display device of the lines of display information 
stored in the depth buffer means. 

depth buffer means to generate a line of display 10 32. A process for generating and displaying perspec 
information; and; tive images without hidden surfaces in a view reference 

(g) means for displaying the display information plane on a display device by scanning a raster of a plu 
stored within the addressable storage locations of rality of scanning lines each having a plurality of pixels 
the depth buffer means sequentially in time on a of a scene having one or more three-dimensional objects 
line by line basis. 15 in which each object has one or more planar surfaces 

31. A system for generating and displaying perspec- comprising: 
tive images without hidden surfaces in a view reference (a) generating a list of line segments by the processing 
plane on a display device by scanning a raster of a plu 
rality of scanning lines each having a plurality of pixels 
of a scene having one or more three-dimensional objects 20 
in which each object has one or more planar surfaces 
comprising: 

(a) depth buffer means, having a number of address 
able storage locations equal to the number of pixels 
in a line of scanning with each location having an 25 
address corresponding to one of the pixels along 
the line of scanning for storing display information 
and depth information of pixels of the one or more 
objects to be displayed, and for initially storing in 
each of the storage locations background display 30 

of a three-dimensional mathematical representation 
of the one or more objects along the direction of 
scanning of each of the lines of scanning of the 
raster of the intersection of the scanning lines in the 
view reference plane with the one or more surfaces 
of the one or more objects with line segments from . 
each line of scanning being stored in a separate line 
storage location which is addressed by the line 
from which the line segments were generated, each 
line segment having stored therein display informa 
tion and depth information which is a function of 
the display information and depth information of 
the individual pixels therein; 

information and background depth information, (b) processing sequentially the line storage locations, 
the background display information to be displayed 
when a surface of the one or more objects is not 
present along the line to be scanned; 

(b) means for generating a list of line segments along 35 

each line storage location being processed as a 
current line storage location by calculating the 
depth of each pixel of each line segment stored 
therein; 

the direction of scanning of the lines of scanning of (c) comparing the calculated depth for each pixel 
the raster of the intersection of the scanning lines 
with the view reference plane with the one or more 
surfaces of the one or more objects, each line seg 
mént including display information for each of the 40 
pixels therein, information enabling identification 
of the beginning and end pixels therein and infor 
mation permitting the calculation of the depth of 
each pixel therein; 

within the list of line segments of the current line 
storage location with depth information stored in a 
depth buffer means, the depth buffer means having 
a plurality of addressable storage locations equal in 
number to the number of pixels along a line scan 
ning for storing display information and depth 
information for each pixel along the line of scan 
ning to be displayed; 

(c) means for storing the list of line segments for each 45 (d) storing the display information and depth infor 
of the plurality of scanning lines with line segments 
from each line of scanning being stored in a sepa 
rate line storage location which is addressed by a 
line of scanning from which the line segments were 
generated, each line segment having stored therein 50 
display information and depth information which is 

mation of each pixel at the corresponding address 
of the depth buffer means when the calculated 
depth of the pixel lies closer to the view reference 
plane than the depth information stored at the cor 
responding address of the depth buffer means to 
generate a line of display information; and 

a function of the display and depth information of (e) displaying sequentially the display information 
the individual pixels therein; 

(d) means for calculating the depth of each pixel 
stored by the depth buffer means generated by the 
processing of each of the line storage locations. 

within each line segment of a currently processed 55 33. In a system for generating and displaying perspec 
line storage location; tive images without hidden surfaces in a view reference 

(e) means for sequentially coupling the line storage plane on a display device, by scanning a raster having a 
locations to the means for calculating to cause the plurality of scanning lines with each scanning line hav 
means for calculating to process the pixels within ing a plurality of pixels, of a scene having one or more 
each line segment of the line storage location cou- 60 three-dimensional objects with each object having one 
pled thereto; or more planar surfaces in which hidden surfaces are 

(f) means for comparing the calculated depth for each removed by processing scanning lines to generate line 
pixel of each line segment within the currently segments of the intersection the planar surfaces there 
processed line storage location with the depth in- with in which line segments are processed to compare a 
formation stored in the depth buffer means having 65 calculated depth of each pixel. with a depth of a pixel 
the corresponding address and storing the depth stored in a corresponding addressed storage location in 
information and display information of each pixel a depth buffer means and causing the storage of the 
at the corresponding address when the calculated calculated depth of the pixel in the corresponding ad 
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lines of display information, each line of display 
information being comprised of the pixels at each 
of the addressable locations along the line of scan 
ning which are closest to the view reference plane. 

37. A computer graphics system in accordance with 
claim 36 wherein each line storage location has a capac 
ity for storing a fixed number of segments. 

38. A computer graphics system in accordance with 
claim 36 wherein the means for processing includes a 
depth buffer means having a plurality of addressable 
storage locations equal in number to the number of 
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30 
pixels along a line of scanning and the depth of each of 
the pixels of each segment in a line storage location is 
compared with the depth of the pixel stored in the cor 
responding location in the depth buffer means and when 
during the comparison the calculated depth of the pixel 
is determined to be closer to the view reference plane, 
the pixel stored at the corresponding location of the 
depth buffer means is replaced with the pixel having a 
calculated depth closer to the view reference plane. 

× × × xk x 


