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· +_1 In-e-® 
PENTIUM® PRO PROCESSOR AT 150 MHz 

• SPECint95* integer performance of 6.08 • Scalable up to four processors and 4 
and SPECfp95* floating point GB memory 
performance of 5.41 at 150 MHz • Separate dedicated external system 

• Binary compatible with applications bus, and dedicated internal full-speed 
running on previous members of the cache bus 
Intel microprocessor family • 8K/8K separate data and instruction, 

• Optimized for 32-blt applications non-blocking, level one cache 
running on advanced 32-blt operating • Integrated 256 KB, non-blocking, level 
systems two cache on package 

• Dynamic Execution microarchitecture • Data integrity and reliability features 

• Single package includes Pentium® Pro include ECC, Fault Analysis/Recovery, 
Processor CPU, cache and system bus and Functional Redundancy Checking 
interface • Upgradable to a Future OverDrive® 

Processor 

The Pentium® Pro processor family is Intel's next generation of performance for high-end desktops, worksta­
tions and servers. The family consists of processors at 150 Mhz and higher and is easily scalable to up to four 
microprocessors in a multiprocessor system. The Pentium Pro processor delivers more performance than 
previous generation processors through an innovation called Dynamic Execution. This is the next step beyond 
the superscalar architecture implemented in the Pentium processor. This makes possible the advanced 3D 
visualization and interactive capabilities' required by today's high-end commercial and technical applications 
and tomorrow's emerging applications. The Pentium Pro processor also includes advanced data integrity, 
reliability, and serviceability features for mission critical applications. 

The Pentium Pro processor may contain design defects or errors known as errata. Current characterized 
errata are available upon request. 

242764-A4 

December 1995 
Order Number: 242789-001 1-1 
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PENTIUM® PRO PROCESSOR AT 150 MHz 

1.0. INTRODUCTION 

The Pentium Pro processor is the next in the 
Inte1386™, Inte1486™, and Pentium family of proc­
essors. The Pentium Pro processor implements a 
Dynamic Execution micro-architecture - a unique 
combination of multiple branch prediction, data 
flow analysis, and speculative execution. 

The Pentium Pro processor is upgradable by a 
future OverDrive'" processor and matching voltage 
regulator module described in Section 8. 

IncreaSing clock frequencies and silicon density 
can complicate system designs. The Pentium Pro 
processor integrates several system components 
which alleviate some of the previous system 
burdens. The second level cache, cache 
controller, and the Advanced Programmable 
Interrupt Controller (API C) are some of the 
components that existed in previous Intel 
processor family systems which are integrated into 
this single component. This integration results in 
the Pentium Pro processor bus more closely 
resembling a symmetric multi-processing (SMP) 
system bus rather than resembling a previous 
generation processor-to-cache bus. This added 
level of integration and improved performance, 
results in higher power consumption and a new 
bus technology. This means it is more important 
than ever to ensure adherence to this 
specification. 

A significant new feature of the Pentium Pro 
processor, from a system perspective, is the built­
in direct multi-processing support. In order to 
achieve multi-processing for up to four processors, 
anq maintain the memory and I/O bandwidth to 
support them, new system designs are needed. In 
creating a system with multiple processors, it is 
important to consider the additional power burdens 
and signal integrity issues of supporting up to 8 
loads on a high speed bus. 

1.1. TERMINOLOGY 

A 'I' symbol after a signal name refers to an active 
low signal. This means that a signal is in the active 
state (based on the name of the signal) when 
driven low. For example, when FLUSH# is Iowa 
flush has been requested. When NMI is high, a 
Non-maskable interrupt has occurred. In the case 
of lines where the name does not imply an active 
state but describes part of a binary sequence 
(such as address or data), the 'I' symbol implies 
that the signal is inverted. For example, D[3:0] = 
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'HLHL' refers to a hex 'A', and D#[3:0] = 'LHLH' 
also refers to a hex 'A'. (H= High logic level, L= 
Low logic level) 

The word Preliminary appears in a few places. 
Check with your local FAE for recent information. 

1.2. REFERENCES 

The following are referenced within this 
specification: 

• Pentium· Pro Processor 110 Buffer Models­
IBIS Format (On world wide web page 
www.intel.com) 

• AP-523, Pentium'" Pro Processor Power 
Distribution Guidelines Application Note 
(Order Number 242764) 

• AP-524, Pentium· Pro Processor GTL+ 
Layout Guidelines Application Note (Order 
Number 242765) 

• AP-525, Pentium'" Pro Processor Thermal 
Design Guidelines Application Note (Order 
Number 242766) 

• Pentium'" Pro Processor Developer's Manual, 
Volume 1: Specifications (Order Number 
242690) 

• Pentium'" Pro Processor Developer's Manual, 
Volume 2: Programmer's Reference Manual 
(Order Number 242691) 

• Pentiurrf' Pro Processor Developer's Manual, 
Volume 3: Operating System Developer's 
Guide (Order Number 242692) 

2.0. PENTIUMGD PRO PROCESSOR 
ARCHITECTURE OVERVIEW 

The Pentium Pro processor has a decoupled, 12-
stage, superpipelined implementation, trading less 
work per pipestage for more stages. The Pentium 
Pro processor also has a pipestage time 
33 percent less than the Pentium processor, which 
helps achieve a higher clock rate on any given 
process. 

The approach used by the Pentium Pro processor 
removes the constraint of linear instruction 
sequencing between the traditional "fetch" and 
"execute" phases, and opens up a wide instruction 
window using an instruction pool. This approach 
allows the "execute" phase of the Pentium Pro 
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processor to have much more visibility into the 
program's instruction stream so that better 
scheduling may take place. It requires the 
instruction "fetch/decode" phase of the Pentium 
Pro processor to be much more intelligent in terms 
of predicting program flow. Optimized scheduling 
requires the fundamental "execute" phase to be 
replaced by decoupled "dispatch/execute" and 
"retire" phases. This allows instructions to be 
started in any order but always be completed in 
the original program order. The Pentium Pro 
processor is implemented as three independent 
engines coupled with an instruction pool as shown 
in Figure 1. 

2.1. Full Core Utilization 

The three independent-engine approach was 
taken to more fully utilize the CPU core. Consider 
the code fragment in Figure 2: 

The first instruction in this example is a load of r1 
that, at run time, causes a cache miss. A 
traditional CPU core must wait for its bus interface 
unit to read this data from main memory and 
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retum it before moving on to instruction 2. This 
CPU stalls while waiting for this data and is thus 
being under-utilized. 

To avoid this memory latency problem, the 
Pentium Pro processor "looks-ahead' into its 
instruction pool at subsequent instructions and will 
do useful work rather than be stalled. In the 
example in Figure 2, instruction 2 is not 
executable since it depends upon the result of 
instruction 1; however both instructions 3 and 4 
are executable. The Pentium Pro processor 
executes instructions 3 and 4 out-of-order. The 
results of this out-of-order execution can not be 
committed to permanent machine state (Le., the 
programmer-visible registers) immediately since 
the original program order must be maintained. 
The results are instead stored back in the 
instruction pool awaiting in-order retirement. The 
core executes instructions depending upon their 
readiness to execute, and not on their original 
program order, and is therefore a true dataflow 
engine. This approach has the side effect that 
instructions are typically executed out-of-order. 

Fetchl 
Decode 

Unit 

Dispatch 
/Execute 

Unit 

Retire 
Unit 

Figure 1. Three Engines Communicating Using an Instruction Pool 
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rl <= rnem [rOJ 
r2 <= rl + r2 
rS <= rS + 1 
r6 <= r6 - r3 

/* Instruction 1 */ 
/* Instruction 2 */ 
/* Instruction 3 */ 
/* Instruction 4 */ 

Figure 2. A Typical Code Fragment 

The cache miss on instruction 1 will take many 
intemal clocks, so the Pentium Pro processor core 
continues to look ahead for other instructions that 
could be speculatively executed, and is typically 
looking 20 to 30 instructions. in front of the 
instruction pOinter. Within this 20 to 30 instruction 
window there will be, on average, five branches that 
the fetch/decode unit must correctly predict if the 
dispatch/execute unit is to do useful work. The 
sparse register set of an Intel Architecture (IA) 
processor will create many false dependencies on 
registers so the dispatch/execute unit will rename 
the IA registers into a larger register set to enable 
additional forward progress. The retire unit owns 
the programmer's IA register set and results are 
only committed to permanent machine state in 
these registers when it removes completed 
instructions from the pool in original program order. 

Dynamic Execution technology can be summarized 
as optimally adjusting instruction execution by 
predicting program flow, having the ability to 
speculatively execute instructions in any order, and 
then analyzing the program's dataflow graph to 
choose the best order to execute the instructions. 

2.2. The Pentium~ Pro Processor 
Pipeline 

In order to get a closer look at how the Pentium Pro 
processor implements Dynamic Execution, Figure 3 
shows a block diagram including cache and 
memory interfaces. The "Units" shown in Figure 3 
represent groups of stages of the Pentium Pro 
processor pipeline. 

• The FETCH/DECODE unit: An in-order unit that 
takes as input the user program instruction 
stream from the instruction cache, and decodes 
them into a series of micro-operations (!lops) 
that represent the dataflow of that instruction 
stream. The pre-fetch is speculative. 

• The DISPATCH/EXECUTE unit: An out-of-order 
unit that accepts the dataflow stream, 
schedules execution of the !lopS subject to data 
dependencies and resource availability and 
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temporarily stores the results of these 
speculative executions. 

• The RETIRE unit: An in-order unit that knows 
how and when to commit ("retire") the 
temporary, speculative results to penn anent 
architectural state. 

Fetch! 
Decode 

Unit 

Dispatch 
!Execute 

Unit 

Retire 
Unit 

Figure 3. The Three Core Engines Interface with 
Memory via Unified Caches 

• The BUS INTERFACE unit: A partially ordered 
unit responsible for connecting the three 
intemal units to the real wortd. The bus 
interface unit communicates directly with the L2 
(second level) cache supporting up to four 
concurrent cache accesses. The bus interface 
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unit also controls a transaction bus, with MESI 
snooping protocol, to system memory. 

2.2.1. THE FETCHIDECODE UNIT 

Figure 4 shows a more detailed view of the 
Fetch/Decode Unit. 

ID 
(x3) 
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The ICache is a local instruction cache. The 
NexUP unit provides the ICache index based on 
inputs from the Branch Target Buffer (BTB), 
traplinterrupt status, and branch-misprediction 
indications from the integer execution section. 

BIU - Bus Interface Unit 
ID - Instruction Decoder 
BTB - Branch Target Buffer 
MIS - Microcode Instruction 

Sequencer 
RAT - Register Alias Table 
ROB - ReOrder Buffer 

To 
I--"'~ Instruction 

Pool (ROB) 

Figure 4. Inside the Fetch/Decode Unit 

The ICache fetches the cache line corresponding to 
the index from the NexUP, and the next line, and 
presents 16 aligned bytes to the decoder. The 
prefetched bytes are rotated so that they are 
justified for the instruction decoders (ID). The 
beginning and end of the IA instructions are 
marked. 

Three parallel decoders accept this stream of 
marked bytes, and proceed to find and decode the 
IA instructions contained therein. The decoder 
converts the IA instructions into triadic 1J0pS (two 
logical sources, one logical destination per IJOp). 
Most IA instructions are converted directly into 
single IJOPS, some instructions are decoded into 
one-to-four IJOps and the complex instructions 
require microcode (the box labeled MIS in 
Figure 4). This microcode is just a set of 
preprogrammed sequences of normal IJOps. The 
1J0pS are queued, and sent to the Register Alias 
Table (RAT) unit, where the logical lA-based 
register references are converted into Pentium Pro 
processor physical register references, and to the 

Allocator stage, which adds status information to 
the 1J0ps and enters them into the instruction pool. 
The instruction pool is implemented as an array of 
Content Addressable Memory called the ReOrder 
Buffer (ROB). 

This is the end of the in-order pipe. 

2.2.2. THE DISPATCHIEXECUTE UNIT 

The dispatch unit selects 1J0ps from the instruction 
pool depending upon their status. If the status 
indicates that a IJOp has all of its operands then the 
dispatch unit checks to see if the execution 
resource needed by that IJOp is also available. If 
both are true, the Reservation Station removes that 
IJOp and sends it to the resource where it is 
executed. The results of the 1J0p are later returned 
to the pool. There are five ports on the Reservation 
Station, and the multiple resources are accessed as 
shown in Figure 5. 
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The Pentium Pro processor can schedule at a peak 
rate of 5 IJOpS per clock, one to each resource port, 
but a sustained rate of 3 1J0pS per clock is typical. 
The activity of this scheduling process is the out-of-

To/from 
Instruction 
Pool (ROB) 

RS 

Portol=::l 

Port 11=== 

Port 2~::::l 

order process; 1J0ps are dispatched to the execution 
resources strictly according to dataflow constraints 
and resource availability, without regard to the 
original ordering of the program. 

RS - Reservation Station 
EU - Execution Unit 
FEU - Floating Point EU 
lEU - Integer EU 
JEU -JumpEU 
AGU - Address Generation Unit 
ROB - ReOrder Buffer 

Load 

Port 3,41==C:fAiTIfl Store 

Figure 5. Inside the DlspatchlExecute Unit 

Note that the actual algorithm employed by this 
execution-scheduling process is vitally important to 
performance. If only one 1J0p per resource becomes 
data-ready per clock cycle, then there is no choice. 
But if several are available, it must choose. The 
Pentium Pro processor uses a pseudo FIFO 
scheduling algorithm favoring back-Io-back IJOps. 

Note that many of the 1J0ps are branches. The 
Branch Target Buffer will correctly predict most of 
these branches but it can't correctly predict them 
all. Consider a BTB that is correctly predicting the 
backward branch at the bottom of a loop; eventually 
that loop is going to terminate, and when it does, 
that branch will be mispredicted. Branch 1J0ps are 
tagged (in the in-order pipeline) with their fall­
through address and the destination that was 
predicted for them. When the branch executes, 
what the branch actually did is compared against 
what the prediction hardware said it would do. If 
those COincide, then the branch eventually retires, 
and most of the speculatively executed work behind 
It in the instruction pool is good. 

But if they do not coincide, then the Jump 
Execution Unit (JEU) changes the status of all of 
the IJOpS behind the branch to remove them from 
the instruction pool. In that case the proper branch 
destination is provided to the BTB which restarts 
the whole pipeline from the new target address. 
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2.2.3. THE RETIRE UNIT 

Figure 6 shows a more detailed view of the Retire 
Unit. 

The retire unit is also checking the status of 1J0ps in 
the instruction pool. It is looking for 1J0ps that have 
executed and can be removed from the pool. Once 
removed, the original architectural target of the 
1J0ps is written as per the originallA instruction. The 
retirement unit must not only notice which 1J0ps are 
complete, it must also re-impose the original 
program order on them. It must also do this in the 
face of interrupts, traps, faults, breakpoints and' 
mispredictions. 

The retirement unit must first read the instruction 
pool to find the potential candidates for retirement 
and determine which of these candidates are next 
in the original program order. Then it writes the 
results of this cycle's retirements to both the 
Instruction Pool and the Retirement Register File 
(RRF). The retirement unit is capable of retiring 3 
IJOpS per clock. 

2.2.4. THE BUS INTERFACE UNIT 

Figure 7 shows a detailed view of the Bus Interface 
Unit. 
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R 
t To/from DCac he 

I 
I MIU 

S 

~ ~ 

RRF 

From 
InstructIOn Pool 

To r 

RS - Reservation Station 
MID - Memory Interface Unit 
RRF - Retirement Register File 

Figure 6. Inside the ReUre Unit 

,------------. 
: SysMem ' , , ,----------_. 
,...-----------. 
: L2 Cache' , , ,-----------. 

Mem 
IJF 

MOB - Memory Order Buffer 
AGU - Address Genemtion Unit 
ROB - ReOrder Buffer 

To/from 
From Instruction 
AGU Pool (ROB) 

Figure 7. Inside the Bus Interface Unit 

There are two types of memory access: loads and 
stores. Loads only need to specify the memory 
address to be accessed, the width of the data being 
retrieved, and the destination register. Loads are 
encoded into a single J,lop. 

Stores need to provide a memory address, a data 
width, and the data to be written. Stores therefore 
require two J,lOPS, one to generate the address, and 
one to generate the data. These J,lOpS must later re­
combine for the store to complete. 

Stores are never performed speculatively since 
there is no transparent way to undo them. Stores 

are also never re-ordered among themselves. A 
store Is dispatched only when both the address and 
the data are available and there are no older stores 
awaiting dispatch. 

A study of the importance of memory access 
reordering concluded: 

• Stores must be constrained from passing other 
stores, for only a small impact on performance. 

• Stores can be constrained from passing loads, 
for an inconsequential performance loss. 
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• Constraining loads from passing other loads or 
stores has a significant impact on perfonnance. 

The Memory Order Buffer (MOB) allows loads to 
pass other loads and stores by acting like a 
reservation station and re-order buffer. It holds 
suspended loads and stores and re-dispatches 
them when a blocking condition (dependency or 
resource) disappears. 

2.3. Architecture Summary 

Dynamic Execution is this combination of improved 
branch prediction, speculative execution and data 
flow analysis that enables the Pentium Pro 
processor to deliver its superior performance. 

3.0. ELECTRICAL SPECIFICATIONS 

3.1. The Pentium® Pro Processor 
Bus and VREF 

Most of the Pentium Pro processor signals use a 
variation of the low voltage GTL signaling 
technology (Gunning Transceiver Logic). 

The Pentium Pro processor bus specification is 
similar to the GTL specification but has been 
enhanced to provide larger noise margins and 
reduced ringing. This is accomplished by increasing 
the termination voltage level and controlling the 
edge rates. Because this specification is different 
from the standard GTL specification, it is refered to 
as GTL+ in this document. 

The GTL+ signals are open-drain and require 
external termination to a supply that provides the 
high signal level. The GTL+ inputs use differential 
receivers which require a reference signal (VREF). 
Tennination (Usually a resistor on each end of the 
signal trace) is used to pull the bus up to the high 
voltage level and to control reflections on the stub­
free transmission line. VREF is used by the receivers 
to determine if a signal is a logical 0 or a logical 1. 
See Table 8 for the bus termination voltage 
speCifications for GTL+ , and Section 4 for the 
GTL+ Interface SpeCification. 

There are 8 VREF pins on the Pentium Pro 
processor to ensure that internal noise will not 
affect the performance of the 1/0 buffers. Pins A 1, 
C7, S7 and Y7 (VREF[3:0]) must be tied together 
and pins A47, U41, AE47 and AG45 (VREF[7:4]) 
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must be tied together. The two groups may also be 
tied to each other if desired. 

Figure 8. GTL+ Bus Topology 

The GTL+ bus depends on incident wave switching. 
Therefore timing calculations for GTL+ signals are 
based on flight time as opposed to capacitive 
de ratings. Analog signal simulation of the Pentium 
Pro processor bus including trace lengths is highly 
recommended when designing a system with a 
heavily loaded GTL+ bus. See Intel's world wide 
web page (http:\\www.intel.com) to down-load the 
buffer models for the Pentium Pro processor in IBIS 
format. 

3.2. Power Management: Stop 
Grant and Auto HALT 

The Pentium Pro processor allows the use of Stop 
Grant and Auto HALT modes to immediately reduce 
the power consumed by the device. When enabled, 
these cause the clock to be stopped to most of the 
CPU's internal units and thus significantly reduces 
power consumption by the CPU as a whole. 

Stop Grant is entered by asserting the STPCLK# 
pin of the Pentium Pro processor. When STPCLK# 
is recognized by the Pentium Pro processor, it will 
stop execution and will not service interrupts. It will 
continue snooping the bus. Stop Grant power is 
specified assuming no snoop hits occur. 

Auto H~L T is a low power state entered when the 
Pentium Pro processor executes a halt (HL T) 
instruction. In this state the Pentium Pro processor 
behaves as if it executed a halt instruction, and it 
additionally powers-down most internal units. In 
Auto HALT, the Pentium Pro processor will 
recognize all interrupts and snoops. Auto HALT 
power is specified assuming no snoop hits or 
interrupts occur. 
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The low power standby mode of Stop Grant or Auto 
HALT can be defined by a configuration bit to be 
either the lowest power achievable by the Pentium 
Pro processor (Stop Grant power), or a power state 
in which the clock distribution is left running (Idle 
power). "low power standby" disabled leaves the 
core logic running, while "low power standby" 
enabled allows the Pentium Pro processor to enter 
its lowest power mode. 

3.3. Power and Ground Pins 

As future versions of the Pentium Pro processor are 
released, the operating voltage of the CPU die and 
of the l2 Cache die may differ from the 150 Mhz 
Pentium Pro processor. There are two groups of 
power inputs on the Pentium Pro processor 
package to support the possible voltage difference 
between the two die in the package, and one 5V pin 
to support a fan for the OverDrive processor. There 
are also 4 pins defined on the package for voltage 
identification. These pins specify the voltage 
required by the CPU die. These have been added 
to cleanly support voltage specification variations 
on the Pentium Pro processor and future 
processors. See Section 3.6. for an explanation of 
the voltage identification (VIO) pins. 

Future mainstream devices will fall into two groups. 
Either the CPU die and the l2 Cache die will both 
run at the same voltage (VeeP), or the l2 Cache 
die will use VeeS (3.3V) while the CPU die runs at 
another voltage on VeeP. When the l2 Cache die is 
running on the same supply as the CPU die, the 
VceS pins will consume no current. To proper1y 
support this, the system should distribute 3.3V and 
a selectable voltage to the Pentium Pro processor 
socket. Selection may be provided for by socketed 
regulation or by using the voltage identification pins. 
Note that it is possible that VeeP and VccS are 
both nominally 3.3V. It should not be assumed that 
these will be able to use the same power supply. 

For clean on·chip power distribution, the Pentium 
Pro processor has 76 Vcc (power) and 101 Vss 
(ground) inputs. The 76 Vee pins are further divided 
to provide the different voltage levels to the device. 
VccP inputs for the CPU die and some l2 die 
account for 47 of the Vce pins, while 28 VceS 
inputs (3.3V) are for use by the on-package l2 
Cache die of some processors. One Vce5 pin is 
provided for use by the fan of the OVerDrive 
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processor. Vcc5, VccS and VecP must remain 
electrically separated from each other. On the 
circuit board, aI/ VecP pins must be connected to a 
voltage island and aI/ VccS pins must be connected 
to a separate voltage island (an island is a portion 
of a power plane that has been divided, or an entire 
plane). Similar1y, aI/ Vss pins must be connected to 
a system ground plane. See Figure 44 for the 
locations of power and ground pins 

3.4. Oecoupling Recommendations 

Due to the large number of transistors and high 
intemal clock speeds, the Pentium Pro processor 
can create large, short duration transient (switching) 
current surges that occur on intemal clock edges 
which can cause power planes to spike above and 
below their nominal value if not proper1y controlled. 
The Pentium Pro processor is also capable of 
generating large average current swings between 
low and full power states, called Load-Change 
TranSients, which can cause power planes to sag 
below their nominal value if bulk decoupling is not 
adequate. See Figure 9 for an example of these 
current fluctuations. Care must be taken in the 
board design to guarantee that the voltage provided 
to the Pentium Pro processor remains within the 
specifications listed in this volume. Failure to do so 
may result in timing violations and/or a reduced 
lifetime of the component 

Adequate decoupling capacitance should be placed 
near the power pins of the Pentium Pro processor. 
low inductance capacitors such as the 1206 
package surface mount capacitors are recom­
mended for the best high frequency electrical 
performance. Forty (40) 111F 1206-style capacitors 
with a ±22% tolerance make a good starting point 
for simulations as this is our recommended 
decoupling when using a standard Pentium Pro 
processor Voltage Regulator Module. Inductance 
should be reduced by connecting capacitors directly 
to the VecP and Vss planes with minimal trace 
length between the component pads and vias to the 
plane. Be sure to include the effects of board 
inductance within the simulation. Also, when 
choosing the capacitors to use, bear in mind the 
operating temperatures they will see and the 
tolerance that they are rated at. Type Y5S or better 
are recommended (±22% tolerance over the 
temperature range -30·C to +85·C). 
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FIgure 9. Transient Types 

Bulk capacitance with a low Effective Series 
Resistance (ESR) should also be placed near the 
Pentium Pro processor In order to handle changes 
in average cunent between thEi low power and 
normal operating states. About 4000uF of 
capacitance with an ESR of Sma makes a good 
starting point for Simulations, although more 
capacitance may be needed to bring the ESR down 
to this level due to the cunent technology in the 
Industry. The standard Pentium Pro processor 
Voltage Regulator Modules already contain this 
bulk capacitance. Be sure to determine what is 
available on the market before choosing 
parameters for the models. Also, include power 
supply response time and cable inductance in a full 
simulation. 

. \ 

See AP·523 PentiumfP Pro Processor Power 
Distribution Guidelines Application Note (Order 
Number 242764) for power modeling for the 
Pentium Pro processor. 
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3.4.1. VccS DECOUPLING 

Decoupling of ten (10) 11JF ceramic capacitors (type 
YSS or better) and a minimum of five 2211F tantalum 
capacitors is recommended for the VccS pins. This 
is to handle the transients that will occur in future 
devices. 

3.4.2. GTL+ DECOUPUNG 

Although the Pentium Pro GTL+ processor bus 
receives power extemal to the Pentium Pro 
processor, it should be noted that this power supply 
will also require the same diligent decoupling 
methodologies as the processor. Notice that the 
existence of extemal power entering through the 1/0 
buffers causes Vss cunent to be higher than the 
Vcc current as evidenced in Figure 9. 
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3.4.3. PHASE LOCK LOOP (PLL) 
DECOUPUNG 

Isolated analog decoupling is required for the 
intemal PLL. This should be equivalent to O.1IJF of 
ceramic capacitance. The capacitor should be type 
Y5R or better and should be across the PLL 1 and 
PLL2 pins of the Pentium Pro processor. ("Y5R" 
implies ±15"1o tolerance over the temperature range 
-30·C to +85·C.) 

3.5. BCLK Clock Input Guidelines 

The BCLK input direcUy controls the operating 
speed of the GTL+ bus interface. All GTL+ extemal 
timing parameters are specified with respect to the 
rising edge of the BCLK input. Clock multiplying 
within the processor is provided by an intemal 
Phase Lock Loop (PLL) which requires a constant 
frequency BCLK input. Therefore the BCLK 
frequency cannot be changed dynamically. It can 
however be changed when RESEn is active 
assuming that all reset specifications are met for 
the clock and the configuration signals. 

The Pentium Pro processor core frequency must be 
configured during reset by using the A20M#, 
IGNNE#, LlNT1/NMI, and LlNTOIINTR pins. The 
value on these pins during RESEn, and until two 
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clocks beyond the end of the RESEn pulse, 
determines the multiplier that the PLL will use for 
the intemal core clock. See the Appendix A for the 
definition of these pins during reset. At all other 
times their functionality is defined as the 
compatibility signals that the pins are named after. 
These signals have been made 3.3V tolerant so 
that they may be driven by existing logic devices. 
This was important for both functions of the pins. 

Supplying a bus clock multiplier this way is required 
in order to increase processor performance without 
changing the processor design, and to maintain the 
bus frequency such that system boards can be 
designed to function properly as CPU frequencies 
increase. 

3.5.1. SETTING THE CORE CLOCK TO BUS 
CLOCK RATIO 

Table 42 lists the configuration pins and the values 
that must be driven at reset time in order to set the 
core clock to bus clock ratio. Figure 10 shows the 
timing relationship required for the clock ratio 
signals with respect to RESET# and BCLK. 
CRESET# from an 82453GX (or 82453KX) is 
shown since its timing is usefUl for controlling the 
multiplexing function that is required for sharing the 
pins. 
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BCLK 

RESET# 

CRESET# 

Ratio pins# 

Figure 10. Timing Diagram of Clock Ratio Signals 

Using CRESET# (CMOS reset), the circuit in 
Figure 11 can be used to share the pins. The pins 
of the processors are bussed together to allow any 
one of them to be the compatibility processor. The 
component used as the multiplexer must not have 
outputs that drive higher than 3.3V in order to meet 
the Pentium Pro processor's 3.3V tolerant buffer 
specifications. The multiplexer output current 
should be limited to 200mA max, in case the VCCP 
supply to the processor ever fails. 

The pull-down resistors between the multiplexer 
and the processor (1 Kil) force a ratio of 2x into the 
processor in the event that the Pentium Pro 
processor powers up before the multiplexer and/or 
the chipset. This prevents the processor from ever 
seeing a ratio higher than the final ratio. 

If the multiplexer were powered by VeeP, 
CRESET# would still be unknown until the 3.3V 
supply came up to power the CRESET# driver. A 
pull-down can be used on CRESET# instead of the 
four between the multiplexer and the Pentium Pro 
processor in this case. In this case, the multiplexer 
must be designed such that the compatibility inputs 
are truly ignored as their state is unknown. 
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In any case, the compatibility inputs to the 
multiplexer must meet the input specifications of the 
multiplexer. This may require a level translation 
before the multiplexer inputs unless the inputs and 
the signals driving them are already compatible. 

For FRC mode processors, one mUltiplexer will be 
needed per FRC pair, and the multiplexer will need 
to be clocked using BCLK to meet setup and hold 
times to the processors. This may require the use 
of high speed programmable logic. 

3.5.2. MIXING PROCESSORS OF 
DIFFERENT FREQUENCIES 

Mixing components of different intemal clock 
frequencies is not fully supported and has not been 
validated by Intel. One should also note when 
attempting to mix processors rated at different 
frequencies in a multi-processor system that a 
common bus clock frequency and a set of mUl­
tipliers must be found that is acceptable to all 
processors in the system. Of course, a processor 
may be run at a core frequency as low as its 
minimum rating. Operating system support for 
multi-processing with mixed frequency components 
should also be considered. 
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Set RatiO:~~~~ 

CRESET# 

Figure 11. Example Schematic for Clock Ratio Pin Sharing 

Note that in order to support different frequency 
multipliers to each processor, the design shown 
above would require four multiplexers. 

3.S. Voltage Identification 

There are four Voltage Identification Pins on the 
Pentium Pro processor package. These pins can be 
used to support automatic selection of power 
supply voltage. These pins are not signals but are 
each either an open circuit in the package or a short 
circuit to Vss. 

The opens and shorts define the voltage required 
by the processor. This has been added to cleanly 
support voltage specification variations on future 
Pentium Pro processors. These pins are named 
VIDO through VID3 and the definition of these pins 
is shown in Table 1. A '1' in this table refers to an 
open pin and '0' refers to a short to ground. The 
VccP power supply should supply the voltage 
that Is requested or disable Itself. 

Table 1. Voltage Identification Definition 1,2 

Voltage Voltage 
VID[3:0] Setting VID[3:0] Setting 

0000 3.5 1000 2.7 

0001 3.4 1001 2.6 

0010 3.3 1010 2.5 

0011 3.2 1011 2.4 

0100 3.1 1100 2.3 

0101 3.0 1101 2.2 

0110 2.9 1110 2.1 

0111 2.8 1111 No CPU 
Present 

NOTES: 

1. Nominal setting requiring regulation to ±5% at the 
Pentiumill> Pro processor VeeP pins under all 
cond~ions. Support not expected for 2.1 V-2.32V. 

2. 1 = Open circuit; 0= Short to V ss 

Support for a wider range of VID settings will benefit 
the system in meeting the power requirements of 
future Pentium Pro processors. Note that the '1111' 
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(or a" opens) ID can be used to detect the absence 
of a processor in a given socket as long as the 
power supply used does not affect these lines. 

To use these pins, they may need to be pulled up 
by an extemal resistor to another power source. 
The power source chosen should be one that is 
guaranteed to be stable whenever the supply to the 
voltage regulator is stable. This will prevent the 
possibility of the Pentium Pro processor supply run­
ning up to 3.SV in the event of a failure in the 
supply for the VID lines. Note that the specification 
for the standard Pentium Pro processor Voltage 
Regulator Modules allows the use of these signals 
either as TTL compatible levels or as opens and 
shorts. Using them as TTL compatible levels wi" 
require the use of pull-up resistors to SV if the input 
voltage to the regulator is 5V and the use of a 
voltage divider if the input voltage to the regulator is 
12V. The resistors chosen should not cause the 
current through a VID pin to exceed its specification 
in Table 3. There must not be any other compo­
nents on these signals if the VRM uses them as 
opens and shorts. 

3.7. JTAG Connection 

The debug port described in the Pentium@ Pro 
Processor Developer's Manual, Volume 1: 
Specifications (Order Number 242690) should be at 
the start and end of the JTAG chain with TDI to the 
first component coming from the Debug Port and 
TOO from the last component going to the Oebug 
Port. The recommended pull-up value for Pentium 
Pro processor TOO pins is 240n. 

Due to the voltage levels supported by the Pentium 
Pro processor JT AG logic, it is recommended that 
the Pentium Pro processors be first in the JTAG 
chain and followed by any other 3.3V logic level 
components within the system. A translation buffer 
should be used to connect to the rest of the chain 
unless a SV component can be used next that is 
capable of accepting a 3.3V input. Similar 
considerations must be made for TCK, TMS and 
TRSn. Components may need these signals 
buffered to match required logic levels. 

In a multi-processor system, be cautious when 
including empty Pentium Pro Processor sockets in 
the scan chain. All sockets in the scan chain must 
have a processor installed to complete the chain or 
the system must support a method to bypass the 
empty sockets. 
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See the Pentium@ Pro Processor Developer's 
Manual, Volume 1: Specifications (Order Number 
242690) for full information on putting a debug port 
in the JTAG chain. 

3.8. Signal Groups 

In order to simplify the following discussion, signals 
have been combined into groups by buffer type. All 
outputs are open drain and require an extemal hi­
level source provided extemally by the termination 
or a pull-up resistor. 

GTL+ input signals have differential input buffers 
which use VREF as their reference signal. GTL+ 
output signals require termination to 1.SV. Later in 
this document, the term "GTL+lnpuf' refers to the 
GTL+ input group as we" as the GTL+ I/O group 
when receiving. Similar1y, "GTL+ Outpuf' refers to 
the GTL+ output group as we" as the GTL+ I/O 
group when driving. 

The 3.3V tolerant, Clock, APIC and JTAG inputs 
can each be driven from ground to 3.3V. The 3.3V 
tolerant, APIC, and JTAG outputs can each be 
pulled high to as much as 3.3V. See Table 7 for 
specifications. 

The groups and the signals contained within each 
group are shown in Table 2. Note that the signals 
ASZ[1 :0]#, ATTR[7:0]#, BE[7:0]#, OEN#, 010[7:0]#, 
OSZ[1:0j#, EXF[4:0j#, LEN[1:0j#, SMMEM#, and 
SPLCK# are a" GTL+ signals that are shared onto 
another pin. Therefore they do not appear in this 
table. 

3.8.1.' ASYNCHRONOUS VS. 
SYNCHRONOUS 

A" GTL+ signals are synchronous. A" of the 3.3V 
tolerant signals can be applied asynchronously, 
except when running two processors in FRC mode. 
To run in FRC mode, synchronization logic is 
required on a" signals, (except PWRGOOD) going 
to both processors. Also note the timing 
requirements for PICCLK with respect to BCLK. 
With FRC enabled, PICCLK must be 14X BCLK and 
synchronized with respect to BCLK. PICCLK must 
always lag BCLK by at least 1 ns and no more than 
S ns (PRELIMINARY VALUES). 
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Table 2. Signal Groups 

Group Name Signals 

GTL+ Input BPRI" BR[3:1],1, DEFER', RESEll, RS[2:0]', RSP#, TRDY# 

GTL+ Output PRDY# 

GTL+ I/O A[35:3]#, ADS#, AERR#, AP[1 :0]#, BERR#, BINllI, BNR#, BP[3:2]#, 
BPM[1:0]', BRO#, D[63:0]#, DBSY#, DEP[7:0)#, DRDY#, FRCERR, HIli, 
HITM#, LOCK', REQ[4:0)#, RP# 

3.3V Tolerant Input A20M#, FLUSH#, IGNNE#, INllI, LlNTOIINTR, LlNT1/NMI, PREQ#, 
PWRGOOD2, SMI#, STPCLK# 

3.3V Tolerant Output FERR" IERR" THERMTRIPt3 

Clock4 BCLK 

APIC Clock4 PICCLK 

APIC 1104 PICD[1:0) 

JTAG Input4 TCK, TDI, TMS, TRSlI 

JT AG Output4 TDO 

PowerlOtherS CPU PRES', PLL 1, PLL2, TESTHI, TESTLO, UP#, VeeP, VeeS, Vee5, 
VID[3:0), VREF[7:0), Vss 

NOTES: 
1. The BRO. pin is the only BREQ. signal that ia bi-directional. The Intemal BREQ# signals are mapped onto BRi# pins alter 

the agent 10 ia determined. 
2. See PWRGOOD in Section 3.9. 
3. See THERMTRIP. in Section 3.10. 
4. These signals are tolerant to 3.3V. Use a 1500 pull-up resistor on PICO(1 :0) and 2400 on TOO. 
5. CPUPRES# ia a ground pin defined to allow a designer to detect the presence of a processor in a socket. (Preliminary) 

PLL 1 and PLL2 are for decoupilng the Internal PLL (See Section 3.4.3.). 
TESTHI pins should be tied to VCCP. A 10K pull-up may be used. 
TESTLO pina should be tied to Vss. A 1 K pull-down may be used. 
UP. is an open in the Pentlum8 Pro processor and tied to Vss in the OVerDrlve8 proceasor See Section 8.3.2 for usage. 
VccP is the primary power supply. 
VccS is the secondary power supply used by some versions of the aecond level cache. 
VccS is unused by Pentium Pro processor and ia used by the OverDrive processor for fanlheatsink power. See Section 8. 
V1oI3:O) linea are described in Section 3.6. 
VREF (7:0) are the reference voltage pina for the GTL+ buffers. 
V ss is ground. 

3.9. PWRGOOD 

I 

PWRGOOD requires a special explanation. 
PWRGOOD is a 3.3V tolerant input. It is expected 
that this signal will be a clean indication that clocks 
and the system 3.3V, 5V and VeeP supplies are 
stable and within their specifications. Clean implies 
that the signal will remain low, (capable of sinking 
leakage current) without glitches, from the time that 
the power supplies are tumed on until they come 
within specincation. The signal will then transition 

monotonically to a high (3.3V) state. Figure 12 
illustrates the relationship of PWRGOOD to other 
system signals. PWRGOOD can be driven inactive 
at any time, but power and clocks must again be 
stable before the rising edge of PWRGOOD. It must 
also meet the minimum pulse width specification in 
Table 12 and be followed by a 1mS RESEll pulse. 

This signal must be supplied to the Pentium Pro 
processor as it is used to protect intemal circuits 
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against voltage sequencing issues. Use of this 
signal is recommended for added reliability. 

This signal does not need to be synchronized for 
FRC operation. 

p~- ~ GOOD ________________________ -'~ 

RESETIil~ / 
RatiO~X Valid Ratio >C 

Figure 12. PWRGOOD Relationship at Power-On 

3.10. THERMTRIP# 

The Pentium Pro processor protects itself from 
catastrophic overheating by use of an intemal 
thermal sensor. This sensor is set well above the 
normal operating temperature to ensure that there 
are no false trips. The processor will stop all 
execution when the junction temperature exceeds 
-135° C. This is signaled to the system by the 
THERMTRIP# pin. Once activated, the signal 
remCjins latched, and the processor stopped, until 
RESET# goes active. There is no hysteresis built 
into the thermal sensor itself, so as long as the die 
temperature drops below the trip level, a RESET# 
pulse will reset the processor and execution will 
continue. If the temperature has not dropped 
beyond the trip level, the processor will continue to 
drive THERMTRIP# and remain stopped. 

3.11. Unused Pins 

All RESERVED pins must remain unconnected. All 
pins named TESTHI must be pulled up, no higher 
than VCCP, and may be tied directly to VeeP. All 
pins named TESTLO must be pulled low and may 
be tied directly toVss. 

PICCLK must be driven with a clock input, and the 
PICD[1 :0] lines must each be pulled-up to 3.3V with 
a separate 1500 resistor, even when the APIC will 
not be used. 

1-18 

For reliable operation, always connect unused 
inputs to an appropriate signal level. Unused GTL+ 
inputs should be connected to Vn. Unused active 
low 3.3V tolerant inputs should be connected to 
3.3V with a 1500 resistor and unused active high 
inputs should be connected to ground (Vss). A 
resistor must also be used when tying bi-directional 
signals to power or ground. When tying any signal 
to power or ground, a resistor will also allow for fully 
testing the processor after board assembly. 

For unused pins, it is suggested that -10m 
resistors be used for pull-ups (except for PICD[1 :0] 
discussed above), and -1KO resistors be used as 
pull-downs. Never tie a pin directly to a supply 
other than the processor's own VccP supply or 
to Vss. 

3.12. Maximum Ratings 

Table 3 contains Pentium Pro stress ratings only. 
Functional operation at the absolute maximum and 
minimum is not implied nor guaranteed. The 
Pentium Pro processor should not receive a clock 
while subjected to these conditions., Functional 
operating conditions are given in the AC and DC 
tables. Extended exposure to the maximum ratings 
may affect device reliability. Furthermore, although 
the Pentium Pro processor contains protective 
circuitry to resist damage from static electric 
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discharge, one should always take precautions to avoid high static voltages or electric fields. 

Table 3, Absolute Maximum RaUngs1 

Symbol Parameter Min Max Unit Notes 

TStorage Storage Temperature -65 150 ·C 

Tallis Case Temperature under Bias -65 110 ·C 

VccP(Abs) Primary Supply Voltage with respect to -0.5 Operating V 2 
Vss Voltage + 1.4 

VccS(Abs) 3.3V Supply Voltage with respect to Vss -0.5 4.6 V 

VccP-VccS Primary Supply Voltage with respect to -3.7 Operating V 2 
Secondary Supply Voltage + 0.4 

VIN GTL+ Buffer DC Input Voltage with -0.5 VccP+ 0.5 but V 3 
respect to Vss Not to exceed 4.3 

VIN3 3.3V Tolerant Buffer DC Input Voltage -0.5 VccP+ 0.9 but V 4 
with respect to Vss Not to exceed 4.7 

Ii Max input current 200 mA 5 

IVID Max VID pin current 5 mA 

NOTES: 
1. Functional operation at the absolute maximum and minimum is not implied or guaranteed. 
2. Operating voltage is the voltage that the component is designed to operate at. See Table 4. 
3. Parameter applies to the GTL+ signal groups only. 
4. Parameter applies to 3.3V tolerant, APIC, and JT AG signal groups only. 
5. Current may flow through the buffer ESO diodes when VIH > VCCP+1.1V. as in a power supply fault condition or while 

power supplies are sequencing. Thermal stress should be minimized by cycling power off H the VCCP supply fails. 

3.13. DC Specifications 

Table 4 through Table 7 list the DC specifications 
associated with the Pentium Pro processor. 
Specifications are valid only while meeting the 
processor specifications for case temperature, 
clock frequency and input voltages. Care should 
be taken to read all notes associated with each 
parameter. See Section 3.3. for an explanation of 
voltage plans for Pentium Pro processors. See 
Section 8.4.1.1. for OVerDrive processor 
information and Section 3.16 for flexible 
motherboard recommendations. 

The DC specifications for the VccP and VccS 
supplies are listed in Table 4 and Table 5. 

Most of the signals on the Pentium Pro processor 
are in the GTL+ signal group. These signals are 
specified to be terminated to 1.5V. The DC 
specifications for these signals are listed in Table 6. 
Care should be taken to read all notes associated 
with each parameter. 

To allow compatibility with other devices, some of 
the signals are 3.3V tolerant and can therefore be 
terminated or driven to 3.3V. The DC specifications 
for these 3.3V tolerant inputs are listed in Table 7. 
Care should be taken to read all notes associated 
with each parameter. 
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Table 4. Voltage Specification 

Symbol Parameter Min Typ Max Unit Notes 

VeeP Primary Vee 2.945 3.1 3.255 V 3.1 ± 5%,1 

VeeS Secondary Vee 3.135 3.3 3.465 V 3.3 ± 5% 

Vee5 5V Supply 4.75 5.0 5.25 V 5.0±5% 

NOTES: 
1. To comply with these guidelines and the industry standard vokage regulator module specWications, the equivalent of forly 

(40) 1 "F±22% capacitors in 1206 packages should be placed near the power pins of the processor. (At least 40"F of 
capacitance should exist on the power plane with less than 35pH of inductance and 81J!l of resistance between it and the 
pins of the processor). 
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Table 5. Power SpeclflcaUons 1 

Symbol Parameter Min Typ Max Unit Notes 
PMax 150 MHz Thennal 23.2 29.2 W 2 

Design Power 

ISGntP 150 MHz VeeP Stop 0.3 1.0 A 3,4 
Grant Current 

ISGntS VeeS Stop Grant Current 0 0 A 

leeP VeeP Current 9.9 A 4, Tested at max 
VeeP 

IceS VeeS Current 0 A 5 

Te Operating Case 0 85 'c 
Temperature 

NOTES: 

1. All power measurements taken w~h CMOS inputs driven to VeeP and to OV. 

2. Maximum values measured at typical Vee. Typical values not tested. 

3. Same as Auto HALT current. Max values measured at typical Vee. Minimum values are guaranteed by 
design/characterization at minimum Vee. 

4. All CMOS pins are driven w~h VIH = VeeP and VIL = OV during the execution of all Icc and lee-stopgranVautohatt tests. 

5. The L2 of the current processor will draw no current from the VeeS inputs. IceS is OA when the L2 die receives ~s power 
from the VeeP pins. See the recommended decoupling in Section 3.4. 

Table 6. GTL+ Signal Groups DC Specifications 

Symbol Parameter Min Max Unit Notes 

VIL Input Low Voltage -0.3 VREF -0.2 V 1, See Table 8 

VIH Input High Voltage VREF VeeP V 1 
+0.2 

VOL Output Low Voltage 0.30 0.60 V 2 

VOH Output High Voltage - - V See Vn max in Table 8 

IOL Output Low Current 36 48 mA 2 

IL Leakage Current ±100 mA 3 

IREF Reference Voltage Current ± 15 mA 4 

CGTL+ GTL+ Pin Capacitance 8.5 pF 5 

NOTES: 

1. VREF worst case, not nominal. Noise on VREF should be accounted for. 

2. Parameter measured into a 250 resistor to 1.5V. Min. VOL and max. 10L are guaranteed by design/characterization. 

3. (0 "Vpin " VeeP). 
4. Total current for all VREF pins. Section 3.1. details the VREF connections. 
5. Total of I/O buffer, package parasitics and 0.5 pF for a socket. CapacHance values guaranteed by design for all GTL+ 

buffers. 
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Table 7. Non-GTL+1 Signal Groups DC SpeclflcaUons 

Symbol Parameter Min Max Unit Notes 

VIL Input Low Voltage -0.3 0.8 V 

VIH Input High Voltage 2.0 3.6 V 

VOL Output Low Voltage 0.4 V 2 
0.2 V 3 

VOH Output High Voltage N/A N/A V All Outputs are 
Open-Drain 

IL Input Leakage CUrrent ± 100 mA 4 

CTOL 3.3VTol. Pin 10 pF Except BCLK, 
Capacitance TCK,5 

CCLK BCLK Input Capacitance 9 pF 5 

CTCK TCK Input Capacitance 8 pF 5 

NOTES: 
1. Table 7 applies to the 3.3Vtolerant, APIC, and JTAG signal groups. 
2. Parameter measured at 4 mA (for use w~h TIL inputs). 
3. Parameter guaranteed by design at 100 IlA(for use w~h CMOS inputs). 
4. (0 s Vpin s VeeP). 
5. Total of 1/0 buffer, package parasitics and 0.5 pF for a socket. Capacitance values are guaranteed by design. 

3.14. GTL+ Bus Specifications 

The GTL+ bus must be routed In a daisy-chain 
fashion with termination resistors matching the 
printed circuit board Impedance at each end of 
every signal trace. These termination resistors are 
placed between the ends of the signal trace and the 
Vn voltage supply. The valid high and low levels 
are determined by the input buffers using a 

reference voltage called VREF. Table 8 lists the 
nominal specifications for the GTL+ termination 
voltage (Vn) and the GTL+ reference voltage 
(VREF). It is important that the printed circuit board 
impedance be specified and held to a ±20% 
tolerance, and that the intrinsic trace capacitance 
for the GTL+ signal group traces is known. For 
more details on GTL+, see Section 4. 

Table 8. GTL+ Bus Voltage Specifications 

Symbol Parameter Min Typical Max Units Notes 

Vn Bus Termination 1.35 1.5 1.65 V ±10% 
Voltage 

VREF Input Reference 213 Vn-2% 2/3Vn 213 Vn +2% V ±2"10,1 
Voltage 

NOTES: 
1. VREF should be created from Vn by a voHage divider of 1 % resistors. 

3.15. AC Specifications 

Table 9 through Table 15 list the AC specifications 
associated with the Pentium Pro processor. Timing 
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Diagrams begin with Figure 14. The AC 
specifications are broken into categories. Table 9 
contains the clock specifications, Table 11 contains 
the GTL+ specifications, Table 12 is the 3.3V 
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tolerant Signal group specifications, Table 13 
contains timings for the reset conditions, Table 14 
covers APIC bus timing, and Table 15 covers 
Boundary Scan timing. 

GTL+ timings are referenced to VREF for both '0' 
and '1' logic levels unless otherwise specified. 

Care should be taken to read a" notes associated 
with a particular timing parameter. 

A" AC specifications for the GTL+ signal group are 
relative to the rising edge of the BCLK input. A" 

Table 9. Bus Clock AC Specifications 

T# Parameter Min Max Unit Figure 

Core Frequency 100.00 150 MHz 

Bus Frequency 50.00 66.67 MHz 

T1: BCLK Period 15 20 ns Figure 14 

T2: BCLK Period Stability 300 ps 

T3: BCLK High Time 4 ns Figure 14 

T4: BCLK Low Time 4 ns Figure 14 

T5: BCLK Rise Time 0.3 1.5 ns Figure 14 

T6: BCLK Fa" Time 0.3 1.5 ns Figure 14 

NOTES: 

Notes 

1 

1 

2,3 

@>2.0V, 2 

@<0.8V, 2 

(0.8V - 2.0V), 2 

(2.0V- 0.8V),2 

1. The intemal core clock frequency is derived from the bus clock. A clock ratio must be driven into the Pentium@ Pro 
processor on the signals lINT[1 :0], A20M# and IGNNE# at reset. See the descriptions for these signals in Appendix A. 

2. Not 100% tested. Guaranteed by design/characterization. 

3. Measured on rising edge of adjacent BClKs at 1.5V. 
The jitter present must be accounted for as a component of BClK skew between devices. 
Clock jitter is measured from one rising edge of the clock signal to the next rising edge at 1.5V. To remain w~hin the clock 
jitter specHications, all clock periods must be within 300ps of the ideal clock period for a given frequency. For example, a 
66.67 MHz clock with a nominal period of 15ns, must not have any single clock period that is greater than 15.3 ns or less 
than 14.7 ns. 

Table 10. GTL+ Signal Groups AC Specifications 

RL = 250 terminated to 1.5V, VREF = 1.0V 

T# Parameter Min Max Unit Figure Notes 

T7A: GTL+ Output Valid Delay H~L 0.55 4.4 ns Figure 15 tPHL, 1 

T7B: GTL+ Output Valid Delay L~H 0.55 3.9 ns Figure 15 tPLH,1 

T8: GTL+ Input Setup Time 2.2 ns Figure 16 2,3,4 

T9: GTL+ Input Hold Time 0.45 ns Figure 16 4 

T10: RESET# Pulse Width 1 ms Figure 18 5 
Figure 19 
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f\lOTES: 
1. Valid delaytimlngs for these signals arB specified into an idealized 250 resistor to 1.5Vwhh VREF at 1.0V. Minimum valUes 

guaranteed by design. ' 
2. A, minimum of 3 cIocka must be gUaranteed between 2 active-to-inactive transitions of TRDYIt. 
3. RESETIt can be aSSerted (active) asynchronously. but must be deasserted synchronously. 
4. Specification takes into account a 0.3Vlns edge rate and the allowable VREF ')lariation. Guaranteed by design. 
5. After Vee. Vrr. VREF. BClK and the clock ratio become stable. 

Table 11. GTL+ Signal Groups RlngbackTolerance 

Parameter Min Unit 'figure Notes 

a: OVershoot 100 mV Figure 17 1 

't: Minimum Time at High 1.5 ns Figure 17 1 

p: Amplitude of Rlngback -100 mV Figure 17 1 

8: Duration of Squarewave N/A ns Figure 17 1 
Ringback 

cjl: Final SeWing Voltage 100 mV Figure 17 1 

NOTES: 
1. Specified for an edge rate of 0.3-o.8V1ns.' See Sedlon 4.1.3.1 for the definhion of these terms. See Rgure 24 and 

Figure 25 for the generic wavefprms. An values determined by design/characterization. 

Table 12. 3.3V Tolerant Signal Groups AC SpeclflcaDons 

T# Parameter Min Max Unit figure . Notes 

111: 3.3V Tolerant Output Valid Delay 1 8 ns Figure 15 1 

T12: 3.3V Tolerant Input Setup Time 5 ns Figure 16 2.3.4,5 

113: 3.3V Tolerant Input Hold Time 1.5 ns Figure 16 

T14: 3.3V Tolerant Input Pulse Width. 2 BCLKs Figure 15 Active and 
except PWRGOOp Inactive 

states 

115: PWRGOOD Inactive Pulse Width 10 BCLKs Figure 15 6 
Figure 19 

NOTES: 
1. Valid delay timings for these signals are specified into 1500 to 3.3V. See Figure 13 for a capachive derating curve. 
2. These inputs may be driven asynchronously. However. to guarantee recognftion on a specific clock, the setup and hold 

times wfth respect to BClK must be met. 
3. These signals must be driven synchronously in FRC mode. 
4. A20MIt. IGNNEit. INfTit and FLUSHit can be asynchronous inputs. but to guarantee recognition of these signals fonowing 

a synchronizing instruction such as an I/O wrhe instruction. they must be valid with active RS[2:01* signals of the 
corresponding synchronizing bus transaction. 

5. INTR and NMI are only valid in A~IC disable mode. llNTI1 :01* are cmly valid in APIC enabled mode. 
6. When driven inactive. or after Power. VREF. BClK. and the ratio signals are stable. 
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Figure 13. 3.3V Tolerant Group DeraUng Curve 

Table 13. Reset Conditions AC SpeclftcaUons 

T# Parameter Min Max Unit Figure Notes 

T16: Reset Configuration Signals 4 BCLKs Figure 1 Before deassertion 
(A[14:5]#, BRO#, FLUSH#, 8 of RESET# 
INIT#) Setup Time 

T17: Reset Configuration Signals 2 20 BCLKs Figure 1 After clock that 
(A[14:5]#, BRO#, FLUSH#, 8 deasserts RESET# 
INIT#) Hold Time 

T18: Reset Configuration Signals 1 ms Figure 1 Before deassertion 
(A20M#, IGNNE#, 8 of RESET# 
LlNT[1 :0]#) Setup Time 

T19: Reset Configuration Signals 5 BCLKs Figure 1 After assertion of 
(A20M#, IGNNE#, 8 RESET# 1 
LlNn1 :0]#) Delay Time 

T20: Reset Configuration Signals 2 20 BCLKs Figure 1 After clock that 
(A20M#, IGNNE#, 8 deasserts RESET# 
LlNn1:0]#) Hold Time Figure 1 

9 

NOTES: 
1. For a reset, the clock ratio defined by these signals must be a safe value (their final or lower multiplier) w~hin this delay 

unless PWRGOOD is being driven inactive. 
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Table 14. APIC Clock and APIC I/O AC SpeclftcaUons 

T# Parameter Min Max Unit FIgure Notes 

T21: PICCLK Frequency 2 33.3 MHz 1 

T22: PICCLK Period 30 500 ns Figure 14 

T23: PICCLK High Time 12 ns Figure 14 

T24: PICCLK Low Time 12 ns Figure 14 

T25: PICCLK Rise Time 1 5 ns Figure 14 

T26: PICCLK Fall Time 1 5 ns Figure 14 

T27: PICD[1 :0] Setup Time 8 ns Figure 16 2 

T28: PICD[1 :0] Hold Time 2 ns Figure 16 2 

T29: PICD[1 :0] Valid Delay 2.1 10 ns Figure 15 2, 3, 4 

NOTES: 

1. WHh FRC enabled PICCLK must be 14X BClK and synchronized wnh respect to BClK. PICClK must always lag BClK by 
at least 1 ns and no more than 5 ns (PRELIMINARY VALUES). 

2. Referenced to PICClK Rising Edge. 
3. For open drain signals, Valid Delay is synonymous wHh Float Delay. 
4. Valid delay timings for these signals are specnied into 1500 to 3.3V. 

Table 15. Boundary Scan Interface AC SpeclflcaUons 

T# Parameter Min Max Unit Figure Notes 

T30: TCK Frequency - 16 MHz 

T31: TCK Period 62.5 - ns Figure 14 

T32: TCK High Time 25 ns Figure 14 @2.0V, 1 

T33: TCK Low Time 25 ns Figure 14 @0.8V, 1 

T34: TCK Rise Time 5 ns Figure 14 (0.8V-2.0V), 1, 2 

T35: TCK Fall Time 5 ns Figure 14 (2.0V-0.8V), 1, 2 

T36: TRST# Pulse Width 40 ns Figure 21 1, Asynchronous 

T37: TDI, TMS Setup Time 5 ns Figure 20 3 

T38: TDI, TMS Hold Time 14 ns Figure 20 3 

T39: TOO Valid Delay 1 10 ns Figure 20 4,5 

T40: TOO Float Delay 25 ns Figure 20 1,4,5 

T41: All Non-Test Outputs 2 25 ns Figure 20 4,6;7 
Valid Delay 

T42: All Non-Test Outputs 25 ns Figure 20 1,4,6,7 
Float Delay 
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T43: All Non-Test Inputs 5 ns Figure 20 3,6,7 
Setup Time 

T44: All Non-Test Inputs 13 ns Figure 20 3,6,7 
Hold Time 

NOTES: 

1. Not 100% tested. Guaranteed by design/characterization. 
2. 1 ns can be added to the maximum TCK rise and fall times for every 1 MHz below 16 MHz. 
3. Referenced to TCK rising edge. 
4. Referenced to TCK falling edge. 
5. Valid delay timing for this signal is specnied into 1500 terminated to 3.3V. 
6. Non-Test Outputs and Inputs are the normal output or input signals (besides TCK, TRST#, TDI, TOO andTMS). These 

timings correspond to the response of these signals due to boundary scan operations. 
7. During Debug Port operation, use the normal specilied timings rather than the boundary scan timings. 

elK 

Rise Time 
Fall Time 
High Time 
Low Time 
Period 

Th 

- - - - - . 1.5V 

TI 

Tp 

Figure 14. Generic Clock Waveform 
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CLK 

Tx 
Tpw 
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VHI 

VLO 

elK 

SI", 
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VaJidDelay 
Pulse Width 

TIN' 

""---"-""--V.D 

1.0V for GTL+ signal group; 1.SV for 3.3V Tolerant, APIC, and JTAG signal groups 
GTL+ signals must achieve a DC high level of at least 1.2V 
GTL+ signals must achieve a DC low level of at most O.8V 

Setup Time 
Hold Time 

Figure 15. Valid Delay Timings 

Ts Th 

- V VALID 

1.0V for GTL+ signal group; 1.SV for3.3V Tolerant, APIC and JTAG signal groups 

Figure 16. Setup and Hold Timings 
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The Hi to low Case is analogous_ 
c< = Overshoot 
't = Minimum Time at High 
p = Amplftude of Ringback 
• = Final Settling Voltage 
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1.5YOkRef 

--l 

-p ~ 

--------f---------------------t 

Oock 

T,. +O.05ns -------.., .. Time 

Agure 17. Lo to HI GTL+ Receiver Rlngback Tolerance. 
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BCLIC \ - r.:-\ uv 
'-J '-- ... 

Tt 
Tu 
Tv 
Tw 
Tx 

Ty 
Tz 

T9 (GTL+ Input Hold TIme) 
T8 (GTL+ Input Setup Time) 
Ti0 (RESET# Pulse Width) 
Ti6 (Reset Configuration Signals (A[i4:5)#, BRO#, FLUSH#, INIT#) Setup Time) 
Ti7 (Reset Configuration Signals (A[i4:5)#, BRO#, FLUSH#, INIT#) Hold TIme). 
T20 (Reset Configuration Signals (A20M#, IGNNE#, L1NT[i :0)#) Hold Time) 
Ti9 (Reset Configuration Signals (A20M#, IGNNE#, L1NT[i :0)#) Delay Time) 
Ti8 (Reset Configuration Signals (A20M#,IGNNE#, L1NT[i:0)#) Setup Time) 

Flgur~ 18. Reset and Configuration Timings 

SV, 3.3V, vee, 
L-.L.....~~'..../ 

PWROOOD 

RE~D~~~~~~~+-__________________________ ~ __ -/ 

CoodII Valid Ratio 
~1~~1~~~~~~~~i------------------------1~====~ 

Ta 
Tb 
Tc 
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Ti5 (PWRGOOD Inactive Pulse Width) 
Ti0 (RESET# Pulse Width) 
T20 (Reset Configuration Signals (A20M#, IGNNE#, L1NT[i :0)#) Hold Time) 

Figure 19. Power-On Reset and Configuration Timings 

Tc 
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TCK 

TDI.TMS 

Input 
Signals 

TDO 
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Output z 
Signals 

Tr T43 (All Non-Test Inputs Setup Time) 
Ts T44 (All Non-Test Inputs Hold Time) 
Tu T40 (TOO Float Delay) 
Tv T37 (TDI. TMS Setup Time) 
Tw T38 (TDI. TMS Hold Time) 
Tx T39 (TOO Valid Delay) 
Ty T41 (All Non-Test Outputs Valid Delay) 
Tz T42 (All Non-Test Outputs Float Delay) 

Figure 20. Test Timings (Boundary Scan) 

TRST# 
Tq 

l.SV-~ ___ ~ 
Tq T36 (TRSH Pulse Width) 

Figure 21_ Test Reset Timings 

3.16. Flexible Motherboard 
Recommendations 

Table 16 provides recommendations for 
designing a "flexible" motherboard for supporting 
future Pentium Pro processors. By meeting these 
recommendations, the same system design 
should be able to support future standard 
Pentium Pro processors. If the voltage regulator 
module is socketed using Header 8, a smaller 

range of support is required by the voltage 
regulator module. See Section 8. for infonnation 
on Header 8. These values are preliminary! 

The use of a zero-insertion force socket for the 
processor and the voltage regulator module is 
recommended. One should also make every 
attempt to leave margin in the system where 
possible. 
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Table 16. Rexlble Motherboard (FMB) Power RecommendaUons1 

Symbol Parameter Low High End Unit Notes 
End 

VeeP Full FMB Primary Vee 2.4 3.5 V 5% tolerance 
Socketed VRM Primary Vee 3.1 3.5 V over range 

VeeS FMB Secondary Vee 3.3 3.3 V 5% tolerance 

Vee5 FMB5VVee 5.0 5.0 V 5% tolerance 

PMax FMB Thermal Design power 35 W 

leep Full FMBVeeP Current 0.3 12.4 A 
Socketed VRM VeeP Current 0.3 11.2 A 

Ices FMB VeeS Current 0 2.4 A 

lee5 FMB Vee5 Current 340 mA 

Cp High Frequency VeeP 40 ItF 40 1ltF 1206 
Deeoupling package 

Cs High Frequency VeeS 10 ItF 10 1ltF 1206 
Decoupling package 

Te FMB Operating Case 85 DC 
Temperature 

NOTE: 
1. Values are preliminary; per processor, and are not tested parameters. They are solely recommendations. 

4.0 GTL+ Interface Specification 

This section defines the new open-drain bus called 
GTL+. The primary target audience is designers 
developing systems using GTL+ devices such as 
the Pentium Pro Processor and the 82450 PClset. 
This specification will also be useful for I/O buffer 
designers developing an I/O cell and package to be 
used on a GTL+ bus. 

This specification is an enhancement to the GTL 
(Gunning Transceiver Logic) specification. The 
enhancements were made to allow the interconnect 
of up to eight devices operating at 66.6 MHz and 
higher using manufactUring techniques that are 
standard in the microprocessor industry. The speci­
fication enhancements over standard GTL provide 
better noise margins and reduced ringing. Since 
this specification is different from the GTL 
specification, it is referred to as GTL+. 

The GTL+ specification defines an open-drain bus 
with extemal pull-up resistors providing termination 
to a termination voltage (Vn). The specification 
includes a maximum driver output low voltage (VOL) 
value, output driver edge rate requirements, 
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example AC timings, maximum bus agent loading 
(capacitance and package stub length), and a 
receiver threshold (VREF) that is proportional to the 
termination voltage. 

The specification is given in two parts. The first, is 
the system specification which describes the 
system environment. The second, is the actual I/O 
specification, which describes the AC and DC 
characteristics for an I/O transceiver. 

Note that some of the critical distances, such as 
routing length, are given in electrical length (time) 
instead of physical length (distance). This is 
because the system. design is dependent on the 
propagation time of the signal on a printed circuit 
board trace rather than just the length of the trace. 
Different PCB materials, package materials and 
system construction result in different signal 
propagation velocities. Therefore a given physical 
length does not correspond to a fixed electrical 
length. The distance (time) calculation up to the 
designer. 
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4.1. System Specification 

Figure 22 shows a typical system that a GTL+ 
device would be placed into. The typical system is 
shown with two terminations and multiple 
transceiver agents connected to the bus. The 

VTT 

Zo 
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receivers have differential inputs connected to a 
reference voltage, VREF, which is generated 
extemally by a voltage divider. Typically, one 
voltage divider exists at each component. Here one 
is shown for the entire network. 

VTT 

RT 

• • • 

VlT 

Figure 22. Example Tennlnated Bus with GTL+ Transceivers 

4.1.1. System DC Parameters 

The following system DC parameters apply to Figure 22. 

Table 17. System DC Parameters 

Symbol Parameter Value Tolerance Notes 

Vn Termination Voltage 1.5V ±10% 

VREF Input Reference Voltage 2/3Vn ±2% 1 

RT Termination Resistance ZEFF (nominal) See Note 2,4 

ZEFF Effective (Loaded) Network Impedance 45-650 2,3 
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NOTES: 

1. This ±2"A. tolerance is in addHion to the ±10% tolerance of VIT, and could be caused by such factors as voRage divider 
inaccuracy. 

2. 
ZEFF= 

Zo (nominal) 

(1+CdlCo)'~ 

Zo = Nominal board impedance; recommended to be 650 ±10%. Zo is a function of the trace cross-section, the distance to 
the reference plane(s), the dielectric constant, £r, of the PCB material and the dielectric constant of the solder-mask/air for 
micro-strip traces. 

Co = Total intrinsic nominal trace capacHance between the first and last bus agents, excluding the termination resistor 
tails. Co is a function of Zo and £r. For Zo= 650 and £r = 4.3, Co is approximately 2.66 pFlin limes the network length (first 
agent to last agent). 

Cd = Sum of the Capacitance of all devices and PCB stubs (n any) attached to the net, 
= PCB Stub CapacHance +Socket CapacHance +Package Stub CapacHance +Die CapacHance. 

3. ZEFF of ailS-load nets must remain between 45-650 under all condHions, including variations in Zo, Cd, temperature, VCC, 
etc. 

4. To reduce cost, a system would usually employ one value of RT for all its GTL+ nets, irrespective of the ZEFF of individual 
nets. The designer may start with the average value of ZEFF in the system. The value of RT may be adjusted to balance the 
Hi-to-Lo and Lo-to-Hi noise margins. Increasing the value of RT tends to slow the rising edge, increasing rising flight time, 
decreasing the Lo-to-Hi noise margin, and increasing the Hi-to-Lo noise margin by lowering VOL. RT can be decreased for 
the opposHe effects. 

RT affects GTL+ rising edge rates and the "apparent clock-to-out" time of a driver in a net as follows: A large RT causes the 
standing current in the net to be low when the. (open drain) driver is low (on). As the driver switches off, the small current is 
turned off, launching a relatively small posHive-going wave down the net. After a few trips back and forth between the 
driver and the terminations (undergoing reflections at intervening agents in the meantime) the net voltage finally climbs to 
VTT. Because the wave launched initially is relatively small in amplitude (than it would have been had RT been smaller and 
the standing current larger), the overall rising edge climbs towald VTT at a slower rate. Notice that this effect causes an 
increase in flight time, and has no influence on the true clock-to-out timing of the driver into the standard 250 test load. 

4.1.2. Topological Guidelines ensure sufficient power to ground plane bypassing, 
etc.). In addition, the signal routing should be done 
in a Daisy Chain topology (such as shown in 
Figure 8) without any significant stubs. Table 18 
describes, more completely, some of these 
guidelines. Note that the critical distances are 
measured in electrical length (propagation time) 
instead of physical length. 

The board routing should use layout deSign rules 
consistent with high-speed digital design (i.e. 
minimize trace length and number of vias, minimize 
trace-to-trace coupling, maintain consistent 
impedance over the length of a net, maintain 
consistent impedance from one net to another, 

Table 18. System Topological Guidelines 

Parameter DescrlpUon 

Maximum Trace Length To meet a specific Clock cycle time, the maximum trace length between any two 
agents must be restricted. ThefJight time (defined later) must be less than or 
equal to the maximum amount of time which leaves enough time within one 
clock cycle for the remaining system parameters such as driver clock-out delay 
(T co), receiver setup time (T su), clock jitter and clock skew. 

Maximum Stub Length All signals shOUld use a Daisy Chain routing (Le. no stubs). It is acknowledged 
that the package of each device on the net imposes a stub, and that a practical 
layout using PQFP parts may require SHORT stubs, so a truly stub less network 
is impossible to achieve, but any stub on the network (including the device 
package) should be no greater than 250 ps in electrical length. 
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Table 18. System Topological Guidelines 

Parameter DescrlpUon 

Distributed Loads Minimum spacing lengths are determined by hold time requirements and clock 
skew. Maintaining 3' ±30% inter-agent spacing minimizes the variation in noise 
margins between the various networks, and can provide a significant 
improvement for the networks. This is only a guideline. 

4.1.3. System AC Parameters: Signal 
Quality 

The system AC parameters fall into two 
categories, Signal Quality and Flight Time. 
Acceptable signal quality must be maintained 
over all operating conditions to ensure reliable 

operation. Signal Quality is defined by three 
parameters: OvershooU Undershoot, Settling 
Umit, and Ringback. These parameters are 
illustrated in Figure 23 and are described in 
Table 19. 

OVershoot 

VTT 

VREF 

Settling Urnlt 

___ t 
Vol ----t 

Vss 

Undershoot 

Figure 23. Receiver Waveform Showing Signal Quality Parameters 

Table 19. Specifications for Signal Quality 

Parameter Description Specification 

Maximum Signal Maximum Absolute voltage a signal extends above Vn or O.3V 
OvershooUUndershoot below Vss (when protection diodes are not present). (guideline) 
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Table 19. SpecifIcatIons for Signal Quality 

Parameter DescrlpUon SpeclflcaUon 

Settling Limit The maximum amount of ringing, at the receiving chip pad, a ±10% of 
signal must be limited to before its next transition. This signal (VoH-VoLl 
should be within 10% of the signal swing to its final value, when (guideline) 
either in its high state or low state. 

Maximum Signal The maximum amount of ringing allowed for a signal at a VREF±200 mV 
Ringback (Nominal) receiving chip pad within the receiving chips setup and hold 

time window before the next clock. This value is dependent 
upon the specific receiver design. (Normally ringing within the 
setup and hold windows must not come within 200 mV of VREF 
although specific devices may allow more ringing and loosen 
this specification. See Section 4.1.3.1 for more details. ) 

The overshooUundershoot guideline is provided to 
limit signals transitioning beyond Vce or Vss due to 
fast signal edge rates. Violating the 
overshooVundershoot guideline is acceptable, but 
since excessive ringback is the harmful effect 
associated with overshooVundershoot it will make 
satisfying the ringback specification very difficult. 

Violations of the Settling Limit guideline are 
acceptable if simulations of 5 to 10 successive 
transitions do not show the amplitude of the ringing 
increasing in the subsequent transitions. If a signal 
has not settled close to its final value before the 
next logic transition, then the timing delay to VREF 
of the succeeding transition may vary slightly due to 
the stored reactive energy in the net inherited from 
the previous transition. This is akin to 'eye' pattems 
in communication systems caused by inter-symbol 
interference. The resulting effect is a slight variation 
in flight time. 

4.1.3.1. Rlngback Tolerance 

The nominal maximum ringback tolerated by GTL+ 
receivers is stated in Table 19, namely: no closer to 
VREF than a ±200 mV overdrive zone. This 
requirement is usually necessary to guarantee that 
a receiver meets its specified minimum setup time 
(Tsu) , since setup time usually degrades as the 
magnitude of overdrive beyond the switching 
threshold (V REF) is reduced. 

Exceptions to the nominal overdrive requirement 
can be made when it is known that a particular 
receiver's setup time (as specified by its 
manufacturer) is relatively insensitive (less than 
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0.05 ns impact) to well-controlled ringing into the 
overdrive zone or even to brief re-crossing of the 
switching threshold, VREF. Such "ringback-tolerant" 
receivers give the system designer more design 
freedom, and, if not exploited, at least help maintain 
high system reliability. 

To characterize ringback tolerance, employ the 
idealized Lo-to-Hi input signal shown in Figure 24. 
The corresponding waveform for a Hi-to-Lo 
transition is shown in Figure 25. The object of· 
ringback characterization is to determine the range 
of values for the different parameters shown on the 
diagram, which would maintain receiver setup time 
and correct logic functionality. 

These parameters are defined as follows: 

1: is the minimum time that the input must spend, 
after crossing VREF at the High level, before it can 
ring back, having overshot VIN_HIGH_MIN by at least 
a, while p, Ii, and ell (defined below) are at some 
preset values, a/l without increasing T su by more 
than 0.05 ns. Analogously for Hi-to-Lo transitions. 

It is expected that the larger the overshoot a, the 
smaller the amount of time, 1:, needed to maintain 
setup time to within +0.05 ns of the nominal value. 
For a given value of a, it is likely that 1: will be the 
longest for the slowest input edge rate of 0.3V/ns. 
Furthermore, there may be some dependence 
between 1: and lower starting voltages than VREF-
0.2V (for Lo-to-Hi transitions) for the reason 
described later in the Section on receiver 
characterilation. Analogously for Hi-Lo transitions. 
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Figure 24. Standard Input Lo-to-HI Waveform for Characterizing Receiver Rlngback Tolerance 
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Figure 25. Standard Input HI-to-Lo Waveform for Characterizing Receiver Rlngback Tolerance 
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P & 6 are respectively, the amplitude and duration 
of square-wave ringback, below the threshold 
voltage (VREF), that the receiver can tolerate without 
increasing Tsu by more than 0.05 ns for a given 
pair of (a, 't) values. 

If, for any reason, the receiver cannot tolerate any 
ringback across the reference threshold (VREF), 
then p would be a negative number, and 6 may be 
infinite. Otherwise, expect an inverse (or near­
inverse) relationship between p and 6, where the 
more the ringback, the shorter is the time that the 
ringback is allowed to last without causing the 
receiver to detect it. 

41 is the final minimum settling voltage, relative to 
the reference threshold (VREF), that the input should 
retum to after ringback to guarantee a valid logic 
state at the internal flip-flop input. 

41 is a function of the input amplifier gain, its 
differential mode offset, and its intrinsic maximum 
level of differential noise. 

Specifying the values of a, 't, p, 6, and 41 is the 
responsibility of the receiver vendor. The system 
designer should guarantee that all signals arriving 
at such a receiver remain in the permissible region 
specified by the vendor parameters as they 
correspond to those of the idealized square waves 
of Figure 24 and Figure 25. For instance, a signal 
with ringback inside the box delineated by p and 6 
can have a't equal to or longer than the minimum, 
and an a equal to or larger than the minimum also. 

A receiver that does not tolerate any ringback would 
show the following values for the above 
parameters: 

a ~ OV, 't ~ Tsu, P = -200 mY, 6 = undefined, 41 = 
200 mY. 

A receiver which tolerates 50 mV of ringback would 
show the following values for the above 
parameters: 

a ~ OV, 't = data sheet, p = -150 mY, 6 = data 
sheet, 41 ~ tens of mV (data sheet). 

Finally, a receiver which tolerates ringback across 
the switching threshold would show the following 
values for the above parameters: 

a ~ 0 V, 't = data sheet, p ~ 0 mV (data sheet), 6 = 
data sheet, 41 ~ tens of mY. 
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where 6 would usually be a brief amount of time, 
yielding a pulse (or "blip") beyond VREF. 

4.1.4. AC Parameters: Flight Time 

Signal Propagation Delay is the time between when 
a signal appears at a driver pin and the time it 
arrives at a receiver pin. Flight Time is often used 
interchangeably witli Signal Propagation Delay but 
it is actually quite different. Flight time is a term in 
the timing equation that includes the signal 
propagation delay, any effects the system has on 
the Teo of the driver, plus any adjustments to the 
signal at the receiver needed to guarantee the T su 
of the receiver. More precisely, Flight Time is 
defined to be: 

The time difference between when a signal 
at the Input pin of a receiving agent 
(adjusted to meet the receiver 
manufacturer's conditions required for AC 
specifications) crosses VREF, and the time 
that the output pin of the driving agent 
crosses VREF were It driving the test load 
used by the manufacturer .to specify that 
driver's AC timings. 

An example of the simplest Flight Time 
measurement is shown in Figure 26. The receiver 
specification assumes that the Signal maintains an 
edge rate greater than or equal to 0.3V/ns at the 
receiver chip pad in the overdrive region from VREF 
to VREF +200 mV for a rising edge and that there 
are no signal quality violations after the input 
crosses VREF at the pad. The Flight Time 
measurement is similar for a simple Hi-to-Lo 
transition. Notice that timing is measured at the 
driver and receiver pins while signal integrity is 
observed at the receiver chip pad. When signal 
integrity at the pad vio.lates the guidelines of this 
specification, and adjustments need to be made to 
flight time, the adjusted flight time obtained at the 
chip pad can be assumed to have been obtained at 
the package pin, usually with a small timing error 
penalty. 

The 0.3V/ns edge rate will be addressed later in this 
document, since it is related to the conditions used 
to specify a GTL+ receiver's minimum setup time. 
What is meant by edge rate is neither 
instantaneous, nor strictly average. Rather, it can 
best be described for a rising edge -- by imagining 
an 0.3V/ns line crossing VREF at the same moment 
that the signal crosses it, and extending to VREF 
+200 mY, with the signal staying ahead (earlier in 
time) of that line at all times, until it reaches VREF 
+200 mY. Such a requirement would always yield 
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signals with an average edge rate >0.3V/ns, but 
which could have instantaneous slopes that are 
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lower or higher than 0.3V/ns, as long as they do not 
cause a crossing of the inclined line. 

Driver Pin into 
Test Load 

Driver Pin into 
System Load 

It' 
VTT 

VREF+O.2 V ....... ~~I..-+~~~----I-..-.--~~~.....,,---"""""""~-~-~ .... . qv.~dtJV~:."~ . 
VREF ~~~~----~------~------~----~--~--~~--~~ 

VOL 

Figure 26. Measuring Nominal Flight Time 

If either the rising or falling edge is slower than 
0.3V1ns through the overdrive region beyond VREF, 
(Le., does not always stay ahead of an 0.3V/ns 
line), then the flight time for a rising edge is 

determined by extrapolating back from the signal 
crossing of VREF +200 mV to VREF using an 0.3V/ns 
slope as indicated in Figure 27. 
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Figure 27. Flight Time of a Rising Edge Slower Than O.3Wns 

If the signal is not monotonic while traversing the 
overdrive region (VREF to VREF +200 mV rising, or 
VREF to VREF - 200 mV falling), or rings back into 
the overtlnveregion' after crossing VREF, then flight 
time is determined by extrapolating back from the 
last croSSing of VREF :I:: 200 mV using a line with a 
slope of 0.8V/ns (the maximum allowed rising edge 
rate). This yields a new VREF crossing point to be 
used for the flight time calculation. Figure 28 
represents the situation where the signal is non­
monotonic aner crossing VREF on the rising edge. 

Figure 29 shows a falling edge that rings back into 
the overdrive region after crossing VREF, and the 
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0.8V/ns line used to extrapolate flight time. Since 
strict adherence to the edge rate specification is not 
required for Hi-to-Lo transitions, and some drivers' 
falling edges are SUbstantially faster than 0.8Wns -­
at both the fast and slow comers--, care should be 
taken when using the 0.8V/ns extrapolation. The 
extrapolation is invalid whenever it yields a VREF 
crossing that occurs earlier than when the signal's 
actual edge crosses VREF. In that case, flight time is 
defined to be the longer of: the time when the input 
at the receiver crosses VREF initially, or when the 
line extrapolated (at 0.8Vlns) crosses VREF. 
Figure 29 illustrates the situation where the 
extrapolated value would be used. 
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Figure 28. Extrapolated Flight Time of a Non-Monotonic Rising Edge 
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Figure 29. Extrapolated Flight Time of a Non-Monotonic Failing Edge 

The maximum acceptable Flight Time is determined 
on a net-by-net basis, and is usually different for 
each unique driver-receiver pair. The maximum 
acceptable Flight Time can be calculated using the 
following equation (known as the setup time 
equation): 

T FLIGHT-MAX S T PERIOD-MIN - ( T CO-MAX + T SU-MIN 
+ T ClK_SKEW-MAX + T ClK_JITTER-MAX ) 

Where, TCO-MAX is the maximum clock-to-out delay 
of a driving agent, T SU-MIN is the minimum setup 
time required by a receiver on the same net, 
T ClK SKEW-MAX IS the maximum antiCipated time 
difference between the driver's and the receiver's 

clock inputs, and T ClK_JITTER-MAX is maximum 
anticipated edge-to-edge phase jitter. The above 
equation should be checked for all pairs of devices 
on all nets of a bus. 

The minimum acceptable Flight Time is determined 
by the following equation (known as the hold time 
equation): 

T HOLD-MIN S T FLIGHT-MIN + T CO-MIN - T ClK_SKEW-MAX 

Where, T CO-MIN is the minimum clock-to-out delay 
of the driving agent, THOlD-MIN is the minimum hold 
time required by the receiver, and T CLK SKEW.MAX is 
defined above. The Hold time equation is 
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independent of clock jitter, since data is released by 
the driver and is required to be held at the receiver 
on the same clock edge. 

4.2. General GTl+ 110 Buffer 
Specification 

This specification identifies the key parameters for 
the driver, receiver, and package that must be met 
to operate in the system environment described in 

the previous section. All specifications must be met 
over all possible operating conditions including 
temperature, voltage, and semiconductor process. 
This information is included for designers of 
components for a GTL+ bus. 

4.2.1. I/O Buffer DC Specification 

Table 20 contains the 1/0 Buffer DC parameters. 

Table 20. I/O Buffer DC Parameters 

Symbol Parameter Min Max Units Notes 

VOL Driver Output Low Voltage 0.600 V 1 

VIH Receiver Input High Voltage VREF +0.2 V 2 

VIL Receiver Input Low Voltage VREF -{).2 V 2 

VILe Input Leakage Current 10 t.tA 3 

CIN, Co TotallnpuVOutput Capacitance 10 pF 4 

NOTES: 

1. Measured into a 250 test load tied to Vn = 1.5 V, as shown in Figure 32. 
2. VREF = 213 Vn. (Vn = 1.5 V ±10%), VREF has an addhional tolerance of ± 2%. 
3. This parameter is for inputs without intemal pul~ups or pull downs and 0 ~ VIN ~ VTT. 
4. Total capaCitance, as seen from the attachment node on the network, which includes traces on the PCB, IC socket, 

component package, driver/receiver capachance, and ESD structure capacitance. 
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4.2.2. VO Buffer AC Specification 

Table 21. VO Buffer AC Parameters 

Symbol Parameter Min Max Unit Figure Notes 

dV/dt EDGE Output Signal Edge Rate, 0.3 O.S V/ns 1,2,3 
rise. 

dV/dt EDGE Output Signal Edge Rate, 0.3 -o.S V/ns 1,2,3 
fall. 

Teo Output Clock to Data Time no spec. ns Figure 3 4,5 
3 

Tsu Input Setup Time no spec. ns Figure 2 4,6 
4 
Figure 2 
5 

THoLD Input Hold Time no spec. ns 4,6 

NOTES: 
1. This is the maximum instantaneous dV/dt over the entire transition range (Hi·to·Lo or Lo-to-Hi) as measured at the driver's 

output pin whHe driving the RefSN network, w~h the driver and ~s package model located near the center of the network 
(see Section 4.4). 

2. These are design targets. The acceptance of the buffer is also based on the resultant signal quality. In addition to edge 
rate, the shape of the rising edge can also have a signHicant effect on the buffer's performance, therefore the driver must 
also meet the signal quality criteria in the next section. For example, a rising linear ramp of at O.SV/ns will generally 
produce worse signal quality (more ringback) than an edge that rolls off as it approaches VTT even though ~ might have 
exceeded that rate earlier. Hi-to-Lo edge rates may exceed this specHication and produce acceptable resuRs with a 
corresponding reduction in VOL. For instance, a buffer w~h a falling edge rate larger than 1.5V/ns can been deemed 
acceptable because ~ produced a VOL less than 500 mY. Lo-to-Hi edges must meet both signal qual~y and maximum 
edge rate specHications. 

3. The minimum edge rate is a design target, and slower edge rates can be acceptable, although there is a timing impact 
associated w~h them in the form of an increase in flight time, since the signal at the receiver will no longer meet the 
required conditions for Tsu. Refer to Section 4.1.4 on computing flight time for more detaHs on the effects of edge rates 
slower than 0.3V1ns. 

4. These values are not specific to this Specification, they are dependent on the location of the driver along a network and the 
system requirements such as the number of agents, the distances between agents, the construction of the PCB (Zo, cr, 
trace width, trace type, connectors), the sockets being used, H any, and the value of the termination resistors. Good targets 
for components to be used in an S-Ioad 66.6 MHz system would be: TCO_MAX = 4.5 ns, TCO_MIN = 1 ns, Tsu = 2.5 ns, and 
THD=O. 

5. This value is specified at the output pin of the device. Tco should be measured at the test probe point shown in the 
Figure 34, but the delay caused by the 500 transmission line must be subtracted from the measurement to achieve an 
accurate value for T co at the output pin of the device. For simulation purposes, the tester load can be represented as a 
single 250 termination resistor connected directly to the pin of the device. 

6. See Section 4.2.3 for a description of the procedure for determining the receiver's minimum required setup and hold times. 

4.2.2.1. Output Driver Acceptance Criteria 

Although Section 4.1.4 describes ways of amending 
flight time to a receiver when the edge rate is lower 
than the reqUirements shown in Table 21, or when 
there is excessive ringing, it is still preferable to 
avoid slow edge rates or excessive ringing through 
good driver and system design, hence the criteria 
presented in this section. 

As mentioned in note 2 of the previous section, the 
criteria for acceptance of an output driver relate to 
the edge rate and the signal quality for the Lo-to-Hi 
tranSition, and primarily to the signal quality for the 
Hi-to-Lo transition when the device, with its targeted 
package, is simulated into the RefSn network 
(Figure 36). The edge rate portion of the AC 
specification is a good initial target, but is 
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insufficient for guaranteeing acceptable 
performance. 

Since RefSN is not the worst case network, and is 
expected to be modeled without many real system 
effects (e.g., inter-trace crosstalk, DC & AC losses), 
the required signal quality is slightly different than 
that specified in Section 4.1.3 of this document. 

The signal quality criterion for an acceptable driver 
design is that the signals produced by the driver (at 
its fastest comer) at all RefSN receiver pads must 
remain outside of the shaded areas shown in 
Figure 30. Simulations must be performed at both 
device and operating extremes: fast process comer 
at high VCC and low temperature, and slow 
process comer at low VCC and high temperature, 
for both the rising and falling edges. The clock 
frequency should be at the desired maximum (e.g. 
66.6 MHz, or higher), and the simulation results 
should be analyzed both from a quiescent start (i.e., 
first cycle in a simulation), and when preceded by at 
least one previous transition (i.e. subsequent 
simulation cycles). 

The boundaries of the keep-out area for the Lo-to­
Hi transition are formed by a vertical line at the start 
of the receiver setup window (a distance T su' from 
the next clock edge), an 0.3V/ns ramp line passing 
through the intersection between the VREF +100 mV 
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level (the 100 mV is assumed extra noise) and the 
beginning of the setup window, a horizontal line at 
VREF +300 mV (which covers 200 mV of specified 
overdrive, and the 100 mV margin for extra noise 
coupled to the waveform), and finally a vertical line 
behind the Clock at THO'. The keep-out zone for the 
Hi-to-Lo transition uses analogous boundaries in 

, the other direction. Raising VREF by 100 mV is 
assumed to be equivalent to having 100 mV of 
extra noise coupled to the waveform giving it more 
downward ringback, such coupled noise could 
come from a variety of sources such as trace-to­
trace PCB coupling. 

Tsu' is the receiver's setup time plus board clock 
driver and clock distribution skew and jitter, plus an 
additional number that is inherited from the driver's 
intemal timings (to be described next). Since the 
I/O buffer designer will most likely be simulating the 
driver circuit alone, certain delays that add to Teo, 
such as: on-Chip clock phase shift, clock distributioR 
skew, and jitter, plus other data latch or JTAG 
delays would be missing. It is easier if these 
numbers are added to Tsu, yielding Tsu' making the 
driver simulation simpler. For example, assume T su 
to be 2.S ns, PCB clock generation and distribution 
skew plus jitter to be 1 ns, and unmodeled delays in 
the driver to be typically about O.S ns, this yields a 
total T su' = 4.6 ns. 
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Figure 31. Unacceptable signal, Due to Excessively Slow Edge After Crossing VREF 
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THD' is the receiver's hold time plus board clock 
driver and clock distribution skew minus the driver's 
on-chip clock phase shift, clock distribution skew, 
and jitter, plus other data latch or JT~G dela~s 
(assuming these driver numbers are not Included In 
the driver circuit simulation, as was done for setup 
in the above paragraph). Note that THD' may end up 
being a negative number, i.e. ahead of the cl?ck, 
rather than after it. That would be acceptable, since 
that is equivalent to shifting the driver output later in 
time had these extra delays been added to the 
driver as opposed to setup and hold. 

When using RefaN to validate a driver deSign, it is 
recommended that all relevant combinations of 
driver and receiver locations be checked. 

As with other buffer technologies, such as TIL or 
CMOS, any given buffer design is not guarantee~ to 
always meet the requirements of all pOSSible 
system and network topologies. Meeting the 
acceptance criteria listed in this document helps 
ensure the 1/0 buffer can be used in a variety of 
GTL+ applications, but it is the system deSigner's 
responsibility to examine the performance of the 
buffer in the specific application to ensure that all 
GTL+ networks meet the signal quality 
requirements. 

1.5V 

Device Pin 
50 Ohms 

50 Ohm line 

4.2.3. Determining Clock-To-Out, Setup and 
Hold 

This section will describe how to determine setup. 
hold and clock to out timings. 

4.2.3.1. Clock-to-Output Time, T co 

T co is measured using the test load in Figure 34. 
and is the delay from the 1.5 V crossing· point of the 
clock signal at the clock input pin of the device, to 
the VREF crossing point of the output signal at the 
output pin of the device. For simulation purposes, 
the test load can be replaced by its electrical 
equivalent, which is a single 25n .resistor 
connected directly to the package Pin and 
terminated to 1.5V. 

In a production test environment, it is nearly 
impossible to measure T co directly at the output pin 
of the device, instead, the test is performed a finite 
distance away from the pin and compensated for 
the finite distance. The test load circuit shown in 
Figure 34 takes this into account by making this 
finite distance a 50-n transmission line. To get the 
exact timings at the output pin, the propagation 
delay along the transmission line must be 
subtracted from the measured value at the probe 
point. 

1.5V 

50 Ohms 

50 Ohm Line 

TestProbe ) 

Clock 

Figure 32. Test Load for Measuring Output AC Timings 
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Figure 33. Clock to Output Data Timing (T co) 

Teo measurement for a Lo-to-Hi signal transition is 
shown in Figure 35. The Teo measurement for Hi­
to-Lo transitions is similar. 

4.2.3.2. Minimum Setup and Hold Times 

Setup time for GTL+ (T su) is defined as: 

The minimum time from the input signal pin 
crossing of VREF to the clock pin of the 
receiver crossing the 1.5 V level, which 
guarantees that the input buffer has 
captured new data at the input pin, given 
an infinite hold time. 

StricUy speaking, setup time must be determined 
when the Input barely meets minimum hold time 
(see definition of hold time below). However, for 
current GTL+ systems, hold time should be met 
well beyond the minimum required in cases where 
setup is critical. This is because setup is critical 
when the receiver is far removed from the driver. In 
such cases, the signal will be held at the receiver 
for a long time after the clock, since the change 
needs a long time to propagate from the driver to 
the receiver. 

The recommended procedure for the I/O buffer 
designer to extract T su is outlined below. If one 
employs additional steps, it would be beneficial that 
any such extra steps be documented with the 
results of this receiver characterization: 

1. The full receiver circuit must be used, 
comprising the input differential amplifier, any 

shaping logic gates, and the edge·triggered (or 
pulse·triggered) flip·flop. The output of the flip­
flop must be monitored. 

2. The receiver's Lo-to-Hi setup time should be 
determined using a nominal input waveform 
like the one shown in Figure 24 (solid line). 
The Lo-to-Hi input starts at VIN_LOW_MAX (VREF 
- 200 mV) and goes to VIN_HIGH_MIN = VREF 
+200 mV, at a slow edge rate of 0.3V/ns, with 
the process, temperature, voltage, and 
VREF INTERNAL of the receiver set to the worst 
(longest Tsu) comer values. Here, VREF is the 
extemal (system) reference voltage at the 
device pin. Due to tolerance in Vn (1.5V, 
:1:10%) and the voltage divider generating 
system VREF from Vn (:1:2%), VREF can shift 
around 1 V by a maximum of :1:122 mV. When 
determining setup time, the intemal reference 
voltage VREF INTERNAL (at the reference gate of 
the diff. amp~) must be set to the value which 
yields the longest setup time. Here, 
VREF INTERNAL = VREF :1:(122 mV +VNOISE). 
Where, VNOISE is the net maximum differential 
noise amplitude on the componenfs internal 
VREF distribution bus (at the amplifier's 
reference input gate) comprising noise picked 
up by the connection from the VREF package 
pin to the input of the amp. 

3. Analogously, for the setup time of Hi-to-Lo 
transitions (Figure 25), the input starts at 
VIN HIGH MIN = VREF +200 mV and drops to 
VIN - LOW -MAX = VREF - 200 mV at the rate of 
0.3V/ns.-
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4. For both the 0.3V/ns edge rate and faster edge 
rates (up to 0.8V/ns for Lo-to-Hi, and 3V/ns for 
Hi-to-Lo -dashed lines in Figure 24 and 
Figure 25), one must ensure that lower starting 
voltages of the input swing (VSTART in the 
range 'VREF-200 mY' to 0.5 V for Lo-to-Hi 
transitions, and 1.5 V to 'VREF+200 mV for Hi-

to-Lo transitions -dashed lines in Figure 25 
and Figure 26) do not require T su to be made 
longer. This step is needed since a lower 
starting voltage may cause the input 
differential amplifier to require more time to 
switch, due to having been in deeper 
saturation in the initial state. 

, , , 
1:~.V..~~~-( ... 

V.SF+ 0.2 ..•.•....•.•....•.•....•...•.. .,--.7""------------11;-
:!: 
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Hold time for GTL + , T HOLD, is defined as: 

The minimum time from the clock pin of the 
receivers crossing of the 1.5 V level to the 
receiver input signal pin crossing of VAEF, 
which guarantees that the input buffer has 
captured new data at the receiver input 
signal pin, given an infinite setup time. 

Strictly speaking, hold time must be determined 
when the input barely meets minimum setup time 
(see definition of setup time above). However, for 
current GTL+ systems, setup time is expected to be 
met, well beyond the minimum required in cases 
where hold is critical. This is because hold is critical 
when the receiver is very close to the driver. In 
such cases, the signal will arrive at the receiver 
shortly after the clock, hence meeting setup time 
with comfortable margin. 

The recommended procedure for extracting T HOLD 
is outlined below. If one employs additional steps, it 
would be beneficial that any such extra steps be 
documented with the results of this receiver 
characterization: 

1. The full receiver circuit must be used, 
comprising the input differential amplifier, any 
shaping logic gates, and the edge-triggered (or 
pulse-triggered) flip-flop. The output of the flip­
flop must be monitored. 

2. The receiver's Lo-to-Hi hold time should be 
determined using a nominal input waveform 
that starts at VIN LOW MAX (VAEF - 200 mV) and 
goes to Vn, afa fast edge rate of O.BV/ns, 
with the process, temperature, voltage, and 
VREF INTERNAL of the receiver set to the fastest 
(or best) comer values (yielding the longest 
T HOLD). Here, VREF is the extemal (system) 
reference voltage at the device pin. Due to 
tolerance in Vn (1.5V, ±10%) and the voltage 
divider generating system VREF from Vn 
(±2%), VREF can shift around 1V by a 
maximum of ±122 mV. When determining hold 
time, the intemal reference voltage 
VREF INTERNAL (at the reference gate of the diff. 
amp.) must be set to the value which yields 
the worst case hold time. Here, VAEF INTERNAL 
= VREF ±(122 mV +VNOISE). Where, \.INOISE is 
the net maximum differential noise amplitude 
on the component's intemal VREF distribution 
bus (at the amplifier's reference input gate) 
comprising noise picked up by the connection 
from the VREF package pin to the input of the 
amp. 
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3. Analogously, for the hold time of Hi-to-Lo 
tranSitions, the input starts at VIN HIGH MIN = 
VREF+200 mV and drops to < 0.5 Vat the rate 
of 3V/ns. 

4.2.3.3. Receiver Rlngback Tolerance 

Refer to Section 4.1.3.1 for a complete description 
of the definitions and methodology for determining 
receiver ring back tolerance. 

4.2.4. System-Based Calculation of 
Required Input and Output Timings 

Below are two sample calculations. The first 
determines T CO-MAX and T SU-MIN, while the second 
determines T HOLD-MIN. These equations can be 
used for any system by replacing the assumptions 
listed below, with the actual system constraints. 

4.2.4.1. CalculaUng Target Teo-max, and 
Tsu-Mln 

T CO-MAX and T SU-MIN can be calculated from the 
Setup Time equation given earlier in Section 4.1.4: 

T FLIGHT-MAX :s; T PERIOD-MIN - ( T CO-MAX + T SU.MIN 
+ T CLK_SKEW·MAX + T CLK_JITTER·MAx) 

As an example, for two identical agents located on 
opposite ends of a network with a flight time of 
7.3 ns, and the other assumptions listed below, the 
following calculations for T CO· MAX and T SU.MIN can 
be done: 

AssumptIons: 

T PERIOD·MIN 15. ns (66.6 MHz) 

TFLlGHT.MAX 7.3 ns (given flight time) 

T CLK_SKEW·MAX 0.7 ns (0.5ns for clock 
driver) 

(0.2 ns for board 
skew) 

T CLlUITIER.MAX 0.2 ns (Clock phase error) 

TCO·MAX ?? (Clock to output data 
time) 

TSU·MIN ?? (Required input setup 
time) 

CalculatIon: 

7.3:S; 15 - (TCO.MAX +TSU·MIN +0.7 +0.2) 
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T CO-MAx + T SU-MIN :s; 6.S ns 

The time remaining for T CO-MAX and T SU-MIN can be 
split -60/40% (recommendation). Therefore, in this 
example, T CO-MAX would be 4.0 ns, and T SU-MIN 
2.Sns. 

NOTE 

This a numerical example, and does not 
necessarily apply to any particular device. 

Off-end agents will have less distance to the 
farthest receiver, and therefore will have shorter 
flight times. T co values longer than the example 
above do not necessarily preclude high-frequency 
(e.g. 66.6 MHz) operation, but will result in 
placement constraints for the device, such: as being 
required to be placed in the middle of the daisy­
chain bus. 

4.2.5. CalculaUng Target Thold-mln . 

To calculate the longest possible minimum required 
hold time target value, assume that T CO-MIN is one 
fourth of T CO-MAX, and use the hold time equation 
given earlier. Note that Clock Jitter is not a part of 
the equation, since data is released by the driver 
and must be held at the receiver relative to the 
same clock edge: 

T HOLD-Min :s; T FLIGHT-MIN + T CO-MIN - T CLK_SKEW-MAX 

Assumptlons: 

TCO-MAX 4.0 ns (Max clock to data 
time) 

TCO-MIN 1.0 ns (Assumed ~ of max) 

T CLK..SKEW-MAX 0.7 ns (Driver to receiver 
skew) 

T FLIGHT-MIN 0.1 ns (Min of 0.5" at 
0.2 nslinch) 

THOLD-MIN ?? (Minimum signal hold 
time) 

Calculatlon: 

THOLe-MIN:S; 0.1 +1.0 - 0.7 

THOLD-MIN:S; 0.4 ns. 
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NOTE 

This a numerical example, and does not 
necessarily apply to any particular device. 

4.3. Package Specification 

This information is also included for designers of 
compon9l1ts for a GTL+ bus. The package that the 
I/O transceiver will be placed into must adhere to 
two crltlcai parameters. They are package trace 
length, (the electrical distance from the pin to the 
die), and package capacitance. The specifications 
for package trace length and package capacitance 
are not explicit, but are implied by the system and 
I/O buffer specifications. 

4.3.1. Package Trace Length 

The System specification requires that ail signals 
be routed In a daisy chain fashion, and that no stub 
in the network exceed 250 ps in electricai length. 
The stub includes any printed circuit board (PCB) 
routing to the pin of the package from the 'Daisy 
Chain' net, as well as a socket if necessary, and 
the trace length of the package interconnect (i.e. 
the electrical length from the pin, through the 
package, across a bond wire if necessary, and to 
the die). For example, for a PGA package, which 
allows PCB routing both to and from a pin and is 
soldered to the PCB, the maximum package trace 
length cannot exceed 250 ps. If the PGA package 
is socketed, the. maximum package trace length 
would be -225 ps since a typical PGA socket Is 
around 25 ps in electrical length. For a QFP 
package, which typically requires a short stub on 
the PCB from the pad landing to a via (-50 pS), the 
package lead frame length should be less than 
-200 ps. 

4.3.2. Package Capacitance 

The maXimum pack8ge pin capacitance is a 
function of the Input/Output capacitance of the I/O 
transceiver. The 110 Buffer specification requires 
the total of the package capacitance, output driver, 
input receiver and ESD structures, as seen from the 
pin, to be less than 10 pF. Thus, the larger the I/O 
transceiver capacitance, the smaller the allowable 
package capacitance. 

4.4. Ref8N Network 

The RefSN network shown below, which represents 
an eight-node reference network (hence the name 
RefSN), is used to characterize I/O drivers' behavior 
into a known environment. this network is not a 
worst case, but a representative sample of a typical 
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system environment. A SPICE deck of the network 

REF8N Topology: 
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is also given. 
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Figure 36. Ref8N Topology 

4.4.1. ReraN HSPICE NeUlst: 

$REFSN, Rev 1.1 

Vpu vpu GND DC(vtt) 

rterm PUl vpu (R=42) 
crterm PUl vpu 2PF 
TPU PUl 0 linel 0 ZO=72 TD=.075NS 

Xl linel loadl socket 
Tl loadl 0 loadla 0 ZO=42 TD=230PS 
T2 loadla 0 CPU_l 0 ZO=200 TD=S.5PS 
CCPU_l CPU_l 0 4PF 

T3 linel 0 line2 0 ZO=72 TD=56SPS 

$ 
$ 
$ 

$ 
$ 
$ 
$ 

$ 

Pull-Up termination resistance 
Pull-up termination capacitance 
PCB link from terminator to load 1 

Socket model 
CPU package model 
Bondwire 
CPU input capacitance 

PCB trace between packages 
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x2 line2 load2 socket 
T4 load2 0 load2a 0 ZO=42 TD= 230ps 
TS load2a 0 p6_2 0 ZO=200 TD=8.Sps 
CCPU_2 p6_2 0 4pf 

T6 line2 0 line3 0 ZO=72 TD=S68ps 
T7 line3 0 load3 0 ZO=SO TD=SOps 
T8 load3 0 asic_i 0 ZO=7S TD=180PS 
CASIC_i asic_l 0 6.SPF 

T9 line3 0 line4 0 ZO=72 TD=403PS 
TiO line4 0 load4 0 ZO=SOTD=SOPS 
Til load4 0 asic_2 0 ZO=7S TD=180PS 
CASIC_2 asic_2 0 6.SPF 

T12 line4 0 lineS 0 ZO=72 TD=403PS 
T13 lineS 0 loadS 0 ZO=SO TD=SOPS 
T14 loadS 0 asic_3 o ZO=7S TD=180PS 
CASIC_3 asic_3 0 6.SPF 

TiS lineS 0 line6 0 ZO=72 TD=403PS 
T16 line6 0 load6 0 ZO=SO TD=50PS 
T17 load6 0 asic_4 0 ZO=7S TD=180PS 
CASIC_4 asic_4 0 6.SPF 

T18 line6 0 line7 0 ZO=72 TD=403PS 
X3 line7 load7 socket 
T19 load7 0 load7a 0 ZO=42 TD=230PS 
T20 load7a 0 p6_3 0 ZO=200 TD=8.SPS 
CCPU_3 p6_3 0 4PF 

T21 line7 0 line8 0 ZO=72 TD=S68PS 
X4 line8 load8 socket 
T22 load8 0 load8a 0 ZO=42 TD=230PS 
T23 load8a 0 p6_4 0 ZO=200 TD=8.SPS 
CCPU_4 p6_4 0 4PF 

T24 line8 0 R_TERM 0 ZO=72 TD=7SPS 
Rtermi R_TERM vpu (R=42) 
CRTERMi R-TERM vpu (C=2PF) 

Rout bond asic_3.00i 

.subckt socket in out 
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$ Socket model 
$ CPU worst case package 
$ Bondwire 
$ CPU input capacitance 

$ PCB trace between packages 
$ PCB trace from via to landing pad 
$ ASIC package 
$ ASIC input capacitance (die capacitance) 

$ PCB trace between packages 
$ PCB trace from via to landing pad 
$ ASIC package 
$ ASIC input capacitance (die capacitance) 

$ PCB trace between packages 
$ PCB trace from via to landing pad 
$ Replace tbis line and tbe next line witb 
$ tbe equivalent model for your package. 
$ (T.bis model sbould include tbe package 
$ pin, package trace, bond wire and any die 
$ capacitance tbat is not alrea~ included 
$ in your driver model.) 

$ PCB trace between packages 
$ PCB trace from via to landing 
$ ASIC package 
$ .ASIC input capacitance 

$ PCB trace between packages 
$ Socket model 
$ CPU worst case package 
$ Bondwire 
$ CPU input capacitance 

$ PCB trace between packages 
$ Socket model 
$ CPU worst case package 
$ Bondwire 
$ CPU input capacitance 

pad 

$ PCB trace to termination resistor 
$ Pull-up termination resistance 

$ Pull-up termination capacitance 

$ S,?cket model 

I 
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TX out 0 jim 0 ZO=40 TD=12.2SPS 

ty jim 0 in 0 ZO=66 TD=12.2Sps 
• ENDS 

PENTIUM® PRO PROCESSOR AT 150 MHz 
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5.0 3.3V Tolerant Signal Quality 
Specifications 

The signals that are 3.3V tolerant should also meet 
signal quality specifications to guarantee that the 
components read data properly and to ensure that 
incoming signals do not affect the long term 
reliability of the component. There are three signal 
quality parameters defined for the 3.3V tolerant 
signals. They are Overshoot/Undershoot, Ringback 
and Settling Umit. All three signal quality 
parameters are shown in Figure 37. The Pentium@ 
Pro Processor 110 Buffer Models-IBIS Format (On 
world wide web page www.intel.com) contain 
models for simulating 3.3V tolerant signal 
distribution. 

5.1. OVERSHOOT/UNDERSHOOT 
GUIDELINES 

Overshoot (or undershoot) is the absolute value of 
the maximum voltage above the nominal high 

voltage or below VSS. The overshoot/undershoot 
guideline limits transitions beyond VeeP or Vss due 
to the fast signal edge rates. See Figure 37. The 
processor can be damaged by repeated overshoot 
events on 3.3V tolerant buffers if the charge is large 
enough (Le. if the overshoot is great enough). 
However, excessive ringback is the dominant 
harmful effect reSulting from overshoot or 
undershoot (Le. violating the overshoot/undershoot 
guideline will make satisfying the ringback 
specification difficult). The overshoot/undershoot 
guideline Is O.SV and assumes the absence of 
diodes on the input. These guidelines should be 
verified in simulations without the on·chlp ESO 
protection diodes present because the diodes will 
begin clamping the 3.3V tolerant signals beginning 
at approximately 1.SV above VeeP and O.SV below 
VSS. If signals are not reaching the clamping 
voltage, then this is not an issue. A system should 
not rely on the diodes for overshoot/undershoot 
protection as this will negatively affect the life of the 
components and make meeting the ringback 
specification very difficult. 

Settling Limit 

____ t __ _ 
VHI -3.3V 1-----~-_\__f---\.-__r:::_"r-7""".-------

-".-----

Settling LlmH 

-t----
VLO~==~~-------------------+--t-~~==~ 

-~-------

Vn ~------------------------~~~------~ 
Time~ Undershoot 

Figure 37. 3.3V Tolerant Signal OvershootlUndershoot and Rlngback 

5.2. RINGBACK SPECIFICATION 

Ringback refers to the amount of reflection seen 
after a signal has undergone a transition. The 
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ringback specification is the voltage that the signal 
rings back to after achieving its farthest excursion. 
See Figure 37 for an illustration of ringback. 
Excessive ringback can cause false signal 

I 
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detection or extend the propagation delay. The 
ringback specification applies to the input pin of 
each receiving agent. Violations of the signal 
Ringback specification are not allowed under any 
circumstances. 

Ringback can be simulated with or without the input 
protection diodes that can be added to the input 
buffer model. However, signals that reach the 
clamping voltage should be evaluated further. See 
Table 22 for the signal ringback specifications for 
Non-GTL+ signals 

Table 22. Signal Rlngback Specifications 

Transition Maximum Rlngback 
(with Input diodes present) 

0 .... 1 2.5V 

1 .... 0 0.8V 

5.3. SETTLING LIMIT GUIDELINE 

A Settling Limit defines the maximum amount of 
ringing at the receiving pin that a signal must be 
limited to before its next transition. The amount 
allowed is 10% of the total signal swing (VHI-VLO) 
above and below its final value. A signal should be 
within the settling limits of its final value, when 
either in its high state of low state, before it 
transitions again. 

Signals that are not within their settling limit before 
transitioning are at risk of unwanted oscillations 
which could jeopardize signal integrity. Simulations 
to verify Settling Limit may be done either with or 
without the input protection diodes present. 
Violation of the Settling Limit guideline is 
acceptable if simulations of 5-10 successive 
transitions do not show the amplitude of the ringing 
increasing in the subs~uent transitions. 

6.0. THERMAL SPECIFICATIONS 

Table 5 specifies the Pentium Pro processor power 
dissipation. It is highly recommended that systems 
be designed to dissipate at least 35-40W per 
processor to allow the same design to 
accommodate higher frequency or otherwise 
enhanced members of the Pentium Pro processor 
family. 

PENTIUM® PRO PROCESSOR AT 150 MHz 

6.1. Thermal Parameters 

This section defines the terms used for Pentium Pro 
processor thermal analysis. 

6.1.1. AMBIENT TEMPERATURE 

Ambient temperature, TA, is the temperature of the 
ambient air surrounding the package. In a system 
environment, ambient temperature is the 
temperature of the air upstream from the package 
and in its close vicinity; or in an active cooling 
system, it is the inlet air to the active cooling 
device. 

6.1.2. CASE TEMPERATURE 

To ensure functionality and reliability, the Pentium 
Pro processor is specified for proper operation 
when T c (case temperature) is within the specified 
range in Table 5. Special care is required when 
measuring the case temperature to ensure an 
accurate temperature measurement. 
Thermocouples are often used to measure T c. 
Before any temperature measurements, the 
thermocouples must be calibrated. When 
measuring the temperature of a surface which is at 
a different temperature from the surrounding 
ambient air, errors could be introduced in the 
measurements if not handled properly. The 
measurement errors could be due to having a poor 
thermal contact between the thermocouple junction 
and the surface, heat loss by radiation, or by 
conduction through thermocouple leads. To 
minimize the measurement errors, the following 
approach is recommended: 

• Use a 35 gauge K-type thermocouple or 
equivalent. 

• Attach the thermocouple bead or junction to the 
package top surface at a location 
corresponding to the center of the Pentium Pro 
processor die. (Location A in Figure 38) Using 
the center of the Pentium Pro processor die 
gives a more accurate measurement and less 
variation as the boundary condition changes 

• Attach the thermocouple bead or junction at a 
90° angle by an adhesive bond (such as 
thermal grease or heat-tolerant tape) to the 
package top surface as shown in Figure 39. 
When a heat sink is attached, a hole should be 
drilled through the heat sink to allow probing the 
Pentium Pro processor package above the 
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center of the Pentium Pro processor die. The hole diameter should be no larger than 0.150." 

2.66" 

1.23" 

2.46" --'L-f-~·c-··_···_"·_··C .... ·Pu."·~Di_~··_"_···_"· .... · ~iUM~l 

: ............................... ! 

Figure 38. Location of Case Temperature Measurement (Top-side View) 

Thermal Interface 
Material 

Rgure 39. Thermocouple Placement 

6.1.3. THERMAL RESISTANCE 

The thermal resistance value for the case-to­
ambient, SCA, is used as a measure of the cooling 
solution's thermal performance. SCA is comprised of 
the case-to-sink thermal resistance, Scs, and the 
sink-to-ambient thermal resistance, 8SA. SCS is a 
measure of the thermal resistance along the heat 
flow path from the top of the Ie package to the 
bottom of the thermal cooling solution. This value is 
strongly dependent on the material, conductivity, 
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and thickness of the thermal interface used. SSA is 
a measure of the thermal resistance from the top of 
the cooling solution to the local ambient air. SSA 
values depend on the material, thermal 
conductivity, and geometry of the thermal cooling 
solution as well as on the airflow rates. 

The parameters are defined by the following 
relationships (See also Figure 40.): 

QCA = (T C - T A) I Po 

I 
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QCA = BcS +BSA 

Where: 

QCA Case-to-Ambient thermal 
resistance 

(OCNJ) 

Qcs = Case-to-Sink thermal resistance 
(OCNJ) 

QSA = Sink-to-Ambient thermal resistance 
(OCNJ) 

Tc = Case temperature at the pre-defined 
location (OC) 

T A = Ambient temperature (OC) 

PD = Device power dissipation (W) 

Ambient Air 

Ink lha'mallnt.tace 
_ Heat S Materlal--

~ ;tllllll,!I,,~t 
Haat Spread_ 

Figure 40. Thennal Resistance Relationships 

PENTIUM® PRO PROCESSOR AT 150 MHz 

6.2. Thermal Analysis 

The following is an analysis of the thermal 
properties of the Pentium Pro processor package. 
This thermal analysis of the Pentium Pro processor 
package was based on the following assumptions. 
Note that this analysis varies for different versions 
of the Pentium Pro processor. 

• Power dissipation is assumed to be a constant 
29.2W. 

• Maximum case temperature is assumed to be 
85°C. 

Table 23 below lists the case-to-ambient thermal 
resistances of the Pentium Pro processor for 
different air now rates and heat sink heights. 
Table 24 shows the TA required given a 29.2W 
processor, and a T c of 85°C. Table 24 was 
produced by using the relationships of 
Section 6.1.3. and the data of Table 23. 

Table 23. Case-To-Ambient Thermal Resistance 

BCA [OCIW] vs. Airflow [Linear Feet per Minute] and Heat Sink Height! 

Airflow (LFM): 100 200 400 600 800 1000 

With 0.5" Heat Sink 2 - 3.16 2.04 1.66 1.41 1.29 

With 1 .0" Heat Sink 2 2.55 1.66 1.08 0.94 0.80 0.76 

With 1.5" Heat Sink 2 1.66 1.31 0.90 0.78 0.71 0.67 

With 2.0" Heat Sink 2 1.47 1.23 0.87 0.75 0.69 0.65 

NOTES: 
1. All data taken at sea level. For attitudes above sea level, it is recommended that a derating factor of 1°C/1000 feet be 

used. 
2. Heat Sink: 2.235" square omni-directional pin, aluminum heat sink with a pin thickness of 0.085", a pin spacing of 0.13" 

and a base thickness of 0.15". See Figure 41. A thin layer of thermal grease (Thermoset TC208 with thennal conductivity 
of 1.2W/m-OK) was used as the interface material between the heat sink and the package. 
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0.085" 0.130" 

Figure 41. Analysis Heat Sink Dimensions 

Table 24. Ambient Temperature Required at Heat Sink Helght1 

TA vs. Airflow [Linear Feet per Minute] and Heat Sink Helghtl 

Airflow (LFM): 100 200 400 600 SOO 1000 

With 0.5" Heat Sink 2 - -8 25 36 43 47 , 

With 1.0" Heat Sink 2 10 36 53 57 61 62 

With 1.5" Heat Sink 2 36 46 58 62 64 65 

With 2.0" Heat Sink 2 42 49 59 63 64 66 

NOTES: 
1. All data taken at sea level. For attitudes above sea level, ~ is recommended that a derating factor of 1 'C/1 000 feet be 

used. 
2. Heat Sink: 2.235" square omni-directional pin, aluminum heat sink w~h a pin thickness of 0.085", a pin spacing of 0.13" 

and a base thickness of 0.15". See Figure 41. A thin layer of thermal grease (Thermoset TC208 w~h thermal conductivity 
of 1.2W/m-'K) was used as the interface material between the heat sink and the package. 

7.0. MECHANICAL SPECIFICATIONS 

The Pentium Pro processor is packaged in a 
modified staggered 387 pin ceramic pin grid array 
(SPGA) with a gold plated Copper-Tungsten (CuW) 
heat spreader on top. Mechanical specifications 
and the pin assignments follow. 

7.1. Dimensions 

The mechanical specifications are provided in 
Table 25. Figure 42 shows the bottom and side 

1-58 

views with package dimensions for the Pentium Pro 
processor and Figure 43 shows the top view with 
dimensions. Figure 44 is the top view of the 
Pentium Pro processor with VCCP, VCCS, Vcc5, 
and VSS locations shown. Be sure to read 
Section 8 for the mechanical constraints for the 
OverDrive processor. Also, Investigate the tools 
that will be used to debug the system before 
laying out the system. 

I 
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Figure 42. Package Dimensions (Bottom View) 
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. 1.025" 

0.380" 

2.46±0.10" 

1.30 ± 0.10" =,1 
------

2.66 ± 0.10" 

2.225 ± 0.10" 

Figure 43. Top View of Keep Out Zones and Heat Spreader 

Table 25. PentlumCl Pro Processor Package 

Parameter Value 

Package Type PGA 

Total Pins 387 

Pin Array Modified Staggered 

Package Size 2.66" x 2.46" (7.76cm x 6.25cm) 

Heat Spreader Size 2.225" x 1.3" x 0.04" (5.65cm x 3.3cm x 0.1cm) 

Approximate Weight 90 grams 
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FIgure 44. PentlumGD Pro Processor Top View with Power Pin LocaUons 

" VCCS 

• Vccp 
0 Vss 

II Vcc5 
,., Other 

7.2. Pinout 

Table 26 is the pin listing in pin number order, 
Table 27 is the pin listing in pin name order. 
Please see Section 3,8. to determine a signal's 

110 type, Bus signals are described in Appendix A 
and the other pins are described in Section 3 and 
in Table 2. 
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Table 26. Pin Listing In Pin # Order 

Pln# Signal Name 

A1 

A3 STPCLK# 

A5 TCK 

A7 TRST# 

A9 IGNNE# 

A11 A20M# 

A13 TOI 

A15 FLUSH# 

A17 THERMTRIP# 

A19 8CLK 

A21 RESERVEO 

A23 TESTHI 

A25 TESTHI 

A27 01# 

A29 03# 

A31 05# 

A33 08# 

A35 09# 

A37 014# 

A39 010# 

A41 011# 

A43 013# 

A45 016# 

A47 

82 CPUPRES# 

84 VeeP 

86 Vss 

88 VeeP 

812 Vss 

816 VeeP 

820 Vss 
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Pin # 

::. 824 
:::: 

';: 

\. 836 

.. 840 

842 

844 
.::. 846 
::', 
::. C1 

:I C3 

:{ C5 
:":' 

C7 
':' C9 
.. 

:::, C11 

-::: C13 
.... C15 

. C17 

.' C19 

.:::: C21 

:::. C23 
C25 

C27 

'.: C29 

C31 

C33 

":: C35 

. C37 
.:.' C39 

:.\ C41 

.' C43 

Signal Name 

VeeP i:' C47 

Vss 

VeeP 

Vss 

VeeP 

Vss 

VeeP E39 

Vss E41 

A35# ::.: E43 
IERR# ): E45 

8ERR# 
:.::: 
.'. E47 
.:,: F2 

FRCERR : F4 
,,::: 

INIT# F6 

TOO ':::: F8 

TMS :\ F40 

FERR# 
.... 

:::: F42 

PLL1 ':' F44 

TESTLO .:::: F46 

PLL2 ::::: G1 
:' . 

00# ... G3 

02# ::' G5 

04# ,.,:, G7 
'.' 

06# .:;:: G9 

07# :::: G39 
:" 

012# :: G41 

015# :::' G43 

017# ,:: G45 

020# ::;;. G47 

018# }' J1 
'.: 

019# :::: J3 

Signal Name 

021# 

A29# 

A30# 

A32# 

A33# 

A34# 

022# 

023# 

025# 

024# 

026# 

VeeP 

Vss 

VeeP 

Vss 

Vss 

VeeP 

Vss 

VeeP 

A22# 

A24# 

A27# 

A26# 

A31# 

027# 

029# 

030# 

028# 

031# 

A19# 

A21# 

I 
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Table 26. Pin Listing In Pin # Order 

Pin # Signal Name .. Pin # Signal Name Pin # Signal Name 

J5 A20# .. N39 044# 545 053# 

J7 A23# . N41 045# 547 050# 

J9 A28# N43 047# T2 Vss 

J39 032# N45 042# T4 VeeP 

J41 035# N47 041# T6 Vss 

J43 038# P2 VeeP T8 Vss 

J45 033# P4 Vss 
: 

T40 Vss 
: 

J47 034# .: P6 VeeP . T42 Vss 

K2 Vss .• P8 Vss T44 VeeP 

K4 VeeP .::: P40 Vss T46 Vss 

K6 Vss P42 VeeP Ul APO# 

K8 Vss P44 Vss U3 R5P# 

K40 Vss P46 VeeP U5 BPRI# 

K42 Vss 01 A9# U7 BNR# 

K44 VeeP ·03 A7# U9 BR3# 

K46 Vss 05 A5# U39 OEP7# 

Ll RESERVED 07 A8# U41 VREF6 

L3 A16# ... 09 Al0# U43 060# 

L5 A15# 039 051# U45 056# 

L7 A18# 041 052# U47 055# 

L9 A25# 043 049# : Wl 5MI# 

L39 037# 045 048# W3 BR1# 

L41 040# 047 046# : W5 RE04# 

L43 043# 51 A6# W7 RE01# 
... 

L45 036# 53 A4# W9 REOO# 

L47 039# 55 A3# W39 OEP2# 

Nl A12# 57 VREF2 . W41 OEP4# 

N3 A14# 59 AP1# . W43 063# 

N5 All# 539 059# . W45 061# 

N7 A13# ·541 057# W47 058# 

N9 A17# 543 054# X2 Vss 
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Table 26. Pin LlsUng In Pin # Order 

Pin # Signal Name ·r Pin # Signal Name t: Pin # Signal Name 

X4 Vss {: AB40 Vss ~jji; AF46 Vss 
.: .. 

~\ X6 VeeP .r AB42 Vss AG1 Vee5 

X8 Vss ;~;f AB44 VeeP ~~;j; AG3 UP# 

X40 Vss r: AB46 Vss ~( 
':. 

AG5 RESERVED 

X42 VeeP :';. AC1 RESERVED 
:::.: 

AG7 PWRGOOD :::;. ~t 

X44 Vss 
:::-' 

AC3 HIT# t~ AG9 RESERVED '.' 

X46 Vss ::::. AC5 BRO# 
::::: 

AG39 RESERVED '.:. ~~!j: 

Y1 REQ3# :':!~ AC7 RP# :t AG41 LlNT1/NMI 

Y3 REQ2# :~~~i AC9 RSO# 
,,:: 
.;:: AG43 LlNTOIINTR 

Y5 DEFER# 
:::. 

AC39 BP3# :~'~' AG45 VREF7 .:.', 

'? 
.. 

Y7 VREF3 AC41 BPMO# '.: AG47 RESERVED ,': 

Y9 TRDY# ":. AC43 BINIT# ::':: AJ1 Vss .:::. 

Y39 PRDY# ',:, AC45 DEPO# if AJ3 VeeP ':: 

Y41 RESET# 
'.;: 

AC47 DEP3# r~ AJ5 Vss 

Y43 DEP1# ":: AE1 RESERVED :~.~: AJ7 VeeP 

Y45 DEP6# 
::;: 

AE3 ADS# ;~~\: AJ9 Vss 

Y47 D62# ':::' AE5 
,':' 

RS1# ~f AJ39 Vss 

AA1 BR2# ". AE7 RS2# ::.:: AJ41 VeeP :::: 
.': 

AA3 DRDY# AE9 AERR# AJ43 Vss 

AA5 DBSY# '.: AE39 TESTHI ;t AJ45 VeeP 
,". 

::~\~ AA7 HITM# AE41 PICD1 AJ47 Vss 

AA9 LOCK# ,'.: AE43 BP2# ::? AL1 VeeP 

AA39 BPM1# AE45 RESERVED f~ AL3 Vss 

AA41 PICDO ·t AE47 VREF5 :~:;~ AL5 VeeP :,:. 

AA43 PICCLK \ AF2 Vss 
:'.:. AL7 Vss ::;:; 

AA45 PREQ# .:::' AF4 Vss ::': AL9 VeeP ;:::: 

AA47 DEP5# AF6 Vss AL39 VeeP 

AB2 Vss AF8 Vss ::.: . AL41 Vss 

AB4 VeeP AF40 Vss 
. :: 

AL43 VeeP .;::' .:': 
':. 

AB6 Vss 
.. AF42 Vss :::: AL45 Vss 

.. 
AB8 Vss 

.. 
AF44 Vss .:' AL47 VeeP 
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Table 26. Pin LlsUng In Pin # Order 

Pin # Signal Name ..... Pin # Signal Name 
'.' :: ~ Pin # Signal Name 
. ... : 

ANl Vss AU3 Vss :.:' BA5 Vss 

AN3 VeeP AU5 VeeS , :,: BA7 VeeS ... 

AN5 Vss AU7 Vss 
-,:-, 

BA9 Vss 
.. 

AN7 VeeP "'. AU9 VeeS 
, 

BAll RESERVED 

AN9 Vss ,':' AU39 VeeS BA13 TESTLO 

AN39 Vss AU4l Vss BA15 TESTLO 

AN4l VeeP AU43 VeeS ',: BA17 VeeP 

AN43 Vss AU45 Vss BA19 Vss 

AN45 VeeP AU47 VeeS .. ' BA2l VeeP .. 

AN47 Vss AWl Vss BA23 Vss 

AQ1 VeeP AW3 VeeS BA25 VeeP 

AQ3 Vss · AW5 Vss .... BA27 Vss 

AQ5 VeeP AW7 VeeS BA29 VeeP 

AQ7 Vss AW9 Vss 
,'. BA3l Vss 

AQ9 VeeP AW39 Vss BA33 TESTLO 

AQ39 VeeP AW4l VeeS BA35 RESERVED 

AQ41 Vss AW43 Vss BA37 TESTLO 
.. 

AQ43 VeeP 
'.' 

AW45 VeeS .. BA39 Vss 
.. 

AQ45 Vss AW47 Vss BA4l VeeS 

AQ47 VeeP AY1 VeeS BA43 Vss 

ASl VI DO .: AY3 VeeS BA45 VeeS 

AS3 VIDl · AY5 VeeS BA47 Vss 

AS5 VID2 AY7 VeeS BC1 Vss 

AS7 VID3 AY9 VeeS .... BC3 Vss 

AS9 RESERVED AY39 VeeS BC5 Vss 

AS39 TESTLO AY4l VeeS BC7 Vss 

AS41 TESTLO AY43 VeeS BC9 Vss 

AS43 TESTLO · AY45 VeeS BCll RESERVED 

AS45 TESTLO .. AY47 VeeS .: . BC13 TESTLO 

AS47 RESERVED BAl Vss BC15 TESTLO 

AU1 VeeS BA3 VeeS BC17 Vss 
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Table 26. Pin LlsUng In Pin # Order 

Pin # Signal Name .~:;: Pin # Signal Name ti Pin # ,:;:; Signal Name 

BC19 VeeS :m: BC29 Vss ~~;~i BC39 ::: Vss 

BC21 Vss :~~r BC31 VecS 
::::. 

t: BC41 Vss 

BC23 VecS !\~~: BC33 TESTLO r~ BC43 ::.:. Vss 

BC25 Vss 
::::: 

BC35 RESERVED it BC45 .~:~ ::::: Vss 

BC27 VeeS 'j~~, BC37 TESTLO ;:j'; BC47 ::::: Vss 
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Table 27. Pin Listing In Alphabetic Order 

Signal Name Pin' : Signal Name Pin' Signal Name Pin' 

A3# S5 .. A33# E7 010# A39 

A4# S3 .... A34# E9 011# A41 : .. 

A5# 05 .. A35# C1 012# C35 

A6. S1 .. AOS# AE3 013# A43 

A7# 03 . '. AERR# AE9 014# A37 

A8# Q7 .. APO# U1 015# C37 

A9# 01 . AP1# S9 :.:' 016# A45 

A10# 09 BCLK A19 017# C39 

A11# N5 BERR# C5 018# C43 

A12# N1 BINIT# AC43 019# C45 

A13# N7 BNR# U7 020# C41 

A14# N3 BP2# AE43 021# C47 

A15# L5 :::' BP3# AC39 022# E39 

A16# L3 . BPMO# AC41 023# E41 

A17# N9 BPM1# AA39 024# E45 

A18# L7 BPRI# U5 . 025# E43 

A19# J1 :'; BRO# AC5 026# E47 

A20# J5 
:'.: 

BR1# W3 : 027# G39 .... 

A20M# A11 BR2# AA1 028# G45 

A21# J3 BR3# U9 .. 029# G41 

A22# G1 '. CPUPRES# B2 030# G43 

A23# J7 ,': 00# C25 031# G47 

A24# G3 01# A27 032# J39 
'.' 

A25# L9 02# C27 033# J45 

A26# G7 03# A29 .'. 034# J47 

A27# G5 04# C29 035# J41 

A28# J9 05# A31 036# L45 
'.' 

A29# E1 06# C31 037# L39 

A30# E3 .. ' 07# C33 038# J43 

A31# G9 08# A33 039# L47 

A32# E5 09# A35 040# L41 
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Table 27. Pin LIsting In Alphabetic Order 

Signal Name Pln# Signal Name Pln#· .. Signal Name Pin # 
,,' 

D41# N47 
';:, 

DEP6# Y45 
.... 

RESERVED AE45 

D42# N45 ,:" DEP7# U39 " 

.'. RESERVED AG5 

D43# L43 ::;: DRDY# AA3 RESERVED AG9 .'. 
D44# N39 FERR# C17 

'.::. 
::.: RESERVED AG39 
'.' 

D45# N41 FLUSH# A15 
. ::. 

RESERVED AG47 

D46# Q47 FRCERR C9 ":: RESERVED AS9 

D47# N43 '.: HIT# AC3 ..... RESERVED AS47 

D48# Q45 HITM# AA7 
,,:: 

RESERVED BA11 :.: 
D49# Q43 IERR# ". C3 ':',' RESERVED BA35 

D50# S47 IGNNE# A9 RESERVED BC11 

D51# Q39 INIT# C11 ;: RESERVED BC35 

D52# Q41 LlNTOIINTR AG43 RESET# Y41 

D53# S45 LlNT1/NMI AG41 ,'.: RP# AC7 

D54# S43 LOCK# AA9 ::.: RSO# AC9 

D55# U47 PICCLK AA43 .::: RS1# AE5 
" 

D56# U45 PICDO AA41 RS2# AE7 

D57# S41 PICD1 AE41 
,:; 

RSP# U3 .::' 
D58# W47 PLL1 C19 : SMI# W1 

D59# S39 . PLL2 C23 STPCLK# A3 

D60# U43 PRDY# Y39 TCK A5 

D61# W45 .'. PREQ# AA45 :.: TDI A13 

D62# Y47 PWRGOOD AG7 
.:;:: 

TDO C13 

D63# W43 REQO# W9 .::. TESTHI A23 

DBSY# AA5 .;: REQ1# W7 ::::; TESTHI A25 
'.' 

DEFER# Y5 ,': REQ2# Y3 .::.: TESTHI AE39 
" 

DEPO# AC45 REQ3# Y1 .;::: TESTLO C21 
"" 

DEP1# Y43 REQ4# W5 •..• TESTLO AS39 

DEP2# W39 RESERVED A21 . TESTLO AS41 

DEP3# AC47 RESERVED L1 '.' TESTLO AS43 

DEP4# W41 RESERVED AC1 f; TESTLO AS45 

DEP5# AA47 
::: 

RESERVED AE1 . TESTLO BA13 
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Table 27. Pin LIsting In Alphabetic Order 

Signal Name Pin # Signal Name Pin # ... Signal Name Pin # 

TESTLO BA15 VeeP T44 VeeS AU9 

TESTLO BA33 VeeP X6 VeeS AU39 

TESTLO BA37 VeeP X42 VeeS AU43 

TESTLO BC13 VeeP AB4 VeeS AU47 

TESTLO BC15 VeeP AB44 _ VeeS AW3 

TESTLO BC33 VeeP AJ3 VeeS AW7 

TESTLO BC37 .. VeeP AJ7 VeeS AW41 

THERMTRIP# A17 VeeP AJ41 VeeS AW45 

TMS C15 VeeP AJ45 VeeS AY1 

TRDY# Y9 VeeP Al1 VeeS AY3 

TRSH A7 VeeP AL5 VeeS AY5 

UP# AG3 VeeP AL9 VeeS AY7 
.. 

Vee5 AG1 . -: VeeP AL39 .. VeeS AY9 

VeeP B4 VeeP AL43 VeeS AY39 

VeeP B8 VeeP AL47 
, , VeeS AY41 .... 

VeeP B16 VeeP AN3 , VeeS AY43 

VeeP B24 VeeP AN7 VeeS AY45 

VeeP B32 VeeP AN41 VeeS AY47 

VeeP B40 VeeP AN45 VeeS BA3 

VeeP B44 VeeP AQ1 VeeS BA7 

VeeP F2 VeeP AQ5 VeeS BA41 

VeeP F6 VeeP AQ9 ... VeeS BA45 

VeeP F42 .. VeeP AQ39 VeeS BC19 

VeeP F46 VeeP AQ43 VeeS BC23 

VeeP K4 VeeP AQ47 VeeS BC27 

VeeP K44 VeeP BA17 VeeS BC31 

VeeP P2 VeeP BA21 ' VIDO AS1 

VeeP P6 VeeP BA25 , VID1 AS3 

VeeP P42 VeeP BA29 VID2 AS5 

VeeP P46 VeeS AU1 VID3 AS7 

VeeP T4 VeeS AU5 VREFO A1 
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Table 27. Pin Listing In Alphabetic Order 

Signal Name Pint ii11 Signal Name Pint :::;' Signal Name Pint :::' 

VREF1 C7 ~::. 
Vss T40 

:::. 
Vss AL41 :::: ;:::; 

VREF2 57 ~:~~ Vss T42 ~~~i: Vss AL45 

VREF3 
:::: ::::. 

Y7 m~ Vss T46 ::.:. Vss AN1 

VREF4 A47 :::. Vss X2 
:'::, 

Vss ':':, AN5 :::: ::':' 

VREF5 AE47 .:.' Vss X4 \: Vss AN9 

VREF6 U41 :::: Vss X8 :r Vss AN39 ;:,: :::. 

VREF7 AG45 Vss X40 :;: Vss AN43 

Vss B6 
:::: 

Vss X44 \: Vss AN47 

Vss B12 
;:;' 

:::; Vss X46 Vss AQ3 

Vss B20 :::. Vss AB2 .. Vss AQ7 . : 

Vss B28 
.::. 
:::: Vss AB6 ::::: Vss AQ41 

Vss B36 ~~~~ Vss AB8 
'::" 

Vss AQ45 :.:: 

Vss B42 ;.:. 
Vss AB40 : .... Vss AU3 ;::' ". 

Vss B46 Vss AB42 :'::: Vss AU7 

Vss F4 
.::: 

Vss AB46 ':;., 
Vss AU41 ,:;: 

Vss F8 ;':: Vss AF2 .) Vss AU45 
" 

Vss F40 ::'; Vss AF4 ". Vss AW1 

Vss F44 ::.: Vss AF6 Vss AW5 

Vss K2 Vss AF8 Vss AW9 

Vss K6 Vss AF40 Vss AW39 

Vss K8 t Vss AF42 Vss AW43 

Vss K40 t Vss AF44 Vss AW47 
" 

Vss K42 Vss AF46 '.:: Vss BA1 

Vss K46 
:,;' 

Vss AJ1 Vss BA5 

Vss P4 
; .. ; 

Vss AJ5 Vss BA9 

Vss P8 
.:: 

Vss AJ9 Vss BA19 :::: 

Vss P40 Vss AJ39 Vss BA23 
'.: . . :.' 

Vss P44 ::: Vss AJ43 
,':': Vss BA27 

Vss T2 :.:: Vss AJ47 '.' Vss BA31 .... 

Vss T6 Vss AL3 Vss BA39 
':', :::' 

Vss T8 :::: Vss AL7 ":': Vss BA43 
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Table 27. Pin Listing In Alphabetic Order 

Signal Name Pln# Signal Name 

Vss BA47 Vss 

Vss BCl Vss 

Vss BC3 Vss 

Vss BC5 Vss 

Vss BC7 Vss 

8.0. OVERDRIVE@> PROCESSOR 
SOCKET SPECIFICATION 

8.1. Introduction 

Intel will offer future OverDrive processors for the 
Pentium Pro processor. This OverDrive processor 
will be based on a faster, future Intel processor 
core. 

The future OverDrive processor for Pentium Pro 
processor-based systems is a processor upgrade 
that will make all software run faster on an existing 
Pentium Pro processor system. The OverDrive 
processor is binary compatible with the Pentium 
Pro processor. The OverDrive processor is 
intended for use as a replacement upgrade for 
single and dual processor Pentium Pro processor 
designs. The OverDrive processor will be equipped 
with an integral fan/heatsink and retention clips. 
Intel plans to ship OverDrive processors with a 
matched Voltage Regulator Module (OverDrive 
processor VRM). 

To support processor upgrades, a Zero Insertion 
Force (ZIF) socket (Socket 8) and a Voltage 
Regulator Module connector (Header 8) have been 
defined along with the Pentium Pro processor. 
Header 8 can be populated with an OEM Pentium 
Pro processor VRM or with the OverDrive 
processor VRM which Intel plans to ship with the 
OverDrive processor as part of the retail package. 

The OverDrive processor will also support Voltage 
Identification as described in Section 3.6. The four 
Voltage 10 outputs (VIDO-VID3) can be used to 
design a programmable power supply that will meet 
the power requirements of both the Pentium Pro 
and OverDrive processors via the Header 8 
described in this section, or on the motherboard. If 
you plan to use VID to design a programmable 

I 

Pln# ... Signal Name Pin # 

BC9 Vss BC39 

BC17 Vss BC41 

BC21 Vss BC43 

BC25 Vss BC45 

BC29 Vss BC47 

supply for the OverDrive processor, please contact 
Intel for additional information. 

A single socket system should include Socket 8 
and Header 8. When this system configuration is 
upgraded, the Pentium Pro processor and its VRM 
are replaced with a future OverDrive processor for 
Pentium Pro processor-based systems and its 
matching OverDrive processor VRM. The 
OverDrive processor VRM is capable of delivering 
the lower voltage and higher current required by the 
upgrade. Other voltage regulation configurations 
are described in Section 8.3.2. 

8.1.1. TERMINOLOGY 

Header 8: 40-pin Voltage Regulator Module (VRM) 
connector defined to contain the OEM VRM and 
OverDrive processor VRM. 

OverDrive processor. A future OverDrive processor 
for Pentium Pro processor-based systems. 

OverDrive processor VRM: A VRM designed to 
provide the specific voltage required by the future 
OverDrive processor for Pentium Pro processor­
based systems. 

Socket 8: 387-pin SPGA Zero Insertion Force (ZIF) 
socket defined to contain either a Pentium Pro or 
OverDrive processor. 

8.2. Mechanical Specifications 

This section specifies the mechanical features of 
Socket 8 and Header 8. This section includes the 
pinout, surrounding space reqUirements, and 
standardized clip attachment features. 

1-71 



PENTIUM® PRO PROCESSOR AT 150 MHz 

Figure 45 shows a mechanical representation of the 
OverDrive processor in Socket 8 and the OverDrive 
processor VRM in Header 8. 

8.2.1. VENDOR CONTACTS FOR SOCKET 8 
AND HEADER 8 

Contact your local Intel representative for a list of 
participating Socket 8 and Header 8 suppliers. 

A:;- Voltage 
Regulator 
Module 

Airspace 

Fan/Heatsin 

8.2.2. SOCKET 8 DEFINITION 
Socket 8 is a 387-pin, modified staggered pin grid 
array (SPGA), Zero Insertion Force (ZIF) socket. 
Thepinout is identical to the Pentium Pro processor. 

The pinout is identical to the Pentium Pro 
processor. Two pins are used to support the on­
package fan/heatsink included on the OverDrive 
processor and indicate the presence of the 
OverDrive processor. The OverDrive processor 
package is oriented in Socket 8 by the asymmetric 
use of interstitial pins. Standardized heat sink clip 
attachment tabs are also defined as part of Socket 
8 (Section 8.2.2.3.). 

Header 8 ~ 11111111111111111111 ~ 

FIgure 45. Socket 8 Shown with the FanJheatslnk Cooling Solution, Clip Attachment Features and 
Adjacent Voltage Regulator Module 

1-72 I 



I 

PENTIUM® PRO PROCESSOR AT 150 MHz 

8.2.2.1. Socket 8 Pinout 

Socket 8 is shown in Figure 46 along with the VRM 
(Header 8) connector. Refer to Section 7, for pin 
listings of the Pentium Pro processor. The 
OverDrive processor pinout is identical to the 
Pentium Pro processor pinout. 

Descriptions of the upgrade specific pins are 
presented in Table 28. Note the location of pin A 1 in 
relation to the cam shelf position. If the socket has 
the cam shelf located in a different position, then 
correct insertion of the OverDrive processor may 
not be possible. See Section 8.2.2.2. for space 
requirements. 

Upgrade Pins 

0 0 0 0 AG UP# 
0 0 0 0 AF 

0 0 0 0 0 AE 

9 7 5 3 1 
8 6 4 2 

ZIF Handle Cam Shelf Pin A 1 Location 

Figure 46. OverDrlve@ Processor Pinout 

Table 28. OverDrlve@ Processor Signal Descriptions 

Pin Name Pin I/O Function 
# 

Vcc5 AG1 Input +5V Supply required for OverDrive processor fanlheatsink. 

UP# AG3 Output This output is tied to Vss in the OverDrive processor to indicate the 
presence of an upgrade processor. This output is an open in the 
PentiumlJ!) Pro processor. 

NOTES: 
1. Refer to Section 8.3. for a functional description of the above signals. 
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8.2.2.2. Socket 8 Space Requirements 

The OverDrive processor will be equipped with a 
fan/heatsink thermal management device. The 
package envelope dimensions for the OverDrive 
processor with attached fan/heatsink are shown in 
Figure 47. Clearance is required around the 
fan/heatsink to ensure unimpeded air flow for 
proper cooling (refer to Section 8.5.1.1. for details). 
Figure 48 shows the Socket 8 space requirements 

2.46" 

END VIEW 

Keep out zones 
not shown 

r 

for the OverDrive processor. All dimensions are in 
inches. 

"Keep out zones," also shown in Figure 48, have 
been established around the heat sink clip 
attachment tabs to prevent damage to surface 
mounted components during clip installation and 
removal. The keep out zones extend upwards from 
the surface of the motherboard to the top of the 
heat sink. The lateral limits of the keep out zones 
extend 0.1 inch from the perimeter of each tab. 

3.23" 

Pin A1 

.':. 
,':," . 

TOP VIEW 

1.35" 

Figure 47. OverDrlveGl Processor Envelope Dimensions 
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Figure 48, Space Requirements for the OverDrlvee Processor 

Immovable objects must not be located less than 
1.85 inches above the seating plane of the ZIF 
socket. Removable objects must also not be 
located less than the 1.85 inches above the seating 
plane of the ZIF socket required for the processor 
and fan/heatsink. These requirements also apply to 
the area above the cam shelf. 

As shown in Figure 48 it is acceptable to allow any 
device (Le. add-in cards, surface mount device, 
chassis etc.) to enter within the free space distance 
of 0.2' from the chip package if it is not taller than 
the level of the heat sink base. In other words, if a 
component is taller than height '6', it cannot be 
closer to the chip package than distance 'A'. This 

applies to all four sides of the chip package (the 
handle side of the ZIF socket will generally meet 
this specification since its width is typically larger 
than distance 'A' (0.2')). 

For designs which use Header 8, the header itself 
can violate the 0.2" airspace around the OverDrive 
processor package. A VRM (either Pentium Pro 
processor VRM or OverDrive processor VRM), 
once installed in Header 8, and any components on 
the module, MUST NOT violate the 0.2" airspace. 
Also, the header must not interfere with the 
installation of the Pentium Pro or OverDrive 
processors, and must not interfere with the 
operation of the ZIF socket lever. Altemately, 
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Socket S, and the installed processor must not 
interfere with the installation and removal of a VRM 
in HeaderS. 

NOTE 

Components placed close to Socket S must 
not impede access to and operation of the 
handle of the ZIF socket lever. Adequate 
clearance must be provided within the 
proximity of the ZIF socket lever to provide 
fingertip access to the lever for normal 
operation, and to allow raising the lever to 
the full open position. 

8.2.2.3. Socket 8 Clip Attachment Tabs 

Standardized clip attachment tabs will be provided 
on Socket 8. These Will allow clips to secure the 
OverDrive processor to the socket to enhance 
shock and vibration protection. OEMs may utilize 
the attachment tabs for their own thermal solutions. 
As an option, OEMs may use customized 
attachment features providing that the additional 
features do not interfere with the standard tabs 
used by the upgrade. 

Details of the clip attachment tabs and overall 
dimensions of Intel qualified sockets may be 
obtained from participating socket suppliers. 

8.2.3. OVERDRIVE- PROCESSOR 
VOLTAGE REGULATOR MODULE 
DEFINITION 

Header 8 is a 2-row, 40-pin shrouded header 
designed to accommodate a Pentium Pro processor 
VRM, OverDrive processor ":RM, or a 
programmable VRM. The OverDrive processor 
VRM is used to convert the standard 5.0V supply to 
the OVerDrive processor core operating voltage. 
Integral OverDrive processor VRM hold ~o~ tabs 
are included as part of the header definition for 
enhanced shock and vibration protection. 

OEMs who plan to design a custom VRM PC Board 
to fit into Header 8 should refer to the AP-523, 
Pentium8 Pro Processor Power Distribution 
Guidelines Application Note (Order Number 
242764). 
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8.2.3.1. OverDrlveGP Processor VRM 
Requirement 

When upgrading with an OverDrive processor, Intel 
suggests the use of its matched Voltage Regulator 
Module, which Intel plans to ship with the OverDrive 
processor retail package. 

If the OEM includes on-board voltage regulation 
and the Header 8 for the OverDrive processor 
VRM, the on-board voltage regulator must be shut 
off via the UP# output of the CPU. When the 
OverDrive processor is installed, and the UP# 
Signal is driven LOW, the on-board VR must never 
power on. This will ensure that there is no 
contention between the OverDrive processor VRM 
and the on·board regulator. 

8.2.3.2. OverDrlveGP Processor VRM 
Location 

It is recommended that Header 8 be located within 
approximately 1 inch of Socket 8 to facilitate end 
user installation. For optimum electrical 
performance, the Header 8 should be as close as 
possible to Socket 8. The location must not 
interfere with the operation of the ZIF socket handle 
or heatsink attachment clips. To allow system 
design flexibility, Header 8 placement is optional, 
but it is recommended that Header 8 NOT be 
placed on the same side of the ZIF socket as the 
handle. 

8.2.3.3. OverDrlveGP Processor VRM Pinout 

The OverDrive processor VRM pinout and pin 
deSCription is presented in Figure 49 and Table 29, 
respectively. 

8.2.3.4. OverDrlveGP Processor VRM Space 
Requirements 

Figure 50 describes the maximum OverDrive 
processor VRM envelope. No part of the Over~rive 
processor VRM will extend beyond the defined 
space. 
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Pint 

A1 

A2 

A3 

A4 

AS 

A6 

A7 

A8 

A9 

A10 

A11 

A12 

A13 

A14 

A1S 

A16 

AU 

A18 

A19 

A20 

Pin Name 

12Vin 

SVin 

Vss 

OUTEN 

I 
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Signal Name Pint Signal Name 

SVin 

SVin 

SVin 

12Vin 

Reserved 

Reserved 

VIDO 

VID2 

UP# 

Veep 

Vss 

Veep 

Vss 

Veep 

Vss 

Veep 

Vss 

Veep 

Vss 

Veep 

110 

Input 

Input 

Input 

Input 

61 

62 

63 

64 

6S 

66 

67 

68 

69 

610 

611 

612 

613 

614 

61S 

616 

617 

618 

619 

620 

SVin 

SVin 

SVin 

12Vin 

Reserved 

OUTEN 

VID1 

VID3 

PwrGood 

Vss 

Veep 

Vss 

Veep 

Vss 

Veep 

Vss 

Veep 

Vss 

Veep 

Vss 

0.100" ± """':~--fH--

VFI\IIPCB 
Plane 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

0.100" ± 0.01" 

Figure 49. Header 8 Pinout 

Table 29. Header 8 Pin Reference 

Usage FuncUon 

Required +12V±S% Supply 

Required +SV±S% Supply 1 

Required Ground Reference 

Optional When driven high this input will enable the OEM VRM 
output and float the OverDrivee processor VRM output. 
When this input is driven low, the output 01 the OEM 
module will float and the OverDrive processor VRM output 
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will be enabled. 

PWRGOOD Output Optional Power Good is driven high upon the VRM output reaching 
valid levels. This output requires an extemal pull-up 
resistor (-10Kn). 

RES No Reserved for future use. 
connect 

UP# Input Required This signal is held high via an extemal pull-up resistor on 
the open collector output of the Pentium@ Pro ptocessor, 
and is driven low by the grounded output of the OverDrive 
processor. 

VccP Output Required Voltage Regulator Module core voltage output. Voltage 
level for the OverDrive processor will be lower than for the 
Pentium Pro processor. 

VIDS-VIDO Inputs Optional Used by the Pentium Pro processor VRM to determine 
what output voltage to provide to the CPU. The OverDrive 
processor VRM does not require these pins to be 
connected as it will be voltage matched in advance to the 
OverDrive processor. Refer to Table 1 for Voltage ID pin 
decoding. 

NOTES: 
1. The OverDrivee processor Voltage Regulator Module requires both 5V and 12V. Routing for the 5V VRM supply must 

support the full requirements of the OverDrive processor VRM given in Table 32 even if the 12V supply is utilized for the 
OEMVRM. 

O.SO 
Max Component ---1.----+1 

HeIght on front 
ofVRM PCB 

I 
I.S 

Total space 
for'vRM I 
HeaderS 

from 
motherboard 

Minimum distance to VRM 
components from motherboard 

0.14 
Max Component 
Height on back 
ofVRM PCB 

2.4 
Total heIght 

from 
motherboard 

toan 
Immovable 

object 

DIMENSIONS IN INCHES 

1 3.tO Max VRM PCB Width I 

OverOrive<lll VRM PCB 

NOTE: The connector comprises a header mounted on the motherboard and a receptacle on the edge of the VRM PCB. 

Figure 50. OverDrlve~ Processor Voltage Regulator Module Envelope 
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8.3. Functional Operation of 
OverDrive@ Processor Signals 

8.3.1. FANIHEATSINK POWER (Vcc5) 

This 5V supply provides power to the fan of the 
fan/heatsink assembly. See Table 31 for Vcc5 
specifications. 

8.3.2. UPGRADE PRESENT SIGNAL (UP#) 

The Upgrade Present signal is used to prevent 
operation of voltage regulators providing a 
potentially harmful voltage to the OverDrive 
processor, and to prevent contention between on­
board regulation and the OverDrive processor 
VRM. UP# is an open collector output, held high 
using a pull-up resistor on the motherboard tied to 
+5 Volts. 

There are several system voltage regulation design 
options to support both the Pentium Pro processor 
and its OverDrive processor. The use of the UP# 
signal for each case is described below: 

I 

Case 1: Header 8 only 

If the system is designed with voltage 
regulation from the Header 8 only, then the 
UP# signal must be connected between the 
CPU socket (Socket 8) and the VRM 
connector (Header 8). The Pentium Pro 
processor VRM should intemally connect 
the UP# input directly to the VRM OUTEN 
input. If the Pentium Pro processor is 
replaced with an OverDrive processor and 
the OEM VRM is NOT replaced with the 
OverDrive processor VRM, the original 
voltage regulator will never enable its 
outputs because the lower voltage 
OverDrive processor could be damaged. 
Refer to Figure 51. 
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.±;i.Y2h. 
> > lOkll 

UP# 
Header 8 Socket 8 

Figure 51. Upgrade Presence 
Detect Schematic-Case 1 

Case 2: Header 8 AND alternate voltage 
source 

If the system is designed with alternate 
voltage source and a Header 8 for future 
upgrade support, then the UP# signal must 
be connected between Socket 8, Header 8, 
and the altemate voltage source. The 
Pentium Pro processor voltage regulator 
should use the UP# signal to disable the 
voltage output when detected low 
(indicating that an OverDrive processor has 
been installed). The OverDrive processor 
VRM, when installed into the Header 8 will 
use the UP# signal to enable its outputs 
(when detected low). When the Pentium 
Pro processor is replaced with an 
OverDrive processor and the OverDrive 
processor VRM is installed, the original 
voltage regulator must never enable its 
outputs because the lower voltage 
OverDrive processor could be damaged. 
Refer to Figure 52. 
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~ 
~ 

: 10 kO 

Header 8 UP# 
Socket 8 

On-BoardVR ~ 

FIgure 52. Upgrade Presence 
Detect Schematlc-Case 2 

Case 3: Alternate voltage source only 

If the system is designed with only a 
programmable voltage source using the 
VID3-VIDO pins, then the UP# signal need 
not be used. 

NOTE 

The programmable voltage source needs to 
be able to provide the OverDrive processor 
with its required power. Refer to Figure 53. 

VID3-VIDO 

Header 8 / 

4 
Socket 8 

FIgure 53. Upgrade Presence 
Detect SchemaUc-Case 3 

8.3.3. BIOS CONSIDERATIONS 

Please refer to the PentiufT'/& Pro Processor 
Developers Manual: Volume 3, Programmer's 
Reference Manual (Order Number 242691) for test 
information for BIOS requirements. 
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It is the responsibility of the BIOS to detect the type 
of CPU in the system and program the support 
hardware accordingly. In mo~t cases, the BIOS 
does this by reading the CPU signature, comparing 
it to known signatures, and, upon finding a match, 
executing the corresponding hardware initialization 
code. 

The CPUID instruction is used to determine several 
processor parameters. Following execution of the 
CPUID instruction, bits 12 and 13 of the EAX 
register can be used to determine if the processor 
is an OEM or an OverDrive processor. An 
OverDrive processor is present if bit 13=0 and bit 
12=1. 

NOTE 

Contact your BIOS vendor to ensure that the 
above requirements have been included. 

8.3.3.1. OverDrlve@ Processor CPUID 

Following power-on RESET or the CPUID 
instruction, the EAX register contains the values 
shown in Table 30. 

Table 30. OverDrlve~ Processor CPUID 

Type 
[13:12] 

1 

8.3.3.2. 

Family Model SteppIng 
[11 :8] [7:4] [3:0] 

6 3 X 

Common Causes of Upgradablllty 
Problems Due to BIOS 

CPU signature detection has been a common 
cause of current upgradabiJity problems due to 
BIOS. A few precautions within the BIOS can help 
to eliminate future upgradabiJity problems with 
Pentium Pro processor-based systems. When 
programming or modifying a BIOS, be aware of the 
impact of future OverDrive processors. The 
following recommendations should prevent 
problems in the future: 

• Always use the CPU signature and feature flags 
to identify the processor, including future 
processors. 

• Never use timing loops for delays. 

• If an OverDrive processor is detected, report 
the presence of an "OverDrive processor" to the 
end-user. 
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• If an OverDrive processor is detected, don't test 
on-chip cache sizes or organization. The 
OverDrive processor cache parameters differ 
from those of the Pentium Pro processor. 

• If an OverDrive processor is detected, don't use 
the Pentium Pro processor model specific 
registers and test registers. OverDrive 
processor MSRs differ from those of the 
Pentium Pro processor. 

8.4. OverDrive® Processor 
Electrical Specifications 

This section describes the electrical requirements 
for the OverDrive processor. 

PENTIUM® PRO PROCESSOR AT 150 MHz 

NOTE 

ZIF socket electrical parameters may differ 
from LlF socket parameters; therefore, be 
sure to use the appropriate ZIF socket 
parameters for electrical design simulations. 

8.4.1. DC SPECIFICATIONS 

8.4.1.1. OverDrlve® Processor DC 
Specifications 

Table 31 lists the DC specifications for the 
OverDrive processor that are either different from or 
in addition to the Pentium Pro processor 
specifications. 

8.4.1.2. OverDrlve@ Processor VRM DC 
Specifications 

The DC specifications for the OverDrive processor 
VRM are presented in Table 32. 

Table 31. OverDrlve® Processor DC Specifications 

Symbol Parameter Min Typ Max Unit Notes 

leeP Primary Icc Current 0.100 11.2 A 1 

VeeP Primary Vee Voltage 2.375 2.5 2.625 VeeP = 2.5V±5% 
2 

IceS Secondary Icc Current a A 

VCCS Secondary Vee 3.145 3.3 3.465 VeeS = 3.3V ±5% 
Voltage 

lee5 Fan/heatsink Current 340 mA 

Vee5 Fanlheatsink Voltage 4.75 5 5.25 Vee5 = 5V ± 5% 

PMAX Maximum Thermal 26.7 W 1 
Design Power 

NOTES: 
1. This specnication applies to the luture OverDriveil!l processor lor 150 MHz Pentiumil!l Pro processor·based systems. 
2. This is the TARGET OverDrive processor Vottage. It is recommended that the Vottage Idenmication be used to determine 

processor voltage lor programmable vottage sources and implement a voltage range which adequately covers the 
OverDrive processor Target Voltage (-2.4-2.7V). 
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Table 32. OverDrlvee Processor VRM SpeclflcaUons 

Symbol Parameter Min Max Unit Notes 

VIL Control Signal Input Low Voltage -0.3 0.8 V 

VIH Control Signal Input High Voltage 2.0 Vee5+0.3 V 

VOL Control Signal Output Low Voltage O.4V V 

VOH5 Control Signal Output High Voltage 2.4 Vee5+0.3 V PWAGOOD 

lee5 5.0V Power Supply Current 0.100 7.0 A VAM input 
current 

lee12 12.0V Power Supply Current 150 mA VAM input 
current 

lOUT VAM Output Current 11.2 A 

LMB Total inductance between VAM 2.5 nH 
output and processor pins 

AMB Total resistance between VAM 2.1 mW 1 
output and processor pins 

diee/dt Worst Case Input (lee5) Load 100 mAl 
Change IlS 

TVOUT Valid Input Supply to Output Delay 10 ms 

NOTES: 
1. Maximum total resistance from VRM output to CPU pins cannot exceed 2.1 mO. For example, a breakdown of the resistive 

path might be 0.45 ma for VRM header, 1.0 mW for motherboard power plane resistance, and 0.65 ma for ZIF socket. 

8.4.2. OVERDRIVE«> PROCESSOR 
DECOUPLING REQUIREMENTS 

No additional decoupling capacitance is required to 
support the OverDrive processor beyond what is 
necessary for the Pentium Pro processor. Any 
incremental decoupling, both bulk and high speed, 
required by the OverDrive processor will be 
provided on the processor package. It is strongly 
recommended that liberal, low inductance 
decoupling capaCitance be placed near Socket 8 
following the guidelines in Note 1 of Table 4 and the 
AP-523, Pentium@ Pro Processor Power 
Distribution Guidelines Application Note (Order 
Number 242764). Capacitor values should be 
chosen to ensure they eliminate both low and high 
frequency noise components. 
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8.4.3. AC SPECIFICATIONS 

Except for internal CPU core Clock frequency, the 
OverDrive processor will operate within the same 
AC specifications as the Pentium Pro processor. 

8.5. Thermal Specifications 

This section describes the cooling solution utilized 
by the OverDrive processor and the cooling 
requirements for both the processor and VAM. Heat 
dissipation by the OverDrive processor will be no 
greater than the Pentium Pro processor, as 
described in Section 6. 

8.5.1. OVERDRIVEe PROCESSOR COOLING 
REQUIREMENTS 

The OverDrive processor will be cooled with a 
fanlheatsink cooling solution. The OverDrive 
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processor will operate properly when the preheat 
temperature, TpH, is a maximum of 50°C (TPH is the 
temperature of the air entering the fanlheatsink, 
measured 0.3" above the center of the fan - See 
Figure 48). When the preheat temperature 
requirement is met, the fanlheatsink will keep the 
case temperature, Te, within the specified range, 
provided airflow through the fan/heatsink is 
unimpeded (see Space Requirements, 
Section 8.2.2.2.). 

It is strongly recommended that testing be 
conducted to determine if the fan inlet temperature 
requirement is met at the system maximum ambient 
operating temperature. 

NOTE 

The OverDrive processor will operate 
properly when the preheat temperature, TpH, 
is a maximum of 50°C (TpH is the 
temperature of the air entering the 
fanlheatsink, measured 0.3" above the 
center of the fan - See Figure 48.) 

8.5.1.1. Fan/Heatslnk Cooling Solution 

A height of 0.4" airspace above the fan/heatsink 
unit and a distance of 0.2" around all four sides of 
the OverDrive processor is REQUIRED to ensure 
that the airflow through the fan/heatsink is not 
blocked. The fan/heatsink will reside within the 
boundaries of the surface of the chip. Blocking the 
airflow to the fan/heatsink reduces the cooling 
efficiency and decreases fan life. Figure 48 
illustrates an acceptable airspace clearance above 
the fanlheatsink and around the OverDrive 
processor package. 

8.5.2. OEM PROCESSOR COOLING 
REQUIREMENTS 

The OEM processor cooling solution must not 
impede the upgradability of the system. For 
example: 
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• If an OEM fanlheatsink is used, then electrical 
connections between the OEM fanlheatsink and 
system must be through an end user separable 
connector. 

If an OEM fanlheatsink is used, removal of the 
assembly must not interfere with the operation 
of the OverDrive processor, for example, by 
activating cooling failure protection mechanisms 
employed by the OEM. 

• Custom attachment features in addition to the 
features covered in Section 8.2.2.3. must not 
interfere with attachment of the upgrade 
retention clips. 

8.5.3. OVERDRIVE~ PROCESSOR VRM 
COOLING REQUIREMENTS 

The OverDrive processor Voltage Regulator Module 
will be shipped with a passive heat sink. Voltage 
regulator case temperature must not exceed 105°C. 
The ambient temperature, T A, required to properly 
cool the VRM can be estimated from the following 
section. 

8.5.4. THERMAL EQUATIONS AND DATA 

The OverDrive processor Voltage Regulator Module 
requires that Te does not exceed 105°C. Te is 
measured on the surface of the hottest component 
of the VRM. To calculate T A values for the VRMs at 
different flow rates, the following equations and 
data may be used: 

Where, 

T A and T c = Ambient and Case temperature, 
respectively. (OC) 

eCA = Case-to-Ambient Thermal Resistance 
(OClWatt) 

P = Maximum Power Consumption (Watt) 
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Table 33. Upgrade Power Dissipation for Thennal Design 

Parameter Typ 1 Max 1 Unit Notes 

VRM Power 6 7 Watts OverDrive Processor VRM 
Dissipation 

Tc, Max 105 °C Voltage Regulator Maximum Case 
Temperature 

NOTES: 

1. SpecHication for the OverOrive@ Processor Vonage Regulator Module. A Pentium" Pro processor OEM Module is specHic 
to the design and may differ. 

Table 34. OverDrlvee Processor Thennal Resistance and Maximum Ambient Temperature 

Airflow· Ft./Mln (MlSec) 1 

100 (0.50) 150 (0.75) 200 (1.01) 250 (1.26) 300 (1.52) 

OverDrive processor TA, Fan/Heatsink requires Ambient of 50°C or less regardless of extemal 
Max (0C) 

OverDrive processor 9.8 
VRM SCA (OC/W) 

OverDrive processor 36 
VRM TA, Max (OC) 2 

NOTES: 

1. Airflow direction parallel to long axis of VRM PCB. 
2. TCASE = 105°C. Power as per Table 33 .. 

8.S. Criteria for OverDrivec@ 
Processor 

This section provides PC system designers with 
information on the engineering criteria required to 
ensure that a system is upgradable. The diagrams 
and checklists will aid the OEM to check specific 
criteria. Several design tools are available through 
Intel field representatives which will help the OEM 
meet the criteria. Refer to Section 8.6.1 for a list of 
documents. 

The criteria are divided into 5 different categories: 

• Electrical Criteria 

• Thermal Criteria 

• Mechanical Criteria 

• Functional Criteria 

• End User Criteria 
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8.3 

47 

airflow. 

6.8 6.4 6.0 

57 60 63 

8.6.1. RELATED DOCUMENTS 

All references to related documents within this 
section imply the latest published revision of the 
related document, unless specifically stated 
otherwise. Contact your local Intel Sales 
representative for latest revisions of the related 
documents. 

Processor and Motherboard Documentation: 

• Pentium@ Pro Processor Developer's Manual: 
Programmer's Reference Manual (Order 
Number 242691) 

8.6.2. ELECTRICAL CRITERIA 

The criteria in this section concentrates on the CPU 
and VRM, and covers pin to plane continuity, signal 
connections, signal timing and quality, and voltage 
transients. 
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8.6.2.1. OverDrlvefJ Processor Electrical 
Criteria 

a Header S are presented in Table 35. See 
Table 37 for criteria that apply regardless of a 
HeaderS. 

The electrical criteria for the OverDrive processor is 
split into three tables. Most of the criteria refer 
directly to previous sections of this document. 

The criteria for the OverDrive processor that apply 
to all motherboards and systems are presented in 
Table 37. 

The criteria for the OverDrive processor that only 
apply to motherboards and systems which employ 

Table 35. Electrical Test Criteria for Systems Employing Header 8 

Criteria Refer To: Comment 

5Vin Tolerance Table 32 Measured Under the following Loading Conditions: 
Header S Input Max Ices at Steady-State 

Min Ices at Steady-State 
Fast Switch between Max and Min Ices 
Refer to Table 32 for OverDrive processor VRM IceS 
specification. 

Pentiume Pro Table 4 Measured Under the following Loading Conditions: 
processor Veep Max leeP at Steady-State 
Specification Min leeP at Steady-State 

Fast Switch between Max and Min leeP 
Refer to Table 5 for Pentium Pro processor leeP 
specification. 

VRM RES pins Table 29 Must not be connected. 

VRM control signals Table 29 Must be connected as specified. 
(5Vin, VSS, OUTEN is optional. 
PWRGOOD, UP#, 
Veep, and VID3-VIDO) 

VRM control input Table 32 VRM control input signals must meet the DC speCifications 
signal quality of the VRM. 

Maximum Total LMB Table 32 Inductance between VRM output and CPU socket pins. 

Maximum Total RMB Table 32 Resistance between VRM output and CPU socket pins. 

Table 36. Electrical Test Criteria for Systems Not Employing Header 8 

Criteria Refer To: Comment 

VeeP Table 31 Measured Under the following Loading Conditions: 
Primary CPU Vee including Max leeP at Steady-State 
Voltage note 2 Min leeP at Steady-State 

Fast Switch between Max and Min leeP 
Refer to Table 31 for OverDrivee processor leeP 
specification. 
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Table 37. Electrical Test Criteria for all Systems 

Criteria Refer To: Comment 

Vees Table 31 Loading Conditions: 
Secondary CPU Vee • Max IceS at Steady-State 
Voltage .. Min IceS at Steady-State 

• Fast Switch between Max and Min IceS 
Refer to Table 31 for OverDrive@ processor IceS 
specification. 

Vee5 Table 31 Fan/Heatsink Voltage 

Vee continuity to Table 26 0.5W or less for any single pin from Socket 8 Vee pins to 
Socket 8 Vee supply. 

Applies to both primary and secondary pins and their 
respective supplies. 

VSS continuity to Table 26 0.5W or less for any single pin From Socket 8 VSS pins to 
Socket 8 VSS supply. 

RESERVED Pins Table 26 Must not be connected. 

Input signal quality Section 5.2 Must meet specification of the Pentium@ Pro processor. 

AC timing Section 3.15 Must meet all AC specifications of the Pentium Pro 
specifications Processor. 

8.6.2.2. Pentlum@ Pro Processor Electrical 
CrIteria 

Motherboards and systems will be tested to the 
specifications of the Pentium Pro processor in 
Section 3. 

8.6.3. 

8.6.3.1. 

THERMAL CRITERIA 

OverDrlve@ Processor Cooling 
RequIrements (Systems TesUng 
Only) 

The maximum preheat temperature, TpH, for the 
OverDrive processor must not be greater than 
specified in Section 8.5.1. T PH is the temperature of 
the air entering the fan heatsink and is measured 
0.3 inches (0.76 cm) above the center of the fan. 
Thermal testing should be performed at the OEM 
specified maximum system operating temperature 
(not less than 32°C), and under worst case thermal 
loading. Worst case thermal loading requires every 
110 bus expansion slot to be filled with the longest 
typical add-in card that will not violate the required 
clearance for airflow around the OverDrive 
processor (refer to Section 8.2.2.2. for these 
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requirements). These add-in cards represent typical 
power dissipation per type and form factor (Full 
length PCI, VL, ISA, and Y2 length PCI dissipate 
10W; % length ISA dissipates 7.5W, Y2 length ISA 
dissipates 5W, and 141 length ISA dissipates 3.3W). 

8.6.3.2. Pentlum@ Pro Processor Cooling 
RequIrements (Systems Testing 
Only) . 

The Pentium Pro processor case temperature must 
meet the specifications of the Pentium Pro 
processor. Thermal testing should be performed 
under worst case thermal loading (Refer to 8.6.3.1. 
for loading description), and with a cooling solution 
representative of the OEM's cooling solution. Refer 
to Table 5 for the Pentium Pro processor case 
temperature specification. 

8.6.3.3. Voltage Regulator Modules 
(Systems EmployIng a Header 8 
Only) 

The case temperature of the voltage regulator on 
the OverDrive processor VRM must not exceed the 
speCification of Table 38. 
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Table 38. Thermal Test Criteria 

Criteria Refer To: Comment 

TpH Section 8.5.1. Air temperature entering the fan/heatsink of the 
OverDriveGll processor. Measured 0.3 inches (0.76 cm) 
above the center of the fanlheatsink. 

PentiumGll Pro Table 5 T c must meet the specifications of the Pentium Pro 
processor Case Processor. Measured with a cooling solution 
Temperature representative of the OEM's. 

Voltage Regulator Table 33 
Case Temperature 

8.6.4. MECHANICAL CRITERIA 

8.S.4.1. OverDrlv~ Processor Clearance and Airspace Requirements 

Refer to Figure 48 for a drawing of the various clearance and airspace requirements 

Table 39. Mechanical Test Criteria for the OverDrlveGD Processor 

Criteria Refer To: 

Minimum airspace Figure 48 
from top surface of 
socket to any object. 

Minimum airspace Figure 48 
around all 4 sides of 
the OverDrive 
processor 
fan/heatsink. 

Minimum airspace Figure 48 
around heatsink clip 
tabs. 

ZIF socket lever Figure 48 
operation. 

8.6.4.2. OverDrlv~ Processor VRM 
Clearance and Airspace 

Comment 

See "Total Clearance Above Socket" in Figure 40. 

Required from the CPU package side to the top of the 
vertical clearance area. See "A" in Figure 40. 

Extend from the motherboard surface to the top of the 
fan/heatsink. See "Keep Out Zones" in Figure 40. 

Must operate from fully closed to fully open position with no 
interference. 

8.S.S. FUNCTIONAL CRITERIA 

Requirements 

Refer to Figure 50 for a drawing of the various 
clearance and airspace requirements of the 
OverDrive processor VRM. Nothing must intrude 
into the space envelope, including airspace region, 
defined in Figure 50 with the exception of Header 8 
itself. 

The OverDrive processor is intended to replace the 
original Pentium Pro processor. The system must 
boot proper1y without error messages when the 
OverDrive processor is installed. 

I 

8.6.5.1. Software Compatibility 

System hardware and software that operates 
proper1y with the original Pentium Pro processor 
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must operate proper1y with the OverDrive processor. 

Table 40. FuncUonal Test Criteria 

Criteria Refer To: Comment 

Software No incompatibilities resulting from upgrade installation. 
Compatibility 

BIOS Functionality Section 8.3.3. CPU Type Reported on Screen must be reported correctly 
or not at all. Intel recommends reporting "OverDrive 
Processor". 
Never Use Timing Loops. 
Do not test the cache, or use model specific registers 
when the upgrade is detected. 

8.6.5.2. BIOS Functionality 

The BIOS must continue to operate correctly with 
the OverDrive processor installed in the system. 
Always use the CPU Signature and Feature flags to 
identify if an OverDrive processor is installed. 
Please refer to the PentiufriT9 Pro Processor 
Developer's Manual: Volume 3, Programmer's 
Reference Manual: (Order Number 242691) for the 
BIOS recommendations. 

8.6.6. END USER CRITERIA 

8.6.6.1. Qualified OverDrlvee Processor 
Components 

To ensure processor upgradability, a system should 
employ the following Intel·qualified OverDrive 
processor components. For a list of qualified 
components contact your Intel sales representative, 
or if in the US, contact Intel Fax BACK Information 
Service at (800) 525-3019. 

• Genuine Intel OEM CPU 

• Socket 8, 387-hole ZIF 

• Header 8, 40-pin shrouded (Systems and 
Motherboards employing Header 8 solution 
only.) OR programmable voltage regulator 
capable of providing the voltage and current 
required by the OverDrive processor. 

8.6.6.2. Visibility and Installation 

Socket 8 and Header 8 must be visible upon 
removal of the system cover. otherwise, the OEM 
must include diagrams or other indicators visible 
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upon removal of the system cover or clear 
instructions in the user's manual to guide the end 
user to the CPU socket and the VRM header. 
Special tools, other than a screw driver, must not 
be required for an upgrade installation. 

8.6.6.3. Jumper ConfiguraUon 

End user configured jumpers are not 
recommended. If design requires jumpers or 
switches to upgrade the system, a detailed jumper 
deSCription in the manual is required. The jumpers 
must be easy to locate and set. Jumper 
identification should be silk-screened on the 
motherboard if possible. Jumper tables on the 
inside of the system.case are recommended. 

8.6.6.4. BIOS Changes 

BIOS changes or additional software must not be 
required to upgrade the system with the OverDrive 
processor. 

8.6.6.5. Documentation 

The system documentation must include installation 
instructions, with illustrations of the 'system, Socket 
8 and Header 8 location, and any heatsink clip's 
operation and orientation instructions. Furthermore, 
there must be no documentation anywhere stating 
that the warranty is void if the OEM processor is 
removed. 

8.6.6.6. Upgrade Removal 

The upgrade process must be reversible such that 
upon re-installation of the original CPU, the system 
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must retain original functionality and the cooling 
solution must return to its original effectiveness. 
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APPENDIX A 

This appendix provides an alphabetical listing of all 
Pentium Pro processor signals. Pins that do not 
appear here are not considered bus signals and 
are described In Table 2. 

A.1 A[35:3]# (I/O) 

The A[3S:3]# signals are the address signals. They 
are driven during the two-clock Request Phase by 
the request initiator. The signals in the two clocks 
are referenced Aa[3S:3]# and Ab[3S:3]#. During 
both clocks, A[3S:24]# signals are protected with 
the AP1# parity signal, and A[23:3]# signals are 
protected with the APO# parity signal. 

The Aa[3S:3]# signals are interpreted based on 
information carried during the first Request Phase 
clock on the REQa[4:0]# signals. 

For memory transactions as defined by REQa[4:0]# 
= (XX01 X,XX1OX,XX11 X), the Aa[3S:3]# signals 
define a 236-byte physical memory address space. 
The cacheable agents in the system observe the 
Aa[3S:3]# signals and begin an intemal snoop. The 
memory agents in the system observe the 
Aa[3S:3]# signals and begin address decode to 
determine if they are responsible for the transaction 
completion. Aa[4:3]# signals define the critical 
word, the first data chunk to be transferred on the 
data bus. Cache line transactions use the standard 
burst order described in Pent;um® Pro Processor 
Developer's Manual, Volume 1: Specifications 
(Order Number 242690) to transfer the remaining 
three data chunks. 

For Pentium Pro processor 10 transactions as 
defined by REQa[4:0]# = 1000X, the signals 
Aa[16:3]# define a 64K+3 byte physical 10 space. 
The 10 agents in the system observe the signals 
and begin address decode to determine if they are 
responsible for the transaction completion. 
Aa[3S:17]# are always zero. Aa16# is zero unless 
the 10 space being accessed is the first three bytes 
of a 64KByte address range. 

For deferred reply transactions as defined by 
REQa[4:0]# = 00000, Aa[23:16]# carry the deferred 
10. This signal is the same deferred 10 supplied by 
the request initiator of the original transaction on 
Ab[23: 16]#/010[7:0]# signals. Pentium Pro 
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processor bus agents that support deferred replies 
sample the deferred 10 and perform an intemal 
match against any outstanding transactions waiting 
for deferred replies. During a deferred reply, 
Aa[3S:24]# and Aa[1S:3]# are reserved. 

For the branch-trace message transaction as 
defined by REQa[4:0]# = 01001 and for special and 
interrupt acknowledge transactions, as defined by 
REQa[4:0]# = 01000, the Aa[3S:3]# signals are 
reserved and undefined. 

During the second clock of the Request Phase, 
Ab[35:3]# signals perform identical signal functions 
for ali transactions. For ease of deSCription, these 
functions are described using new signal names. 
Ab[31 :24]# are renamed the attribute signals 
ATTR[7:0]#. Ab[23:16]# are renamed the Deferred 
10 signals 010[7:0]#. Ab[1S:8]# are renamed the 
eight-byte enable signals BE[7:0]#. Ab[7:3J# are 
renamed the extended function signals EXF[4:0]#. 

Table 41. Request Phase Decode 

Ab[31:24)# Ab[23:16)# Ab[15:8)# Ab[7:3)# 

ATTR[7:0)# 010[7:0)# BE[7:0)# EXF[4:0)# 

On the active-to-inactive transition of RESET#, 
each Pentium Pro processor bus agent samples 
A[35:3]# signals to determine its power-on 
configuration. Two clocks after RESET# is sampled 
deasserted, these signals begin normal operation. 

A.2 A20M# (I) 

The A20M# signal is the address-20 mask signal in 
the PC Compatibility group. If the A20M# input 
signal is asserted, the Pentium Pro processor 
masks physical address bit 20 (A20#) before 
looking up a line in any intemal cache and before 
driving a read/write transaction on the bus. 
Asserting A20M# emulates the 8086 processor's 
address wrap around at the one Mbyte boundary. 
Only assert A20M# when the processor is in real 
mode. The effect of asserting A20M# in protected 
mode is undefined and may be implemented 
differently in future processors. 
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Snoop requests and cache-line writeback 
transactions are unaffected by A20M# input. 
Address 20 is not masked when the processor 
samples extemal addresses to perform intemal 
snooping. 

A20M# is an asynchronous input. However, to 
guarantee recognition of this signal following an 110 
write instruction, A20M# must be valid with active 
RS[2:0]# signals of the corresponding I/O Write bus 
transaction. In FRC mode, A20M# must be 
synchronous to BCLK. 

During active RESEn, the Pentium Pro processor 
begins sampling the A20M#, IGNNE#, and 
LlNT[1 :0] values to determine the ratio of core-clock 
frequency to bus-clock frequency. Alter the PLL­
lock time, the core clock becomes stable and is 
locked to the extemal bus clock. On the active-to­
inactive transition of RESEn, the Pentium Pro 
processor latches A20M# and IGNNE# and freezes 
the frequency ratio internally. Normal operation on 
the two signals continues two clocks after RESEn 
is sampled inactive. 

A.3 ADS# (1/0) 

The ADS# signal is the address Strobe signal. It is 
asserted by the current bus owner for one clock to 
indicate a new Request Phase. A new Request 
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Phase can only begin if the In-order Queue has less 
than the maximum number of entries defined by the 
power-on configuration (1 or 8), the Request Phase 
is not being stalled by an active BNR# sequence 
and the ADS# associated with the previous 
Request Phase is sampled inactive. Along with the 
ADS#, the request initiator drives A[35:3]#, 
REQ[4:0]#, AP[1 :0]#, and RP# signals for two 
clocks. During the second Request Phase clock, 
ADS# must be inactive. RP# provides parity 
protection for REQ[4:0]# and ADS# signals during 
both clocks. If the transaction is part of a bus 
locked operation, LOCK# must be active with 
ADS#. 

If the request initiator continues to own the bus alter 
the first Request Phase, it can issue a new request 
every three clocks. If the request initiator needs to 
release the bus ownership after the Request Phase, 
it can deactivate its BREQn#/ BPRI# arbitration 
signal as early as with the activation of ADS#. 

All bus agents observe the ADS# activation to 
begin parity checking, protocol checking, address 
decode, internal snoop, or deferred reply ID match 
operations associated with the new transaction. On 
sampling the asserted ADS#, all agents load the 
new transaction in the In-order Queue and update 
intemal counters. The Error, Snoop, Response,' and 
Data Phase of the transaction are defined with 
respect to ADS# assertion. 

Table 42. Bus Clock Ratios Versus Pin Logic Levels 

Ratio of Core LlNT[1]/NMI UNT[O]llNTR IGNNE# A20M# 
Clock to Bus Clock 

2 L L L L 

2 H H H H 

3 L L H L 

4 L L L H 

5 L L H H 

5/2 L H L L 

7/2 L H H L 

9/2 L H L H 

11/2 L H H H 

RESERVED ALL OTHER COMBINATIONS 
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A.4 AERR# (I/O) 

The AERR# signal is the address parity error signal. 
Assuming the AERR# driver Is enabled during the 
power-on configuration, a bus agent can drive 
AERR# active for exactly one clock during the Error 
Phase of a transaction. AERR# must be inactive for 
a minimum of two clocks. The Error Phase is 
always three clocks from the beginning of the 
Request Phase. 

On observing active ADS#, all agents begin parity 
and protocol checks for the'signals valid in the two 
Request Phase clocks. Parity is checked on 
AP[1:0]# and RP# signals. AP1# protects 
A[35:24]#, APO# protects A[23:3]# and RP# 
protects REQ[4:0]#. A parity error without a protocol 
violation is signaled by AERR# asser1!0n. 

If AERR# observation is enabled during power-on 
configuration, AERR# assertion in a valid Error 
Phase aborts the transaction. All bus agents 
remove the transaction from the In-order Queue 
and update intemal counters. The Snoop Phase, 
Response Phase, and Data Phase of the 
transaction are aborted. All signals in these phases 
must be deasserted two clocks after AERR# is 
asserted, even if the signals have been asserted 
before AERR# has been observed. Specifically if 
the Snoop Phase associated with the aborted 
transaction is driven in the next clock, the snoop 
results, including a STALL condition (Hln and 
HITM# asserted for one clock), are ignored. All bus 
agents must also begin an arbitration reset 
sequence and deassert BREQM/BPRI# arbitration 
signals on sampling AERR# active. A current bus 
owner in the middle of a bus lock operation must 
keep LOCK# asserted and assert its arbitration 
request BPRI#/BREQn# after keeping it inactive for 
two clocks to retain its bus ownership and 
guarantee lock atomicity. All other agents, including 
the current bus owner not in the middle of a bus 
lock operation, must wait at least 4 clocks before 
asserting BPRI#/BREQn# and beginning a new 
arbitration. 

If AERR# observation is enabled, the request 
initiator can retry the transaction up to n times until 
it reaches the retry limit defined by its 
implementation. (The Pentium Pro processor retries 
once.) After n retries, the request initiator treats the 
error as a hard error. The request initiator asserts 
BERR# or enters the Machine Check Exception 
handler, as defined by the system configuration. 

If AERR# observation is disabled during power-on 
configuration, AERR# assertion is ignored by all 
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bus agents except a central agent. Based on the 
Machine Check Architecture of the system, the 
central agent can ignore AERR#, assert NMI to 
execute NMI handler, or assert BINIT# to reset the 
bus units of all agents and execute an MCE 
handler. 

A.S AP[1 :0]# (I/O) 

The AP[1 :0]# signals are the address parity signals. 
They are driven by the request initiator during the 
two Request Phase clocks along with ADS#, 
A[35:3]#, REQ[4:0]#, and RP#. AP1# covers 
A[35:24]#. APO# covers A[23:3]#. A correct parity 
signal is high if an even number of covered signals 
are low and low if an odd number of covered 
signals are low. This rule allows parity to be high 
when all the covered signals are high. 

Provided "AERR# drive" is enabled during the 
power-on configuration, all bus agents begin parity 
checking on observing active ADS# and determine 
if there is a parity error. On observing a parity error 
on anyone of the two Request Phase clocks, the 
bus agent asserts AERR# during the Error Phase of 
the transaction. 

A.6 ASZ[1 :0]# (I/O) 

The ASZ[1 :0]# Signals are the memory address­
space size signals. They are driven by the request 
initiator during the first Request Phase clock on the 
REQa[4:3]# pins. The ASZ[1 :0]# signals are valid 
only when REQa[1 :0]# signals equal 01 B, 10B, or 
11 B, indicating a memory access transaction. The 
ASZ[1 :0]# decode is defined in Table 43. 

Table 43. ASZ[1 :0]# Signal Decode 

ASZ[1:0]# Description 

0 0 o <= A[35:3]# < 4 GB 

0 1 4 GB <= A[35:3]# < 64 GB 

1 X Reserved 

If the memory access is within the 0-to-(4GByte -1) 
address space, ASZ[1 :0]# must be OOB. If the 
memory access is within the 4Gbyte-to-(64GByte -
1) address space, ASZ[1 :0)# must be 01 B. All 
observing bus agents that support the 4Gbyte (32 
bit) address space must respond to the transaction 
only when ASZ[1 :0]# equals 00. All observing bus 
agents that support the 64GByte (36- bit) address 
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space must respond to the transaction when 
ASZ[ 1 :0]# equals OOB or 01 B. 

A.7 ATTR[7:0]# (1/0) 

The ATTR[7:0]# signals are the attribute signals. 
They are driven by the request initiator during the 
second Request Phase clock on the Ab[31 :24]# 
pins. The ATTR[7:0]# signals are valid for all 
transactions. The ATTR[7:3]# are reserved and 
undefined. The ATTR[2:0]# are driven based on the 
Memory Range Register attributes and the Page 
Table attributes. Table 45. defines ATTR[3:0]# 
signals. 

A.8 BCLK(I) 

The BCLK (clock) Signal is the Execution Control 
group input signal. It determines the bus frequency. 
All agents drive their outputs and latch their inputs 
on the BCLK rising edge. 

The BCLK signal indirectly determines the Pentium 
Pro processor's intemal clock frequency. Each 
Pentium Pro processor derives its intemal clock 
from BCLK by multiplying the BCLK frequency by a 
ratio as defined and allowed by the power-on 
configuration. See Table 42. 

All extemal timing parameters are specified .with 
respect to the BCLK signal. 

A.9 BE[7:0]# (1/0) 

The BE[7:0]# signals are the byte-enable signals. 
They are driven by the request initiator during the 
second Request Phase clock on the Ab[15:8]# pins. 
These signals carry various information depending 
on the REQ[4:0]# value. 
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For memory or 110 transactions (REQa[4:0]# = 
{10000B, 10001B, XX01XB, XX10XB, XX11XB}) 
the byte-enable signals indicate that valid data is 
requested or being transferred on the 
corresponding byte on the 64 bit data bus. BEO# 
indicates 0[7:0]# is valid, BE1# indicates 0[15:8]# 
is valid, ... , BE7# indicates 0[63:56]# is valid. 

For Special transactions «REQa[4:0]# = 01000B) 
and (REQb[1 :0]# = 01 B», the BE[7:0]# signals 
carry special cycle encodings as defined in 
Table 44. All other encodings are reserved. 

Table 44. Special Transaction Encoding on 
BE[7:0]# 

BE[7:0]# Special Cycle 

00000000 Reserved 

00000001 Shutdown 

00000010 Flush 

00000011 Halt 

00000100 Sync 

00000101 Flush Acknowledge 

00000 Stop Clock Acknowledge 
0110 

00000 SMI Acknowledge 
0111 

Other Reserved 

For Oeferred Reply, Interrupt Acknowledge, and 
Branch Trace Message transactions, the BE[7:0]# 
signals are undefined. 

Table 45. ATTR[7:0]# Field Descriptions 

ATTR[7:3]# ATTR[2]# ATTR[1:0]# 

XXXXX X 11 10 01 00 

Reserved Potentially Write-Back Write-Protect Write-Through UnCacheable 
Speculatable 
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A.10 .BERR# (I/O) 

The BERR# signal is the Error group BI:lS Error 
signal. It is asserted to indicate an unrecoverable 
error without a bus protocol violation. 

The BERR# protocol is as follows: If an agent 
detects an unrecoverable error for which BERR# is 
a valid error response and BERR# is sampled 
inactive, it asserts BERR# for three clocks. An 
agent can assert BERR# only after observing that 
the signal is inactive. An agent asserting BERR# 
must deassert the signal in two clocks if it observes 
that another agent began asserting BERR# in the 
previous clock. 

BERR# assertion conditions are defined by the 
system configuration. Configuration options enable 
the BERR# driver as follows: 

• Enabled or disabled 

• Asserted optionally for intemal errors along 
with IERR# 

• Optionally asserted by the request initiator of a 
bus transaction after it observes an error 

• . Asserted by any bus agent when it observes 
an error in a bus transaction 

BERR# sampling conditions are also defined by the 
system configuration. ConfigUration options enable 
the BERR# receiver to be enabled or disabled. 
When the bus agent samples an active BERR# 
signal and if MCE is enabled, the Pentium Pro 
processor enters the Machine Check Handler. If 
MCE is disabled, typically the central agent 
forwards BERR# as an NMI to one of the 
processors. The Pentium Pro processor does not 
support BERR# sampling (always disabled). 

A.11 BINIT# (1/0) 

The BINIT# signal is the bus initialization signal. If 
the BINIT# driver is enabled during the power on 
configuration, BINIT# is asserted to signal any bus 
condition that prevents reliable future information. 

The BINIT# protocol is as follows: If an agent 
detects an error for which BINIT# is a valid error 
response, and BINIT# is sampled inactive, it 
asserts BINIT# for three clocks. An agent can 
assertBINIT# only after observing that the signal is 
inactive. An agent asserting BINIT# must deassert 
the signal in two clocks if it observes that another 
agent began asserting BINIT# in the previous clock. 
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If BINIT# observation is enabled during power-on 
configuration, and BINIT# is sampled asserted, all 
bus state machines are.reset. All agents reset their 
rotating 10 for bus arbitration to the state after r~set, 
and intemal count information is lost. The L 1 and L2 
caches are not affected. 

If BINIT# observation is disabled during power-on 
configuration, BINIT# is ignored by all bus agents 
except a central agent that must handle the error in 
a manner appropriate to the system architecture. 

A.12 BNR# (1/0) 

The BNR# signal is the Block Next Request signal 
in the Arbitration group. The BNR# signal is used to 
assert a bus stall by any bus agent who is unable to 
accept new bus transactions t6 avoid an intemal 
transaction queue overflow. During a bus stall, the 
current bus owner cannot issue any new 
transactions. 

Since multiple agents might need to request a bus 
stall at the same time, BNR# is a wire-OR signal. In 
order to avoid wire-OR glitches associated with 
simultaneous edge transitions driven by multiple 
drivers, BNR# is activated on specific clock edges 
and sampled on specific clock edges. A valid bus 
stall involves assertion of BNR# for one clock on a 
well-defined clock edge (T1), followed by de­
assertion of BNR# for one clock on the next clock 
edge (T1 + 1). BNR# can first be sampled on the 
second clock edge (T1+ 1) and must always be 
ignored on the third clock edge (T1 +2). An 
extension of a bus stall requires one clock active 
(T1+2), one clock inactive (T1 +3) BNR# sequence 
with BNR# sampling points every two clocks (T1 + 1, 
T1+3, ... ). 

After the RESET# active-to-inactive transition, bus 
agents might need to perform hardware initialization 
of their bus unit logic. Bus agents intending to 
create a request stall must assert BNR# in the clock 
after RESET# is sampled inactive. 

After BINIT# assertion, all bus agents go through a 
similar hardware initialization and can create a 
request stall by asserting BNR# four clocks after 
BINIT# assertion is sampled. 

On the first BNR#, sampling clock that BNR# is 
sampled inactive, the current bus owner is allowed 
to issue one new request. Any bus agent can 
immediately reassert BNR# (four clocks from the 
previous assertion or two clocks from the previous 
de-assertion) to create a new bus stall. This 
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throttling mechanism enables independent control 
on every new request generation. 

If BNR# is deasserted on two consecutive sampling 
points, new requests can be freely generated on the 
bus. After receiving a new transaction, a bus agent 
can require an address stall due to an anticipated 
transaction-queue overflow condition. In response, 
the bus agent can assert BNR#, three clocks from 
active ADS# assertion and create a bus stall. Once 
a bus stall is created, the bus remains stalled until 
BNR# is sampled asserted on subsequent sampling 
points. 

A.13 BP[3:2]# (I/O) 

The BP[3:2]# signals are the System Support group 
Breakpoint signals. They are outputs from the 
Pentium Pro processor that indicate the status of 
breakpoints. 

A.14 BPM[1 :0]# (I/O) 

The BPM[1:0]# signals are more System Support 
group breakpoint and performance monitor signals. 
They are outputs from the Pentium Pro processor 
that indicate the status of breakpoints and 
programmable counters used for monitoring 
Pentium Pro processor performance. 

A.1S BPRI# (I) 

The BPRI# signal is the Priority-agent Bus Request 
signal. The priority agent arbitrates for the bus by 
asserting BPRI#. The priority agent is always be the 
next bus owner. Observing BPRI# active causes 
the current symmetric owner to stop issuing new 
requests, unless such requests are part of an 
ongoing locked operation. 

If LOCK# is sampled inactive two clocks from 
BPRI# driven asserted, the priority agent can issue 
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a new request within four clocks of asserting 
BPRI#. The priority agent can further reduce its 
arbitration latency to two clocks if it samples active 
ADS# and inactive LOCK# on the clock in which 
BPRI# was driven active and to three clocks if it 
samples active ADS# and inactive LOCK# on the 
clock in which BPRI# was sampled active. If 
LOCK# is sampled active, the priority agent must 
wait for LOCK# deasserted and gains bus 
ownership in two clocks after LOCK# is sampled 
deasserted. The priority agent can keep BPRI# 
asserted until all of its requests are completed and 
can release the bus by de-asserting BPRI# as early 
as the same clock edge on which it issues the last 
request. 

On observation of active AERR#, RESET#, or 
BINIT#, BPRI# must be deasserted in the next 
clock. BPRI# can be reasserted in the clock after 
sampling the RESET# active-to-inactive transition 
or three clocks after sampling BINIT# active and 
RESET# inactive. On AERR# assertion, if the 
priority agent is in the middle of a bus-locked 
operation, BPRI# must be re-asserted after two 
clocks, otherwise BPRI# must stay inactive for at 
least 4 clocks. 

After the RESET# inactive transition, Pentium Pro 
processor bus agents begin BPRI# and BNR# 
sampling on BNR# sample points. When both 
BNR# and BPRI# are observed inactive on a BNR# 
sampling point, the APIC units in Pentium Pro 
processors on a common APIC bus are 
synch ronized. 

A.16 BRO#(1I0). BR[3:1]# (I) 

The BR[3:0]# pins are the physical bus request pins 
that drive the BREQ[3:0]# signals in the system. 
The BREQ[3:0]# signals are interconnected in a 
rotating manner to individual processor pins. 
Table 46 gives the rotating interconnect between 
the processor and bus signals. 
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Table 46. BR[3:0]# Signals RotaUng Interconnect 

Bus Signal Agent 0 Pins Agent 1 Pins 

BREQO# BRO# BR3# 

BRE01# BR1# BRO# 

.BREQ2# BR2# BR1# 

BRE03# BR3# BR2# 

During power·up configuration, the central agent 
must assert the BRO# bus signal. All symmetric 
agents sample their BR[3:0)# pins on active-to­
inactive transition of RESET#. The pin on which the 
agent samples an active level determines its agent 
10. All agents then configure their pins to match the 
appropriate bus signal protocol, as shown in 
Table 47. 

Table 47. BR[3:0]# Signal Agent IDs 

Pin Sampled AcUve on RESETI Agent 10 

BRO# a 
BR3# 1 

BR2# 2 

BR1# 3 

A.17 BREQ [3:0]# (I/O) 

The BREO[3:0)# signals are the Symmetric-agent 
Arbitration Bus signals (called bus request). A 
symmetric agent n arbitrates for the bus by 
asserting its BREOn# signal. Agent n drives 
BREOn# as an output and receives the remaining 
BREO[3:0]# signals as inputs. 

The symmetric agents support distributed 
arbitration based on a round-robin mechanism. The 
rotating 10 is an intemal state used by all symmetric 
agents to track the agent with the lowest priority at 
the next arbitration event. At power-on, the rotating 
10 is initialized to three, allowing agent 0 to be the 
highest priority symmetric agent. After a new 
arbitration event, the rotating 10 of all symmetric 
agents is updated to the agent 10 of the symmetric 
owner. This update gives the new symmetric owner 
lowest priority in the next arbitration event. 

A new arbitration event occurs either when a 
symmetric agent asserts its BREOn# on an Idle bus 
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Agent2Plns Agent 3 Pins 

BR2# BR1# 

BR3# BR2# 

BRO# BR3# 

BR1# BRO# 

(all BREO[3:0]# previously inactive), or the current 
symmetric owner de-asserts BREOm# to release, 
the bus ownership to a new bus owner n. On a new 
arbitration event, based on BREO[3:0J#, and the 
rotating 10, all symmetric agents simultaneously 
determine the new symmetric owner. The 
symmetric owner can park on the bus (hold the bus) 
provided that no other symmetric agent is 
requesting its use. The symmetric owner parks by . 
keeping its BREOn# signal active. On sampling 
active BREOm# asserted by another symmetric 
agent, the symmetric owner de-asserts BREOn# as 
soon as possible to release the bus. A symmetric 
owner stops issuing new requests that are not part 
of an existing locked operation upon observing 
BPRI# actiVe. 

A symmetric agent can not deassert BREOn# until 
it becomes a symmetric owner. A symmetric agent 
can reassert BREOn' after keeping it inactive for 
one clock. 

On observation of active AERR#, RESETH, or 
BINITH, the BREO[3:0J# signals must be 
deasserted in the next clock. BREO[3:0J# can be 
reasserted in the clock after sampling the RESET# 
active-to-inactive transition or three clocks after 
sampling BINIT# active and RESETH inactive. On 
AERR# assertion, if bus agent n is in the middle of 
a bus-locked operation, BREOn# must be re­
asserted after two clocks, otherwise BREO[3:0)# 
must stay inactive for at least 4 clocks. 

A.18 0[63:0]# (I/O) 

The D[63:0J# Signals are the data signals. They are 
driven during the Data Phase by the agent 
responsible for driving the data. These signals 
provide a 64-bit data path between various Pentium 
Pro processor bus agents. 32-byte line transfers 
require four data transfer clocks with valid data on 
all eight bytes. Partial transfers require one data 
transfer clock with valid data on the byte(s) 
indicated by active byte enaples BE[7:0)#. Data 
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signals not valid for a particular transfer must still 
have correct ECC (if data bus ECC is selected). If 
BEO# is asserted, D[7:0]# transfers the least 
significant byte. If BE7# is asserted, D[63:56]# 
transfers the most significant byte. 

The data driver asserts DRDY# to indicate a valid 
data transfer. If the Data Phase involves more than 
one clock the data driver also asserts DBSY# at the 
beginning of the Data Phase and de-asserts 
DBSY# no earlier than on the same clock that it 
performs the last data transfer. 

A.19 DBSY# (I/O) 

The DBSY# signal is the Data-bus Busy signal. It 
indicates that the data bus is busy. It is asserted by 
the agent responsible for driving the data during the 
Data Phase, provided the Data Phase involves 
more than one clock. DBSY# is asserted at the 
beginning of the Data Phase and may be 
deasserted on or after the clock on which the last 
data is driven. The data bus is released one clock 
after DBSY# is deasserted. 

When normal read data is being retumed, the Data 
Phase begins with the Response Phase. Thus the 
agent retuming read data can assert DBSY# when 
the transaction reaches the top of the In-order 
Queue and it is ready to return response on 
RS[2:0]# signals. In response to a write request, the 
agent driving the write data must drive DBSY# 
active after the write transaction reaches the top of 
the In-order Queue and it sees active TRDY# with 
inactive DBSY# indicating that the target is ready to 
receive data. For an implicit write back response, 
the snoop agent must assert DBSY# active after 
the target memory agent of the implicit writeback 
asserts TRDY#. Implicit writeback TRDY# assertion 
begins after the transaction reaches the top of the 
In-order Queue, and TADY# de-assertion 
associated with the write portion of the transaction, 
if any is completed. In this case, the memory agent 
guarantees assertion of implicit writeback response 
in the same clock in which the snooping agent 
asserts DBSY#. 

A.20 DEFER# (I) 

The DEFEA# signal is the defer signal. It is 
asserted by an agent during the Snoop Phase to 
indicate that the transaction cannot be guaranteed 
in-order completion. Assertion of DEFER# is 
normally the responsibility of the addressed 
memory agent or I/O agent. For systems that 
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involve resources on a system bus other than the 
Pentium Pro processor bus, a bridge agent can 
accept the DEFEA# assertion responsibility on 
behalf of the addressed agent. 

When HITM# and DEFER# are both active during 
the Snoop Phase, HITM# is given priority and the 
transaction must be completed with implicit 
writeback response. If HITM# is inactive, and 
DEFEA# active, the agent asserting DEFER# must 
complete the transaction with a Deferred or Retry 
response. 

If DEFEA# is inactive, or HITM# is active, then the 
transaction is committed for in-order completion and 
snoop ownership is transferred normally between 
the requesting agent, the snooping agents, and the 
response agent. 

If DEFER# is active with HITM# inactive, the 
transaction commitment is deferred. If the defer 
agent completes the transaction with a retry 
response, the requesting agent must retry the 
transaction. If the defer agent returns a deferred 
response, the requesting agent must freeze snoop 
state transitions associated with the deferred 
transaction and issues of new order-dependent 
transactions until the corresponding deferred reply 
transaction. In the meantime, the ownership of the 
deferred address is transferred to the defer agent 
and it must guarantee management of conflicting 
transactions issued to the same address. 

If DEFEA# is active in response to a newly issued 
bus-lock transaction, the entire bus-locked 
operation is re-initiated regardless of HITM#. This 
feature is useful for a bridge agent in response to a 
split bus-locked operation. It is recommended that 
the bridge agent extend the Snoop Phase of the 
first transaction in a split locked operation until it 
can either guarantee ownership of all system 
resources to enable successful completion of the 
split sequence or assert DEFEA# followed by a 
Retry Aesponse to abort the split sequence. 

A.21 DEN# (I/O) 

The DEN# signal is the defer-enable signal. It is 
driven to the bus on the second clock of the 
Request Phase on the EXF1#/Ab4# pin. DEN# is 
asserted to indicate that the transaction can be 
deferred by the responding agent. 
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A.22 OEP[7:0]# (110) 

The OEP[7:0]# signals are the data bus ECC 
protection signals. They are driven during the Data 
Phase by the agent responsible for driving 0[63:0]#. 
The OEP[7:0]# signals provide optional ECC 
protection for the data bus. During power-on 
configuration, OEP[7:0]# signals can be enabled for 
either ECC checking or no checking. 

The ECC error correcting code can detect and 
correct single-bit errors and detect double-bit or 
nibble errors. The Pentium@ Pro Processor 
Developer's Manual, Volume 1: Specifications 
(Order Number 242690) provides more infonnation 
about ECC. 

OEP[7:0]# provide valid ECC for the entire data bus 
on each data clock, regardless of which bytes are 
valid. If checking is enabled, receiving agents check 
the ECC signals for all 64 data signals. 

A.23 010£7:0]# (110) 
The 010[7:0]# signals are Deferred Identifier 
signals. They are transferred using A[23:16]# 
signals by the request initiator. They are transferred 
on Ab[23:16]# during the second clock of the 
Request Phase on all transactions, but only defined 
for deferrable transactions (OEN# asserted). 
010[7:0]# is also transferred on Aa[23:16]# during 
the first clock of the Request Phase for Deferred 
Reply transactions. 

The deferred identifier defines the token supplied by 
the request initiator. 010[7:4]# carry the request 
initiators' agent identifier and 010[3:0]# carry a 
transaction identifier associated with the request. 
This configuration limits the bus specification to 16 
bus masters with each one of the bus masters 
capable of making up to sixteen requests. 

Every deferrable transaction issued on the Pentium 
Pro processor bus which has not been guaranteed 
completion (has not successfully passed its Snoop 
Result Phase) will have a unique Deferred 10. This 
includes all outstanding transactions which have 
not had their snoop result reported, or have had 
their snoop results deferred. After a deferrable 
transaction passes its Snoop Result Phase without 
OEFER# asserted, its Deferred 10 may be reused. 
Similar1y, the deferred 10 of a transaction which 
was deferred may be reused after the completion of 
the snoop window of the deferred reply. 

010[7]# indicates the agent type. Symmetric agents 
use O. Priority agents use 1. 010[6:4]# indicates the 
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agent 10. Symmetric agents use their arbitration 10. 
The Pentium Pro processor has four symmetric 
~ge:nts, so does not assert 010[6]#. 010[3:0]# 
indicates the transaction 10 for an agent. The 
transaction 10 must be unique for all transactions 
issued by an agent which have not reported their 
snoop results. 

Agent Type Transaction 10 

The Deferred Reply agent transmits the 010[7:0]# 
(Ab[23:1.6]#) signals received during the original 
transaction on the Aa[23:16]# signals during the 
Deferred Reply transaction. This process enables 
the original request initiator to make an identifier 
match and wake up the Original request waiting for 
completion. 

A.24 OROY# (1/0) 

The OROY# signal is the Data Phase data-ready 
signal. The data driver asserts OROY# on each 
data transfer, indicating valid data on the data bus. 
In a multi-cycle data transfer, ORDY# can be 
deasserted to insert idle clocks in the Data Phase. 
During a line transfer, DRDY# is active for four 
clocks. During a partial 1-to-8 byte transfer, DROY# 
is active for one clock. If a data transfer is exactly 
one clock, then the entire Data Phase may consist 
of only one clock active DRDY# and inactive 
DBSY#. If OBSY# is asserted for a 1-to-8 byte 
transfer, then the data bus is not released until one 
clock after DBSY# is deasserted. 

A.2S OSZ[1 :0]# (1/0) 

The OSZ[l :0]# signals are the data-size signals. 
They are transferred on REQb[4:3]# signals in the 
second clock of Request Phase by the requesting 
agent. The DSZ[l :0]# signals define the data 
transfer capability of the requesting agent. For the 
Pentium Pro processor, DSZ#= 00, always. 

A.26 EXF[4:0]# (I/O) 
The EXF[4:0]# signals are the Extended Function 
signals and are transferred on the Ab[7:3]# signals 
by the request initiator during the second clock of 
the Request Phase. The signals specify any special 
functional requirement associated with the 
transaction based on the requester mode or 
capability. The signals are defined in Table 49. 
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Table 49. EXF[4:0]# Signal Definitions 

EXF NAME External Functionality When Activated 

EXF4# SMMEM# SMM Mode 

EXF3# SPlCK# Split lock 

EXF2# Reserved Reserved 

EXF1# DEN# Defer Enable 

EXFO# Reserved Reserved 

A.27 FERR# (0) 

The FERR# signal is the PC Compatibility group 
Floating-point Error signal. The Pentium Pro 
processor asserts FERR# when it detects an 
unmasked floating-point error. FERR# is similar to 
the ERROR# signal on the Intel387TM coprocessor. 
FERR# is included for compatibility with systems 
using DOS-type floating-point error reporting. 

A.28 FLUSH# (I) 

When the FlUSH# input signal is asserted, the 
Pentium Pro processor bus agent writes back all 
intemal cache lines in the Modified state and 
invalidates all intemal cache lines. At the 
completion of a flush operation, the Pentium Pro 
processor issues a Flush Acknowledge transaction 
to indicate that the cache flush operation is 
complete. The Pentium Pro processor stops 
caching any new data while the FlUSH# signal 
remains asserted. 

FlUSH# is an asynchronous input. However, to 
guarantee recognition of this signal following an 110 
write instruction, FlUSH# must be valid along with 
RS[2:0j# in the Response Phase of the 
corresponding I/O Write bus transaction. In FRC 
mode, FlUSH# must be synchronous to BClK. 

On active-to-inactive transition of RESET#, each 
Pentium Pro processor bus agent samples FlUSH# 
signals to determine its power-on configuration. 
Two clocks after RESET# is sampled deasserted, 
these signals begin normal operation. 

After entering SMM mode 

The first transaction of a split bus lock 
operation 

The transactions for which Defer or Retry 
Response is acceptable. 

A.29 FRCERR (1/0) 

The FRCERR signal is the Error group Functional­
redundancy-check Error signal. If two Pentium Pro 
processors are configured in an FRC pair, as a 
single "logical" processor, then the checker 
processor asserts FRCERR if it detects a mismatch 
between its intemally sampled outputs and the 
master processor's outputs. The checker's 
FRCERR output pin is connected to the master's 
FRCERR input pin. 

For point-to-point connections, the checker always 
compares against the master's outputs. For bussed 
single-driver signals, the checker compares against 
the signal when the master is the only allowed 
driver. For bussed multiple-driver Wire-OR signals, 
the checker compares against the signal only if the 
master is expected to drive the signal low. 

FRCERR is also toggled during the Pentium Pro 
processor's reset action. A Pentium Pro processor 
asserts FRCERR for approximately 1 second after 
RESET's active-to-inactive transition if it executes 
its built-in self-test (BIST). When BIST execution 
completes, the Pentium Pro processor de-asserts 
FRCERR if BIST completed successfully and 
continues to assert FRCERR if BIST fails. If the 
Pentium Pro processor does not execute the BIST 
action, then it keeps FRCERR asserted for 
approximately 20 clocks and then de-asserts it. 

The Pentium@ Pro Processor Developer's Manual, 
Volume 1: Specifications (Order Number 242690) 
describes how a Pentium Pro processor can be 
configured as a master or a checker. 
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A.30 HIT# (I/O), HITM# (I/O) 

The HIT# and HITM# signals are Snoop-hit and Hit­
modified signals. They are snoop results asserted 
by any Pentium Pro processor bus agent in the 
Snoop Phase. 

Any bus agent can assert both HIT# and HITM# 
together for one clock in the Snoop Phase to 
indicate that it requires a snoop stall. When a stall 
condition is sampled, all bus agents extend the 
Snoop Phase by two clocks. The stall can be 
continued by reasserting HIT# and HITM# together 
every other clock for one clock. 

A caching agent must assert HITM# for one clock in 
the Snoop Phase if the transaction hits a Modified 
line, and the snooping agent must perform an 
implicit writeback to update main memory. The 
snooping agent with the Modified line makes a 
transition to Shared state if the original transaction 
is Read Line or Read Partial, otherwise it transitions 
to Invalid state. A Deferred Reply transaction may 
have HITM# asserted to indicate the retum of 
unexpected data. 

A snooping agent must assert HIT# for one clock 
during the Snoop Phase if the line does not hit a 
Modified line in its writeback cache and if at the end 
of the transaction it plans to keep the line in Shared 
state. Multiple caching agents can assert HIT# in 
the same Snoop Phase. If the requesting agent 
observes HIT# active during the Snoop Phase it 
can not cache the line in Exclusive or Modified 
state. 

On observing a snoop stall, the agents asserting 
HIT# and HITM# independently reassert the signal 
after one inactive clock so that the correct snoop 
result is available, in case the Snoop Phase 
terminates after the two clock extension. 

A.31 IERR# (0) 

The IERR# signal is the Error group Intemal Error 
signal. A Pentium Pro processor asserts IERR# 
when it observes an intemal error. It keeps IERR# 
asserted until it is tumed off as part of the Machine 
Check Error or the NMI handler in software, or with 
RESET#, BINIT#, and I NIT# assertion. 

An intemal error can be handled in several ways 
inside the processor based on its power-on 
configuration. If Machine Check Exception (MCE) is 
enabled, IERR# causes an MCE entry. IERR# can 
also be directed on the BERR# pin to indicate an 
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error. Usually BERR# is sampled back by all 
processors to enter MCE or it can be redirected as 
an NMI by the central agent. 

A.32 IGNNE# (I) 

The IGNNE# signal is the Intel Architecture 
Compatability group Ignore Numeric Error signal. If 
IGNNE# is asserted, the Pentium Pro processor 
ignores a numeric error and continues to execute 
non-control floating-point instructions. If IGNNE# is 
deasserted, the Pentium Pro processor freezes on 
a non-control floating-point instruction if a previous 
instruction caused an error. 

IGNNE# has no effect when the NE bit in control 
register 0 is set. 

IGNNE# is an asynchronous input. However, to 
guarantee recognition of this signal following an I/O 
write instruction, IGNNE# must be valid along with 
RS[2:0j# in the Response Phase of the 
corresponding I/O Write bUs transaction. In FRC 
mode, IGNNE# must be synchronous to BClK. 

During active RESET#, the Pentium Pro processor 
begins sampling the A20M#, IGNNE# and LlNT[1:0j 
values to determine the ratio of core-clock 
frequency to bus-clock frequency. See Table 42. 
After the Pll-Iock time, the core clock becomes 
stable and is locked to the extemal bus clock. On 
the active-to-inactive transition of RESET#, the 
Pentium Pro processor latches A20M# and IGNNE# 
and freezes the frequency ratio internally. Normal 
operation on the two signals continues two clocks 
after RESET# inactive is sampled. 

A.33 INIT# (I) 

The INIT# signal is the Execution Control group 
initialization Signal. Active INIT# input resets integer 
registers inside all Pentium Pro processors without 
affecting their internal (l1 or L2) caches or their 
floating-point registers. Each Pentium Pro 
processor begins execution at the power-on reset 
vector configured during power-on configuration 
regardless of whether INIT# has gone inactive. The 
processor continues to handle snoop requests 
during INIT# assertion. 

INIT# can be used to help performance of DOS 
extenders written for the Intel 80286 processor. 
INIT# provides a method to switch from protected 
mode to real mode while maintaining the contents 
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of the intemal caches and floating-point state. INIT# 
can not be used in lieu of RESET# after power-up. 

On ~ctive-to-inactive transition of RESET#, each 
Pentium Pro processor bus agent samples INIT# 
signals to determine its power-on configuration. 
Two clocks after RESET# is sampled deasserted 
these signals begin normal operation. ' 

INIT# is an asynchronous input. In FRC mode, 
INIT# must be synchronous to BClK. 

A.34 INTR (I) 

The INTR signal is the Interrupt Request signal. 
The INTR input indicates that an extemal interrupt 
has been generated. The interrupt is maskable 
using the IF bit in the EFLAGS register. If the IF bit 
is set, the Pentium Pro processor vectors to the 
interrupt handler after the current instruction 
~xecution is completed. Upon recognizing the 
Interrupt request, the Pentium Pro processor issues 
a single Interrupt Acknowledge (INTA) bus 
transaction. INTR must remain active until the INTA 
bus transaction to guarantee its recognition. 

~NTR is sampled on every rising BClK edge. INTR 
IS an asynchronous input but recognition of INTR is 
guaranteed in a specific clock if it is asserted 
synchronously and meets the setup and hold times. 
INTR must also be deasserted for a minimum of 
two clocks to guarantee its inactive recognition. In 
FRC mode, INTR must be synchronous to BClK. 
On power-up the LlNT[1 :0] signals are used for 
power-on-configuration of clock ratios. Both these 
signals must be software configured by 
programming the APIC register space to be used 
either as. NMI/INTR or LlNT[1 :0] in the BIOS. 
Because APIC is enabled after reset, LlNT[1:0] is 
the default configuration. 

A.3S LEN[1 :0]' (UO) 

The lEN[1 :0]# signals are data-length signals. They 
are transmitted using REQb[1 :0]# signals by the 
request initiator in the second clock of Request 
Phase. lEN[1 :0]# define the length of the data 
transfer requested by the request initiator as 
defined in Table 50. The lEN[1 :0]#, HITM#, and 
RS[2:0]# signals together define the length of the 
actual data transfer. 

PENTIUM® PRO PROCESSOR AT 150 MHz 

Table SO. LEN[1:0]# Data Transfer Lengths 

LEN[1:0]# Request Initiator's Data 
Transfer Length 

00 0-8 Bytes 

01 16 Bytes 

10 32 Bytes 

11 Reserved 

A.36 LINT[1 :0] <I) 

The LlNT[1 :0] signals are the Execution Control 
group local Interrupt signals. When APIC is 
disabled, the UNTO signal becomes INTR a 
maskable interrupt request signal, and LlNT1 
becomes NMI, a non-maskable interrupt. INTR and 
NMI are backward compatible with the same 
signals for the Pentium processor. Both signals are 
asynchronous inputs. In FRC mode, LlNT[1 :0] must 
be synchronous to BClK. 

During active RESET#, the Pentium Pro processor 
continuously samples the A20M# and IGNNE# 
values to determine the ratio of core-clock 
frequency to bus-clock frequency. After the Pll­
lock time, the core clock becomes stable and is 
locked to the extemal bus clock. On the active-to­
inactive transition of RESET#, the Pentium Pro 
processor freezes the frequency ratio intemally. 
Normal operation on the two signals continues two 
clocks after RESET# inactive is sampled. Both 
these signals must be software configured by 
programming the APIC register space to be used 
either as NMIIINTR or LlNT[1 :0] in the BIOS. 
Because APIC is enabled after reset, LlNT[1 :0] is 
the default configuration. 

LlNT[1 :0] is also used for core-to-bus frequency 
ratio configuration. See Table 42. 

A.37 LOCK. (110) 

The lOCK# signal is the Arbitration group bus lock 
signal. For a locked sequence of transactions 
lOCK# is asserted from the first transaction'~ 
Request Phase through the last transaction's 
Response Phase. A locked operation can be 
prematurely aborted (and lOCK# deasserted) if 
AERR# or DEFER# is asserted during the first bus 
transaction of the sequence. The sequence can 
also be prematurely aborted if a hard error (such as 
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a hard failure response or AERR# assertion beyond 
the retry limit) occurs on anyone of the transactions 
during the locked operation. 

, 
When the priority agent asserts BPRI# to arbitrate 
for bus ownership, it waits until It observes lOCK# 
deasserted. This enables symmetric agents to 
retain bus ownership throughout the bus locked 
operation. and guarantee the atomicity of lock. If 
AERR# is asserted up to the retry limit during an 
ongoing locked operation, the arbitration protocol 
ensures that the lock owner receives the bus 
ownership after arbitration logic Is reset. This result 
is accomplished by requiring the lock owner to 
reactivate Its arbitration request one clock ahead of 
other agents' arbitration request. lOCK# Is kept 
asserted throughout the arbitration reset sequence. 

A.38 NMI (I) 

The NMI signal is the Non-maskable Interrupt 
signal. It is the state of the L1NT1 signal when APIC 
is disabled. Asserting NMI causes an interrupt with 
an intemally supplied vector value of 2. An extemal 
interrupt-acknowledge transaction is not generated. 
If NMI is asserted during the execution of an NMI 
service routine, it remains pending and is 
recognized after the IRET is executed by the NMI 
service routine. At most, one assertion of NMI is 
held pending. 

NMI is rising-edge sensitive. Recognition of NMI is 
guaranteed in a specific clock if it is asserted 
synchronously and meets the setup and hold times. 
If asserted asynchronously, active and inactive 
pulse widths must be a minimum of two clocks. In 
FRC mode, NMI must be synchronous to BClK. 

A.39 PICCLK (I) 

The PICClK signal is the Execution Control group 
APIC Clock signal. It is an input clock to the 

1-102 

Pentium Pro processor for synchronous operaticin 
of the APIC bus. PICClK must be synchronous to 
BClK in FRC mode. 

A.40 PICD[1 :0] (110) 

The PICD[1 :0] signals are the Execution Control 
group APIC Data signals. They are used for bi­
directional serial message paSSing on the APIC 
bus. 

A.41 PWRGOOD (I) 

PWRGOOD Is driven to the Pentium Pro processor 
by the system to indicate that the clocks and power 
supplies are within their specification. See 
Section 3.9 for additional details. This signal will not 
affect FRC operation. 

A.42· REQ[4:0]# (110) 

The REQ[4:0]# signals are the Request Command 
signals. They are asserted by the current bus owner 
in both clocks of the Request Phase. In the first 
clock, the REQa[4:0]# signals define the transaction 
type to a level of detail that is sufficient to begin a 
snoop request. In the second clock, REQb[4:0]# 
signals carry additional information to define the 
complete transaction type. REQb[4:2]# is reserved. 
REQb[1 :0]# signals transmit lEN[1 :0]# (the data 
transfer length information). In both clocks, 
REQ[4:0]# and ADS# are protected by parity RP#. 

All receiving agents observe the REQ[4:0]# signals 
to determine the transaction type and participate in 
the transaction as necessary, as shown in 
Table 51. 
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Table 51. Transaction Types Defined by REQa#/REQb# Signals 

REQa[4:0]# 

Transaction 4 3 2 1 

Deferred Reply 0 0 0 0 

Rsvd (Ignore) 0 0 0 0 

Interrupt Acknowledge 0 1 0 0 

Special Transactions 0 1 0 0 

Rsvd (Central agent 0 1 0 0 
response) 

Branch Trace Message 0 1 0 0 

Rsvd (Central agent 0 1 0 0 
response) 

Rsvd (Central agent 0 1 0 0 
response) 

1/0 Read 1 0 0 0 

1/0 Write 1 0 0 0 

Rsvd (Ignore) 1 1 0 0 

Memory Read & ASZ# 0 1 
Invalidate 

Rsvd (Memory Write) ASZ# 0 1 

Memory Code Read ASZ# 1 D/C#= 
0 

Memory Data Read ASZ# 1 D/C#= 
1 

Memory Write (may not ASZ# 1 WIWB 
be retried) # 

=0 

Memory Write (may not ASZ# 1 WIWB 
be retried) 

A.43 RESET# (I) 

The RESET# signal is the Execution Control group 
reset signal. Asserting RESET# resets aU Pentium 
Pro processors to known states and invalidates 
their l1 and l2 caches without writing back 
Modified (M state) lines. For a power-on type reset, 
RESET# must stay active for at least one 
millisecond after VeeP and elK have reached their 

#=1 

REQb[4:0]# 

0 4 3 2 1 0 

0 X X X X X 

1 X X X X X 

0 DSZ# X 0 0 

0 DSZ# X 0 1 

0 DSZ# X 1 X 

1 DSZ# X 0 0 

1 DSZ# X 0 1 

1 DSZ# X 1 X 

0 DSZ# X lEN# 

1 DSZ# X lEN# 

X DSZ# X X X 

0' DSZ# X lEN# 

1 PSZ# X lEN# 

0 DSZ# X lEN# 

0 DSZ# X lEN# 

1 DSZ# X lEN# 

1 DSZ# X lEN# 

proper DC and AC specifications. On observing 
active RESET#, aU bus agents must deassert their 
outputs within two clocks. 
A number of bus signals are sampled at the active­
to-inactive transition of RESET# for the power-on 
configuration. The configuration options are 
described in the Pentium@ Pro Processor 
Developer's Manual, Volume 1: Specifications 
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(Order Number 242690) and in the pertinent signal 
descriptions in this appendix. 

Unless its outputs are tristated during power-on 
configuration, after active-to-inactive transition of 
RESET#, the Pentium Pro processor optionally 
executes its built-in self-test (BISn and begins 
program execution at reset-vector O_OOOF _FFFOH 
or O_FFFF _FFFOH. 

A.44 RP# (I/O) 

The RP# signal is the Request Parity signal. It.is 
driveR by the request initiator in both clocks of the 
Request Phase. RP# provides parity protection on 
ADS# and REQ[4:0j#. When a Pentium Pro 
processor bus agent observes an RP# parity error 
on anyone of the two Request Phase clocks, it 
must assert AERR# in the Error Phase, provided 
"AERR# drive" is enabled during the power-on 
configuration. 

A correct parity signal is high if an even number of 
covered Signals are low and low if an odd number 
of covered signals are low. This definition allows 
parity to be high when all covered signals are high. 

A.4S RS[2:0]# (I) 

The RS[2:0j# signals are the Response Status 
signals. They are driven by the response agent (the 
agent responsible for completion of the transaction 
at the top of the In-order Queue). Assertion of 
RS[2:0j# to a non-zero value for one clock 

completes the Response Phase for a transaction. 
The response encodings are shown Table 52. Only 
certain response combinations are valid, based on 
the snoop result signaled during the transaction's 
Snoop Phase. 

The RS[2:0j# assertion for a transaction is initiated 
when all of the following conditions are met: 

• All bus agents have observed the Snoop 
Phase completion of the transaction. 

• The transaction is at the top of the In-order 
Queue. 

• RS[2:0j# are sampled in the Idle state 

The response driven depends on the transaction as 
described below: 

• The response agent returns a hard-failure 
response for any transaction in which the 
response agent observes a hard 'error. 

• The response agent returns a Normal with 
data response for a read transaction with 
HITM# and DEFER# deasserted in the Snoop 
Phase, when the addressed agent is ready to 
return data and samples inactive DBSY#. 

• The response agent returns Ii Normal without 
data response for a write transaction with 
HITM# and DEFER# deasserted in the Snoop 
Phase, when the addressed agent samples 
TRDY# active and DBSY# inactive, and it is 
ready to complete the transaction. 

Table 52. Transaction Response Encodlngs 

RS[2:0j DeSCription HITM# DEFER# 

000 Idle State. N/A N/A 

001 Retry Response. The transaction is canceled and must be retried by the 0 1 
initiator. 

010 Defer Response. The transaction is suspended. The defer agent will 0 1 
complete it with a defer reply 

011 RReserved. 0 1 

100 Hard Failure. The transaction received a hard error. Exception handling X X 
is required. 

101 NNormal without data 0 ,0 
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110 II Implicit WriteBack Response. Snooping agent will transfer the 1 X 
modified cache line on the data bus. 

111 Nonnal with data. 
.. 

• The response agent must retum an Implicit 
writeback response in the next clock for a read 
transaction with HITM# asserted in the Snoop 
Phase, when the addressed agent samples 
TRDY# active and DBSY# inactive. 

• The addressed agent must retum an Implicit 
writeback response in the clock after the 
following sequence is sampled for a write 
transaction with HITM# asserted: 

1. TRDY# active and DBSY# inactive 

2. Followed by TRDY# inactive 

3. Followed by TRDY# active and DBSY# 
inactive 

• The defer agent can retum a Deferred, Retry, 
or Split response anytime for a read 
transaction with HITM# deasserted and 
DEFER# asserted. 

• The defer agent can retum Deferred, Retry, or 
Split response when it samples TRDY# active 
and DBSY# inactive for a write transaction 
with HITM# deasserted and DEFER# 
asserted. 

A.46 SMI# (I) 

System Management Interrupt is asserted 
asynchronously by system logic. On accepting a 
System Management Interrupt, the Pentium Pro 
processor saves the current state and enters SMM 
mode. It issues an SMI Acknowledge Bus 
transaction and then begins program execution 
from the SMM handler. 

A.47 RSP# (I) 

The RSP# signal is the Response Parity signal. It is 
driven by the response agent during assertion of 
RS[2:0]#. RSP# provides parity protection for 
RS[2:0]#. 

A correct parity signal is high if an even number of 
covered signals are low and low if an odd number 
of covered signals are low. During Idle state of 
RS[2:0]# (RS[2:0]#=000), RSP# is also high since it 

0 0 

IS not dnven by any agent guaranteeing correct 
parity. 

Pentium Pro processor bus agents can check 
RSP# at all times and if a parity error is observed, 
treat it as a protocol violation error. If the BINIT# 
driver is enabled during configuration, the agent 
observing RSP# parity error can assert BINIT#. 

A.48 SMMEM# (1/0) 

The SMMEM# signal is the System Management 
Mode Memory signal. It is driven on the second 
clock of the Request Phase on the EXF4#/Ab7# 
signal. It is asserted by the Pentium Pro processor 
to indicate that the processor is in System 
Management Mode and is executing out of SMRAM 
space. 

A.49 SPLCK# (1/0) 

The SPlCK# signal is the Split lock signal. It is 
driven in the second clock of the Request Phase on 
the EXF3#/Ab6# signal of the first transaction of a 
locked operation. It is driven to indicate that the 
locked operation will consist of four locked 
transactions. Note that SPlCK# is asserted only for 
locked operations and only in the first transaction of 
the locked operation. 

A.50 STPCLK# (I) 

The STPClK# signal is the Stop Clock signal. 
When asserted, the Pentium Pro processor enters a 
low power state, the stop-clock state. The 
processor issues a Stop Clock Acknowledge 
special transaction, and stops providing intemal 
clock signals to all units except the bus unit and the 
APIC unit. The processor continues to snoop bus 
transactions and service interrupts while in stop 
clock state. When STPClK# is deasserted, the 
processor restarts its intemal clock to all units and 
resumes execution. The assertion of STPClK# has 
no effect on the bus clock. 

STPClK# is an asynchronous input. In FRC mode, 
STPClK# must be synchronous to BClK. 
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A.51 TCK (I) 

The TCK signal is the System Support group Test 
Clock signal. TCK provides the clock input for the 
test bus (also known as the test access port). Make 
certain that TCK is active before initializing the 
TAP. 

A.52 TOI(I) 

The TOI signal is the System Support group test­
data-in signal. TOI transfers serial test data into the 
Pentium Pro processor. TOI provides the serial 
input needed for JT AG support. 

A.53 TOO (0) 

The TOO signal is the System Support group test­
data-out signal. TOO transfers serial test data out 
from the Pentium Pro processor. TOO provides the 
serial output needed for JTAG support. 

A.54 TMS (I) 

The TMS signal is an additional System Support 
group JTAG-support signal. 

A.55 TROY (I) 

The TROY# signal is the target Ready signal. It is 
asserted by the target in the Response Phase to 
indicate that the target is ready to receive write or 
implicit writeback data transfer. This enables the 
request initiator or the snooping agent to begin the 
appropriate data transfer. There will be no data 
transfer after a TROY# assertion if a write has zero 
length indicated in the Request Phase. The data 
transfer is optional if an implicit writeback occurs for 
a transaction which writes a full cache line (the 
Pentium Pro processor will perform the implicit 
writeback). 

TRDY# for a write transaction is driven by the 
addressed agent when: 

• When the transaction has a write or write back 
data transfe r 

• It has a free buffer available to receive the 
write data 
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• A minimum of 3 clocks after AOS# for the 
transaction 

• The transaction reaches the top-of-the-In-order 
Queue 

• A minimum of 1 clock after RS[2:0j# active 
assertion for transaction "n-1". (After the 
transaction reaches the top of the In-order 
Queue). 

TROY# for an implicit writeback is driven by the 
addressed agent when: 

• The transaction has an implicit writeback data 
transfer indicated in the Snoop Result Phase. 

• It has a free cache line buffer to receive the 
cache line writeback 

• If the transaction also has a request initiated 
transfer, that the request initiated TROY# was 
asserted and then deasserted (TROY# must 
be deasserted for at least one clock between 
the TROY# for the write and the TRDY# for the 
implicit writeback), 

• A minimum of 1 clock after RS[2:0j# active 
assertion for transaction "n-1". After the 
transaction reaches the top of the In-order 
Queue). 

TRDY# for a write or an implicit writeback may be 
deasserted when: 

• Inactive OBSY# and active TROY# are 
observed. 

• OBSY# is observed inactive on the clock 
TROY# is asserted. 

• A minimum of three clocks can be guaranteed 
between two active-to-inactive transitions of 
TROY# 

• The response is driven on RS[2:0j#. 

• Inactive DBSY# and active TROY# are 
observed for a write, and TROY# is required 
for an implicit write back. 

TRST (I) 

The TRST# signal resets the JTAG logic. 

I 



intel· AP-525 

APPLICATION 
NOTE 

Pentium ® Pro Processor 
Thermal Design Guidelines 

December 1995 

I O,d" Nomb", 242766-001 1-107 



Pentium® PRO PROCESSOR THERMAL 
DESIGN GUIDELINES 

CONTENTS PAGE 

1.0 INTRODUCTION ................... 1-109 

1.1 Document Goals ................ 1-109 

1.2 References ...................... 1-109 

2.0 IMPORTANCE OF THERMAL 
MANAGEMENT ..................... 1-109 

3.0 Pentium® PRO PROCESSOR 
PACKAGE SPECiFiCATIONS ....... 1-109 

4.0 Pentium® PRO PROCESSOR 
POWER SPECiFiCATIONS .......... 1-109 

5.0 THERMAL PARAMETERS ......... 1-110 

5.1 Case Temperature ............... 1-110 

5.2 Ambient Temperature ........... 1-112 

5.3 Thermal Resistance ............. 1-112 

5.3.1 Analysis Assumptions ....... 1-113 

6.0 DESIGNING FOR THERMAL 
PERFORMANCE .................... 1-116 

6.1 Airflow Management ............. 1-117 

6.2 Extruded Heat Sink Solutions .... 1-118 

6.2.1 Design Example # 1 ........ 1-118 

6.2.2 Design Example #2 ........ 1-119 

6.3 Fans ............................ 1-120 

6.3.1 Design Example # 3 ........ 1-120 

6.4 Alternative Cooling Solutions .... 1-121 

6.4.1 Design Example #4 ........ 1-121 

7.0 CONCLUSiON ..................... 1-125 

1-108 

CONTENTS PAGE 

FIGURES 
Figure 1. Location of Case Temperature 

Measurement (Top-Side 
View) ........................ 1-111 

Figure 2. Thermocouple Placement .... 1-111 

Figure 3. Thermal Resistance 
Relationships ................ 1-113 

Figure 4. Side View Of Omni-Directional 
Pin Fin Heat Sink ............ 1-114 

Figure 5. eCA Versus Heat Sink 
Height ....................... 1-115 

Figure 6. Power Dissipation Versus Heat 
Sink Height(T A = 45°C) ...... 1-116 

Figure 7. Simple Thermal Model ....... 1-117 

Figure 8. Example of Air Exchange 
Through a PC Chassis, ....... 1-118 

Figure 9. Top View of Design 
Example #1 ................. 1-119 

Figure 10. Top View of Design 
Example #2 ................. 1-120 

Figure 11. Top View of Design 
Example #3 ................. 1-121 

Figure 12. Top View of Design 
Example #4 ................. 1-122 

Figure 13. Effective Flow Rate for Blower 
and Fan for the Ducted Cooling 
Scheme ..................... 1-123 

Figure 14. Case Temperature vs Airflow at 
30W ......................... 1-124 

Figure 15. Case Temperature vs 
Processor Power for Design 
Example #4 ................. 1-125 

TABLES 
Table 1. Case-to Ambient Thermal 

Resistance .................... 1-114 

Table 2. Case-to Ambient Thermal 
Resistance .................... 1-115 

I 



I 

1.0. INTRODUCTION 

In a system environment. the processor's temperature is 
a function of both the system and component thermal 
characteristics. The system level thermal constraints 
include the local ambient temperature at the processor 
and the airflow over the processor(s). as well as the 
physical constraints at and above the processor(s). The 
processor's case temperature depends on the 
component's power dissipation and size, the effective 
thermal conductivity of the packaging material. the type 
of interconnection to the printed circuit board (PCB). 
the presence of a thermal cooling solution. and the 
thermal conductivity and power density of the PCB. 

All of these parameters are aggravated by the continued 
push of technology to increase performance levels 
(higher operating speeds. MHz) and packaging density 
(more transistors). As operating frequencies increase 
and packaging size decreases. the power density 
increases and the thermal cooling solution space and 
airflow become more constrained. The result is an 
increased importance on system design to ensure that 
thermal design requirements are met for each 
component in the system. 

1.1. Document Goals 

The Pentium® Pro processor is the next generation in 
the Inte1386™. Inte1486™. and Pentium families of 
microprocessors. The Pentium Pro microprocessor 
generates sufficient heat to require some attention in 
order to meet the case temperature specification in 
system designs. The goal of this document is to provide 
an understanding of the thermal characteristics of the 
Pentium Pro processor, and to discuss guidelines for 
meeting the thermal requirements imposed on single 
and multiple processor systems. 

In the future, Intel will provide an OverDrive® 
processor to upgrade single and dual Pentium Pro 
processor systems. The OverDrive processor will ship 
with an integrated fanlheat sink for thermal 
management. Guidelines for meeting the thermal 
specifications of the OverDrive processor are also 
included in this document. 

1.2. References 

The PentlUm® Pro Processor Developer's Manua/, 
Volume 1 (Order Number 242690) is referenced 
throughout this document. 
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2.0. IMPORTANCE OF THERMAL 
MANAGEMENT 

The objective of thermal management is to ensure that 
the temperature of all components in a system IS 

maintained within functional and absolute maximum 
limits. The functional temperature limit is the range 
within which the electrical circuits can be expected to 
meet their specified performance requirements. 
Operation outside the functional limit can degracle 
system performance. or cause logic errors, component 
and/or system damage. The absolute maximum 
temperature limit is the highest temperature to which 
the component may be safely exposed. Temperatures 
exceeding the maximum operating limits may result in 
irreversible changes in the operating characteristics of 
the component. 

3.0. PENTIUM@ PRO PROCESSOR 
PACKAGE SPECIFICATIONS 

The Pentium Pro processor is packaged in a 2.46" x 
2.66", 387 pin ceramic pin grid array (PGA) with a gold 
plated copper tungsten heat spreader. The pins are 
arranged in a modified staggered array. Please see the 
Pellfium® Pro Processor Developer's Manual, Volume 
1 for complete dimensions. 

4.0. PENTIUM@ PRO PROCESSOR 
POWER SPECIFICATIONS 

The Pentium Pro processor power dissipation can be 
found in the Pellfium® Pro Processor Developer's 
Manual, Volume 1. It is highly recommended that 
systems be designed to dissipate 40W per processor, as 
this will allow the same design to accommodate higher 
frequency or otherwise enhanced members of the 
Pentium Pro family. 

To ensure proper operation and reliability of (he 
Pentium Pro processor, the maximum device case 
temperature must remain within the specification in the 
Pelltium® Pro Processor Developer's Manual, Volume 
1. A typical case temperature is 85 'c. Considering the 
power dissipation levels and typical ambient 
environments of 35°C to 45°C, the Pentium Pro 
processor's specified case temperature cannot be 
maintained without additional thermal enhancement to 
dissipate the heat generated. The OverDrive processor 
for upgrading Pentium Pro processor systems will be 
equipped with an integrated fanlileat sink, and will 
remain within its specified temperature limits provided 
the fanlheat sink air inlet temperature does not exceed 
the specified temperature in the Pellfium® Pro 
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Processor Developer's Manual. Volume 1. This air 
temperature is typically 50°C. 

The thermal characterization data described in later 
sections illustrates that both a thermal cooling device 
and system airflow are needed. The size and type 
(passive or active) of thermal cooling device and the 
amount of system airflow are interrelated and can be 
varied to meet specific system design constraints. In 
typical systems, the thermal solution size and type is 
limited by board layout, spacing, and component 
placement. Airflow is determined by the size and 
number of fans along with their placement in relation to 
the components and the airflow channels within the 
system. Acoustic noise constraints may also limit the 
size and/or types of fans that can be used in a particular 
design. 

To develop a reliable, cost-effective thermal solution, 
all of the above variables must be considered. Thermal 
characterization and simulation should be carried out at 
the entire system level, accounting for the thermal 
requirements of each component. 

5.0. THERMAL PARAMETERS 

Component power dissipation results in a rise in 
temperature relative to the temperature of a reference 
point. The amount of rise in temperature depends on the 
net thermal resistance between the component's package 
and the reference point. Thermal resistance is the key 
factor in determining the power handling capability of 
any electronic package. 
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5.1. Case Temperature 

To ensure functionality and reliability, the Pentium Pro 
processor is specified for proper operation when case 
temperature (Tc) is within a specified range: typically 
O°C to 85°C. Special care is required when measuring 
the case temperature to ensure an accurate temperature 
measurement. Thermocouples are often used to measure 
TC. When measuring the temperature of a surface 
which is at a different temperature from the surrounding 
ambient air, errors could easily be introduced into the 
measurements. Measurement errors may occur due to a 
poor thermal contact between the thermocouple junction 
and the surface, or heat loss by radiation or conduction 
through the thermocouple leads. To minimize the 
measurement errors, the following approach is 
recommended: 

• Use a 35 gauge K-type thermocouple or equivalent. 

• Ensure that the thermocouple has been properly 
calibrated. 

• Attach the thermocouple bead or junction to the 
package top surface at a location corresponding to 
the center of the Pentium Pro processor die (location o in Figure I). Using the center of the Pentium Pro 
processor die. gives a more accurate measurement 
and less variation as the boundary condition 
changes. 

• Attach the thermocouple bead or junction at a 90° 
angle by an adhesive bond to the package top 
surface as shown in Figure 2. When a heat sink is 
attached, a hole should be drilled through the heat 
sink to allow a probe to reach the package directly 
above the center of the Pentium Pro processor die. 
The hole diameter should be no larger than 0.150". 
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Figure 1. Location of Case Temperature Measurement 
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Figure 2. Thermocouple Placement 
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5.2. Ambient Temperature 

Ambient temperature (T A) is the temperature of the 
ambient air surrounding the package. In a system 
environment. ambient temperature is the temperature of 
the air upstream of the package and in its close vicinity. 
If an active cooling solution is used. T A is the 
temperature at the inlet to the active cooling device. 

The OverDrive processor for upgrading Pentium Pro 
processor-based systems specifies a T A for its integrated 
fanlheat sink assembly. However. an ambient 
temperature is not directly specified for the Pentium Pro 
processor. The only restriction is that case temperature 
(TC) is met. To determine the allowable T A values. the 
following equations may be used: 

Where: T A = Ambient temperature (OC) 
TC = Case temperature of the device (OC) 
PD = Total power dissipated by the dies (W) 
SCA = Case-to-ambient thermal resist. (OCIW) 

5.3. Thermal Resistance 

The case-to-ambient thermal resistance value (SCA) is 
used as a measure of the cooling solution's thermal 
performance. SCA is comprised of the case-to-sink 
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thermal resistance (SCS) and the sink-to-ambient thermal 
resistance (SSA)' SCS is a measure of the thermal 
resistance along the heal' flow path from the top of the IC 
package to the bottom of the thermal cooling solution. 
This value is strongly dependent on the material. 
conductivity. and thickness of the thermal interface used. 
SSA is a measure of the thermal resistance from the 
bottom of the heat sink to the local ambient air. SSA 
values depend on the material. thermal conductivity. and 
geometry of the thermal cooling solution as well as on 
the airflow rates. 

The parameters are defined by the following relationships 
(see Figure 3): 

Where: SCA = Case-to-ambient thermal resist. (OCIW) 
SCS = Case-to-sink thermal resistance eCIW) 
SSA = Sink-to-ambient iliermal resist. (OCIW) 
TC = Case temperature of the device (OC) 
T A = Ambient temperature (0C) 
PD = Total power dissipated by dies (W) 
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Figure 3. Thermal Resistance Relationships 

5.3.1. ANALYSIS ASSUMPTIONS 

The following example thermal analysis of a Pentium Pro 
processor package is based on the following assumptions: 

• Power dissipation of the Pentium Pro processor die is 
24W 

• Power diSSIpation of the L2 cache die is 4W 

• Maximum case temperature is 85°C 

The actual specifications can be found in the Pentium® 
Pro Processor Developer's Manual, Volume I. Table I 
below lists the Pentium Pro processor's case-to-ambient 
thermal resistance for different airflow rates and heat sink 
heights. Table 2 translates this to the ambient 
temperature required for different airflow rates and heat 
sink heights. This information is also charted in Figure 
5. In addition, Figure 6 charts power dissipation versus 
heat sink height. 
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Table 1. Case-to Ambient Thermal Resistance 

9CA [0 CIW] vs. Airflow [Linear Feet per Minute] and Heat Sink Height1 

Airflow (LFM): 100 200 400 600 800 1000 

With 0.5" Heat sink2 ---- 3.16 2.04 1.66 1.41 1.29 

With 1.0" Heat sink2 2.55 1.66 1.08 0.94 0.80 0.76 

With 1.5" Heat sink2 1.66 1.31 0.90 0.78 0.71 0.67 

With 2.0" Heat sink2 1.47 1.23 0.87 0.75 0.69 0.65 
NOTES: 
1. All data taken at sea level. For altitudes above sea level, it is recommended that a derating factor of 1°C/1 000 feet be 

used. 
2. Heat sink: 2.235" square omni-directional pin, aluminum heat sink with a pin thickness of 0.085", a pin spacing of 0.13" 

and a base thickness of 0.15",. See Figure 4. A thin layer of thermal grease (Thermoset TC208 with thermal conductivity 
of 1.2 W/m-OK) was used as the interface material between the heat sink and the package. 

0.085" 0.130" 

Height 
0.150" 

Figure 4. Side View Of Omni-Directional Pin Fin Heat Sink 
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Table 2. Case-to Ambient Thermal Resistance 

TA vs. Airflow [Linear Feet per Minute] and Heat Sink Height1 

Airflow (LFM): 100 200 400 600 800 1000 

With 0.5" Heat sink2 ---- -4 27 38 45 48 

With 1.0" Heat sink2 13 38 54 58 62 63 

With 1.5" Heat sink2 38 48 59 63 65 66 

With 2.0" Heat sink2 43 50 60 64 65 66 

NOTES: 
1. All data taken at sea level. For altitudes above sea level. it is recommended that a derating factor of 1°C/1 000 feet be 

used. 

2. Heat sink: 2.235" square omni-directional pin, aluminum heat sink with a pin thickness of 0.085", a pin spacing of 0.13" 
and a base thickness of 0.15". See Figure 4. A thin layer of thermal grease (Thermoset TC208 with thermal conductivity 
of 1.2 W/m-OK) was used as the interface material between the heat sink and the package. 
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Figure 6. Power Dissipation Versus Heat Sink Height (T A=4S0C) 

6.0. DESIGNING FOR THERMAL 
PERFORMANCE 

The Pentium Pro processor specifies a maximum case 
temperature, Te. This case temperature limit, along with 
external ambient temperature and the Pentium Pro 
processor's power specification, can be used to determine 
the case-to-ambient thermal resistance of the cooling 
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solution required to keep the Pentium Pro processor 
within its operational limits. 

Figure 7 shows a simple model for use in calculating 
various thermal parameters based on known values. This 
model can theoretically be extended to any number of 
processors. 
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Figure 7. Simple Thermal Model 

The equations governing this simple model are: 

TC I =TA +dTP1 + (POI * 0CA I) 

TC2 = TA + dTPI + dTP2 + (P02 • 0CA2) 

where: T A = External ambient temperature (OC) 
TLA = Local ambient temperature (0C) 
TC = Case temperature of the device (0C) 
Po = Power dissipated by the device under test 
0CA = Case-to-ambient thermal resist. (OCIW) 
dTp = Temperature rise between elements 

6.1. Airflow Management 

To maximize the amount of air that flows over the 
processor and minimize the local ambient temperature 
(TLA) near the processor, it is important to manage the 
amount of air that flows within the system as well as how 
it flows. Total system air flow can be increased by adding 
one or more fans to the system, or by increasing the 
output of an existing system's fan(s). An important 
consideration in airflow management is the temperature 
of the air flowing over the processor(s). Heating effects 

from add-in boards, DRAM, and disk drives greatly 
reduce the cooling efficiency of this air, as does 
recirculation of warm interior air through the system fan. 
Care must be taken to minimize the heating effects of 
peripheral components, and to eliminate warm air 
recirculation. 

For example, a clear air path from the external system 
vents to the system fan(s) will enable the warm air from 
the Pentium Pro processors to be efficiently pulled out of 
the system. If no air path exists across the processors, the 
warm air from the Pentium Pro processors will not be 
removed from the system. resulting in localized heating 
("hot spots") around the processors. Figure 8 shows two 
examples of air exchange through a PC style chassis. The 
system on the left is an example of good air exchange, 
incorporating both the power supply fan, and an 
additional system fan. The system on the right shows a 
poorly vented system, using only the power supply fan to 
move the air. resulting in inadequate air flow. 
Recirculation of warm air is most common between the 
system fan and chassis, and between the system fan 
intake and the drive bays behind the front bezel. These 
paths may be eliminated by mounting the fan flush to the 
chassis, obstructing the flow between the drive bays and 
fan inlet, and by providing generous intake vents in both 
the chassis and the front bezel. 
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Figure 8. Example of Air Exchange Through a PC Chassis 

6.2. Extruded Heat Sink Solutions 

One method used to improve case-to-ambient thermal 
performance is to increase the surface area of the device, 
by attaching a metallic heat sink to the ceramic package. 
Heat sinks are generally extruded from blocks of metal, 
usually aluminum (due to its low price/performance 
ratio). To maximize the thermal conduction, the thermal 
resistance from the heat sink to the air can be reduced by 
maximizing the airflow through the heat sink fins as well 
as by maximizing the surface area of the heat sink itself. 

6.2.1. DESIGN EXAMPLE #1 

In Example #1, two Pentium Pro processors are placed 
side-by-side in front of a dedicated 80mm fan. The fan 
pulls air from outside the system chassis and pushes the 
air over the processors, providing approximately 200 
LFM of laminar airflow over the processors, as shown in 
Figure 9. Using the simple thermal model in Figure 7 and 
assuming a maximum external ambient temperature of 

1-118 

4S0C, a maximum case temperatute of 8SoC, a maximum 
power dissipation of 28 Watts, and a local processor 
ambient of SO°C, the following equation can be used to 
calculate. the SCA required for either of the two 
processors in this particular system: 

SCA = (TC - TLA)lPD 

Where: TLA = T A + Ll Tp 

Solving the equation shows that the case-to-ambient 
thermal resistance required in this particular Pentium Pro 
processor system is 1.2SoCIW. Using Table 1, it can be 
seen that a 1.0" heat sink with an airflow between 200 
and 400 LFM will meet the Pentium Pro processor 
maximum case temperature limit of 8SoC. Linearly 
extrapolating the values in Table I gives an airflow of 
approximately 3:40 LFM. To keep the airflow within the 
200 LFM assumption, a heat sink approximately 1.9" in 
height would be required. 
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Figure 9. Top View of Design Example #1 

6.2.2. DESIGN EXAMPLE #2 

In Example #2, the processors are placed in a row 
directly in front of the system fan. There is a dedicated 80 
mm fan directly in front of the first processor providing 
approximately 600 LFM of laminar airflow (see Figure 
10). Using the simple thermal model in Figure 7 and 
assuming a maximum external ambient temperature of 
4SoC, a maximum case temperature of 8SoC, a maximum 
power dissipation of 28 Watts, and a local processor 
ambient of SO°C, the following equation can be used to 
calculate the 0CA required to cool the first processor in 
this system: I 

0CAI = (TC I - TLAI)IPD I 

Where: TLAI = T A + L\TPI 

Solving the equation shows that the case-to-ambient 
thermal resistance required to cool the first Pentium Pro 
processor in this system is 1.2SoCIW. Referring to Table 
1, it can be seen that with 600 LFM, a heat sink between 
OS' and 1.0" meets the Pentium Pro maximum case 
temperature limit of 85°C. Linearly extrapolating the 

values in Table I gives an a heat sink height of 
approximately 0.87". 

Heat from the first processor will elevate the air 
temperature over the second processor. For the purpose 
of this example, it will be assumed that the temperature 
elevation due to the first processor is ISoC, resulting in 
an air temperature of 60°C at the second processor (the 
exact temperature rise due to the first processor is system 
dependent. Individual designs must be characterized to 
determine the temperature rise at the second processor). 

In addition, the first Pentium Pro processor will disrupt 
and block the airflow from the dedicated fan, affecting 
the air reaching the second processor. Individual system 
designs must be characterized to understand the airflow 
over the second processor. Also, since the airflow is not 
necessarily laminar airflow, the values in Table I may 
not be accurate. For the purpose of this example, a 400 
LFM airflow over the second processor will be assumed. 
Using the simple electrical model in Figure 7, the 
following equation can be used to calculate the 0CA2 
required to cool the second processor in this system: 
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Figure 10. Top View of Design Example #.2 

Where: Tp = Air temperature at the device under test 
85°C = 60°C + (28 Watts * 0CA2 ) 

0CA2 = O.89°ClWatt 

Using 0CA = O.89°ClWatt and Table I, it can be seen 
that a 1.5" heat sink with an airflow of 400 LFM' will 
meet the Pentium Pro processor maximum case 
temperature limit of 85°C. 

6.3. Fans 

Fans are often needed 10 assist in moving the air inside a 
chassis. The airflow rate of a fan is usu~lly directiy 
related to the acoustic noise level of the fan and system. 
Maximum acceptable noise levels may limit the fan 
output or the number of fans selected for a system. 

Fan/heat sink assemblies are one type of advanced 
solution which can be used to cool the Pentium Pro 
microprocessor. The OverDrive processor for upgrading 
Pentium Pro· processor-based systems will use an 
integrated fan/heat sink. Intel has worked with fan/heat 
sink vendors and computer manufacturers to make 
fan/heat sink cooling solutions available in the industry 
for use with the Pentium Pro processor in systems. Please 
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consult such a vendor to acquire the proper solution for 
your needs. 

6.3.1. DESIGN EXAMPLE #3 

Example #3 shows a single Pentium Pro processor cooled 
with a fan/heat sink assembly (see Figure II ).The simple 
thermal model" in Figure 7 can be used to calcula,te the 
required 0CA to cool a 28 Watt Pentium Pro processor. 
Assuming a maximum external ambient temperature of 
45°C, a maximum case temperature of 85°C, and a 
temperature rise from the external ambient to the Pentium 
Pro processor of 5°C, the following equation can be used: 

0CA1 = (TCt - TLA1)IPD1 

Where: TLAI = TA +i\TPI 

Solving the equation shows that the fan/heat sink 
assembly must be able to produce a case-to-ambient 
thermal resistance of 1.25°CIW to cool the Pentium Pro 
processor in this system. This calculation can be 
extended to include multiple Pentium Pro processors in a 
system. 

Note that the OverDrive processor is designed to meet its 
thermal requirements if the fan/heat sink inlet air 
temperature is 50°C or less. 

I 



I 

v 
E 

N 

T 

S 

Airflow 

AP-525 

-------~ 

- - - --~ 

- - - - -~ 

Figure 11. Top View of Design Example #3 

6.4. Alternative Cooling Solutions 

In addition to extruded heat sinks and system fans, other 
solutions exist for cooling integrated circuit devices. For 
example. ducted blowers, heat pipes and liquid cooling 
are all are capable of dissipating additional heat. Due to 
their varying attributes, each of these solutions may be 
appropriate for a particular system implementation. 

6.4.1. DESIGN EXAMPLE #4 

The Pentium Pro processor is designed to provide 
scaleable performance in a mUltiprocessor system; up to 
four processors can be used in such a configuration. In 
order to minimize interconnect delays between the 
processors in an MP environment, the processors must be 
connected in close proximity. Example #4 demonstrates 
the use of low cost, high density. extruded heat sinks 
enclosed in a duct to provide the thermal headroom 
necessary to cool four Pentium Pro processors while 
maintaining case temperatures of 85°C. Note that since 
the OverDrive processor will upgrade single or dual 
processor Pentium Pro processor-based systems, cooling 
solution compatibility with the OverDrive processor need 
only be considered for those system configurations. 

6.4.1.1. AIRFLOW CHARACTERIZATION 

In this example, two Pentium Pro processors are placed 
side by side upstream, and two side by side downstream 
to make a quad processor unit. Each processor's power is 
locally supplied by a DCIDC converter (see Figure 12). 
Extruded fin heat sinks with a high aspect ratio (i.e. 12: I 
fin height to gap width). 1.2" tall, and with dimensions 
defined by the plan area of the CPU package are mounted 
on each of the Pentium Pro processors. The outline of the 
duct is designed to ensure that the air from the blower is 
directed through the heat sinks. Air is purged from the 
system via vents located behind the downstream 
processors. A single 120 mm blower. mounted in front of 
the CPU module. provides the airflow through the 
assembly. For this example, it is recommended that the 
intake and outlet vents in the chassis be at least 50 
percent open. 

Assuming a cooling target of 40 Watts per processor 
(with the processors as the maximum heat-generating 
parts in the assembly), this duct was designed to isolate 
the processors from the effects of system heating (such as 
from add-in cards), and to maximize the processor 
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cooling temperature budget. Air provided by the blower 
is split into two parallel paths to cool the processors. A 
one dimensional model based on drag and frictional 
losses was developed, using airflow resistance elements 
to evaluate the operating points of various air moving 
devices. Although the duct is not symmetrical, assuming 
equal amounts of airflow through the two parallel paths 
provides a reasonable approximation of the operating 
point (the actual airflow delivered by a device attached to 
the duct in a system environment). Fan and blower 
manufacturers provide performance curves, cl\aracterized 
by the amount of airflow that the device can deliver at 
different resistances to the flow (represented by static 
pressure). At maximum static pressure, the amount of 
airflow delivered is usually zero, and airflow (measured 
in cubic feet per minute, or CPM) at no static pressure is 
the maximum theoretically achievable. The practically 
realizable airflow through the ducted environment is 
dependent on the heat sinks' resistance to airflow. The 
amount of airflow delivered by a fan or blower is the 
intersection point between the performance curve of the 
device (provided by the device's manufacturer) and the 
system resistance curve, which is calculated by the 
friction and drag contributions of the various resistance 
elements in the flow path. Energy is spent to move air 
through bends, expansions, and contractions (which 

contribute to drag), and friction from surfaces of duct 
walls and heat sink fins. Shown in Figure \3 are the 
resistance characteristics for a single air moving device in 
conjunction with a single high density extruded heat sink 
(60 mil thick fins, 90 mil fin gap). Maximizing friction 
and minimizing the drag contribution is desirable. 

For comparison purposes, a typical 120mm system fan is 
also plotted. Axial fans are typically characterized by a 
high volumetric flow rate, but low pressure drop in the 
system. In contrast, a blower has a significantly higher 
pressure drop characteristic. with a lower flow rate, for 
identical dimensions. The system resistance curve 
(friction and drag contributions for the ducted cooling 
scheme) has a significant slope. The fan shown in this 
example is typically rated at 100 CFM, and the blower is 
rated at 25 CFM. In the absence of the analysis above. it 
is common to assume that a system fan provides 
significantly higher airflow. which translates to improved 
cooling; however. the effective airflow rate delivered by 
the 100 CPM fan is about 8 CFM. while the blower 
provides twice this effective flow rate. This translates to 
14 CFM, or 7 CFM through each of the two parallel paths 
within the duct. 
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CPU \ i 
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Figure 12. Top View of Design Example #4 
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Figure 13, Effective Flow Rate for Blower and Fan for the Ducted Cooling Scheme 

6.4.1.2. THERMAL PERFORMANCE 
CHARACTERIZATION 

The physical constraints of this layout require that at least 
one Pentium Pro processor be placed downstream of the 
other. In addition, all the air entering the duct must pass 
through both the upstream and downstream heat sinks. 
The power dissipation capability of this cooling scheme 
can be assessed using flat plate heat transfer correlation. 

Figure 14 shows temperature predictions at different air 
flow rates through the heat sinks, assuming a power 
dissipation of 30 Watts per Pentium Pro processor. The 
overall flow rate from the blower, based on the 
performance curves above, is assumed to be split equally 
between two parallel paths on the module. Since the 
upstream and downstream heat sinks are at the opposite 
ends of the module, it is reasonable to expect the aIr 
entering the downstream heat sinks has an average mixed 
temperature, which will be higher tha~ t~e ambie~t 
temperature of the upstream heat sinks. ThIs dIfference IS 
particularly significant at low flow rates. Figure 15 shows 
the case temperature values plotted against different air 
flow rates through the high density heat sinks, using this 

one dimensional model, at sea leveL As the airflow rate 
increases, more air is available to purge the warm air 
from the system, reducing the temperature of the system. 
I CFM of airflow through the heat sinks roughly 
corresponds to 100 LFM of airflow, an? 25 CFM t.o 
2,300 LFM. To produce such flow rates In an open aIr 
test environment such as a wind tunnel or unducted flow, 
a minimum of 2 to 3 times the airflow around the heat 
sink is required. Observe that the temperature drops off 
rapidly with increasing flow rate, reaching an asymptotic 
value. This suggests that higher airflow for a given heat 
sink will not necessarily translate to significant gains in 
the reduction of case temperature. These calculations, 
along with the airflow performance curves, demonstrate 
that it is not fundamentally beneficial to increase airflow. 
Increasing airflow results in an increase in the pressure 
drop requirement, translating to large, noisy blowers 
which are not conducive to an office environment. Based 
on an operating point of 14 CFM for a single blower (i.e. 
7 CFM through each parallel flow path), the calculated 
temperatures for the upstream and downstream Pentium 
Pro processors in this cooling arrangement are 53°C and 
61°C at a 35°C ambient. Clearly both the upstream and 
downstream processors have significant thermal 
headroom. The extent of the upstream processor's heat 
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on the air which reaches the downstream processor is 
kept at a minimum due to the mixing and high airflow 
rates achieved in the blower cooling arrangement. Also 
note that an arrangement which uses a 120 mm fan with a 
duct cannot maintain the case temperature of the 
downstream processor below the recommended 
temperature of 85°C, and hence is not recommended as a 
cooling option for a quad processor arrangement. 
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Figure 15 shows the power versus case temperature 
tradeoff for this ducted blower approach. The 
conventional approach of using a system fan with low 
aspect ratio heat sinks that are typical in the industry is 
also included for comparison. The classical approach of' 
widely spaced fins results in a heat sink which is 
ineffective in cooling high performance systems with 
processors in close proximity. This blower solution, 
however, can provide scalability to 40 Watts without any 
changes in the design. 

22 25 
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Downstream 
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Figure 14. Case Temperature vs. Airflow at 30W 
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Figure 15. Case Temperature vs. Processor Power for Design Example #4 

7.0. CONCLUSION 

As the complexity of today's microprocessors continues 
to increase, so do the power dissipation requirements. 
Care must be taken to ensure that the additional power is 
properly dissipated. Heat can be dissipated using passive 
heat sinks. fans and/or active cooling devices. Further 
cooling can be achieved through the use of ducting 
solutions. 

The simplest and most cost effective method is to use an 
extruded heat sink and a system fan. The size of the heat 
sink and the output of the fan can be varied to balance 
size and space constraints with acoustic noise. As shown. 
a 1.9" high heat sink can be used with a dedicated 200 
LFM system fan to cool a Pentium Pro processor 
dissipating 28 Watts. In another example, it was shown 

that a fanlheat sink assembly having a 8CA of 1.25°C/W 
can also be used to cool a single Pentium Pro processor 
dissipating 28 Watts, as long as the local ambient 
temperature does not exceed SO°C. This will also be the 
requirement for the OverDrive processor for upgrading 
Pentium Pro processor-based systems. 

Both of these solutions provide adequate cooling to 
maintain the Pentium Pro processor's case temperature at 
or below 85°C. The addition of ducting allows cooling of 
up to four Pentium Pro processors. By maintaining the 
Pentium Pro processor's case temperature and OverDrive 
processor's fanlheat sink air inlet temperature at the 
values specified in the Pentium® Pro Processor 
Developer's Manual, Volume I, a system can guarantee 
proper functionality and reliability of these processors. 
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THE PENTIUM® FAMIL V-A TECHNICAL OVERVIEW 

Intel's Pentium® processor family combines the per­
formance traditionally associated with minicomputers 
and workstations with the flexibility and compatibility 
that characterize the personal computer platform. De­
signed to meet the needs of today's and tomorrow's 
sophisticated software applications, the Pentium proc­
essor extends the range of Intel's microprocessor archi­
tecture to new heights, blurring previous distinctions 
between hardware platforms and creating an entirely 
new realm of possibilities for notebook computers, 
desktop PCs, and servers. 

Pentium® Processor 
75/90/100/120/133 Core Frequency 

133 MHz 

120 MHz 

100 MHz 

90 MHz 

75 MHz 

While incorporating new features and improvements 
made possible by advances in semiconductor technolo­
gy, the Pentium processor is fully software compatible 
with previous members of the Intel microprocessor 
family-thereby preserving the value of users' software 
investments. The Pentium processor meets the de­
mands of computing in a number of areas: advanced 
operating systems, such as DOS', Windows', OS/2" 
and UNIX"; computing-intensive graphics applica­
tions, such as 3-D modeling, computer-aided design/ 
engineering (CAD/CAE), large scale financial analysis, 
high-throughput client/server, handwriting, and voice 
recognition; network applications; virtual reality; elec­
tronic mail that combines many of the above areas; and 
new applications yet to be developed. 

The Pentium processor family was designed using an 
advanced process technology and has features that are 
less than a micron (one-millionth of a meter) in size. 
The Pentium processor (510\60, 567\66) was devel­
oped utilizing 5V, O.S micron technology, while the 
Pentium processor (610\ 75, 735\90, 815\ 100. 
1000\120,1110\133) was designed using 3.3V, 0.6 mi­
cron and 3.3V, 0.35 micron technology. 

The increasingly improved Pentium processor family 
brings the users CPUs with higher frequencies, while 

November 1995 
Order Number: 242423-002 

This article begins by presenting an overview of the 
Pentium processor. It then details the key technological 
features that enable the Intel solution to meet the mar­
ket's evolving requirements for high performance, con­
tinued software compatibility, and advanced function­
ality. 

THE WORLD'S BEST PERFORMANCE 
FOR ALL PC SOFTWARE 

The Pentium processor family includes the highest per­
forming members of Intel's family of microprocessors. 

External Bus Interface iCOMp® Index 

66 MHz 1110 

60 MHz 1000 

66/50 MHz 815 

60 MHz 735 

50 MHz 610 

the system bus frequencies range from 50 MHz to 66 
MHz, allowing cost effective system designs. 

THE PENTIUM® PROCESSOR: 
TECHNICAL INNOVATIONS 

A number of innovative product features contribute to 
the Pentium processor's unique combination of high 
performance, compatibility, data integrity and upgrad­
ability. These include: 

• Superscalar Architecture 

• Separate SK Code and Data Caches 

• Writeback MESI Protocol in the Data Cache 

• Dynamic Branch Prediction 

• Pipelined Floating-point Unit 

• Improved Instruction Execution Time 

• 64-Bit Data Bus 

• Bus Cycle Pipelining 

• Address Parity 

• Internal Parity Checking 

• Functional Redundancy Checking 

• Execution Tracing 

• Performance Monitoring 
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• IEEE 1149.1 Boundary Scan 

• System Management Mode 

• Virtual' Mode Extensions 

• Upgradable With a Future Pentium OverDrive® 
Processor 

• Multiprocessor Support 

In addition to the features listed above, the Pentium 
processor 75/90/100/120/133 offers the following en­
hancements over the Pentium processor 60166 

• Dual Processing Support 

• SL Power Management Features 

• Fractional Bus Operation 

• On-chip Local APIC Device 

Superscalar Architecture 

The Pentium processor's superscalar architecture en­
ables the processor to achieve superior performance by 
executing more than one instruction per clock cycle. 
The term "superscalar" refers to a microprocessor ar­
chitecture that contains more than one execution unit. 
These execution units, or piplines are where the CPU 
processes the data and instructions that are fed to it by 
the rest of the system. 

The Pentium processor's superscalar implementation 
represents a natural progression from previous genera­
tions of processors in the 32-bit Intel architecture. The 
Intel486TM processor fqr instance, is able to execute 
many instructions in one clock cycle, while previous 
generations of Intel microprocessors require multiple 
clock cycles to execute a single instruction. 

The ability to execute mUltiple instructions per clock 
cycle is due to the fact that the Pentium processor has 
two pipelines that can execute two instructions simulta­
neously. The Pentium processor's dual pipelines exe­
cute integer instructions in five stages: pre/etch, de­
codel, decode2, execute and writeback. This permits 
several instructions to be in various stages of execution, 
thus increasing processing performance. 

The Pentium processor also uses hardwired instruc­
tions to replace many of the microcoded instructions 
used in previous microprocessor generations. Hard­
wired instructions are simple and commonly used, and 
can be executed by the processor's hardware without 
requiring microcode. 
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This improves performance without affecting compati­
bility. In the case of more complex instructions, the 
Pentium processor's enhanced microcode further 
boosts performance by employing both dual integer 
pipelines to execute instructions. 

Separate 8K Code and Data Caches 

Pentium processors include separated code and data 
caches integrated on-chip to meet performance goals. 
On-chip caches increase performance by acting as t~m­
porary storage places for commonly-used instructions 
and data, replacing the need to go off-chip to the sys­
tem's main memory to fetch information. The separate 
caches reduce bus conflicts and are available more often 
when they are needed. 

The Pentium processor's code and data caches each 
contain 8 Kbytes of information and both are organized 
as two-way set associative caches-meaning that they 
save time by searching only pre-specified 32-byte seg­
ments rather than the entire cache. Each cache has a 
dedicated Translation Lookaside Buffer (TLB) to trans­
late linear addresses to physical addresses. 

The Pentium processor's data cache is configurable to 
be "writeback" or "write through" on a line-by-line ba­
sis and follows the MESI (Modified, Exclusive, Shared, 
I\lvalid) protocol. The "writeback", method transfers 
data to the cache without going out to main memory. 
Data is written to main memory only when it is re­
moved from the cache. In contrast, the "write through" 
method transfer data to the external memory each time 
the processor writes data to the cache. The "writeback" 
technique increases performance by reducing bus utili­
zation and preventing unnecessary bottlenecks in the 
system. 

To ensure that data in the cache and in main memory 
are consistent, the data cache implements the MESI 
protocol during reads and writes. This is especially im­
portant in a multiprocessor environment. 

Dynamic Branch Prediction 

Branch prediction is an advanced computing technique 
that boosts performance by keeping the execution pipe­
lines full. It is accomplished by predetermining the 
most likely set of instructions to be executed. 
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To understand the concept better, consider a typical 
application program. After each pass through a soft­
ware loop, the program performs a conditional test to 
determine whether to return to the beginning of the 
loop or to exit and continue on to the next execution 
step. These two paths are called branches. Dynamic 
branch prediction forecasts which branch the software 
will require, based on the assumption that the previous 
taken branch will be used again. Pentium processors 
make prediction by using a Branch Target Buffer 
(BTB). Pentium processors also implement two pre­
fetch buffers, one to prefetch code in a linear fashion 
and the other to prefetch code according to the address­
es in the BTB. As a result, the needed code is always 
prefetched before it is required for execution. In addi­
tion, the Pentium processors support more sophisticat­
ed algorithms by using two level branch prediction. 

Pipe-lined Floating-Point Unit 

The 32-bit compute-intensive software applications re­
quire a high degree of floating-point processing power 
to handle mathematical calculations. As the floating­
point requirements of personal computer software have 
steadily increased, advances in microprocessor technol­
ogy have been introduced to satisfy these needs. The 
Intel486 DX processor, for example, was the first Intel 
microprocessor to integrate math coprocessing func­
tions on-chip; previous-generation Intel processors used 
off-chip math coprocessors when floating-point calcula­
tions were required. 

The Pentium processor family takes math computation­
al ability to the next performance level by using an 
enhanced on-chip floating-point unit that incorporates 
sophisticated eight-stage pipeline and hardwired func­
tions. A three-stage floating-point instruction pipeline 
is appended to the integer pipelines. Most floating-point 
instructions begin execution in one of the integer pipe­
lines, then move on to the floating-point pipeline. In 
addition, common floating-point functions, such as, 
add, multiply and divide, are hardwired for faster exe­
cution. 

Enhanced 64-Bit Data Bus 

The data bus is the highway that carries information 
between the processor and the memory subsystem. Be­
cause of its external 64-bit data bus, the Pentium proc­
essor can transfer data to and from memory at rates up 
to 528 Mbytes/second, a more than five-fold increase 
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over the peak transfer rate ofthe 66 MHz Intel DX2TM 
microprocessor (IDS Mbytes/second). This wider data 
bus facilitates high-speed processing by maintaining the 
flow of instructions and data to the processor's supers­
calar execution unit. 

In addition to having a wider data bus, the Pentium 
processor implements bus cycle pipelining to increase 
bus bandwidth. Bus cycle pipelining allows a second 
cycle to start before the first one is completed. This 
gives the memory subsystem more time to decode the 
address, which allows slower and less-expensive memo­
ry components to be used, resulting in a lower overall 
system cost. Burst reads and writes, parity on address 
and data, and a simple cycle identification all contrib­
ute to providing greater bandwidth and improVed sys­
tem reliability. 

The Pentium processor also has two write buffers, one 
corresponding to each pipeline, to enhance the per­
formance of consecutive writes to memory. Write buff­
ers improve performance by allowing the processor to 
proceed with the next pair of instructions, even though 
one of the current instructions needs to write to memo­
ry while the bus is busy. 

Data Integrity and Error Detection 
Features 

Protecting important data and ensuring its integrity has 
become increasingly important as mission-critical appli­
cations continue to proliferate. To ensure the Pentium 
processors' reliability, Intel ran millions of simulations 
and tests. In addition, designers have added significant 
data integrity and error detection capability. Data pari­
ty checking is supported on byte-by-byte basis. Address 
parity checking, and internal parity checking features 
have been added along with a new exception, the ma­
chine check exception. 

Internal error detection places parity bits on the inter­
nal code and data caches, translation look aside buffers, 
microcode, and branch target buffer. This feature helps 
to detect errors in a manner that remains transparent to 
both the user and the system. 

Furthermore, the Pentium processors have implement­
ed functional redundancy checking to provide maxi­
mum error detection of the processor and the interface 
to the processor. When functional redundancy check­
ing is used, two Pentium processors act as "master" 
and "checker" respectively. The "checker" is used to 
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execute in lock step with the "master" processor. The 
two chips run in tandem, and the "checker" samples 
the "master's" outputs and compares those values with 
the values it computes internally. The "checker" asserts 
an error signal if a discrepancy is discovered, and the 
system is notified. 

As more and more functions are integrated on chip, the 
complexity of board level testing is increased. To ad­
dress this situation, the Pentium processors have in­
creased test and debug capability. The Pentium proces­
sors implement IEEE Boundary Scan (Standard 
1149.1). In addition, the Pentium processors have spec­
ified four breakpoint pins that correspond to each of 
the debug registers and externally indicate a breakpoint 
match. 

Performance Monitoring 

Performance monitoring is a feature of the Pentium 
processor family that enables system designers and soft­
ware application developers to optimize their hardware 
and software products by identifying potential code 
bottlenecks. Designers can observe and count clocks for 
internal processor events that affect the performance of 
data reads and writes, cache hits and misses, interrupts, 
and bus utilization. this allows them to measure the 
effect that their code has on both the Pentium proces­
sor architecture and their product, and to fine-tune 
their application or system for optimal performance, 
due to the greater synergy between the Pentium proces­
sor, its host system, and application software. 

SL Enhanced Power Management 
Features 

The Pentium processor (610\75, 735\90, 815\ 100, 
1000\120, 1110\133) incorporate SL technology fea­
tures for superior power-management capabilities. 
These features operate at two levels: the microprocessor 
and the system. Power management at the processor 
level involves putting the processor into low power 
state during non-processor intensive tasks, such as 
word processing, or into "sleep mode", which is a very 
low-power state, when the computer is not in use. At 
the system level, Intel's SL technology uses system 
management m~de (SMM) to control the way power is 
used by the computer and its peripherals. This mode 
provides intelligent system management that allow the 
microprocessor to slow down, suspend, or completely 
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shut down various system components so as to maxi­
mize energy savings. All members of the Pentium proc­
essor family include SMM. 

Virtual Memory Extensions 

The Pentium processors' Memory Management Unit 
offers the optional extensions from the traditional 
memory page size of 4 Kbytes, to the architecture 
which allow 2-Mbyte and 4-Mbyte page sizes. This fea­
ture, which is transparent to the application software, 
was provided to reduce the frequency of page swapping 
in complex graphics applications, frame buffers, and 
operating system kernels, where the increased page size 
allows users to map large, previously unwieldy objects. 
The larger page enables an increased page hit rate, re­
sulting in higher performance. 

Upgradable With a Future Pentlum® 
OverDrive® Processor 

The Pentium processor has been designed for upgrad­
ability using Intel's upgrade technology. This innova­
tion protects user investments by adding performance 
that helps to maintain the productivity levels of Intel 
processor-based systems over their entire life spans. 
Many Pentium processor-based systems have been de­
signed to support this upgradability. The Future Penti­
um OverDrive processor will speed up typical applica­
tions by 40% to 70%. 

Multiprocessor Support 
The Pentium processor is ideal for the increasing imple­
mentation of multiprocessing systems. Multiprocessing 
applications that combine two or more Pentium proces­
sors are well served by the processors' advanced archi­
tecture, separate on-chip code and data caches, chipsets 
for controlling external caches, and sophisticated data 
integrity features. 

As previously discussed, the Pentium processor family 
uses the MESI protocol to maintain cache consistency 
among several processors. The Pentium processor also 
ensures that instructions are seen by the system in the 
order that they were programmed. This strong ordering 
helps software designed to run on a single-processor, 
system to work correctly in a multiprocessing environ­
ment. 
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Symmetric dual processing in a system is supported 
with two Pentium processors 75/90/100/120/133. The 
two processors appear to the system. as a single Pentium 
processor. Operating systems with dual processing sup­
port properly schedule computing tasks between the 
two processors. This scheduling of tasks is transparent 
to software applications and the end-users. Logic built 
into the processors support a "glueless" interface for 
easy system design. Through a private bus, the two 
Pentium processors 75/90/100/120/133 arbitrate for 
the external bus and maintain cache coherency. 

On-chip Local APIC Device 

The Pentium processor 75/90/100/120/133 incorpo­
rates a local Advanced Programmable Interrupt Con­
troller designed to handle interrupts in a multiprocess­
ing environment. This implementation is capable of 
supporting a mUltiprocessing interrupt scheme with an 
external I/O APIC. The I/O APIC is a device which 
captures all system interrupts and directs them to the 
appropriate processors via various programmable dis­
tribution schemes. For instance, in the multiprocessing 
environment, the APIC can distribute static and dy­
namic symmetric interrupts across all processors. It is 
also capable of routing the dynamic interrupts to the 
lowest-priority processor. These are just two examples 
among many features of APIC architecture. 
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In a dual processor configuration, the local APIC may 
be used with an additional device similar to the I/O 
APIC. An external device provides the APIC system 
clock. Interrupts which are local to each CPU go 
through the APIC on each chip. 

INCREASED PERFORMANCE: BY THE 
NUMBERS 

The iCOMP (Intel COmparative Microprocessor Per­
formance) index provides a simple relative measure of 
microprocessor performance. It is not a benchmark, but 
a collection of benchmarks used to calculate an index of 
relative processor performance intended to help end-us­
ers to decide which Intel microprocessor best meets 
their desktop computing needs. The iCOMP index rat­
ing is based on the technical categories that encompass 
four separate aspects of both 16- and 32-bit CPU per­
formance: integer, floating-point, graphics and video 
performance. Each category is weighted based on the 
estimated percentage of time it enters into the process­
ing picture. The higher the iCOMP index rating, the 
higher the relative performance of the microprocessor. 

Figure 1 illustrates the iCOMP index ratings for ten 
Intel microprocessors. The Intel Pentium processor 133 
MHz with an iCOMP index rating 1110 yields 2.5 
times the performance of the 100 MHz Inte1DX4® 
processor, which has an iCOMP index rating of 435. 
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Figure 1. iCOMp® Index Ratings for Intel Processors 

Modern industry standard benchmarks were chosen to 
accurately demonstrate the superior performance of the 
Intel Pentium Pro processor family. Processor-intensive 
benchmarks such as SPECint9S*, SPECint92* and sev­
eral 32-bit benchmarks highlight workstation-level per­
formance. SPECint9S and SPECint92 are two very ef­
fective benchmarks for evaluating CPU performance 
because of its large size and application representative 
instruction mix. 

SPECint92 is a processor-intensive UNIX benchmark 
that evaluates desktop performance using a representa­
tive mix of application instructions. The SPECfp92 * 
UNIX benchmark is a useful measure of floating-point 

2-6 

performance. Because today's commercial applications 
are comprised almost exclusively of integer-intensive 
programs, SPECint92 represents an appropriate in­
struction mix for commercial applications and is a 
much more effective benchmark to predict 32-bit busi­
ness performance than SPECfp92. 

SPEC9S* was designed to provide measures of per­
formance for comparing compute-intensive workloads 
on different computer systems. SPEC9S consists of two 
suites of benchmarks: CINT9S' for measuring and 
comparing compute-intensive integer performance, and 
CFP9S* for measuring and comparing compute-inten­
sive floating-point performance. The two suites provide 

I 
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component-level benchmarks that measure the per­
formance of the computer's processor, memory archi­
tecture and compiler. SPEC* benchmarks are selected 
from existing application and benchmark source code 
running across mUltiple platforms. Each benchmark is 
tested on different platforms to obtain fair performance 
results across competing hardware and software sys­
tems. 

SPEC9S is the third major version of the SPEC bench­
mark suites, which in 1989 became the first widely ac­
cepted standard for comparing compute-intensive per­
formance across various architectures. The new release 
replaces SPEC92*, which will be gradually phased out 
between now and June 1996, when SPEC will stop pub-

I 

lishing SPEC92 results and stop selling the benchmark 
suite. Performance results from SPEC9S cannot be 
compared to those from SPEC92, since new bench­
marks have been added and existing ones changed. 

The CINT95 suite, written in C language, contains 
eight CPU-intensive integer benchmarks. It is used to 
measure and calculate the following metrics: 

• SPECint95 - The geometric mean of eight normal­
ized ratios (one for each integer benchmark) when 
compiled with aggressive optimization for each 
benchmark. 

• SPECint_base9S* - The geometric mean of eight 
normalized ratios when compiled with the conserva­
tive optimization for each benchmark. 
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The CFP95 suite, written in FORTRAN language, 
contains 10 CPU-intensive floating point benchmarks. 
It is used to measure and calculate the following met­
rics: 

• SPECfp95' - The geometric mean of 10 normalized 
ratios (one for each floating point benchmark) when 
compiled with aggressive optimization for each 
benchmark. 

• SPECfp_base95* - The geometric mean of 10 nor­
malized ratios when compiled with conservative op­
timization for each benchmark. 

Because today's commercial applications are comprised 
almost exclusively of integer-intensive programs, 

3.94 
4.00 

3.50' 

3.00 

2.50' 

2.0'0' 

1.50' 

1.0'0' 

0'.50' 

0'.0'0' 
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SPECint95 represents an appropriate instruction mix 
for commercial applications and is a much more effec­
tive benchmark to predict 32-bit business performance 
than SPECfp95. 

Figures 2 and 3 show the SPECint95 and SPECfp95 
performance of the Pentium processor 100 MHz, 120 
MHi and 133 MHz under the I MB second-level cache 
("L2 cache") configurations. Figures 4 and 5 show the 
SPECint92 and SPECfp92 performance of Pentium 
processor 100 MHz, 120 MHz and 133 MHz under 1 
MB second-level cache ("L2 cache") configurations. 
The SPECint92 and SPECfp92 numbers use the latest 
compiler technology (see the lastest Intel Pentium Pro 
Processor Performance Brief). 

3.60' 

Base 
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Figure 2. Intel Pentium® Processor Performance for the UNIX' SPECint9S* Benchmark 
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-Figure 3. Intel Pentium® Processor Performance for the UNIX· SPECfp95* Benchmark 
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SPECint92* Performance Comparison 
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Figure 4. Intel Pentium Processor Performance for UNIX* SPECint92* Benchmark 
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Figure 5. Intel Pentium® Processor Performance for the UNIX' SPECfp92' Benchmark 

HIGH PERFORMANCE WITH FULL 
COMPATIBILITY 

The Pentium processor family provides extremely high 
performance because it incorporates the latest state-of­
the-art design principles. With its superscalar architec­
ture, separate code and data caches, dynamic branch 
prediction, and an enhanced floating-point unit, the 
Pentium processor can meet the performance needs of 
today's and tomorrow's software applications. Mean­
while it maintains complete compatibility with the in­
stalled base of software currently running on all the 
Intel family members. 

I 

The Pentium processors' combination of performance 
and compatibility uniquely positions it to meet the 
needs of the expanding development of notebook, desk­
top, and server application. Not only will users experi­
ence dramatic performance improvements while run­
ning their current software, but they can also anticipate 
that new applications will take even further advantage 
of the Pentium processors' high performance features. 
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intel® 
PENTIUM® PROCESSOR AT iCOMP INDEX 510\60 MHz 
PENTIUM® PROCESSOR AT iCOMP INDEX 567\66 MHz 

• Binary Compatible with Large Software 
Base 
-DOS·, OS/2*, UNIX', and WINDOWS· 

• 32-Bit Microprocessor 
- 32-Bit Addressing 
- 64-Bit Data Bus 

• Superscalar Architecture 
- Two Pipelined Integer Units 
- Capable of under One Clock per 

Instruction 
- Pipelined· Floating Point Unit 

• Separate Code· and Data Caches 
- 8K Code, 8K Write Back Data 
- 2-Way 32-Byte Line Size 
- Software Transparent 
- MESI Cache Consistency Protocol 

• Advanced Design Features 
- Branch Prediction 
- Virtual Mode Extensions 

• 273-PinGrid Array Package 

• BiCMOS Silicon Technology 

• Increased Page Size 
- 4M for Increased TLB Hit Rate 

• Multi-Processor Support 
- Multiprocessor Instructions 
- Support for Second Level Cache 

• Internal Error Detection 
- Functional Redundancy Checking 
- Built in Self Test 
- Parity Testing and Checking 

• IEEE 1149.1 Boundary Scan 
Compatibility 

• Performance Monitoring 
- Counts Occurrence of Internal 

Events 
- Traces Execution through Pipelines 

The Pentium® processor (510\60, 567\66) provides the next generation of power for high·end workstations 
and servers. The Pentium processor (510\60,567\66) is compatible with the entire installed base of applica­
tions for DOS', Windows', OS/2", and UNIX". The Pentium processor's superscalar architecture can execute 
two instructions per clock cycle. Branch Prediction and separate caches also increase performance. The 
pipelined floating point unit of the Pentium processor (510\60, 567\66) delivers workstation level perform­
ance. Separate code and data caches reduce cache conflicts while remaining software transparent. The 
Pentium processor (510\60, 567\66) has 3.1 million transistors and is built on Intel's 0.8 Micron BiCMOS 
silicon technology. The Pentium processor may contain design defects or errors known as errata. Current 
characterized errata are available upon request. 

i 
p~n'IHn,r 

'Other brands and names are the property of their respective owners. 
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PENTIUM® PROCESSOR (510\60, 567\66) 

1.0 MICROPROCESSOR 
ARCHITECTURE OVERVIEW 

The Pentium® processor (510\60, 567\66) is the 
next generation member of the Intel386TM and 
Intel486™ microprocessor family. It is 100% binary 
compatible with the 8086/88, 80286, Intel386 OX 
CPU, Intel386 SX CPU, Intel486 OX CPU, Intel486 
SX and the Intel486 DX2 CPUs. 

The Pentium processor (510\60, 567\66) contains 
all of the features of the Intel486 CPU, and provides 
significant enhancements and additions including 
the following: 

• Superscalar Architecture 

• Dynamic Branch Prediction 

• Pipelined Floating-Point Unit 

• Improved Instruction Execution Time 

• Separate 8K Code and Data Caches 

• Writeback MESI Protocol in the Data Cache 

• 64-Bit Data Bus 

• Bus Cycle Pipelining 

• Address Parity 

• Internal Parity Checking 

• Functional Redundancy Checking 

• Execution Tracing 

• Performance Monitoring 

• IEEE 1149.1 Boundary Scan 

• System Management Mode 

• Virtual Mode Extensions 

The application instruction set of the Pentium proc­
essor (510\60, 567\66) includes the complete 
Intel486 CPU instruction set with extensions to ac­
commodate some of the additional functionality of 
the Pentium processor (510\60, 567\66). All appli­
cation software written for the Intel386 and Intel486 
microprocessors will run on the Pentium processor 
(510\60, 567\66) without modification. The on-chip 
memory management unit (MMU) is completely 
compatible with the Intel386 and Intel486 CPUs. 

The Pentium processor (510\60, 567\66) imple­
ments several enhancements to increase perform­
ance. The two instruction pipelines and floating­
point unit on the Pentium processor (510\60, 
567/66) are capable of independent operation. 
Each pipeline issues frequently used instructions in 
a single clock. Together, the dual pipes can issue 
two integer instructions in one clock, or one floating 
point instruction (under certain circumstances, 2 
floating point instructions) in one clock. 

2-14 

Branch prediction is implemented in the Pentium 
processor (510\60, 567\66). To support this, the 
Pentium processor (510\60, 567\66) implements 
two prefetch buffers, one to prefetchcode in a linear 
fashion, and one that prefetches code according to 
the BTB so the needed code is almost always pre­
fetched before it is needed for execution. 

The floating-point unit has been completely rede­
signed over the Intel486 CPU. Faster algorithms pro­
vide up to 10X speed-up for common operations in­
cluding add, multiply, and load. 

The Pentium processor (510\60, 567\66) includes 
separate code and data caches integrated on chip 
to meet its performance goals. Each cache is 
8 Kbytes in size, with a 32-byte line size and is 2-way 
set associative. Each cache has a dedicated Trans­
lation Lookaside Buffer (TLB) to translate linear ad­
dresses to physical addresses. The data cache is 
configurable to be writeback or writethrough on a 
line by line basis and follows the MESI protocol. The 
data cache tags are triple ported to support two data 
transfers and an inquire cycle in the same clock. The 
code cache is an inherently write protected cache. 
The code cache tags are also triple ported to sup­
port snooping and split line accesses. Individual 
pages can be configured as cacheable or non­
cacheable by software or hardware. The caches can 
be enabled or disabled by software or hardware. 

The Pentium processor (510\60, 567\66) has in­
creased the data bus to 64-bits to improve the data 
transfer rate. Burst read and burst write back cycles 
are supported by the Pentium processor (510\60, 
567\66). In addition, bus cycle pipelining has been 
added to allow two bus cycles to be in progress 
simultaneously. The Pentium processor (510\60, 
567\66) Memory Management Unit contains option­
al extensions to the architecture which allow 
4 Mbyte page sizes. 

The Pentium processor (510\60, 567\66) has added 
significant data integrity and error detection capabili­
ty. Data parity checking is still supported on a byte 
by byte basis. Address parity checking, and internal 
parity checking features have been added along 
with a new exception, the machine check exception. 
In addition, the Pentium processor (510\60,567\66) 
has implemented functional redundancy checking to 
provide maximum error detection of the processor 
and the interface to the processor. When functional 
redundancy checking is used, a second processor, 
the "checker" is used to execute in lock step with 
the "master" processor. The checker samples the 
master's outputs and compares those values with 
the values it computes internally, and asserts an er­
ror signal if a mismatch occurs. 

I 



As more and more functions are integrated on chip, 
the complexity of board level testing is increased. To 
address this, the Pentium processor (510\60, 
567\66) has increased test and debug capability. 
Like many of the Intel486 CPUs, the Pentium proc­
essor (510\60,567\66) implements IEEE Boundary 
Scan (Standard 1149.1). In addition, the Pentium 
processor (510\60, 567\66) has specified 4 break­
point pins that correspond to each of the debug reg­
isters and externally indicate a breakpoint match. 
Execution traCing provides external indications when 
an instruction has completed execution in either of 
the two internal pipelines, or when a branch has 
been taken. 

PENTIUM® PROCESSOR (510\60, 567\66) 

System management mode has been implemented 
along with some extensions to the SMM architec­
ture. Enhancements to the Virtual 8086 mode have 
been made to increase performance by reducing the 
number of times it is necessary to trap to a virtual 
8086 monitor. 

Figure 1-1 shows a block diagram of the Pentium 
processor (510\60,567\66). 

The block diagram shows the two instruction pipe­
lines, the "u" pipe and the "v" pipe. The u-pipe can 
execute all integer and floating point instructions. 
The v-pipe can execute simple integer instructions 
and the FXCH floating point instructions. 
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Figure 1-1. Pentium® Processor (510\60, 567\66) Block Diagram 
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PENTIUM® PROCESSOR (510\60, 567\66) 

The separate caches are shown, the code cache 
and data cache. The data cache has two ports, one 
for each of the two pipes (the tags are triple ported 
to allow simultaneous inquire cycles). The data 
cache has a dedicated Translation Lookaside Buffer 
(TLB) to translate linear addresses to the physical 
addresses used by the data cache. 

The code cache, branch target buffer and prefetch 
buffers are responsible for getting raw instructions 
into the execution units of the Pentium processor 
(510\60,567\66). Instructions are fetched from the 
code cache or from the external bus. Branch ad­
dresses are remembered by the branch target buff­
er. The code cache TLB translates linear addresses 
to physical addresses used by the code cache. 

2-16 

The decode unit decodes the prefetched instruc­
tions so the Pentium processor (510\60, 567\66) 
can execute the instruction. The control ROM con­
tains the microcode which controls the sequence of 
operations that must be performed to implement the 
Pentium processor (510\60, 567\66) architecture. 
The control ROM unit has direct control over both 
pipelines. 

The Pentium processor (510\60,567\66) contains a 
pipelined floating point unit that provides a signifi­
cant floating point performance advantage over 
previous generations of the Pentium processor 
(510\60, 567\66). 

The architectural features introduced in this chapter 
are more fully described in the Pentium@ Processor 
Family Oeveloper's Manual, Volume 3. 
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PENTIUM® PROCESSOR (510\60, 567\66) 

2.0 PINOUT 

2.1 Pinout and Pin Descriptions 

2.1.1 Pentium® PROCESSOR (510\60, 567\66) PINOUT 

6 10 11 12 13 14 15 16 17 18 18 20 21 

A 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
25 A INV Mno. EWBE. Vee Vee Vee Vee Vee OP2 023 Vee Vee Vee Vee Vee Vee Vee Vee OP5 043 

B 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
27 28 B IV BP2 BP3 06 Vas Vss v .. Vas 017 024 Vu Vas Vsa Vas V •• V .. Vas Vas 041 

C 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 C Vee IERR. PM1/BPl 04 OPI 018 022 025 029 031 026 09 010 012 018 021 033 036 034 050 052 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 Vee PMOIBPO 00 013 015 016 020 OP3 027 032 026 030 014 040 038 037 035 OP4 038 042 044 

E 0 0 0 0 0 0 
£&£4£7 E Vee Vas 01 02 011 046 

F 0 0 0 0 0 0 0 0 
Vee Vas 03 08 051 049 057 Vee 

G 0 0 0 0 0 0 o 0 G 
Vee V .. OS 07 053 055 Vas Vee 

H 0 0 0 0 0 0 0 0 H Vee V .. FERR. OPO 063 058 V.s 056 

J 0 0 0 0 0 0 0 0 
Vas IU KEN. CACHE. 058 062 V •• Vee 

K 0 0 0 0 0 0 0 0 K Vas V .. NA. BOFF. CLK 061 Vas Vee 

L 0 0 0 0 Top View 0 0 0 0 L Vas AHOLO NC BROYI RESET 060 V.. Vee 

M 0 0 0 0 PE~ FR£C' ~ss ~ee M V .. WBIWT. EAOS. HITM. 

N 0 0 0 0 0 0 o 0 N 
Vee V .. WIR. NC INTR NMI V •• Vee 

P 0 0 0 0 0 0 0 0 P 
Vee V .. AP ADS. SMI. TMS Vas Vee 

Q 0 0 0 0 0 0 ~as Se Q Vee V .. HLOA BE" Vee NC 

R 0 0 0 0 0 0 ~ss Se R Vee Vas PCHK. SCYC R/s' NC 

S ~ee ~ .. P~ BE~ 0 000 
TRSrt NC IGNNE. foe S 

T 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 T Vee VasBUSCHK. TCKSMIAcn BE4. Bn BTO A2& A18 A17 A15 A13 Al1 A9 A7 A3 NC IBT INIT TOI 

U 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 U 
Vee FLUSH. PROY BEO. A20M. BE2t BE" A24 A22 A20 A16 A16 A14 AU Al0 A8 A6 AS A25 A23 A21 

V 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 V 
BE .. BRED LOCK. ole. HOLD A28 V.. Vss Va V.. V.. Vas Vas V .. Vss Vss V .. V .. A31 A29 A27 

W 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 W 
BEn HIT. APCHK. PCO A30 Vee Vee Vee Vee Vee Vee Vee Vee Vee Vee Vee Vee Vee A4 BT3 BTl 

3 6 10 11 12 13 14 15 16 17 18 18 20 21 
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Figure 2·1. Pentium® Processor (510\60, 567\66) Pinout (Top View) 
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21 20 111 l' 17 I. 15 14 13 12 11 10 II • 7 • & 4 3 2 1 

A 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a A 
D4& D43 DP5 Vee Vee Vee Vee Voc Voc Voc Voc D23 DP2 Voc Vee Voc Voc Voc EWBEt ~OI INY 

B ~.£ £ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 B V .. V .. V .. V .. V.. V.. V.. V.. D24 D17 V .. Voo V .. V .. 01 BP3 BP2 IV 

C'£ £ D~ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 PItI~ 0 0 C -D33 D21 Dl. D12 Dl0 DI D25 D21 D25 DB D22 D18 DP1 D4 ERRI Vee 

D.£D~.£ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 D 
DP4 D35 D37 D38 D40 D14 D30 D25 D32 D37 DPS D20 Dl. D15 D13 00_ Voc 

ED<;;?D~02 0 0 0 0 0 0 E 
D4& Dl1 D2 D1 V .. Voc 

F V~ £ £ 0 0 0 0 0 F 
D51 DB D3 V .. Voc 

QV~V~~ 0 0 0 0 0 G 
D53 D7 D5 V .. Vee 

H ~ V~ ~ 0 0 0 0 0 H 
D53 DPO FERRI V .. Vee 

JV~V~.£ 0 0 0 0 0 J 
DI8 CACHet KEN. HI V .. 

KV~V~~ 0 0 0 0 0 K 
ClK BOFFI NAt V .. V .. 

LV~V~£ 0 Bottom View 0 0 0 0 L 
RESET BRD.,. He AHOLD v .. 

M V~ V~ FR£c. ~Nt 0 0 0 0 M 
HITW EADSt WBIWT. v .. 

NV~V~N~ 0 0 0 0 0 N 
INTR NC WAIl VA Vee 

PV~V~~ 0 0 0 0 0 P 
SMI. ADSt AP v .. Voc 

Q 0 0 0 0 0 0 0 0 Q 
Vee v .. NC Vee BEl. HLDA VA Vee 

RV~V~~ 0 0 0 0 0 R 
RISI seve PCIIK. v .. Vee 

s~~.~ 0 ~~ V~ v2 s THsn 

TJ? 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0' 0 T 
lilT lIT He AS A7 AI All A13 A15 A17 AI. A211 &TO BT2 BE4t _CT' TCK BUSCHK. V .. Voc 

U 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 U 
A21 AD A2II AS AS AI Al0 A12 A14 AI. AI. A20 A22 A24 BElt BE2t A2OIII' BEOt PROV FWSNt Voc 

V 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 V 
A27 A211 All V .. V .. V .. V .. V .. V .. V.. v.. v.. v.. v.. V.. A28 HOLD tM:t LOCK. BREa BE3t 

W 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 W 
BT1 BTl A4 Vee Vee Vee Vee Vee Vee Vee Vee Vee Vee Vee Vee Vee A30 PCD APCHKt HIT. BElt 

21 20 111 18 17 I. 15 14 13 12 11 10 II • 7 • 5 4 3 2 1 
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Figure 2-2. Pentlum® Processor (510\60, 567\66) Pinout (Bottom View) 
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PENTIUM® PROCESSOR (510\60, 567\66) 

Table 2-1. Pentium® Processor (510\60, 567\66) Pin Cross Reference Table by Pin Name 

Signal Location Signal location Signal Location Signal Location 

A3 T17 BE2# U06 018 C06 054 E20 

A4 W19 BE3# V01 019 C15 055 G19 

A5 U18 BE4# T06 020 007 056 H21 

A6 U17 BE5# 804 021 C16 057 F20 

A7 T16 BE6# U07 022 C07 058 J18 

AS U16 BE7# W01 023 A10 059 H19 

A9 T15 BOFF# K04 024 B10 060 l19 

A10 U15 BP2 B02 025 C08 061 K19 

A11 T14 BP3 B03 026 C11 062 J19 

A12 U14 BROY# l04 027 009 063 H18 

A13 T13 BREQ V02 028 011 O/C# V04 

A14 U13 BTO T08 029 C09 OPO H04 

A15 T12 BT1 W21 030 012 OP1 C05 

A16 U12 BT2 T07 031 C10 OP2 A9 

A17 T11 BT3 W20 032 010 OP3 008 

A18 U11 BU8CHK# T03 033 C17 OP4 018 

A19 T10 CACHE # J04 034 C19 OP5 A19 

A20 U10 ClK K18 035 017 OP6 E19 

A21 U21 00 003 036 C18 OP7 E21 

A22 U09 01 E03 037 016 EA08# M03 

A23 U20 02 E04 038 019 EWBE# A03 

A24 U08 03 F03 039 015 FERR# H03 

A25 U19 04 C04 040 014 FlU8H# U02 

A26 T09 05 G03 041 B19 FRCMC# M19 

A27 V21 06 B04 042 020 HIT# W02 

A28 V06 07 G04 043 A20 HITM# M04 

A29 V20 08 F04 044 021 HlOA Q03 

A30 W05 09 C12 045 A21 HOlO V05 

A31 V19 010 C13 046 E18 IBT T19 

A20M# U05 011 E05 047 B20 IERR# CO2 

A08# P04 012 C14 048 B21 IGNNE# 820 

AHOlO l02 013 004 049 F19 INIT T20 

AP P03 014 013 050 C20 INTR N18 

APCHK# W03 015 005 051 F18 INV A01 

BEO# U04 016 006 052 C21 IU J02 

BE1# Q04 017 B09 053 G18 IV B01 
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PENTIUM® PROCESSOR (510\60, 567\66) 

Table 2-1. Pentium® Processor (510\60, 567\66) Pin Cross Reference Table by Pin Name (Continued) 

Signal Location Signal Location 

KEN# J03 RESET L18 

LOCK # V03 RIS# R18 

MIIO# A02 SCYC R04 

NA# K03 SMI# P18 

NMI N19 SMIACT# TOS 

PCO W04, TCK T04 

PCHK# R03 TOI T21 

PEN# M18 TOO S21 

PMO/8PO 002 TMS P19 

PM1/8P1 C03 TRST# S18 

PROY U03 W8/WT# M02 

PWT S03 W/R# N03 

2.2 Design Notes 

For reliable operation, always connect unused in­
puts to an appropriate signal level. Unused active 
LOW inputs should be connected to Vee. Unused 
active HIGH inputs should be connected to GNO. 

No Connect (NC) pins must remain unconnected. 
Connection of NC pins may result in component fail­
ure or incompatibility with processor steppings. 

NOTE: 
The No Connect pin located at L03 (8ROYC#) 
along with 8USCHK# are sampled by the Pentium 
processor (S10\60, S67\66) at RESET to configure 
the 1/0 buffers of the processor for use with the 
82496 Cache Controlier/82491 Cache SRAM sec­
ondary cache as a chip set (refer to the Pentium® 
Processor Family Developer's Manual, Volume 2 
for further information). 
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Signal Location Signal Location 

NC L03, N04, Vss 80S,806, 
019, R19, 807,808, 
S19, T18 811,812, 

Vee A04, AOS, 
A06, A07, 
A08, A11, 
A12, A13, 
A14, A1S, 
A16, A17, 
A18,C01, 
001, E01, 
F01, F21, 
G01, G21, 
H01, J21 
K21, L21, 
M21, N01, 
N21, P01, 
P21,001, 
018,021, 
R01, R21, 
S01, T01, 
U01, W06, 
W07, W08, 
W09, W10, 
W11, W12, 

813,814, 
81S, 816, 
817,818, 
E02, F02, 
G02, G20, 
H02, H2O, 
J01, J20, 
K01, K02, 
K20, L01, 
L20, M01, 
M20, N02, 
N20, P02, 
P20, 002, 
020, R02, 
R20, S02, 
T02, V07, 
V08, V09, 
V10, V11, 
V12, V13, 
V14, V1S, 
V16,V17, 
V18 

W13, W14, 
W1S, W16, 
W17, W18 

2.3 Quick Pin Reference 

This section gives a brief functional description of 
each of the pins. For a detailed description, see the 
Hardware Interface chapter in the Pentium® Proces­
sor Family Developer's Manual, Volume 1. Note 
that all Input pins must meet their AC/DC specifi­
cations to guarantee proper functional behavior. 
In this section, the pins are arranged in alphabetical 
order. The functional grouping of each pin is listed at 
the end of this chapter. 

The # symbol at the end of a signal name indicates 
that the active, or asserted state occurs when the 
signal is at a low Voltage. When a # symbol is not 
present after the signal name, the signal is active, or 
asserted at the high voltage level. 
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PENTIUM® PROCESSOR (510\60, 567\66) 

Table 2-2. Quick Pin Reference 

Symbol Type' Name and Function 

A20M# I When the address bit 20 mask pin is asserted, the Pentium® Processor 
(510\60, 567\66) emulates the address wraparound at one Mbyte which 
occurs on the 8086. When A20M # is asserted, the Pentium processor 
(510\60,567\66) masks physical address bit 20 (A20) before performing a 
lookup to the internal caches or driving a memory cycle on the bus. The effect 
of A20M # is undefined in protected mode. A20M # must be asserted only 
when the processor is in real mode. 

A31-A3 1/0 As outputs, the address lines of the processor along with the byte enables 
define the physical area of memory or 1/0 accessed. The external system 
drives the inquire address to the processor on A31-A5. 

ADS# 0 The address status indicates that a new valid bus cycle is currently being 
driven by the Pentium processor (510\60, 567\66). 

AHOLD 1/0 In response to the assertion of address hold, the Pentium processor (510\60, 
567\66) will stop driving the address lines (A31-A3), and AP in the next clock. 
The rest of the bus will remain active so data can be returned or driven for 
previously issued bus cycles. 

AP 1/0 Address parity is driven by the Pentium processor (510\60, 567\66) with even 
parity information on all Pentium processor (510\60, 567\66) generated cycles 
in the same clock that the address is driven. Even parity must be driven back to 
the Pentium processor (510\60, 567\66) during inquire cycles on this pin in the 
same clock as EADS# to ensure that the correct parity check status is 
indicated by the Pentium processor (510\60,567\66). 

APCHK# 0 The address parity check status pin is asserted two clocks after EADS # is 
sampled active if the Pentium processor (510\60,567\66) has detected a 
parity error on the address bus during inquire cycles. APCHK# will remain 
active for one clock each time a parity error is detected. 

BE7#-BEO# 0 The byte enable pins are used to determine which bytes must be written to 
external memory, or which bytes were requested by the CPU for the current 
cycle. The byte enables are driven in the same clock as the address lines 
(A31-3). 

BOFF# I The backoff input is used to abort all outstanding bus cycles that have not yet 
completed. In response to BOFF#, the Pentium processor (510\60, 567\66) 
will float all pins normally floated during bus hold in the nex1 clock. The 
processor remains in bus hold until BOFF # is negated at which time the 
Pentium processor (510\60, 567\66) restarts the aborted bus cycle(s) in their 
entirety. 

BP[3:2] 0 The breakpoint pins (BP3-0) correspond to the debug registers, DR3-DRO. 
PM/BP[1:0] These pins ex1ernally indicate a breakpoint match when the debug registers 

are programmed to test for breakpoint matches. 

BP1 and BPO are multiplexed with the Performance Monitoring pins (PM1 and 
PMO). The PB1 and PBO bits in the Debug Mode Control Register determine if 
the pins are configured as breakpoint or performance monitoring pins. The pins 
come out of reset configured for performance monitoring. 

BRDY# I The burst ready input indicates that the ex1ernal system has presented valid 
data on the data pins in response to a read or that the ex1ernal system has 
accepted the Pentium processor (510\60, 567\66) data in response to a write 
request. This signal is sampled in the T2, T12 and T2P bus states. 
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PENTIUM® PROCESSOR (510\60, 567\66) 

Table 2-2. Quick Pin Reference (Continued) 

Symbol Type' Name and Function 

BREQ 0 The bus request output indicates to the external system that the Pentium 
processor (510\60, 567\66) has internally generated a bus request. This signal is 
always driven whether or not the Pentium processor (510\60, 567\66) is driving 
its bus. 

BT3-BTO 0 The branch trace outputs provide bits 2-0 of the branch target linear address 
(BT2-BTO) and the default operand size (BT3) during a branch trace message 
special cycle. 

BUSCHK# I The bus check input allows the system to signal an unsuccessful completion of a 
bus cycle. If this pin is sampled active, the Pentium processor (510\60,567\66) 
will latch the address and control signals in the machine check registers. If in 
addition, the MCE bit in CR4 is set, the Pentium processor (510\60,567\66) will 
vector to the machine check exception. 

CACHE# 0 For Pentium processor (510\60, 567\66)-initiated cycles the cache pin indicates 
internal cacheability of the cycle (if a read), and indicates a burst writeback cycle 
(if a write). If this pin is driven inactive during a read cycle, Pentium processor 
(510\60,567\66) will not cache the returned data, regardless of the state of the 
KEN # pin. This pin is also used to determine the cycle length (number of 
transfers in the cycle). 

ClK I The clock input provides the fundamental timing for the Pentium processor 
(510\60, 567\66). Its frequency is the internal operating frequency of the Pentium 
processor (510\60,567\66) and requires TTL levels. All external timing 
parameters except TOI, TOO, TMS and TRST # are specified with respect to the 
rising edge of ClK. 

O/C# 0 The Data/Code output is one of the primary bus cycle definition pins. It is driven 
valid in the same clock as the AOS# signal is asserted. O/C# distinguishes 
between data and code or special cycles. 

063-00 I/O These are the 64 data lines for the processor. Lines 07-00 define the least 
significant byte of the data bus; lines 063-056 define the most significant byte of 
the data bus. When the CPU is driving the data lines, they are driven during the 
T2, T12, or T2P clocks for that cycle. During reads, the CPU samples the data bus 
when BROY # is returned. 

OP7-0PO I/O These are the data parity pins for the processor. There is one for each byte of the 
data bus. They are driven by the Pentium processor (510\60, 567\66) with even 
parity information on writes in the same clock as write data. Even parity 
information must be driven back to the Pentium processor (510\60, 567\66) on 
these pins in the same clock as the data to ensure that the correct parity check 
status is indicated by the Pentium processor (510\60,567\66). OP7 applies to 
063-056, OPO applies to 07-00. 

EAOS# I This signal indicates that a valid external address has been driven onto the 
Pentium processor (510\60,567\66) address pins to be used for an inquire cycle. 

EWBE# I The external write buffer empty input, when inactive (high), indicates that a write 
cycle is pending in the external system. When the Pentium processor (510\60, 
567\66) generates a write, and EWBE # is sampled inactive, the Pentium 
processor (510\60,567\66) will hold off all subsequent writes to all E or M-state 
lines in the data cache until all write cycles have completed, as indicated by 
EWBE # being active. 
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Table 2·2. Quick Pin Reference (Continued) 

Symbol Type' Name and Function 

FERR# 0 The floating point error pin is driven active when an unmasked floating point error 
occurs. FERR # is similar to the ERROR # pin on the Intel387™ math 
coprocessor. FERR # is included for compatibility with systems using DOS type 
floating point error reporting. 

FLUSHfI I When asserted, the cache flush input forces the Pentium processor (510\60, 
567\66) to writeback all modified lines in the data cache and invalidate its internal 
caches. A Flush Acknowledge special cycle will be generated by the Pentium 
processor (510\60, 567\66) indicating completion of the writeback and 
invalidation. 

If FLUSH # is sampled low when RESET transitions from high to low, tristate test 
mode is entered. 

FRCMC# I The Functional Redundancy Checking Master/Checker mode input is used to 
determine whether the Pentium processor (510\60, 567\66) is configured in 
master mode or checker mode. When configured as a master, the Pentium 
processor (510\60, 567\66) drives its output pins as required by the bus protocol. 
When configured as a checker, the Pentium processor (510\60, 567\66) tristates 
all outputs (except IERR # and TOO) and samples the output pins. 

The configuration as a master/checker is set after RESET and may not be 
changed other than by a subsequent RESET. 

HIT# 0 The hit indication is driven to reflect the outcome of an inquire cycle. If an inquire 
cycle hits a valid line in either the Pentium processor (510\60, 567\66) data or 
instruction cache, this pin is asserted two clocks after EADS# is sampled asserted. 
If the inquire cycle misses Pentium processor (510\60, 567\66) cache, this pin is 
negated two clocks after EADS #. This pin changes its value only as a result of an 
inquire cycle and retains its value between the cycles. 

HITM# 0 The hit to a modified line output is driven to reflect the outcome of an inquire cycle. 
It is asserted after inquire cycles which resulted in a hit to a modified line in the data 
cache. It is used to inhibit another bus master from accessing the data until the line 
is completely written back. 

HLDA 0 The bus hold acknowledge pin goes active in response to a hold request driven to 
the processor on the HOLD pin. It indicates that the Pentium processor (510\60, 
567\66) has floated most of the output pins and relinquished the bus to another 
local bus master. When leaving bus hold, HLDA will be driven inactive and the 
Pentium processor (510\60, 567\66) will resume driving the bus. If the Pentium 
processor (510\60, 567\66) has bus cycle pending, it will be driven in the same 
clock that HLDA is deasserted. 

HOLD I In response to the bus hold request, the Pentium processor (510\60, 567\66) will 
float most of its output and input/output pins and assert HLDA after completing all 
outstanding bus cycles. The Pentium processor (510\60, 567\66) will maintain its 
bus in this state until HOLD is deasserted. HOLD is not recognized during LOCK 
cycles. The Pentium processor (510\60, 567\66) will recognize HOLD during reset. 

1ST 0 The instruction branch taken pin is driven active (high) for one clock to indicate that 
a branch was taken. This output is always driven by the Pentium processor 
(510\60, 567\66}. 
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Table 2-2. Quick Pin Reference (Continued) 

Symbol Type' Name and Function 

IERR# 0 The internal errC?r pin is used to indicate two types of errors, internal parity errors 
and functional redundancy errors. If a parity error occurs on a read from an internal 
array, the Pentium processor (510\60, 567\66) will assert the IERR # pin for one 
clock and then shutdown. If the Pentium processor (510\60,567\66) is configured 
as a checker and a mismatch occurs between the value sampled on the pins and 
the corresponding value computed internally, the Pentium processor (510\60, 
567\66) will assert IERR # two clocks after the mismatched value is returned. 

IGNNE# I This is the ignore numeric error input. This pin has no effect when the NE bit in CRO 
is set to 1. When the CRO.NE bit is 0, and the IGNNE # pin is asserted, the Pentium 
processor (510\60,567\66) will ignore any pending unmasked numeric exception 
and continue executing floating point instructions for the entire duration that this pin 
is asserted. When the CRO.NE bit is O,IGNNE# is not asserted, a pending 
unmasked numeric exception exists (SW.ES =1), and the floating pOint instruction 
is one of FIN IT, FCLEX, FSTENV, FSAVE, FSTSW, FSTCW, FENI, FDISI, or 
FSETPM, the Pentium processor (510\60,567\66) will execute the instruction in 
spite of the pending exception. When the CRO.NE bit is 0, IGNNE# is not asserted, 
a pending unmasked numeric exception exists (SW.ES = 1), and the floating point 
instruction is one other than FINIT, FCLEX, FSTENV, FSAVE, FSTSW, FSTCW, 
FENI, FDISI, or FSETPM, the Pentium processor (510\60,567\66) will stop 
execution and wait for an external interrupt. 

INIT I The Pentium processor (510\60, 567\66) initialization input pin forces the Pentium 
processor (510\60,567\66) to begin execution in a known state. The processor 
state after INIT is the same as the state after RESET except that the internal 
caches, write buffers, and floating point registers retain the values they had prior to 
INIT. INIT may NOT be used in lieu of RESET after power-up. 

If INIT is sampled high when RESET transitions from high to low the Pentium 
processor (510\60, 567\66) will perform built-in self test prior to the start of 
program execution. 

INTR I An active maskable interrupt input indicates that an external interrupt has been 
generated. If the IF bit in the EFLAGS register is set, the Pentium processor 

. (510\60, 567\66) will generate two locked interrupt acknowledge bus cycles and 
vector to an interrupt handler after the current instruction execution is completed. 
INTR must remain active until the first interrupt acknowledge cycle is generated to 
assure that the interrupt is recognized. 

INV I The invalidation input determines the final cache line state (5 or I) in case of an 
inquire cycle hit. It is sampled together with the address for the inquire cycle in the 
clock EADS # is sampled active. 

IU 0 The u-pipe instruction complete output is driven active (high) for 1 clock to indicate 
that an instruction in the u-pipeline has completed execution. This pin is always 
driven by the Pentium processor (510\60,567\66). 

IV 0 The v-pipe instruction complete output is driven active (high) for one clock to 
indicate that an instruction in the v-pipeline has completed execution. This pin is 
always driven by the Pentium processor (51 0\60, 567\66). 

KEN# I The cache enable pin is used to determine whether the current cycle is cacheable 
or not and is consequently used to determine cycle length. When the Pentium 
processor (510\60,567\66) generates a cycle that can be cached (CACHE # 
asserted) and KEN # is active, the cycle will be transformed into a burst line fill 
cycle. 
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Table 2·2. Quick Pin Reference (Continued) 

Symbol Type' Name and Function 

LOCK# 0 The bus lock pin indicates that the current bus cycle is locked. The Pentium 
processor (510\60, 567\66) will not allow a bus hold when LOCK # is asserted 
(but AHOLD and BOFF # are allowed). LOCK # goes active in the first clock of 
the first locked bus cycle and goes inactive after the BRDY # is returned for the 
last locked bus cycle. LOCK # is guaranteed to be deasserted for at least one 
clock between back to back locked cycles. 

M/IO# 0 The Memory/Input-Output is one of the primary bus cycle definition pins. It is 
driven valid in the same clock as the ADS# signal is asserted. M/IO# 
distinguishes between memory and I/O cycles. 

NA# I An active next address input indicates that the external memory system is 
ready to accept a new bus cycle although all data transfers for the current cycle 
have not yet completed. The Pentium processor (510\60, 567\66) will drive out 
a pending cycle two clocks after NA # is asserted. The Pentium processor 
(510\60, 567\66) supports up to 2 outstanding bus cycles. 

NMI I The non-maskable interrupt request signal indicates that an external non-
maskable interrupt has been generated. 

PCD 0 The page cache disable pin reflects the state of the PCD bit in CR3, the Page 
Directory Entry, or the Page Table Entry. The purpose of PCD is to provide an 
external cacheability indication on a page by page basis. 

PCHK# 0 The parity check output indicates the result of a parity check on a data read. It 
is driven with parity status two clocks after BRDY# is returned. PCHK# 
remains low one clock for each clock in which a parity error was detected. 
Parity is checked only for the bytes on which valid data is returned. 

PEN# I The parity enable input (along with CR4.MCE) determines whether a machine 
check exception will be taken as a result of a data parity error on a read cycle. 
If this pin is sampled active in the clock a data parity error is detected, the 
Pentium processor (510\60,567\66) will latch the address and control signals 
of the cycle with the parity error in the machine check registers. If in addition 
the machine check enable bit in CR4 is set to "1", the Pentium processor 
(510\60, 567\66) will vector to the machine check exception before the 
beginning of the next instruction. 

PM/BP[1:0]B 0 These pins function as part of the Performance Monitoring feature. 
P[3:2] The breakpoint pins BP[1 :0] are multiplexed with the Performance Monitoring 

pins PM[1 :0]. The PB1 and PBO bits in the Debug Mode Control Register 
determine if the pins are configured as breakpoint or performance monitoring 
pins. The pins come out of reset configured for performance monitoring. 

PRDY 0 The PRDY output pin indicates that the processor has stopped normal 
execution in response to the RIS# pin going active, or Probe Mode being 
entered. 

PWT 0 The page write through pin reflects the state of the PWT bit in CR3, the Page 
Directory Entry, or the Page Table Entry. The PWT pin is used to provide an 
external writeback indication on a page by page basis. 

RIS# I The RIS# input is an asynchronous, edge sensitive interrupt used to stop the 
normal execution of the processor and place it into an idle state. A high to low 
transition on the RIS# pin will interrupt the processor and cause it to stop 
execution at the next instruction boundary. 
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Table 2-2. Quick Pin Reference (Continued) 

Symbol Type' Name and Function 

RESET I Reset forces the Pentium processor (510\60, 567\66) to begin execution at a 
known state. All the Pentium processor (510\60, 567\66) internal caches will be 
invalidated upon t~e RESET. Modified lines in the data cache are not written back. 

FLUSH #, FRCMC# and INIT are sampled when RESET transitions from high to 
low to determine if tristate test mode or checker mode will be entered, or if BIST 
will be run. 

SCYC 0 The split cycle output is asserted during misaligned LOCKed transfers to indicate 
that more than two cycles will be locked together. This signal is defined for locked 
cycles only. It is undefined fOr cycles which are not locked. 

SMI# I The system Management Interrupt causes a system management interrupt 
request to be latched internally. When the latched SMI # is recognized on an 
instruction boundary, the processor enters System Management Mode. 

SMIACT# 0 An active system management interrupt active output indicates that the processor 
is operating in System Management Mode (SMM). 

TCK I The testability clock input provides the clocking function for the Pentium processor 
(510\60, 567\66) boundary scan in accordance with the IEEE Boundary Scan 
interface (Standard 1149.1). It is used to clock state information and data into and 
out of the Pentium processor(51 0\60,567\66) during boundary scan. 

TOI I The test data input is a serial input for the test logic. TAP instructions and data are 
shifted into the Pentium processor (510\60, 567\66) on the TOI pin on the rising 
edge of TCK when the TAP controller is in an appropriate state. 

TOO 0 The test data output is a serial output of the test logic. TAP instructions and data 
are shifted out of the Pentium processor (510\60,567\66) on the TOO pin on the 
falling edge of TCK when the TAP controller is in an appropriate state. 

TMS I The value of the test mode select input signal sampled at the rising edge of TCK 
controls the sequence of TAP controller state changes. 

TRST# I When asserted, the test reset input allows the TAP controller to be 
asynchronously initialized. 

W/R# 0 Write/Read is one of the primary bus cycle definition pins. It is driven valid in the 
same clock as the AOS# signal is asserted. W/R# distinguishes between write 
and read cycles. 

WB/WT# I The writeback/writethrough input allows a data cache line to be defined as write 
back or write through on a line by line basis. As a result, it determines whether a 
cache line is initially in the S or E state in the data cache. 

NOTE: 
'The pins are classified as Input or Output based on their function in Master Mode. See the Functional Redundancy Check­
ing section in the ".Error Detection" chapter of the Pentium® Processor Family Developer's Manual, Volume 1, for further 
information. 
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2.4 Pin Reference Tables 

Table 2-3. Output Pins 

Name 
Active 

When Floated 
Level 

ADS# LOW Bus Hold, BOFF # 

APCHK# LOW 

BE7#-BEO# LOW Bus Hold, BOFF # 

BREQ HIGH 

BT3-BTO n/a 

CACHE# LOW Bus Hold, BOFF # 

FERR# LOW 

HIT# LOW 

HITM# LOW 

HLDA HIGH 

IBT HIGH 

IERR# LOW 

IU HIGH 

IV HIGH 

LOCK# LOW Bus Hold, BOFF # 

MIIO#, n/a Bus Hold, BOFF # 
D/C#, 
W/R# 

PCHK# LOW 

BP3-2, HIGH 
PM1/BP1, 
PMO/BPO 

PRDY HIGH 

PWT, PCD HIGH Bus Hold, BOFF # 

SCYC HIGH Bus Hold, BOFF # 

SMIACT# LOW 

TDO n/a All states except 
Shift-DR and Shift-IR 

NOTE: 
All output and input! output pins are floated during tri­
state test mode and checker mode (except IERR#), 
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Table 2-4. Input Pins 

Active Synchronousl Internal 
Qualified Name 

Level Asynchronous resistor 

A20M# LOW Asynchronous 

AHOLD HIGH Synchronous 

BOFF# LOW Synchronous 

BRDY# LOW Synchronous Bus 
StateT2, 
T12, T2P 

BUSCHK# LOW Synchronous Pullup BRDY# 

CLK n/a 

EADS# LOW Synchronous 

EWBE# LOW Synchronous BRDY# 

FLUSH# LOW Asynchronous 

FRCMC# LOW Asynchronous 

HOLD HIGH Synchronous 

IGNNE# LOW Asynchronous 

INIT HIGH Asynchronous 

INTR HIGH Asynchronous 

INV HIGH Synchronous EADS# 

KEN# LOW Synchronous First 
BRDY#I 
NA# 

NA# LOW Synchronous Bus 
StateT2, 
TD, T2P 

NMI HIGH Asynchronous 

PEN# LOW Synchronous BRDY# 

RIS# n/a Asynchronous Pullup 

RESET HIGH Asynchronous 

SMI# LOW Asynchronous Pullup 

TCK n/a Pullup 

TDI n/a Synchronous/TCK Pullup TCK 

TMS n/a Synchronous/TCK Pullup TCK 

TRST# LOW Asynchronous Pullup 

WB/WT# n/a Synchronous First 
BRDY#I 
NA# 
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Table 2-5. Input/Output Pins 

Name Active Level When Floated 
Qualified 

(when an input) 

A31-A3 nla Address hold, Bus Hold, BOFF # EADS# 

AP nla Address hold, Bus Hold, BOFF # EADS# 

063-00 nla Bus Hold, BOFF # BRDY# 

DP7-DPO nla Bus Hold, BOFF # BRDY# 

NOTE: 
All output and input/output pins are floated during tristate test mode (except TDO) and checker mode (except IERR # and 
TOO). 
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2.5 Pin Grouping According to 
Function 

Table 2-6 organizes the pins with respect to their 
function. 

Table 2-6. Pin Functional Grouping 

Function Pins 

Clock ClK 

Initialization RESET,INIT 

Address Bus A31-A3, BE7#-BEO# 

Address Mask A20M# 

Data Bus 063-00 

Address Parity AP, APCHK# 

Data Parity OP7-0PO, PCHK#, 
PEN# 

Internal Parity Error IERR# 

System Error BUSCHK# 

Bus Cycle Definition M/IO#, O/C#, W/R#, 
CACHE#, SCYC, 
lOCK# 

Bus Control AOS#, BROY#, NA# 

Page Cacheability PCO, PWT 

Cache Control KEN #, WB/WT # 

Cache Snoopingl AHOlO, EAOS#, HIT#, 
Consistency HITM#,INV 

Cache Flush FlUSH# 

Write Ordering EWBE# 

Bus Arbitration BOFF #, BREQ, HOLD, 
HlOA 

Interrupts INTR, NMI 

Floating Point Error FERR#,IGNNE# 
Reporting 

System SMI#, SMIACT# 
Management Mode 

Functional FRCMC# (IERR#) 
Redundancy 
Checking 

TAP Port TCK, TMS, TOI, TOO, 
TRST# 

Breakpoint! PMO/BPO, PM1/BP1, 
Performance BP3·2 
Monitoring 

Execution Tracing BT3-BTO, IU, IV, IBT 

Probe Mode RIS#, PROY 
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2.6 Output Pin Grouping According to 
when Driven 

This section groups the output pins according to 
when they are driven. 

Group 1 

The following output pins are driven active at the 
beginning of a bus cycle with AOS#. A31-A3 and 
AP are guaranteed to remain valid until AHOlO is 
asserted or until the earlier of the clock after NA# or 
the last BRDY #. The remaining pins are guaranteed 
to remain valid until the earlier of the clock after 
NA# or the last BRDY#: 

A31-A3, AP, BE7#-O#, CACHE#, M/IO#, 
W/R#, D/C#, SCYC, PWT, PCD. 

Group 2 

As outputs, the following pins are driven in T2, T12, 
and T2P. As inputs, these pins are sampled with 
BRDY#: 

063-0, DP7 -0. 

Group 3 

These are the status output pins. They are always 
driven: 

BREQ, HIT#, HITM#, IU, IV, IBT, BT3·BTO, 
PMO/BPO, PM1 IBP1, BP3, BP2, PRDY, SMIACT #. 

Group 4 

These are the glitch free status output pins. 

APCHK#, FERR#, HlDA, IERR#, lOCK#, 
PCHK#. 

3.0 ELECTRICAL SPECIFICATIONS 

3.1 Power and Ground 

For clean on·chip power distribution, the Pentium 
processor (510\60, 567\66) has 50 Vee (power) 
and 49 Vss (ground) inputs. Power and ground con· 
nections must be made to all external Vee and VSS 
pins of the Pentium processor (510\60,567\66). On 
the circuit board, all Vee pins must be connected to 
a Vee plane. All Vss pins must be connected to a 
VSS plane. 
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3.2 Decoupling Recommendations 

Liberal decoupling capacitance should be placed 
near the Pentium. processor (510\60,567\66). The 
Pentium processor (510\60, 567\66) driving its 
large address and data buses at high frequencies 
can cause transient power surges, particularly when 
driving large capacitive loads. 

Low inductance capacitors (i.e. surface mount ca­
pacitors) and interconnects are recommended for 
best high frequency electrical performance. Induc­
tance can be reduced by connecting capacitors di­
rectly to the Vee and Vss planes, with minimal trace 
length between the component pads and vias to the 
plane. Capacitors specifically for PGA packages are 
also commercially available. 

These capacitors should be evenly distributed 
among each component. Capacitor values should 
be chosen to ensure they eliminate both low and 
high frequency noise components. 

3.3 Connection Specifications 

All NC pins must remain unconnected. 

For reliable operation, always connect unused in­
puts to an appropriate signal level. Unused active 
low inputs should be connected to Vee. Unused ac­
tive high inputs should be connected to ground. 
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3.4 Maximum Ratings 

Table 3-1 is a stress rating only. Functional opera­
tion at the maximums is not guaranteed. Functional 
operating conditions are given in the A.C. and D.C. 
specification tables. 

Extended exposure to the maximum ratings may af­
fect device reliability. Furthermore, although the 
Pentium processor (510\60, 567\66) contains pro­
tective circuitry to resist damage from static electric 
discharge, always take precautions to avoid high 
static voltages or electric fields. 

Table 3-1. Absolute Maximum Ratings 

Case temperature -65·C to + 110·C 
under bias 

Storage - 65·C to + 150·C 
temperature 

Voltage on any -0.5 Vee to Vee + 0.5 (V) 
pin with respect 
to ground 

Supply voltage -0.5Vto +6.5V 
with respect to 
Vss 

I 
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3.5 D.C. Specifications 

Table 3-2 lists the D.C. specifications associated with the Pentium processor (510\60, 567\66). 

Table 3·2. Pentium® Processor (510\60, 567\66) D.C. Specifications 
Vcc = See Notes 10, 11; Tcase = See Notes 12, 13 

Symbol Parameter Min Max Unit Notes 

VIL Input Low Voltage -0.3 +0.8 V TIL Level 

VIH Input High Voltage 2.0 Vcc + 0.3 V TIL Level 

VOL Output Low Voltage 0.45 V TIL Level, (1) 

VOH Output High Voltage 2.4 V TIL Level, (2) 

Icc Power Supply Current 3200 mA 66 MHz, (7), (8) 
2910 mA 60 MHz, (7), (9) 

III Input Leakage Current ±15 uA o ,,; VIN ,,; Vcc, (4) 

ILO Output Leakage Current ±15 uA o ,,; VOUT ~ Vcc Tristate, (4) 

IlL Input Leakage Current -400 uA VIN = 0.45V, (5) 

IIH Input Leakage Current 200 uA VIN = 2.4V, (6) 

CIN Input Capacitance 15 pF 

Co Output Capacitance 20 pF 

CliO 1/0 Capacitance 25 pF 

CCLK CLK Input Capacitance 8 pF 

CTIN Test Input Capacitance 15 pF 

CTOUT Test Output Capacitance 20 pF 

CTCK Test Clock Capacitance 8 pF 

NOTES: 
1. Parameter measured at 4 mA load. 
2. Parameter measured at 1 mA load. 
4. This parameter is for input without pullup or pulldown. 
5. This parameter is for input with pullup. 
6. This parameter is for input with pulldown. 
7. Worst case average lee for a mix of test patterns. 
8. (16W max.) Typical Pentium processor (510\60.567\66) supply current is 2600 mA (13W) at 66 MHz. 
9. (14.6W max.) Typical Pentium processor (510\60, 567\66) supply current is 2370 mA (11.9W) at 60 MHz. 
10. Vee = 5V ± 5% at 60 MHz. 
11. Vee = 4.9V to 5.40V at 66 MHz. 
12. T case = O·C to + 80·C at 60 MHz. 
13. T case = O·C to + 70·C at 66 MHz. 

3.6 A.C. Specifications 

The 66 MHz and 60 MHz A.C. specifications given in 
Tables 3-3 and 3-4 consist of output delays, input 
setup requirements and input hold requirements. All 
A.C. specifications (with the exception of those for 
the TAP signals) are relative to the rising edge of the 
CLK input. 

All timings are referenced to 1.5 volts for both "0" 
and "1" logic levels unless otherwise speci~ied. 

I 

Within the sampling window, a synchronous input 
must be stable for correct Pentium processor 
(510\60,567\66) operation. 

Care should be taken to read all notes associated 
with a particular timing parameter. In addition, the 
following list of notes apply to the timing specifica­
tion tables in general and are not associated with 
anyone timing. They are 2, 5,6, and 14. 
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Symbol 

t1 

t1a 

t2 

t3 

t4 

t5 

t6 

t6a 

t7 

t8 

t9 

tlO 

t11 

t11a 

t12 

t13 

t14 

t15 

t16 

t17 

t18 

t18a 

t19 

t20 

t21 

t22 

t23 
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Table 3-3. 66 MHz Pentlum® Processor (510\60, 567\66) A.C. Specifications 
Vee = 4.9V to 5.40V; Tease = O·C to + 70·C; CL = 0 pF 

Parameter Min Max Unit Figure Notes 

Frequency 33.33 66.66 MHz 1xClK 

ClK Period 15 ns 3.1 

ClK Period Stability ±250 ps (18), (19), (20), (21) 

ClK High Time 4 ns 3.1 @2V, (1) 

ClKlowTime 4 ns 3.1 @0.8V, (1) 

ClKFallTime 0.15 1.5 ns 3.1 (2.0V-0.8V), (1) 

ClK Rise Time 0.15 1.5 ns 3.1 (0.8V-2.0V), (1) 

ADS#, A3-A31, BTO-3, PWT, 1.5 8.0 ns 3.2 
PCD, BEO-7#, MIIO#, D/C#, 
W/R#, CACHE#, SCYC, lOCK# 
Valid Delay 

AP Valid Delay 1.5 9.5 ns 3.2 

ADS#, AP, A3-A31, BTO-3, 10 ns 3.3 (1) 
PWT, PCD, BEO-H, M/IO#, 
D/C#, W/R#, CACHE#, SCYC, 
lOCK # Float Delay 

PCHK#,APCHK#,IERR#, 1.5 8.3 ns 3.2 (4) 
FERR # Valid Delay 

BREQ, HlDA, SMIACT# Valid 1.5 8.0 ns 3.2 (4) 
Delay 

HIT#, HITM# Valid Delay 1.5 8.0 ns 3.2 

PMO-1, BPO-3, IU, IV, IBT Valid 1.5 10 ns 3.2 
Delay 

PRDY Valid Delay 1.5 8.0 ns 3.2 

00-063, DPO-7 Write Data Valid 1.5 9 ns 3.2 
Delay 

00-63, DPO-7 Write Data Float 10 ns 3.3 (1) 
Delay 

A5-A31 Setup Time 6.5 ns 3.4 

A5-A31 Hold Time 1.5 ns 3.4 

EADS#,INV, AP Setup Time 5 ns 3.4 

EADS #, INV, AP Hold Time 1.5 ns 3.4 

KEN #, WB/WT # Setup Time 5 ns 3.4 

NA # Setup Time 4.5 ns 3.4 

KEN#, WB/WT#, NA# Hold 1.5 ns 3.4 
Time 

BRDY# Setup Time 5 ns 3.4 

BRDY # Hold Time 1.5 ns 3.4 

AHOlD, BOFF # Setup Time 5.5 ns 3.4 

AHOlD, BOFF # Hold Time 1.5 ns 3.4 

I 



Symbol 

t24 

t25 

t26 

t27 

t28 

t29 

t30 

t31 

t32 

t33 

t34 

t34a 

t35 

t36 

t37 

t38 

t39 

t40 

t41 

t42 

t43 

~4 

t45 
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Table 3-3. 66 MHz Pentium® Processor (510\60,567\66) A.C. Specifications 
Vee = 4.9V to 5.40V; Tease = O·C to + 70·C; CL = 0 pF (Continued) 

Parameter Min Max Unit Figure Notes 

BUSCHK#, EWBE#, HOLD, PEN# 5 ns 3.4 
Setup Time 

BUSCHK#, EWBE#, HOLD, PEN# 1.5 ns 3.4 
Hold Time 

A20M #, INTR, Setup Time 5 ns 3.4 (12), (16) 

A20M #, INTR, Hold Time 1.5 ns 3.4 (13) 

INIT, FLUSH#, NMI, SMI#, IGNNE# 5 ns 3.4 (16), (17) 
Setup Time 

INIT, FLUSH#, NMI, SMI#, IGNNE# 1.5 ns 3.4 
Hold Time 

INIT, FLUSH#, NMI, SMI#, IGNNE# 2 CLKs (15), (17) 
Pulse Width, Async 

RIS# Setup Time 5 ns 3.4 (12), (16), (17) 

RIS# Hold Time 1.5 ns 3.4 (13) 

RIS# Pulse Width, Async. 2 CLKs (15), (17) 

00-063 Read Data Setup Time 3.8 ns 3.4 

DPO-7 Read Data Setup Time 3.8 ns 3.4 

00-063, DPO-7 Read Data Hold Time 2 ns 3.4 

RESET Setup Time 5 ns 3.5 (11), (12), (16) 

RESET Hold Time 1.5 ns 3.5 (11), (13) 

RESET Pulse Width, Vee & CLK Stable 15 CLKs 3.5 (11) 

RESET Active After Vee & CLK Stable 1 ms 3.5 power up, (11) 

Pentium® processor (510\60,567\66) 5 ns 3.5 (12), (16), (17) 
Reset Configuration Signals (INIT, 
FLUSH #, FRCMC #) Setup Time 

Pentium processor (510\60, 567\66) 1.5 ns 3.5 (13) 
Reset Configuration Signals (IN IT, 
FLUSH #, FRCMC #) Hold Time 

Pentium processor (510\60,567\66) 2 CLKs 3.5 (16) 
Reset Configuration Signals (INIT, 
FLUSH#, FRCMC#) Setup Time, Async. 

Pentium processor (510\60,567\66) 2 CLKs 3.5 
Reset Configuration Signals (INIT, 
FLUSH#, FRCMC#) Hold Time, Async. 

TCK Frequency 16 MHz 

TCK Period 62.5 ns 3.1 
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Table 3·3. 66 MHz Pentium® Processor (510\60,567\66) A.C. Specifications 
VCC = 4.9V to 5.40V; Tcase = O°C to + 70°C; Cl = 0 pF (Continued) 

Symbol Parameter Min Max Unit Figure Notes 

t46 TCK High Time 25 ns 3.1 @2V,(1) 

t47 TCKLowTime 25 ns 3.1 @0.8V, (1) 

t48 TCKFaliTime 5 ns 3.1 (2.0V-0.8V), (1), (8), (9) 

t49 TCK Rise Time 5 ns 3.1 (0.8V-2.0V), (1), (8), (9) 

t50 TRST # Pulse Width 40 ns 3.7 Asynchronous, (1) 

t51 TDI, TMS Setup Time 5 ns 3.6 (7) 

t52 TDI, TMS Hold Time 13 ns 3.6 (7) 

t53 TOO Valid Delay 3 20 ns 3.6 (8) 

t54 TOO Float Delay 25 ns 3.6 (1), (8) 

t55 All Non-Test~Outputs Valid Delay 3 20 ns 3.6 (3), (8), (10) 

t56 All Non-Test Outputs Float Delay 25 ns 3.6 (1), (3), (8), (10) 

t57 All Non-Test Inputs Setup Time 5 ns 3.6 (3), (7), (10) 

t58 All Non-Test Inputs Hold Time 13 ns 3.6 (3), (7), (10) 

NOTES: 
1. Not 100% tested. Guaranteed by design/characterization. 
2. TTL input test waveforms are assumed to be 0 to 3 Volt transitions with 1Voltlns rise and fall times. 
3. Non-Test Outputs and Inputs are the normal output or input signals (besides TCK, TRST#, TDI, TDO, and TMS). These 
timings correspond to the response of these signals due to boundary scan operations. 
4. APCHK #, FERR #, HlDA, IERR #, lOCK #, and PCHK # are glitch free outputs. Glitch free signals monotonically tran­
sition without false transitions (i.e. glitches). 
5.0.8 V/ns ,;; ClK input rise/fall time,;; 8 V/ns. 
6.0.3 V/ns ,;; Input rise/fall time,;; 5 V/ns. 
7. Referenced to TCK rising edge. 
8. Referenced to TCK falling edge. 
9. 1 ns can be added to the maximum TCK rise and fall times for every 10 MHz of frequency below 16 MHz. 
10. During probe mode operation, use the normal specified timings. Do not use the boundary scan timings (t55-58)' 
11. FRCMC# should be tied to Vee (high) to ensure proper operation of the Pentium processor (510\60, 567\66) as a 
master Pentium processor (510\60, 567\66). 
12. Setup time is required to guarantee recognition on a specific clock. 
13. Hold time is required to guarantee recognition on a specific clock. 
14. All TIL timings are referenced from 1.5 V. 
15. To guarantee proper asynchronous recognition, the signal must have been deasserted (Inactive) for a minimum of 2 
clocks before being returned active and must meet the minimum pulse width. 
16. This input may be driven asynchronously. 
17. When driven asynchronously, NMI, FlUSH#, R/S#, INIT, and SMI,# must be deasserted (inactive) for a minimum of 2 
clocks before being returned active. 
18. Functionality is guaranteed by design/characterization. 
19. Measured on rising edge of adjacent ClKs at 1.5V. 
20. To ensure a 1:1 relationship between the amplitude of the input jitter and the internal and ex1ernal clocks, the jitter 
frequency spectrum should not have any power spectrum peaking between 500 KHz and 'fa of the ClK operating frequency. 
21. The amount of jitter present must be accounted for as a component of ClK skew between devices. 
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t1 

t1a 

t2 

t3 

t4 

ts 

t6 

t6a 

t7 

t8 

t9 

t10 

t11 

t11 a 

t12 

t13 

t14 

t1S 

t16 

t17 

t18 

t18a 

t19 

t20 

t21 

t22 

t23 

t24 

t2S 

I 

PENTIUM® PROCESSOR (510\60, 567\66) 

Table 3·4. 60 MHz Pentium® Processor (510\60, 567\66) A.C. Specifications 
Vee = 5V ±5%; Tease = O·Cto +80·C; CL = 0 pF 

Parameter Min Max Unit Figure Notes 

Frequency 33.33 60 MHz 1xClK 

ClK Period 16.67 ns 3.1 

ClK Period Stability ±250 ps (18), (19), (20), (21) 

ClK High Time 4 ns 3.1 @2V, (1) 

ClK low Time 4 ns 3.1 @0.8V,(1) 

ClK Fall Time 0.15 1.5 ns 3.1 (2.0V-0.8V), (1) 

ClK Rise Time 0.15 1.5 ns 3.1 (0.8V-2.0V), (1) 

ADS#, A3-A31, BTO-3, PWT, PCD, 1.5 9.0 ns 3.2 
BEO-7#, MlIO#, D/C#, W/R#, 
CACHE#, SCYC, lOCK# Valid Delay 

AP Valid Delay 1.5 10.5 ns 3.2 

ADS#, AP, A3-A31, BTO-3, PWT, 11 ns 3.3 (1 ) 
PCD, BEO-7#, MIIO#, D/C#, W/R#, 
CACHE#, SCYC, lOCK# Float Delay 

PCHK#, APCHK#, IERR#, FERR# 1.5 9.3 ns 3.2 (4) 
Valid Delay 

BREQ, HlDA, SMIACT# Valid Delay 1.5 9.0 ns 3.2 (4) 

HIT#, HITM# Valid Delay 1.5 9.0 ns 3.2 

PMO-1, BPO-3, IU, IV, IBT Valid Delay 1.5 11 ns 3.2 

PRDY Valid Delay 1.5 9.0 ns 3.2 

00-063, DPO-7 Write Data Valid Delay 1.5 10 ns 3.2 

00-063, DPO-7 Write Data Float Delay 11 ns 3.3 (1 ) 

A5-A31 Setup Time 7 ns 3.4 

A5-A31 Hold Time 1.5 ns 3.4 

EADS #, INV, AP Setup Time 5.5 ns 3.4 

EADS#, INV, AP Hold Time 1.5 ns 3.4 

KEN #, WB/WT # Setup Time 5.5 ns 3.4 

NA# Setup Time 5.0 ns 3.4 

KEN#, WB/WT#, NA# Hold Time 1.5 ns 3.4 

BRDY # Setup Time 5.5 ns 3.4 

BRDY # Hold Time 1.5 ns 3.4 

AHOlD, BOFF # Setup Time 6 ns 3.4 

AHOlD, BOFF # Hold Time 1.5 ns 3.4 

BUSCHK#, EWBE#, HOLD, PEN# 5.5 ns 3.4 
Setup Time 

BUSCHK#, EWBE#, HOLD, PEN# 1.5 ns 3.4 
Hold Time 
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Symbol 

t26 

t27 

. t28 

t29 

t30 

t31 

t32 

t33 

t34 

t34a 

t35 

t36 

t37 

t38 

t39 

t40 

t41 

t42 

t43 

t44 

t45 

t46 

t47 

t48 

t49 
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Table 3-4.60 MHz Pentium® Processor (510\60,567\66) A.C. Specifications 
Vee = 5V ± 5%; TeASE = O°C to + 80°C; CL = 0 pF (Continued) 

Parameter Min Max Unit Figure Notes 

A20M #, INTR, Setup Time 5.5 ns 3.4 (12), (16) 

A20M #, INTR, Hold Time 1.5 ns 3.4 (13) 

INIT, FLUSH #, NMI, SMI #, IGNNE # 5.5 ns 3.4 (16), (17) 
Setup Time 

INIT, FlUSH#, NMI, SMI#, IGNNE# 1.5 ns 3.4 
Hold Time 

INIT, FlUSH#, NMI, SMI#, IGNNE# 2 ClKs (15), (17) 
Pulse Width, Async 

RIS# Setup Time 5.5 ns 3.4 (12), (16), (17) 

RIS# Hold Time 1.5 ns 3.4 (13) 

RIS# Pulse Width, Async. 2 ClKs (15), (17) 

00:"063 Read Data Setup Time 4.3 ns 3.4 

OPO-7 Read Data Setup Time 4.3 ns 3.4· 

00-063, OPO-7 Read Data Hold Time 2 ns 3.4 

RESET Setup Time 5.5 ns 3.5 (11), (12), (16) 

RESET Hold Time 1.5 ns 3.5 (11), (13) 

RESET Pulse Width, Vee & ClK Stable 15 ClKs 3.5 (11 ) 

RESET Active after Vee & ClK Stable 1 ms 3.5 Power Up, (11) 

Pentium® Processor (510\60, 567\66) 5.5 ns 3.5 (12), (16), (17) 
Reset Configuration Signals (IN IT, 
FLUSH #, FRCMC #) Setup Time 

Pentium Processor (510\60,567\66) 1.5 ns 3.5 (13) 
Reset Configuration Signals (IN IT, 
FLUSH # , FRCMC #) Hold Time 

Pentium Processor (510\60, 567\66) 2 ClKs 3.5 (16) 
Reset Configuration Signals (INIT, 
FLUSH #, FRCMC#) Setup Time, 
Async. 

Pentium Processor (510\60,567\66) 2 ClKs 3.5 
Reset Configuration Signals (IN IT, 
FLUSH #, FRCMC #) Hold Time, 
Async. 

TCK Frequency 16 MHz 

TCK Period 62.5 ns 3.1 

TCK High Time 25 ns 3.1 @2V, (1) 

TCKlowTime 25 ns 3.1 @0.8V, (1) 

TCK Fall Time 5 ns 3.1 (2.0V-0.8V), 
(1), (8), (9) 

TCK Rise Time 5 ns 3.1 (0.8V-2.0V), 
(1), (8), (9) 

\ 
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Symbol 

t50 

t51 

t52 

t53 

t54 

t55 

Table 3-4. 60 MHz Pentium® Processor (510\60,567\66) A.C. Specifications 
VCC = 5V ± 5%; T CASE = OOG to + 80oG; GL = 0 pF (Continued) 

Parameter Min Max Unit Figure Notes 

TRST # Pulse Width 40 ns 3.7 Async, (1) 

TDI, TMS Setup Time 5 ns 3.6 (7) 

TDI, TMS Hold Time 13 ns 3.6 (7) 

TOO Valid Delay 3 20 ns 3.6 (8) 

TOO Float Delay 25 ns 3.6 (1), (8) 

All Non-Test Outputs Valid Delay 3 20 ns 3.6 (3), (8), (10) 

t56 All Non-Test Outputs Float Delay 25 ns 3.6 (1), (3), (8), (10) 

t57 All Non-Test Inputs Setup Time 5 ns 3.6 (3), (7), (10) 

t58 All Non-Test Inputs Hold Time 13 ns 3.6 (3), (7), (10) 

NOTES: 
1. Not 100% tested. Guaranteed by design I characterization. 
2. TTL input test waveforms are assumed to be 0 to 3 Volt transitions with Woltlns rise and fall times. 
3. Non-Test Outputs and Inputs are the normal output or input signals (besides TCK, TRST#, TOI, TOO, and TMS). These 
timings correspond to the response of these signals due to boundary scan operations. 
4. APCHK#, FERR#, HLOA, IERR#, lOCK#, and PCHK# are glitch free outputs. Glitch free signals monotonically tran­
sition without false transitions (Le. glitches). 
5. 0.8 V Ins :0; ClK input riselfall time :0; 8 V Ins. 
6. 0.3 V I ns :0; Input riselfall time :0; 5 V Ins. 
7. Referenced to TCK rising edge. 
8. Referenced to TCK falling edge. 
9. 1 ns can be added to the maximum TCK rise and fall times for every to MHz of frequency below 16 MHz. 
10. During probe mode operation, use the normal specified timings. Do not use the boundary scan timings (tS5-58). 
11. FRCMC# should be tied to Vee (high) to ensure proper operation of the Pentium processor (510\60, 567\66) as a 
master Pentium processor (510\60, 567\66). 
12. Setup time is required to guarantee recognition on a specific clock. 
13. Hold time is required to guarantee recognition on a specific clock. 
14. All TTL timings are referenced from 1.5 V. 
15. To guarantee proper asynchronous recognition, the signal must have been deasserted (Inactive) for a minimum of 2 
clocks before being returned active and must meet the minimum pulse width. 
16. This input may be driven asynchronously. 
17. When driven asynchronously, NMI, FlUSH#, RIS#, INIT, and SMI# must be deasserted (inactive) for a minimum of 2 
clocks before being returned active. 
18. Functionality is guaranteed by design/characterizatlon. 
19. Measured on rising edge of adjacent ClKs at 1.5V. 
20. To ensure a 1:1 relationship between the amplitude of the input jitter and the internal and external clocks, the jitter 
frequency spectrum should not have any power spectrum peaking between 500 KHz and 'fa of the ClK operating frequency. 
21. The amount of jitter present must be accounted for as a component of ClK skew between devices. 
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Each valid delay is specified for a 0 pF load. The system designer should use liD buffer modeling to account 
for signal flight time delays. 

Tv = 15, t49 
Tw = t4, t48 
Tx = t3, t47 
Ty = t1, t45 
Tz = 12,146 

~ 
2.0V 

O.BV 
-J 

Tx = 16, 16a, 18, 19, 110, 111, 111a, 112 

Signal 

Tx = t7, t13 
Ty = 16min,112min 
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Figure 3-1. Clock Waveform 

Figure 3-2. Valid Delay Timings 

Figure 3-3. Float Delay Timings 
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ClK 

Tx Ty 

Signal VALID 

Tx = 114,116,118, 118a, 120, 122, 124, 126, t28, t31, t34, 134a 
Ty = 115, t17, t19, t21, t23, t25, t27, 129, t32, 135 

Figure 3-4. Setup and Hold Timings 

elK 
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241595-8 
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Tt = 140 
Tu = t4l 
Tv = t37 
Tw = 142 
Tx = 143 
Ty = t38,139 
Tz = 136 
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Ts = t58 
Tu = t54 
Tv = 151 
Tw = 152 
Tx = t53 
Ty = t55 
Tz = t56 

Tt Tu 
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Figure 3-5. Reset and Configuration Timings 
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Figure 3-6. Test Timings 
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TRSTI 

Tx = t50 241595-11 

Figure 3-7. Test Reset Timings 

4.0 MECHANICAL SPECIFICATIONS 

The Pentium processor (510\60, 567\66) is pack­
aged in a 273 pin ceramic pin grid array (PGA). The 
pins are arranged in a 21 by 21 matrix and the pack-

Figure 4·1 shows the package dimensions for the 
Pentium processor (510\60,567\66). The mechani­
cal specifications are provided in Table 4-2. 

age dimensions are 2.16" x 2.16" (Table 4-1). 
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Table 4-1. Pentium® Processor (510\60, 567\66) Package Information Summary 

Package Total Pin Package Size Estimated 
Type Pins Array Wattage 

Pentium® PGA 273 21 x 21 2.16" x 2.16" 
Processor 5.49 cm x 5.49 cm 
(510\60,567\66) 

NOTE: 
See D.C. Specifications for more detailed power specifications. 

PIN D4 
(signal D1 

~-------------- D 
~-------------D1----------~~ 

Sl 
o 0 0 0 0 000 0 0 000 000 000 

o 0 0 0 0 0 0 0 0 0 0 0 0 0 000 0 0 0 0 
000 0 0 0 0 0 0 0 0 0 0 0 000 0 0 0 0 

o 0 0 0 0 0 0 0 0 0 0 0 0 000 0 000 

o 0 00 

o 000 o 0 00 

o 000 o 0 0 0 
o 0 a 0 0000 

o 000 o 0 0 0 
o 000 o 0 0 0 
o 000 o 0 0 0 
000 0 o 0 0 0 
000 0 o 000 
000 0 o 000 

000 0 o 000 

o 0 a 0 

o 000 
o 0 000 0 0 000 000 0 0 0 0 

o 000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

D 

SEATING 
PlANE---i 

+\lj4,,-
L ~IA4 
t 
E1 

A 

A1 

A2 
Base 
Plane 

Figure 4-1. Pentium® Processor (510\60,567\66) Package Dimensions 
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Figure 4·2. Pentium® Processor (510\60, 567\66) Package Dimensions 

Table 4·2. Pentium® Processor (510\60, 567\66) Mechanical Specifications 

Family: Ceramic Pin Grid Array Package 

Millimeters Inches 

Min Max Notes Min Max 

3.91 4.70 Solid Lid 0.154 0.185 

0.38 0.43 Solid Lid 0.015 0.017 

2.62 4.30 0.103 0.117 

0.97 1.22 0.038 0.048 

0.43 0.51 0.017 0.020 

54.66 55.07 2.152 2.168 

50.67 50.93 1.995 2.005 

241595-14 

Notes 

Solid Lid 

Solid Lid 

37.85 38.35 Spreader Size 1.490 1.510 Spreader Size 

40.335 40.945 Braze 1.588 1.612 Braze 

8.382 0.330 

2.29 2.79 0.090 0.110 

0.127 Flatness of 0.005 Flatness of 
spreader spreader 
measured measured 
diagonally diagonally 

2.54 3.30 0.120 0.130 

273 Total Pins 273 Total Pins 

1.651 2.16 0.065 0.085 
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5.0 THERMAL SPECIFICATIONS 

The Pentium processor (510\60, 567\66) is speci­
fied for proper operation when T G (case tempera­
ture) is within the specified range. To verify that the 
proper T G is maintained, it should be measured at 
the center of the top surface (opposite of the pins) of 
the device in question. To minimize the measurf!­
ment errors, it is recommended to use the following 
approach: . 

• Use 36 gauge or finer diameter k, t, or j type ther­
mocouples. The laboratory testing was done us­
ing a thermocouple made by Omega (part num­
ber: 5TC-TIK-36-36). 

• Attach the thermocouple bead or junction to the 
center of the package top surface using high 
thermal conductivity cements. The laboratory 
testing was done by using Omega Bond (part 
number: OB-100). 

• The thermocouple should be attached at a 90 de­
grees angle as shown in Figure 5-1. When a heat 
sink is attached, a hole (no larger than 0.15") 
should be drilled through the heat sink to allow 
probing the center of the package as shown in 
Figure 5-1. 

• If the case temperature is measured with a heat 
sink attached to the package, drill a hole through 
the heat sink to route the thermocouple wire out. 

241595-13 

Figure 5-1. Technique for Measuring T case 

An ambient temperature T A is not specified directly. 
The only restriction is that T G is met. To determine 
the allowable T A values, the following equations 
may be used: 

TJ = TC + (P • IIJcl 

TA = TJ - (P' IIJA) 

T A = Te - (P • ileA> 

where, T J, T A, and T G = Junction, Ambient and 
Case Temperature, respectively. 

6JG, 6JA, and 6GA = Junction-to-Case, 
Junction-to-Ambient, and Case-to-Ambient 
Thermal Resistance, respectively. 

P = Maximum Power Consumption 

Table 5-1 lists the 6JG and 6GA values for the Penti­
um processor (510\60,567\66). 

Table 5-1. Junction-to-Case and Case-to-Ambient Thermal Resistances for the Pentium® Processor 
(510\60,567\66) (With and Without a Heat Sink) 

6JC 
6CA vs Airflow (ft/min) 

0 200 400 600 800 1000 

With 0.25" Heat Sink 0.6 8.3 5.4 3.5 2.6 2.1 1.8 

With 0.35" Heat Sink 0.6 7.4 4.5 3.0 2.2 1.8 1.6 

With 0.65" Heat Sink 0.6 5.9 3.0 1.9 1.5 1.2 1.1 

Without Heat Sink 1.2 10.5 7.9 5.5 3.8 2.8 2.4 

NOTES: 
1. Heat Sink: 2.1 sq. in. base, omni-directional pin AI heat sink with 0.050 in. pin width, 0.143 In pin-to-pin center spacing and 
0.150 in. base thickness. Heat sinks are attached to the package With a 2 to 4 mil thick layer of typical thermal grease. The 
thermal conductivity of thiS grease is about 1.2 wi rn 'C 
2. ileA values shown in Table 5-1. are tYPical values. The actual ileA values depend on the air flow in the system (which is 
typically unsteady, non uniform and turbulent) and thermal interactions between Pentium® processor (510\60,567\66) and 
surrounding components though PCB and the ambient 
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PENTIUM® PROCESSOR AT 
iCOMp® INDEX 610\75 MHz 

Compatible with large Software Base • 3.3V BiCMOS Silicon Technology 
- MS-DOS, Windows, OS/2, UNIX • 4M Pages for Increased TlB Hit Rate 

• 32-Bit CPU with 64-Bit Data Bus • IEEE 1149.1 Boundary Scan 

• Superscalar Architecture • Internal Error Detection Features 
- Two Pipelined Integer Units Are 

Capable of 2 Instructions/Clock • Sl Enhanced Power Management 
- Pipelined Floating Point Unit Features 

• Separate Code and Data Caches 
- System Management Mode 

- 8K Code, 8K Write back Data 
- Clock Control 

- MESI Cache Protocol • Fractional Bus Operation 

Advanced Design Features 
- 75-MHz Core/50-MHz Bus • - Branch Prediction 

- Virtual Mode Extensions 

The Pentium@ processor is fully compatible with the entire installed base of applications for DOS, 
Windows, OS/2, and UNIX, and all other software that runs on any earlier Intel 8086 family product. The 
Pentium processor's superscalar architecture can execute two instructions per clock cycle. Branch prediction 
and separate caches also increase performance. The pipelined floating-point unit delivers workstation level 
performance. Separate code and data caches reduce cache conflicts while remaining software transparent. 
The Pentium processor (610\75) has 3.3 million transistors, is built on Intel's advanced 3.3V BiCMOS silicon 
technology, and has full SL Enhanced power management features, including System Management Mode 
(SMM) and clock control. The additional SL Enhanced features, 3.3V operation, and the TCP package, which 
are not available in the Pentium processor (510\60,567\66), make the Pentium processor (610\75) TCP ideal 
for enabling mobile Pentium processor designs. 

The Pentium processor may contain design defects or errors known as errata. Current characterized errata are 
available upon request. 
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1.0 INTRODUCTION 

Intel is now manufacturing its latest version of the 
Pentium® processor family that is designed specifi­
cally for mobile systems, with a core frequency of 
75 MHz and a bus frequency of 50 MHz. The 
Pentium processor (610\75) is provided in the TCP 
(Tape Carrier Package) and SPGA packages, and 
has all of the advanced features of the Pentium 
processor (735\90, 815\ 100). 

The new Pentium processor (610\75) TCP package 
has several features which allow high-performance 
notebooks to be designed with the Pentium proces­
sor, including the following: 

• TCP package dimensions are ideal for small 
form-factor designs. 

• The TCP package has superior thermal resist­
ance characteristics. 

• 3.3V Vee reduces power consumption by half (in 
both the TCP and SPGA packages). 

• The SL Enhanced feature set, which was initially 
implemented in the Intel486™ CPU. 

The architecture and internal features of the Penti­
um processor (610\75) TCP and SPGA packages 
are identical to those of the Pentium processor 
(735\90,815\100), although several features have 
been eliminated for the Pentium processor (610\ 75) 
TCP, as described in section 1.1. 

This document should be used in conjunction with 
the Pentium processor documents listed below. 
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List of related documents: 

• Pentium® Processor Family Developer's Manual, 
Volume 1 (Order Number: 241428) 

• Pentium® Processor Family Developer's Manual, 
Volume 3 (Order Number: 241430) 

1.1 Pentium® Processor (610\ 75) 
SPGA Specifications and Dif 
ferences from the TCP Package 

This section provides references to the Pentium 
processor (610\75) SPGA specifications and de­
scribes the major differences between the Pentium 
processor (610\75) SPGA and TCP packages. 

All Pentium processor (610\75) SPGA specifica­
tions, with the exception of power consumption, are 
identical to the Pentium processor (735\90, 
815 \ 1 00) specifications provided in the Pentium® 
Processor Family Developer's Manual, Volume 1. 
See Tables 8 and 11 in section 4.2 for the Pentium 
processor (610\ 75) SPGA and TCP power specifica­
tions. 

The following features have been eliminated for the 
Pentium processor (610\75) TCP: the Upgrade fea­
ture, the Dual Processing (DP) feature, and the Mas­
ter/Checker functional redundancy feature. Table 1 
lists the corresponding pins which exist on the Penti­
um processor (610\75) SPGA but have been re­
moved on the Pentium processor (610\75) TCP. 
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Table 1. SPGA Signals Removed in TCP 

Signal Function 

ADSC# Additional Address Status. This signal is mainly used for large or standalone L2 cache memory 
subsystem support required for high-performance desktop or server models. 

BRDYC# Additional Burst Ready. This signal is mainly used for large or standalone L2 cache memory 
subsystem support required for high-performance desktop or server models. 

CPUTYP CPU Type. This signal is used fQr dual processing systems. 

D/P# Dual/Primary processor identification. This signal is only used for an Upgrade processor. 

FRCMC# Functional Redundancy Checking. This Signal is only used for error detection via processor 
redundancy, and requires two Pentium® processors (master/checker). 

PBGNT# Private Bus Grant. This signal is only used for dual processing systems. 

PBREQ# Private Bus Request. This signal is used only for dual processing systems. 
PHIT# Private Hit. This signal is only used for dual processing systems. 

PHITM# Private Modified Hit. This signal is only used for dual processing systems. 

The I/O buffer models provided in section 4.4 of this 
document apply to both the Pentium processor 
(610\ 75) TCP and SPGA packages, although the 
capacitance (Cp) and inductance (Lp) parameter val­
ues differ between the two packages. Also, the ther­
mal parameters, T CASE max and (}CA, differ between 
the TCP and SPGA packages. For Pentium proces­
sor (610\ 75) SPGA values, refer to Chapters 24 and 
26 of the Pentium® Processor Family Developer's 
Manual, Volume 1. 

processor (610\ 75)" will be used in this document to 
refer to the Pentium processor at iCOMP rating 
610\75 MHz. "Pentium Processor" will be used in 
this document to refer to the entire Pentium proces­
sor family in general. 

2.0 MICROPROCESSOR 
ARCHITECTURE OVERVIEW 

The Pentium processor at iCOMP® rating 610\75 
MHz extends the Intel Pentium family of microproc­
essors. It is compatible with the 8086/88, 80286, 
Intel386™ DX CPU, Intel386 SX CPU, Intel486 DX 
CPU, Intel486 SX CPU, Intel486 DX2 CPUs, the 
Pentium processor at iCOMP Index 510\60 MHz 
and iCOMP Index 567\66 MHz, and the Pentium 
processor at iCOMP Index 735\90 MHz and iCOMP 
Index 815\100 MHz. 

The Pentium processor family consists of the new 
Pentium processor at iCOMP rating 610\75 MHz, 
described in this document, the original Pentium 
processor (510\60,567\66), and the Pentium proc­
essor (735\90, 815\100). The name "Pentium 
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The Pentium processor family architecture contains 
all of the features of the Intel486 CPU family, and 
provides significant enhancements and additions in­
cluding the following: 

• Superscalar Architecture 

• Dynamic Branch Prediction 

• Pipelined Floating-Point Unit 

• Improved Instruction Execution Time 

• Separate 8K Code and 8K Data Caches 

• Writeback MESI Protocol in the Data Cache 

• 64-Bit Data Bus 

• Bus Cycle Pipelining 

• Address Parity 

• Internal Parity Checking 

• Execution Tracing 

• Performance Monitoring 

• IEEE 1149.1 Boundary Scan 

• System Management Mode 

• Virtual Mode Extensions 

I 



2.1 Pentium® Processor Family 
Architecture 

The application instruction set of the Pentium proc­
essor family includes the complete Intel486 CPU 
family instruction set with extensions to accommo­
date some of the additional functionality of the 
Pentium processors. All application software written 
for the Intel386 and Intel486 family microprocessors 
will run on the Pentium processors without modifica­
tion. The on-chip memory management unit (MMU) 
is completely compatible with the Intel386 family 
and Intel486 family of CPUs. 

The Pentium processors implement several en­
hancements to increase performance. The two 
instruction pipelines and floating-point unit on 
Pentium processors are capable of independent op­
eration. Each pipeline issues frequently used instruc­
tions in a single clock. Together, the dual pipes can 
issue two integer instructions in one clock, or one 
floating point instruction (under certain circum­
stances, two floating-point instructions) in one clock. 

Branch prediction is implemented in the Pentium 
processors. To support this, Pentium processors im­
plement two prefetch buffers, one to prefetch code 
in a linear fashion, and one that prefetches code 
according to the BTB so the needed code is almost 
always prefetched before it is needed for execution. 

The floating-point unit has been completely rede­
signed over the Intel486 CPU. Faster algorithms pro­
vide up to 10X speed-up for common operations in­
cluding add, multiply, and load. 

Pentium processors include separate code and data 
caches integrated on-chip to meet performance 
goals. Each cache is 8 Kbytes in size, with a 32-byte 
line size and is 2-way set associative. Each cache 
has a dedicated Translation Lookaside Buffer (TLB) 
to translate linear addresses to physical addresses. 
The data cache is configurable to be writeback or 
writethrough on a line-by-line basis and follows the 
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MESI protocol. The data cache tags are triple ported 
to support two data transfers and an inquire cycle in 
the same clock. The code cache is an inherently 
write-protected cache. The code cache tags are 
also triple ported to support snooping and split line 
accesses. Individual pages can be configured as 
cacheable or non-cacheable by software or hard­
ware. The caches can be enabled or disabled by 
software or hardware. 

The Pentium processors have increased the data 
bus to 64 bits to improve the data transfer rate. Burst 
read and burst write back cycles are supported by 
the Pentium processors. In addition, bus cycle pipe­
lining has been added to allow two bus cycles to be 
in progress simultaneously. The Pentium proces­
sors' Memory Management Unit contains optional 
extensions to the architecture which allow 2-Mbyte 
and 4-Mbyte page sizes. 

The Pentium processors have added significant data 
integrity and error detection capability. Data parity 
checking is still supported on a byte-by-byte basis. 
Address parity checking, and internal parity checking 
features have been added along with a new excep­
tion, the machine check exception. 

As more and more functions are integrated on chip, 
the complexity of board level testing is increased. To 
address this, the Pentium processors have in­
creased test and debug capability. The Pentium 
processors implement IEEE Boundary Scan (Stan­
dard 1149.1). In addition, the Pentium processors 
have specified 4 breakpoint pins that correspond to 
each of the debug registers and externally indicate a 
breakpoint match. Execution tracing provides exter­
nal indication~ when an instruction has completed 
execution in either of the two internal pipelines, or 
when a branch has been taken. 

System Management Mode (SMM) has been imple­
mented along with some extensions to the SMM ar­
chitecture. Enhancements to the virtual 8086 mode 
have been made to increase performance by reduc­
ing the number of times it is necessary to trap to a 
virtual 8086 monitor. 
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Figure 1_ Pentium® Processor Block Diagram 

2-48 I 



The block diagram shows the two instruction pipe­
lines, the "u" pipe and the "v" pipe. The u-pipe can 
execute all integer and floating point instructions. 
The v-pipe can execute simple integer instructions 
and the FXCH floating-point instructions. 

The separate caches are shown, the code cache 
and data cache. The data cache has two ports, one 
for each of the two pipes (the tags are triple ported 
to allow simultaneous inquire cycles). The data 
cache has a dedicated Translation Lookaside Buffer 
(TLB) to translate linear addresses to the physical 
addresses used by the data cache. 

The code cache, branch target buffer and prefetch 
buffers are responsible for getting raw instructions 
into the execution units of the Pentium processor. 
Instructions are fetched from the code cache or 
from the external bus. Branch addresses are 
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remembered by the branch target buffer. The code 
cache TLB translates linear addresses to physical 
addresses used by the code cache. 

The decode unit decodes the prefetched instruc­
tions so the Pentium processor can execute the in­
struction. The control ROM contains the microcode 
which controls the sequence of operations that must 
be performed to implement the Pentium processor 
architecture. The control ROM unit has direct control 
over both pipelines. 

The Pentium processors contain a pipelined floating­
point unit that provides a significant floating-point 
performance advantage over previous generations 
of processors. 

The architectural features introduced in this section 
are more fully described in the Pentium@ Processor 
Family Developer's Manual, Volume 3. 
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3.0 TCP PINOUT 

3.1 TCP Pinout and Pin Descriptions 

3.1.1 Pentium® Processor (610\75) TCP PINOUT 
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Figure 2. Pentium® Processor (610\ 75) TCP Pinout 

_>V,< 
_, v':'~ 

-:-J"'II 
':'"_'" (\10 
='-'1., -= vss 
=n'il 
-.1VS:' 
"-""lvee 
"-----'AB 
-~ vee 

.:: ,vs"> 
• :lA7 

.'At'.. 
-J vee 
::'-Jv( L 
_=lv,>s 
·:::>A"; 

-=> vLC 
...l "'~.:;,. 
.\".) 
~ 'V'>": 
-, "LL 

- ) V( C 

J v"'> 
--''''31 
--" 1"\30 
,,-,1\,'" 

_=>A.?a 
=>VC1. 
-'v"so 
-'A.'/ 

• JArb 
__ 'A2~:> 
-,(\,'4 
.--" vee 
':'.1 'vSS 
"-"f'I,--3 
_'A~? 
_'A21 
~NMI/lINII 

_-=P/S. 
-~JN1""/LJNrO 

.''>HI" 
vec 

=JVSS 
_=>If,NNE:1I 

INll 
I'[NII 

-==>'v(r:: 
VS'; 

,vel 
--,,,:,,.:,,. 
-=~lf, 

" :lNt. 
~ .I "IC 
_ ~vcc 
"_I V3:'" 

] SlPll KII 
.-.1 v,]. 

o -,vs:". 
~ vee 

--'VCL-
- .'V:''' 
-=-~ NC 

::l ve( 

:> v C(" 

_, ." 5S 
- v 1-, 
-~ v::.s, 
"_] v('( 

-=-, T~~ 111 
_ -, v:,') 

--' vee 
, fHS 

" ,DJ 
-, fun 
- ~ f LK 

242323-2 

I 



PENTIUM@ PROCESSOR (610\75) 

3.1.2 PIN CROSS REFERENCE TABLE FOR PentlumCl) Processor (610\75) TCP 

Table 2. TCP Pin Cross Reference by Pin Name 

Address 

A3 219 A9 234 A15 251 A21 200 
A4 222 A10 237 A16 254 A22 201 
A5 223 A11 238 A17 255 A23 202 
AEi 227 A12 242 A18 259 A24 205 
A7 228 A13 245 A19 262 A25 206 
A8 231 A14 248 A20 265 A26 207 

Data 

00 152 013 132 026 107 039 87 
01 151 014 131 027 106 040 83 
02 150 015 128 028 105 041 82 
03 149 016 126 029 102 042 81 
04 146 017 125 030 101 043 78 
05 145 018 122 031 100 044 77 
06 144 019 121 032 96 045 76 
07 143 020 120 033 95 046 75 
08 139 021 119 034 94 047 72 
09 138 022 116 035 93 048 70 
010 137 023 115 036 90 049 69 
011 134 024 113 037 89 050 64 
012 133 025 108 038 88 051 63 

I 

A27 208 
A28 211 
A29 212 
A30 213 
A31 214 

052 62 
053 61 
054 56 
055 55 
056 53 
057 48 
058 47 
059 46 
060 45 
061 40 
062 39 
063 38 
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Table 2. TCP Pin Cross Reference by Pin Name (Continued) 

"Control 

A20M# 286 BREQ 312 HITM# 293 PM1/BP1 29 
ADS# 296 BUSCHK# 288 HlDA 311 PRDY 318 
AHOlD 14 CACHE # 21 HOLD 4 PWT 299 
AP 308 D/C# 298 IERR# 34 RIS# 198 
APCHK# 315 DPO 140 IGNNE# ,193 RESET 270 
BEO# 285 DP1 127 INIT 192 SCYC 273 
BE1# 284 DP2 114 INTR/LINTO 197 SMI# 196 
BE2# 283 DP3 99 INV 15 SMIACT# 319 
BE3# 282 DP4 84 KEN# 1~ TCK 161 
BE4# ' 279 DP5 71 lOCK # 303 TOI 163 
BE5# 278 DP6 54 MIIO# 22 TOO 162 
BE6# 277 DP7 37 NA# 8 TMS 164 
BE7# 276 EADS# 297 NMIILlNT1 199 TRST# 167 

, 

BOFF# 9 EWBE# 16 PCD 300 W/R# 289 
BP2 28 FERR# 31 PCHK# 316 WB/WT# 5 
BP3 25 FlUSH# 287 PEN# 191 
BRDY# 10 HIT# 292 PMO/BPO 30 

APIC Clock Control 

PICClK 155 PICD1 158 BF 186 STPClK# 181 
PICDO 156 [APICEN] ClK 272 
[DPEN#] 
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Table 2. TCP Pin Cross Reference by Pin Name (Continued) 

Vee 

1* 35 73 123 168' 190' 230 257* 295 
2 41' 79 129 170- 195" 232' 258 301 
6' 43 85 135 172" 204 236 260' 304-
11" 49' 91 141 174- 210 240- 264 306 
17' 51 97 147 177' 216 241 266' 309-
19 57- 103 153" 178 217' 243' 268- 313 
23 59 109 157- 180" 221 247 275 317' 
27* 65- 111- 160 183- 225- 249' 281 
33" 67 117 165' 188- 226 253 291 

Vss 

3 50 104 166 209 250 302 
7 52 110 169 215 252 305 
12 58 112 171 218 256 307 
18 60 118 173 220 261 310 
20 66 124 176 224 263 314 
24 68 130 179 229 267 320 
26 74 136 182 233 269 
32 80 142 187 235 274 
36 86 148 189 239 280 
42 92 154 194 244 290 
44 98 159 203 246 294 

NC 

175 184 185 271 

NOTE: 
'These Vee pins are 3.3V supplies for the Pentium processor (610\75) TCP but will be lower voltage pins on future offerings 
of this microprocessor family. All other Vee pins will remain at 3.3V. 

3.2 Design Notes 

For reliable operation, always connect unused in­
puts to an appropriate signal level. Unused active 
low inputs should be connected to VCC. Unused ac­
tive HIGH inputs should be connected to GND (Vss). 

I 

No Connect (NC) pins must remain unconnected. 
Connection of NC pins may result in component fail­
ure or incompatibility with processor steppings. 

3.3 Quick Pin Reference 

This section gives a brief functional description of 
each of the pins. For a detailed description, see the 
"Hardware Interface" chapter in the Pentium@ Proc­
essor Family Developer's Manual, Volume 1. 
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Note that all Input pins must meet their AC/DC 
specifications to guarantee proper functional 
behavior. 

The # symbol at the end of a signal name indicates 
that the active, or asserted state occurs when the 
signal is at a low voltage. When a # symbol is not 
present after the signal name, the signal is active, or 
asserted at the high voltage level. 

Table 3. Quick Pin Reference 

Symbol Type Name and Function 

A20M# I When the address bit 20 mask pin is asserted, the Pentium® processor (610\ 75) 
emulates the address wraparound at 1 Mby1e which occurs on the 8086. When 
A20M# is asserted, the Pentium processor (610\75) masks physical address bit 20 
(A20) before performing a lookup to the internal caches or driving a memory cycle 
on the bus. The effect of A20M# is undefined in protected mode. A20M# must be 
asserted only when the processor is in real mode. 

A31-A3 I/O As outputs, the address lines of the processor along with the by1e enables define 
the physical area of memory or 1/0 accessed. The external system drives the 
inquire address to the processor on A31-A5. 

AOS# 0 The address status indicates that a new valid bus cycle is currently being driven by 
the Pentium processor (610\75). 

AHOLO I In response to the assertion of address hold, the Pentium processor (610\ 75) will 
stop driving the address lines (A31-A3), and AP in the next clock. The rest of the 
bus will remain active so data can be returned or driven for previously issued bus 
cycles. 

AP 1/0 Address parity is driven by the Pentium processor (610\ 75) with even parity 
information on all Pentium processor (610\75) generated cycles in the same clock 
that the address is driven. Even parity must be driven back to the Pentium 
processor (610\75) during inquire cycles on this pin in the same clock as EAOS# 
to ensure that correct parity check status is indicated by the Pentium processor 
(610\75). 

APCHK# 0 The address parity check status pin is asserted two clocks after EAOS # is 
sampled active if the Pentium processor (610\75) has detected a parity error on the 
address bus during inquire cycles. APCHK # will remain active for one clock each 
time a parity error is detected. 

[APICEN] I The Advanced Programmable Interrupt Controller Enable pin enables or 
PIC01 disables the on·chip APIC interrupt controller. If sampled high at the falling edge of 

RESET, the APIC is enabled. APICEN shares a pin with the Programmable 
Interrupt Controller Data 1 signal. 

BE7#-BE5# 0 The byte enable pins are used to determine which by1es must be written to 
BE4#-BEO# 1/0 external memory, or which by1es were requested by the CPU for the current cycle. 

The byte enables are driven in the same clock as the address lines (A31-3). 

The lower four by1e enable pins (BE3 # -BEO #) are used on the Pentium processor 
(610\ 75) also as APIC 10 inputs and are sampled at RESET for that function. 
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Table 3. Quick Pin Reference (Continued) 

Symbol Type Name and Function 

[BF] I Bus Frequency determines the bus-to-core frequency ratio. BF is sampled at 
RESET, and cannot be changed until another non-warm (1 ms) assertion of RESET. 
Additionally, BF must not change values while RESET is active. For proper operation 
of the Pentium processor (610\75) this pin should be strapped high or low. When BF 
is strapped to Vee, the processor will operate at a 2 to 3 bus to core frequency ratio. 
When BF is strapped to Vss, the processor will operate at a 1 to 2 bus to core 
frequency ratio. If BF is left floating, the Pentium processor (610\75) defaults to a 
2 to 3 bus ratio. Note the Pentium processor (610\ 75) will not operate at a 1 to 2 
bus to core frequency ratio. 

BOFF# I The backoff input is used to abort all outstanding bus cycles that have not yet 
completed. In response to BOFF #, the Pentium processor (610\ 75) will float all pins 
normally floated during bus hold in the next clock. The processor remains in bus hold 
until BOFF# is negated, at which time the Pentium processor (610\75) restarts the 
aborted bus cycle(s) in their entirety. 

BP[3:2] 0 The breakpoint pins (BP30-0) correspond to the debug registers, DR3-DRO. These 
PM/BP[1:0] pins externally indicate a breakpoint match when the debug registers are 

programmed to test for breakpoint matches. 

BP1 and BPO are multiplexed with the performance monitoring pins (PM1 and 
PMO). The PB1 and PBO bits in the Debug Mode Control Register determine if the 
pins are configured as breakpoint or performance monitoring pins. The pins come out 
of RESET configured for performance monitoring. 

BRDY# I The burst ready input indicates that the external system has presented valid data on 
the data pins in response to a read or that the external system has accepted the 
Pentium processor (610\75) data in response to a write request. This signal is 
sampled in the T2, T12 and T2P bus states. 

BREQ 0 The bus request output indicates to the external system that the Pentium processor 
(610\ 75) has internally generated a bus request. This signal is always driven whether 
or not the Pentium processor (610\75) is driving its bus. 

BUSCHK# I The bus check input allows the system to signal an unsuccessful completion of a 
bus cycle. If this pin is sampled active, the Pentium processor (610\75) will latch the 
address and control Signals in the machine check registers. If, in addition, the MCE 
bit in CR4 is set, the Pentium processor (610\ 75) will vector to the machine check 
exception. 

CACHE# 0 For Pentium processor (610\75)-initiated cycles the cache pin indicates internal 
cacheability of the cycle (if a read), and indicates a burst writeback cycle (if a write). If 
this pin is driven inactive during a read cycle, the Pentium processor (610\75) will not 
cache the returned data, regardless of the state of the KEN # pin. This pin is also 
used to determine the cycle length (number of transfers in the cycle). 
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Table 3. Quick Pin Reference (Continued) 
-

Symbol Type Name and Function 

ClK I The clock input provides the fundamental timing for the Pentium processor (610\ 75).Its 
frequency is the operating frequency of the Pentium processor (610\75) external bus 
and requires TTL levels. All external timing parameters except TOI, TOO, TMS, TRST #, 
and PICOO-1 are specified with respect to the rising edge of elK. 

O/C# 0 The datal code outputis one of the primary bus cycle definition pins. It is driven valid in 
the same clock as the AOS# signal is asserted. O/C# qistinguishes between data and 
code or special cycles. 

063-00 1/0 These are the 64 data lines for t~e processor. Lines 07 -DO define the least significant 
byte of the data bus; lines 063-056 define the most significant byte of the data bus. 
When the CPU is driving the data lines, they are driven during the T2, T12, or T2P 
clocks for that cycle. During reads, the CPU samples the data bus when BROY # is 
returned. 

OP7-0PO 1/0 These are the data parity pins for the processor. There is one for each byte of the data 
bus. They are driven by the Pentium processor (610\75) with even parity information on 
writes in the same clock as write data. Even parity information must be driven back to 
the Pentium processor (610\75) on these pins in the same clock as the data to ensure 
that the correct parity check status is indicated by the Pentium processor (610\ 75). 
OP7 applies to 063-056; OPO applies to. 07 -~O. 

[OPEN#] 1/0 Dual processing enable is an output of the Dual processor and an input of the Primary 
PICDO processor. The Dual processor drives OPEN # low to the Primary processor at RESET 

to indicate that the Primary processor should enable dual processor mode. Since the 
dual processing feature is not supported on the Pentium processor (610\ 75) TCP 
package, OPEN # should never be asserted (low) at RESET. OPEN # shares a pin with 
PICOO. 

EAOS# I This signal indicates that a valid external address has been driven onto the Pentium 
processor (610\ 75) address pins to be used for an inquire cycle. 

EWBE# I The external write buffer empty input, when inactive (high), indicates that a write 
cycle is pending in the external system. When the Pentium processor (610\75) 
generates a write, and EWBE # is sampled inactive, the Pentium processor (610\ 75) 
will hold off all subsequent writes to all E- or M-state lines in the data cache until all 
write cycles have completed, as indicated by EWBE # being active. 

FERR# 0 The floating point error pin is driven active when an unmasked floating point error 
occurs. FERR # is similar to the ERROR # pin on the Intel387™ math coprocessor. 
FERR # is included for compatibility with systems using ~OS-type floating pOint error 
reporting. 
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Table 3. Quick Pin Reference (Continued) 

Symbol Type Name and Function 

FLUSH# I When asserted, the cache flush input forces the Pentium processor (610\75) to write 
back all modified lines in the data cache and invalidate its internal caches. A Flush 
Acknowledge special cycle will be generated by the Pentium processor (610\75) 
indicating completion of the writeback and invalidation. 

If FLUSH # is sampled low when RESET transitions from high to low, tristate test mode 
is entered. 

HIT# 0 The hit indication is driven to reflect the outcome of an inquire cycle. If an inquire cycle 
hits a valid line in either the Pentium processor (610\75) data or instruction cache, this 
pin is asserted two clocks after EADS# is sampled asserted. If the inquire cycle misses 
the Pentium processor (610\75) cache, this pin is negated two clocks after EADS#. 
This pin changes its value only as a result of an inquire cycle and retains its value 
between the cycles. 

HITM# 0 The hit to a modified line output is driven to reflect the outcome of an inquire cycle. It is 
asserted after inquire cycles which resulted in a hit to a modified line in the data cache. It 
is used to inhibit another bus master from accessing the data until the line is completely 
written back. 

HLDA 0 The bus hold acknowledge pin goes active in response to a hold request driven to the 
processor on the HOLD pin. It indicates that the Pentium processor (610\75) has floated 
most of the output pins and relinquished the bus to another local bus master. When 
leaving bus hold, HLDA will be driven inactive and the Pentium processor (610\75) will 
resume driving the bus. If the Pentium processor (610\75) has a bus cycle pending, it 
will be driven in the same clock that HLDA is de·asserted. 

HOLD I In response to the bus hold request, the Pentium processor (610\75) will float most of 
its output and input/output pins and assert HLDA after completing all outstanding bus 
cycles. The Pentium processor (610\ 75) will maintain its bus in this state until HOLD is 
de·asserted. HOLD is not recognized during LOCK cycles. The Pentium processor 
(610\75) will recognize HOLD during reset. 

IERR# 0 The internal error pin is used to indicate internal parity errors. If a parity error occurs on 
a read from an internal array, the Pentium processor (610\75) will assert the IERR # pin 
for one clock and then shutdown. 

IGNNE# I This is the ignore numeric error input. This pin has no effect when the NE bit in CRO is 
set to 1. When the CRO.NE bit is 0, and the IGNNE# pin is asserted, the Pentium 
processor (610\75) will ignore any pending unmasked numeric exception and continue 
executing floating-point instructions for the entire duration that this pin is asserted. When 
the CRO.NE bit is 0, IGNNE # is not asserted, a pending unmasked nume ric exception 
exists (SW.ES = 1), and the floating-point instruction is one of FINIT, FCLEX, FSTENV, 
FSAVE, FSTSW, FSTCW, FENI, FDISI, or FSETPM, the Pentium processor (610\75) will 
execute the instruction in spite of the pending exception. When the CRO.NE bit is 0, 
IGNNE# is not asserted, a pending unmasked numeric exception exists (SW.ES = 1), 
and the floating-point instruction is one other than FINIT, FCLEX, FSTENV, FSAVE, 
FSTSW, FSTCW, FENI, FDISI, or FSETPM, the Pentium processor (610\75) will stop 
execution and wait for an external interrupt. 
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Table 3. Quick Pin Reference (Continued) 

Symbol Type Name and Function 

INIT I The Pentium processor (610\ 75) initialization input pin forces the Pentium 
processor (610\ 75) to begin execution ina known state. The processor state after 
INIT is the same as the state afterRESET except that the internal caches, write 
buffers, and floating point registers retain the values they had prior to INIT. INIT may 
NOT be used in lieu of RESET after power up. 

If INIT is sampled high when RESET transitions from high to low, the Pentium 
processor (610\ 75) will perform built-in self test prior to the start of program 
execution. 

INTR/LiNTO I An active maskable interrupt input indicates that an external interrupt has been 
generated. If the IF bit in the EFLAGS register is set, the Pentium processor (610\ 75) 
will generate two locked interrupt acknowledge bus cycles and vector to an interrupt 
handler after the current instruction execution is completed. INTR must remain active 
until the first interrupt acknowledge cycle is generated to assure that the interrupt is 
recognized. 

If the local APIC is enabled, this pin becomes local interrupt O. 

INV I The invalidation input determines the final cache line state (S or I) in case of an 
inquire cycle hit. It is sampled together with the address for the inquire cycle in the 
clock EADS # is sampled active. 

KEN# I The cache enable pin is used to determine whether the current cycle is cacheable or 
not and is consequently used to determihe cycle length. When the Pentium 
processor (610\75) generates a cycle that can be cached (CACHE # asserted) and 
KEN # is active, the cycle will be transformed into a burst line fill cycle. 

LlNTO/INTR I If the APIC is enabled, this pin is local interrupt o. If the APIC is disabled, this pin is 
interrupt. 

LlNT1INMI I If the APIC is enabled, this pin is local interrupt 1. If the APIC is disabled, this pin is 
non-maskable interrupt. 

LOCK # 0 The bus lock pin indicates that the current bus cycle is locked. The Pentium 
processor (610\75) will not allow a bus hold when LOCK# is asserted (but AHOLD 
and BOFF # are allowed). LOCK # goes active in the first clock of the first locked bus 
cycle and goes inactive after the BRDY # is returned for the last locked bus cycle. 
LOCK # is guaranteed to be de-asserted for at least one clock between back-to-back 
locked cycles. 

M/IO# 0 The memory/input-output is one of the primary bus cycle definition pins. It is driven 
valid in the same clock as the ADS# signal is asserted. M/IO# distinguishes 
between memory and 110 cycles. 
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Table 3. Quick Pin Reference (Continued) 

Symbol Type Name and Function 

NA# I An active next address input indicates that the external memory system is ready to 
accept a new bus cycle although all data transfers for the current cycle have not yet 
completed. The Pentium processor (610\75) will issue ADS# for a pending cycle two 
clocks after NA# is asserted. The Pentium processor (610\75) supports up to 2 
outstanding bus cycles. 

NMI/LlNT1 I The non-maskable interrupt request signal indicates that an .external non-maskable 
interrupt has been generated. 

If the local APIC is enabled, this pin becomes local interrupt 1. 

PCD 0 The page cache disable pin reflects the state of the PCD bit in CR3, the Page 
Directory Entry, or the Page Table Entry. The purpose of PCD is to provide an 
external cacheability indication on a page-by-page basis. 

PCHK# 0 The parity check output indicates the result of a parity check on a data read. It is 
driven with parity status two clocks after BRDY # is returned. PCHK # remains low 
one clock for each clock in which a parity error was detected. Parity is checked only 
for the bytes on which valid data is returned. 

PEN# I The parity enable input (along with CR4.MCE) determines whether a machine check 
exception will be taken as a result of a data parity error on a read cycle. If this pin is 
sampled active in the clock a data parity error is detected, the Pentium processor 
(610\75) will latch the address and control signals of the cycle with the parity error in 
the machine check registers. If, in addition, the machine check enable bit in CR4 is 
set to "1 ", the Pentium processor (610\ 75) will vector to the machine check 
exception before the beginning of the next instruction. 

PICCLK I The APIC interrupt controller serial data bus clock is driven into the programmable 
interrupt controller clock input of the Pentium processor (610\ 75). 

PICDO-1 1/0 Programmable interrupt controller data lines 0-1 of the Pentium processor 
[DPEN#] (610\ 75) comprise the data portion of the APIC 3-wire bus. They are open-drain 
[APICEN] outputs that require external pull-up resistors. These signals share pins with DPEN # 

and APICEN. 

PM/BP[1:0] 0 These pins function as part of the performance monitoring feature. 

The breakpoint 1-0 pins are multiplexed with the performance monitoring 1-0 pins. 
The PB1 and PBO bits in the Debug Mode Control Register determine if the pins are 
configured as breakpoint or performance monitoring pins. The pins come out of 
RESET configured for performance monitoring. 

PRDY 0 The probe ready output pin indicates that the processor has stopped normal 
execution in response to the RIS# pin going active, or Probe Mode being entered. 

PWT 0 The page writethrough pin reflects the state of the PWT bit in CR3, the page 
directory entry, or the page table entry. The PWT pin is used to provide an external 
writeback indication on a page-by-page basis. 
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Table 3. Quick Pin Reference (Continued) 

Symbol Type" Name and Function 

RIS# I The run/stop input is an asynchronous, edge-sensitive interrupt used to stop the 
normal execution of the processor and place it into an idle state. A high to low 
transition on the RIS # pin will interrupt the processor and cause it to stop execution 
at the next instruction boundary. 

RESET I RESET forces the Pentium processor (610\ 75) to begin execution at a known state. 
All the Pentium processor (610\ 75) internal caches will be invalidated upon the 

," 

RESET. Modified lines in the data cache are not written back. FLUSH# and INIT are 
sampled when RESET transitions from high to low to determine if tristate test mode 
will be entered, or ifBIST will be run. 

SCVC 0 The split cycle output is asserted during misaligned LOCKed transfers to indicate 
that more than two cycles will be locked together. This signal is defined for locked 
cycles only. It is undefined for cycles which are not locked. 

SMI# I The system management interrupt causes a system management interrupt request 
to be latched internally. When the latched SMI# is recognized on an instruction 
boundary, the processor enters System Management Mode. 

SMIACH 0 An active system management interrupt active output indicates that the processor 
is operating in System Management Mode. 

STPCLK# I Assertion of the stop clock input signifies a request to stop the internal clock of the 
Pentium processor (610\75) thereby causing the core to consume less power. When 
the CPU recognizes STPCLK #, the processor will stop execution on the next 
instruction boundary, unless superseded by a higher priority interrupt, and generate a 
Stop Grant Acknowledge cycle. When STPCLK# is asserted, the Pentium processor 
(610\75) will still respond to external snoop requests. 

TCK I The testability clock input provides the clocking function for the Pentium processor 
(610\ 75) boundary scan in accordance with the IEEE Boundary Scan interface 
(Standard 1149.1). It is used to clock state information and data into and out of the 
Pentium processor (610\ 75) during boundary scan. 

TOI I The test data input is a serial input for the test logic. TAP instructions and data are 
shifted into the Pentium processor (610\75) on the TOI pin on the rising edge of TCK 
when the TAP controller is in an appropriate state. 

TOO 0 The test data output is a serial output of the test logic. TAP instructions and data are 
shifted out of the Pentium processor (610\75) on the TOO pin on TCK's falling edge 
when the TAP controller is in an appropriate state. 

TMS I The value of the test mode select input signal sampled at the rising edge of TCK 
controls the sequence of TAP controller state changes. 

TRST# I When asserted, the test reset input allows the TAP controller to be asynchronously 
initialized. 

2·60 I 



PENTIUM® PROCESSOR (610\75) 

Table 3. Quick Pin Reference (Continued) 

Symbol Type Name and Function 

Vee I The Pentium processor (610\75) has 79 3.3V power inputs. 
Vss I The Pentium processor (610\75) has 72 ground inputs. 

W/R# 0 Write/read is one of the primary bus cycle definition pins. It is driven valid in the same 
clock as the ADS # signal is asserted. W IR # distinguishes between write and read 
cycles. 

WB/WT# I The writeback/writethrough input allows a data cache line to be defined as writeback 
or writethrough on a line-by-line basis. As a result, it determines whether a cache line is 
initially in the S or E state in the data cache. 

3.4 Pin Reference Tables 
Table 4. Output Pins 

Name Active Level When Floated 

ADS# Low Bus Hold, BOFF # 

APCHK# Low 

BE7#-BE5# Low Bus Hold, BOFF # 

BREQ High 

CACHE# Low Bus Hold, BOFF # 

FERR# Low 

HIT# Low 

HITM# Low 

HLDA High 

IERR# Low 

LOCK # Low Bus Hold, BOFF # 

M/IO#, D/C#, W/R# n/a Bus Hold, BOFF # 

PCHK# Low 

BP3-2, PM1/BP1, PMO/BPO High 

PRDY High 

PWT, PCD High Bus Hold, BOFF # 

SCYC High Bus Hold, BOFF # 

SMIACT# Low 

TOO n/a All states except Shift-DR and Shift-IR 

NOTE: 
All output and input/output pins are floated during tristate test mode (except TDO). 
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Table 5. Input Pins 

Name Active Level 
Synchronous! 

Internal resistor Qualified 
Asynchronous 

A20M# , Low Asynchronous 

AHOLD High Synchronous 

BF High Synchronous/RESET Pullup 

BOFF# Low Synchronous 

BRDY# Low Synchronous Bus State T2, T12, T2P 

BUSCHK# Low Synchronous Pullup BRDY# 

CLK n/a 

EADS# Low Synchronous 

EWBE# Low Synchronous BRDY# 

FLUSH# Low Asynchronous 

HOLD High Synchronous 

IGNNE# Low Asynchronous 

INIT High Asynchronous 

INTR High Asynchronous 

INV High Synchronous EADS# 

KEN# Low Synchronous First BRDY#/NA# 

NA# Low Synchronous Bus State T2,TD,T2P 

NMI High Asynchronous 

PEN# Low Synchronous BRDY# 

PICCLK High Asynchronous Pullup 

RIS# n/a Asynchronous Pullup 

RESET High Asynchronous 

SMI# Low Asynchronous Pullup 

STPCLK# Low Asynchronous Pull up 

TCK n/a Pull up 

TOI n/a Synchronous/TCK Pullup TCK 

TMS n/a Synchronous/TCK Pullup TCK 

TRST# Low Asynchronous Pullup 

WB/WT# n/a Synchronous First BRDY # INA # 
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Table 6. Input/Output Pins 

Name 
Active 

When Floated Level 

A31·A3 nfa Address Hold, Bus Hold, BOFF # 

AP nfa Address Hold, Bus Hold, BOFF # 

BE4#-BEO# Low Bus Hold, BOFF # 

063-00 nfa Bus Hold, BOFF # 

OP7-0PO nfa Bus Hold, BOFF # 

PICOO[OPEN #] 

PIC01 [APICEN] 

NOTES: 
All output and input/output pins are floated during tristate test mode (except TDO). 
*BE3#-BEO# have pulldowns during RESET only. 

I 

Qualified Internal 
(when an Input) Resistor 

EAOS# 

EAOS# 

RESET Pulldown* 

BROY# 

BROY# 

Pullup 

Pulldown 
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3.5 Pin Grouping According to Function 

Table 7 organizes the pins with respect to their function. 

Table 7. Pin Functional Grouping 

Function Pins 

Clock ClK 

Initialization RESET,INIT 

Address Bus A31-A3, BE7#-BEO# 

Address Mask A20M# 

Data Bus 063-00 

Address Parity AP,APCHK# 

APIC Support PICCLK, PICDO-1 

Data Parity DP7-DPO, PCHK#, PEN# 

Internal Parity Error IERR# 

System Error BUSCHK# 

Bus Cycle Definition M/IO#, D/C#, W/R#, CACHE#, SCYC, LOCK# 

Bus Control ADS#, BRDY#, NA# 

Page Cacheability PCD,PWT 

Cache Control KEN #, WB/WT # 

Cache Snooping/Consistency AHOlD, EADS#, HIT#, HITM#,INV 

Cache Flush FLUSH # 

Write Ordering EWBE# 

Bus Arbitration BOFF#,BREQ,HOlD,HlDA 

Interrupts INTR,NMI 

Floating Point Error Reporting FERR#,IGNNE# 

System Management Mode SMI#, SMIACT# 

TAP Port TCK, TMS, TOI, TOO, TRST# 

Breakpoint/Performance Monitoring PMO/BPO, PM1 IBP1, BP3-2 

Clock Control STPClK# 

Probe Mode RIS#, PRDY 

2-64 I 



4.0 Pentium® Processor 
(610\75) TCP 
ELECTRICAL SPECIFICATIONS 

4.1 Absolute Maximum Ratings 

The following values are stress ratings only. Func­
tional operation at the maximum ratings is not im­
plied or guaranteed. Functional operating conditions 
are given in the AC and DC specification tables. 

Extended exposure to the maximum ratings may af­
fect device reliability. Furthermore, although the 
Pentium processor (610\75) contains protective cir­
cuitry to resist damage from static electric discharge, 
always take precautions to avoid high static voltages 
or electric fields. 

Case temperature under bias ...... - 65°C to 110°C 

Storage temperature ........... - 65°C to + 150°C 

3V Supply voltage 
with respect to Vss ............ -0.5V to +4.6V 

3V Only Buffer DC Input 
Voltage ................... -0.5V to VCC + 0.5; 

not to exceed 4.6V(2) 

5V Safe Buffer 
DC Input Voltage ............... - 0.5V to 6.5V(1 ,3) 

PENTIUM® PROCESSOR (610\75) 

NOTES: 

1. Applies to ClK and PICClK. 

2. Applies to all Pentium processor (610\75) inputs 
except ClK and PICClK. 

3. See Table 9. 

WARNING 
Stressing the device beyond the "Absolute Maxi­
mum Ratings" may cause permanent damage. 
These are stress ratings only. Operation beyond 
the "Operating Conditions" is not recommended 
and extended exposure beyond tHe "Operating 
Conditions" may affect device reliability. 

4.2 DC Specifications 

Tables 8,9, and 10 list the DC specifications which 
apply to the Pentium processor (610\75). The Pen­
tium processor (610\75) is a 3.3V part internally. 
The ClK and PICClK inputs may be a 3.3V or 5V 
inputs. Since the 3.3V (5V safe) input levels defined 
in Table 9 are the same as the 5V TTL levels, the 
ClK and PICClK inputs are compatible with existing 
5V clock drivers. The power diSSipation specification 
in Table 11 is provided for design of thermal solu­
tions during operation in a sustained maximum level. 
This is the worst-case power the device would dissi­
pate in a system for a sustain ed period of time. This 
number is used for design of a thermal solution for 
the device. 

Table 8_ 3.3V DC Specifications 

T CASE = 0 to 95°C; VCC = 3.3V ± 5% 

Symbol Parameter Min Max Unit Notes 

VIl3 Input low Voltage -0.3 0.8 V TTL level (3) 

VIH3 Input High Voltage 2.0 VCC+0.3 V TTL level(3) 

VOl3 Output low Voltage 0.4 V TTL level(1) (3) 

VOH3 Output High Voltage 2.4 V TTL level(2) (3) 

ICC3 Power Supply Current 2650 mA @75MHz(4) 

NOTES: 
1. Parameter measured at 4 mA. 
2. Parameter measured at 3 mAo 
3. 33V TTL levels apply to all signals except ClK and PICClK. 
4. This value should be used for power supply design. It was determined usi ng a worst-case instruction mix and Vee + 5%. 

I 

Power supply transient response and decoupling capacitors must be sufficient to handle the instantaneous current chang­
es occurring during transitions from stop clock to full active modes. For more information, refer to section 4.3.2. 
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Table 9. 3.3V (SV Safe) DC Specifications 

Symbol Parameter Min Max Unit Notes 

VIl5 Input lowVoltage -0.3 0.8 V TIL Level (1) 

VIH5 Input High Voltage 2.0 5.55 V TIL Level (1) 

NOTES: 
1.Applies to ClK and PICClK only. 

Table 10. Input and Output Characteristics 

Symbol Parameter Min Max Unit Notes 

CIN Input Capacitance 15 pF (4) 

Co Output Capacitance 20 pF (4) 

CliO I/O Capacitance 25 pF (4) 

CClK ClK Input Capacitance 15 pF (4) 

CTIN Test Input Capacitance 15 pF (4) 

CTOUT Test Output Capacitance 20 pF (4) 

CTCK Test Clock Capacitance 15 pF (4) 

III Input Leakage Current ±15 itA o < VIN < VCC3(1) 

ILO Output Leakage Current ±15 itA o < VIN < VCC3(1) 

IIH Input Leakage Current 200 itA VIN = 2.4V(3) 

III Input leakage Current -400 itA VIN = 0.4V(2) 

NOTES: 
1. This parameter is for input without pull up or pull down. 
2. This parameter is for input with pull up. 
3. This parameter is for input with pull down. 
4. Guaranteed by design. 
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Table 11. Power Dissipation Requirements for Thermal Solution Design 

Parameter Typlcal(1) Max(2) Unit Notes 

Active Power Dissipation 3 8.0 Watts @75MHz 

Stop Grant and Auto Halt 1.2 Watts @ 75 MHz(3) 
Powerdown Power Dissipation 

Stop Clock Power Dissipation 0.02 ~.05 Watts (4) (5) 

NOTES: 
1. This is the typical power dissipation in a system. This value was t he average value measured in a system using a typical 

device at Vee = 3.3V running typical applications. This value is highly dependent upon the specific system configuration. 
2. Systems must be designed to thermally dissipate the maximum active power dissipation. It is determined uSing a worst· 

case instruction mix with Vee = 3.3V. The use of nominal Vee in this measurement takes into account the thermal time 
constant of the package. 

3. Stop Grant/Auto Halt Powerdown Power Dissipation is determined by asserting the STPCLK# pin or executing the HALT 
instruction. 

4. Stop Clock Power Dissipation is determined by asserting the STPCLK# pin and then removing the external CLK input. 
5. Complete characterization of the specification was still in process at the time of print. Please contact Intel for the latest 

information. The final specification may be less than 50 mW. 

4.3 AC Specifications 

The AC specifications of the Pentium processor 
(610\ 75) consist of setup times, hold times, and val· 
id delays at 0 pF. 

WARNING 
Do not exceed the Pentium processor (610\75) in· 
ternal maximum frequency of 75 MHz by either se­
lecting the 1/2 bus fraction or providing a clock 
greater than 50 MHz. 

4.3.1 POWER AND GROUND 

For clean on·chip power distribution, the Pentium 
processor (610\75) has 79 Vce (power) and 72 Vss 
(ground) inputs. Power and ground connections 
must be made to all external Vee and Vss pins of the 
Pentium processor (610\75). On the circuit board all 
Vec pins must be connected to a 3.3V VCC plane. 
All Vss pins must be connected to a Vss plane. 

4.3.2 DECOUPLING RECOMMENDATIONS 

Liberal decoupling capacitance should be placed 
near the Pentium processor (610\75). The Pentium 
processor (610\75) driving its large address and 
data buses at high frequencies can cause transient 
power surges, particularly when driving large capaci· 
tive loads. 

Low inductance capacitors and interconnects are 
recommended for best high frequency electrical 

I 

performance. Inductance can be reduced by short­
ening circuit board traces between the Pentium 
processor (610\75) and decoupling capacitors as 
much as possible. 

These capacitors should be evenly distributed 
around each component on the 3.3V plane. Capaci­
tor values should be chosen to ensure they elimi­
nate both low and high frequency noise compo­
nents. 

For the Pentium processor (610\ 75), the power 
consumption can transition from a low level of power 
to a much higher level (or high to low power) very 
rapidly. A typical example would be entering or exit­
ing the Stop Grant state. Another example would be 
executing a HALT instruction, causing the Pentium 
processor (610\75) to enter the Auto HALT Power­
down state, or transitioning from HALT to the Nor­
mal state. All of these examples may cause abrupt 
changes in the power being consumed by the Penti­
um processor (610\75). Note that the Auto HALT 
Powerdown feature is always enabled even when 
other power management features are not imple­
mented. 

Bulk storage capacitors with a low ESR (Effective 
Series Resistance) in the 10 ""f to 100 ""f range are 
required to maintain a regulated supply voltage dur­
ing the interval between the time the current load 
changes and the point that the regulated power sup­
ply output can react to the change in load. In order 
to reduce the ESR, it may be necessary to place 
several bulk storage capacitors in parallel. 
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These capacitors should be placed near the Penti­
um processor (610\75) (on the 3.3V plane) to en­
sure that the supply voltage stays within specified 
limits during changes in the supply current during 
operation. 

4.3.3 CONNECTION SPECIFICATIONS 

All NC pins must remain unconnected. 

For reliable operation, always connect unused in­
puts to an appropriate signal level. Unused active 
low inputs should be connected to Vee. Unused ac­
tive high inputs should be connected to ground. 

4.3.4 AC TIMINGS FOR A 50-MHZ BUS 

The AC specifications given in Table 12 consist of 
output delays, input setup requirements and input 
hold requirements for a 50-MHz external bus. All AC 
specifications (with the exception of those for the 
TAP signals and APIC signals) are relative to the 
rising edge of the ClK input. 

All timings are referenced to 1.5V for both "0" and 
"1" logic levels unless otherwise specified. Within 
the sampling window, a synchronous input, must be 
stable for correct Pentiu m processor (610\7S) oper­
ation. 

Table 12. Pentlum@ Processor (610\75) TCP 
AC Specifications for 50-MHz Bus Operation 

Vee = 3.3V ± 5%, TeASE = O°C to 9Soc, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

Frequency 2S.0 50.0 MHz Max Core Freq. = 
75 MHz@2/3 

t1a ClKPeriod 20.0 40.0 nS 3 

t1b ClK Period Stability 250 pS (1), (2S) 

t2 ClK High Time 4.0 nS 3 @2V, (1) 

ts ClKlowTime 4.0 nS 3 @0.8V, (1) 

~ ClKFaliTime 0.15 1.5 nS 3 (2.0V-0.8V), (1), (5) 

t5 ClK Rise Time 0.15 1.5 nS 3 (0.8V-2.0V), (1), (S) 

tSa PWT, PCD, MIIO#, 1.0 7.0 nS 4 
CACHE# Valid Delay 

tSb AP Valid Delay 1.0 8.S nS 4 

tee A3-A31, BEO-7# Valid Delay 0.7 7.0 nS 4 

ted D/C#, SCVC, lOCK# Valid Delay 0.9 7.0 nS 

tSe ADS# Valid Delay 0.8 7.0 nS 

tel W/R# Valid Delay 0.5 7.0 nS 
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Table 12. Pentium® Processor (610\75) TCP 
AC Specifications for 50-MHz Bus Operation (Continued) 

Vcc = 3.3V ± 5%, T CASE = O·C to 95·C, CL = 0 pF 

Symbol Parameter Min Max Unit 

t7 ADS#, AP, A3·A31, PWT, PCD, 10.0 nS 
BEO-7#, MIIO#, D/C#, W/R#, 
CACHE#,SCYC, LOCK# 
Float Delay 

ts APCHK#, IERR#, FERR#, PCHK# Valid Delay 1.0 8.3 nS 

t9a BREQ, HLDA, SMIACT # Valid Delay 1.0 8.0 nS 

t10a HIT# Valid Delay 1.0 8.0 nS 

t10b HITM# Valid Delay 0.5 6.0 nS 

t11a PMO-1, BPO-3 Valid Delay 1.0 10.0 nS 

t11b PRDY Valid Delay 1.0 8.0 nS 

t12 00-063, DPO-7 Write 1.3 8.5 nS 
Data Valid Delay 

t13 00-063, DPO-3 Write 10.0 nS 
Data Float Delay 

t14 A5-A31 Setup Time 6.5 nS 

t15 A5-A31 Hold Time 1.0 nS 

t16a INV, AP Setup Time 5.0 nS 

t16b EADS # Setup Time 6.0 nS 

t17 EADS #, INV, AP Hold Time 1.0 nS 

t1Sa KEN # Setup Time 5.0 nS 

t1Sb NA # , WB/WT # Setup Time 4.5 nS 

t19 KEN #, WB/WT #, NA # Hold Time 1.0 nS 

t20 BRDY # Setup Time 5.0 nS 

t21 BRDY # Hold Time 1.0 nS 

t22 BOFF # Setup Time 5.5 nS 

t22a AHOLD Setup Time 6.0 nS 

t23 AHOLD, BOFF # Hold Time 1.1 nS 

I 

Figure Notes 

5 (1 ) 

4 (4) 

4 (4) 

4 

4 

4 

4 

4 

5 (1) 

6 (26) 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 
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Table 12. Pentium® Processor (610\75) TCP 
AC Specifications for 50-MHz Bus Operation (Continued) 

Vee = 3.3V± 5%, TeASE = O°C to 95°C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure 

t24 BUSCHK#, EWBE#, HOLD, 5.0 nS 6 
PEN # Setup Time 

t25 BUSCHK #, EWBE #, 1.0 nS 6 
PEN# Hold Time 

t25a HOLD Hold Time 1.5 nS 6 

t26 A20M#,INTR, STPClK# 5.0 nS 6 
Setup Time 

t27 A20M#,INTR, STPClK# 1.0 nS 6 
Hold Time 

t28 INIT, FLUSH#, NMI, SM/#, 5.0 nS 6 
IGNNE# Setup Time 

t29 INIT, FlUSH#, NMI, SMI#, 1.1 nS 6 
IGNNE# Hold Time 

t30 INIT, FLUSH#, NMI, SMI#, 2.0 ClKs 6 
IGNNE # Pulse Width, Asyne 

t31 RIS# Setup Time 5.0 nS 6 

t32 RIS# Hold Time 1.0 nS 6 

t33 RIS# Pulse Width, Asyne. 2.0 ClKs 6 

t34 00-063, OPO-7 Read Data 3.8 nS 6 
Setup Time 

t35 00-063, OPO-7 Read Data Hold Time 2.0 nS 6 

t36 RESET Setup Time 5.0 nS 7 

t37 RESET Hold Time 1.0 nS 7 

t38 RESET Pulse Width, Vee & 15 ClKs 7 
ClK Stable 

t39 RESET Active After Vee & 1.0 mS 7 
ClKStable 

t40 Reset Configuration Signals 5.0 nS 7 
(INIT, FLUSH#) Setup Time 

t41 Reset Configuration Signals 1.0 nS 7 
(INIT, FLUSH#) Hold Time 
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(15), (17) 

(12), (16), (17) 
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Table 12. Pentium® Processor (610\75) TCP 
AC Specifications for 50-MHz Bus Operation (Continued) 

Vcc = 3.3V ± 5%, T CASE = O°C to 95°C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t42a Reset Configuration Signals 2.0 ClKs 7 To RESET falling 
(IN IT, FlUSH#) Setup Time, Async. edge (16) 

t42b Reset Configuration Signals 2.0 ClKs 7 To RESET falling 
(IN IT, FlUSH#, SROY#, edge (27) 
SUSCHK#) Hold Time, Async. 

t42c Reset Configuration Signal 3.0 ClKs 7 To RESET falling 
(SROY#, SUSCHK#) Setup edge (27) 
Time, Async. 

t42d Reset Configuration Signal 1.0 ns To RESET falling 
BROY # Hold Time, RESET edge (1), (27) 
driven synchronously 

t43a SF Setup Time 1.0 ms 7 (22) to RESET 
falling edge 

t43b SF Hold Time 2.0 ClKs 7 (22) to RESET falling 
edge 

t43c APICEN Setup Time 2.0 ClKs 7 To RESET falling 
edge 

t43d APICEN Hold Time 2.0 ClKs 7 To RESET falling 
edge 

t44 TCK Frequency 16.0 MHz 

t45 TCK Period 62.5 ns 3 

t46 TCK High Time 25.0 ns 3 @2V, (1) 

t47 TCK low Time 25.0 ns 3 @0.8V, (1) 

t48 TCK Fall Time 5.0 ns 3 (2.0V-0.8V), (1), (8), (9) 

t49 TCK Rise Time 5.0 ns 3 (O.8V-2.0V), (1), (8), (9) 

t50 TRST # Pulse Width 40.0 ns 9 (1), Asynchronous 

t51 TOI, TMS Setup Time 5.0 ns 8 (7) 

t52 TOI, TMS Hold Time 13.0 ns 8 (7) 

t53 TOO Valid Oelay 3.0 20.0 ns 8 (8) 

t54 TOO Float Oelay 25.0 ns 8 (1), (8) 

t55 All Non-Test Outputs Valid Oelay 3.0 20.0 ns 8 (3), (8), (10) 
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Table 12. Pentium® Processor (610\75) TCP 
AC Specifications for 50-MHz Bus Operation (Continued) 

VCC = 3.3V ± 5%, T CASE = O°C to 95°C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure 

t56 All Non-Test Outputs Float Delay 25.0 ns 8 

t57 All Non·Test Inputs Setup Time 5.0 ns 8 

t58 All Non-Test Inputs Hold Time 13.0 ns 8 

APIC AC Specifications . 

!sOa PICCLK Frequency 2.0 16.66 MHz 

t60b PICCLK Period 60.0 500.0 ns 3 

tsoc PICCLK High Time 9.0 ns 3 

tSOd PICCLK Low Time 9.0 ns 3 

tsoe PICCLK Rise Time 1.0 5.0 ns 3 

t60f PICCLK Fall Time 1.0 5.0 ns 3 

t60g PICDO-1 Setup Time 3.0 ns 6 

!sOh PICDO-1 Hold Time 2.5 ns 6 

t60i PICDO-1 Valid Delay (LtoH) 4.0 38.0 ns 4 

t60j PICDO-1 Valid Delay (HtoL) 4.0 22.0 ns 4 

NOTES: 

Notes 

(1), (3), (8), (10) 

(3), (7), (10) 

(3), (7), (10) 

to PICCLK 

to PICCLK 

from PICCLK, (28) 

from PICCLK, (28) 

Notes 2, S, and 14 are general and apply to all standard TTL signals used with the Pentium Processor family. 
Notes 11, 1S, 19, 20, 23, and 24 do not apply to the TCP package and have been removed in this document. 
1. Not 100% tested. Guaranteed by design. 
2. TTL input test waveforms are assumed to be 0 to 3V transitions with 1V/ns rise and fall times. 
3. Non-test outputs and inputs are the normal output or input signals (besides TCK, TRST#, TDI, TDO,.and TMS). These 

timings correspond to the response of these signals due to boundary scan operations. 
4. APCHK#, FERR#, HlDA, IERR#, lOCK#, and PCHK# are glitch-free outputs. Glitch-free signals monotonically tran-

sition without false transitions (i.e., glitches). 
5. O.SV/ns :5: ClK input rise/fall time :5: SVins. 
S. 0.3V/ns :5: input rise/fall time :5: 5V/ns. 
7. Referenced to TCK rising edge. 
S. Referenced to TCK falling edge. 
9. 1 ns can be added to the maximum TCK rise and fall times for every 10 MHz of frequency below 33 MHz. 
10. During probe mode operation, do not use the boundary scan timings (tSS-S8). 
12. Setup time is required to guarantee recognition on a specific clock. 
13. Hold time is required to guarantee recognition on a specific clock. 
14. All TTL timings are referenced from 1.5V. 
15. To guarantee proper asynchronous recognition, the signal must have been de-asserted (inactive) for a minimum of 2 

clocks before being returned active and must meet the minimum pulse width. 
16. This input may be driven asynchronously. 
17. When driven asynchronously, RESET, NMI, FlUSH#, RIS#, INIT, and SMI# must be de-asserted (inactive) for a mini­

mum of 2 clocks before being returned active. 
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21. The D/C#, M/IO#, W/R#, CACHE#, and A5-A31 signals are sampled only on the ClK that ADS# is active. 
22. SF should be strapped to Vee or V ss' 
25. These signals are measured on the rising edge of adjacent ClKs at 1.5V. To ensure a 1:1 relationship between the 

amplitude of the input jitter and the internal and external clocks, the jitter frequency spectrum should not have any power 
spectrum peaking between 500 KHz and 1/3 of the ClK operating frequency. The amount of jitter present must be 
accounted for as a component of ClK skew between devices. 

26. Timing t14 is required for external snooping (e.g., address setup to the ClK in which EADS# is sampled active). 
27. SUSCHK# is used as a reset configuration signal to select buffer size. 
28. This assumes an external pullup resistor to Vee and a lumped capacitive load. The pullup resistor must be between 

150 ohms and 1 K ohms, the capacitance must be between 20 pF and 240 pF, and the RC product must be between 
3 ns and 36 ns . 

•• Each valid delay is specified for a 0 pF load. The system designer should use 1/0 buffer modeling to account for signal 
flight time delays. 

I 

2.0V 

1.SV 

O.BV 

Tv = t5, t49, t60e 
Tw = t4, t8,t60f 
Tx = t3, t47, t60d 
Ty = t1, 145, 160b 
T z = t2, t46, 160c 

242323-3 

Figure 3. Clock Waveform 
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1.SV .. 

Signal 1.5V VALID 

242323-4 
T x = tS, t8, t9, t10, t11, t12, tSOi 

Figure 4. Valid Delay Timings 

1.5V ........ . 

Signal 

242323-5 
Tx = t7, t13 
Ty = tS min, t12 min 

Figure 5. Float Delay Timings 
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ClK 

T x Ty 
...... I--....c..---l~.... ~ 

Signal VALID 

Tx = t14, t16, tlB, t20, t22, t24, t26, t28, t31, t34, t60g (to PICClK) 
Ty = t15, t17, t19, t21, t23, t25, t27, t29, t32, t35, t60h (to PICClK) 

Tt = t40 
Tu = t41 
Tv = t37 

ClK 

Tz 

RESET 

Config 

T w = t42, t43a, t43c 
T x = t43b, t43d 
Ty = t38, t39 
Tz = t36 

Figure 6. Setup and Hold Timings 

-k ~ ••• Tv --. 
Ty 

Tt 

t VALID 

Tw 

Figure 7. Reset and Configuration Timings 

242323-6 

-- -- 1.5V 

Tu 

• .... Tx 

242323-7 
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TCK 

Tw • 

TOI 
TMS 

TOO 

Output 
Signals 

Input 
Signals 

242323-8 
T, = 157 
Ts = t58 
Tu = t54 
Tv = t51 
Tw = t52 
Tx = t53 
Ty = t55 
Tz = t56 

Figure 8. Test Timings 

t 
Tx 

1 TRSH ... u. 1.5V 

242323-9 
Tx = 150 

Figure 9. Test Reset Timings 
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4.4 1/0 Buffer Models 

This section describes the 1/0 buffer models of the 
Pentium processor (610\ 75). 

The first order 1/0 buffer model is a simplified repre­
sentation of the complex input and output buffers 
used in the Pentium processor (610\75). Figures 10 
and 11 show the structure of the input buffer model 
and Figure 12 shows the output buffer model. Ta­
bles 13 and 14 show the parameters used to specify 
these models. 

PENTIUM® PROCESSOR (610\75) 

Although simplified, these buffer models will accu­
rately model flight time and signal quality. For these 
parameters, there is very little added accuracy in a 
complete transistor model. 

The following two models represent the input buffer 
models. The first model, Figure 10, represents all of 
the input buffers of the Pentium processor (610\75) 
except for a special group of input buffers. The sec­
ond model, Figure 11, represents these special buff­
ers. These buffers are the inputs: AHOlD, EADS#, 
KEN#, WB/WT#, INV, NA#, EWBE#, BOFF#, 
ClK, and PICClK. 

Vss 
242323-10 

Figure 10. Input Buffer Model, Except SpeCial Group 
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02 

02 

02 

D2 

02 

02 

D1 

Figure 11. Input Buffer Model for Special Group 
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Table 13. Parameters Used in the Specification of the First Order Input Buffer Model 

Parameter Description 

Cin Minimum and Maximum value of the capacitance of the input buffer model. 

Lp Minimum and Maximum value of the package inductance. 

Cp Minimum and Maximum value of the package capacitance. 

Rs Diode Series Resistance 

D1, D2 Ideal Diodes 

Figure 12 shows the structure of the output buffer model. This model is used for all of the output buffers of the 
Pentium processor (610\75). 

dV/dl 

242323-12 

Figure 12. First Order Output Buffer Model 

Table 14. Parameters Used in the Specification of the First Order Output Buffer Model 

Parameter Description 

dV/dt Minimum and maximum value of the rate of change of the open circuit voltage source used in 
the output buffer model. 

Ro Minimum and maximum value of the output impedance of the output buffer model. 

Co Minimum and Maximum value of the capacitance of the output buffer model. 

Lp Minimum and Maximum value of the package inductance. 

Cp Minimum and Maximum value of the package capacitance. 

In addition to the input and output buffer parameters, 
input protection diode models are provided for add­
ed accuracy. These diodes have been optimized to 
provide ESD protection and provide some level of 
clamping. Although the diodes are not required for 
simulation, it may be more difficult to meet specifica­
tions without them. 

I 

Note, however, some signal quality specifications re­
quire that the diodes be removed from the input 
model. The series resistors (Rs) are a part of the 
diode model. Remove these when removing the di­
odes from the input model. 
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4.4.1 BUFFER MODEL PARAMETERS 

This section gives the parameters for each Pentium 
processor (610\75) input, output, and bidirectional 
signal, as well as the settings for the configurable 
buffers. 

Some pins on the Pentium processor (610\75) have 
selectable buffer sizes. These pins use the 

configurable output buffer EB2. Table 15 shows the 
drive level for BRDY # required at the falling edge of 
RESET to select the buffer strength. The buffer 
sizes selected should be the appropriate size re­
quired; otherwise AC timings might not be met, or 
too much overshoot and ringback may occur. There 
are no other selection choices; all of the configura­
ble buffers get set to the same size at the same 
time. 

Table 15. Buffer Selection Chart 

Environment· BRDY# Buffer Selection 

Typical Stand Alone Component 1 EB2 

loaded Component 0 EB2A 

NOTES: 
For correct buffer selection, the BUSCHK # signal must be held inactive (high) at the falling edge of RESET. 
For the Pentium processor (610\15) SPGA version, BRDYC# is used to configure selectable buffer sizes. 

Please refer to Table 16 for the groupings of the buffers. 

Table 16. Signal to Buffer Type 

Signals Type 
Driver Buffer 

Type 

ClK I 

A20M#, AHOlD, BF, BOFF#, BRDY#, BUSCHK#, EAOS#, I 
EWBE#, FlUSH#, HOlD,IGNNE#,INIT,INTR,INV, KEN#, NA#, 
NMI, PEN#, PICClK, R/S#, RESET, SMI#, STPClK#, TCK, TDI, 
TMS, TRST #, WB/WT # 

APCHK#, BE[7:5]#, BP[3:2], BREQ, FERR#,IERR#, PCD, 0 ED1 
PCHK#, PMO/BPO, PM1/BP1, PROY, PWT, SMIACT#, TOO, U/ 
0# 

A[31:21], AP, BE[4:0]#, CACHE#, D/C#, D[63:0], DP[8:01, HlDA, 110 EB1 
lOCK#, M/IO#, SCYC 

A[20:3], AOS#, HITM#, W/R# I/O EB2A 

HIT# 110 EB3 

PIDO, PICD1 I/O EB4 

Receiver 
Buffer Type 

ERO 

ER1 

EB1 

EB2 

EB3 

EB4 

The input, output and bidirectional buffer values are 
listed in Table 17. This table contains listings for all 
three types, do not get them confused during simula­
tion. When a bidirectional pin is operating as an 

input, just use the Cin, Cp .and lp values; if it is oper­
ating as a driver, use all of the data parameters. 
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Table 17. Input, Output and Bidirectional Buffer Model Parameters 

Buffer dV/dt Ro Cp Lp ColCin 
Type 

Transition 
(V/nsec) (Ohms) (pF) (nH) (pF) 

min max min max min max min max min max 

ERO Rising I 0.3 0.4 3.9 5.0 0.8 1.2 

(input) Falling 0.3 0.4 3.9 5.0 0.8 1.2 

ER1 Rising 0.2 0.5 3.1 6.0 0.8 1.2 

(input) Falling 0.2 0.5 3.1 6.0 0.8 1.2 

ED1 Rising 3/3.0 3.7/0.9 21.6 53.1 0.3 0.6 3.7 6.6 2.0 2.6 

(output) Falling 3/2.8 3.7/0.8 17.5 50.7 0.3 0.6 3.7 6.6 2.0 2.6 

EB1 Rising 3/3.0 3.7/ 21.6.9 53.1 0.2 0.5 2.9 6.1 2.0 2.6 

(bidir) Falling 3/2.8 3.7/0.8 17.5 50.7 0.2 0.5 2.9 6.1 2.0 2.6 

EB2 Rising 3/3.0 3.7/0.9 21.6 53.1 0.2 0.5 3.1 6.4 9.1 9.7 

(bidir) Falling 3/2.8 3.7/0.8 17.5 50.7 0.2 0.5 3.1 6.4 9.1 9.7 

EB2A Rising 3/2.4 3.7/0.9 10.1 22.4 0.2 0.5 3.1 6.4 9.1 9.7 

(bidir) Falling 3/2.4 3.7/0.9 9.0 21.2 0.2 0.5 3.1 6.4 9.1 9.7 

EB3 Rising 3/3.0 3.7/0.9 21.6 53.1 0.2 0.4 3.2 4.1 3.3 3.9 

(bidir) Falling 3/2.8 3.7/0.8 17.5 50.7 0.2 0.4 3.2 4.1 3.3 3.9 

EB4 Rising 3/3.0 3.7/0.9 21.6 53.1 0.3 0.4 4.0 4.1 5.0 7.0 

(bidir) Falling 3/2.8 3.7/0.8 17.5 50.7 0.3 0.4 4.0 4.1 5.0 7.0 

Table 18. Input Buffer Model Parameters: D (Diodes) 

Symbol Parameter 

IS Saturation Current 

N Emission Coefficient 

RS Series Resistance 

TT Transit Time 

VJ PN Potential 

CJO Zero Bias PN Capacitance 

M PN Grading Coefficient 

4.4.2 SIGNAL QUALITY SPECIFICATIONS 

Signals driven by the system into the Pentium proc­
essor (610\75) must meet signal quality specifica­
tions to guarantee that the components read 

I 

D1 D2 

1.4e-14A 2.78e-16A 

1.19 1.00 

6.5 ohms 6.5 ohms 

3 ns 6 ns 

0.983V 0.967V 

0.281 pF 0.365 pF 

0.385 0.376 

data properly and to ensure that incoming signals do 
not affect the reliability of the component. There are 
two signal quality parameters: Ringback and Settling 
Time. 
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4.4.2.1 Ringback 

Excessive ringback can contribute to long-term reli­
ability degradation of the Pentium processor 
(610\75), and can cause false signal detection. 
Ringback is simulated at the input pin of a compo­
nent using the input buffer model. Ringback can be 
simulated with or without the diodes that are in the 
input buffer model. 

Ringback is the absolute value of the maximum volt­
age at the receiving pin below Vee (or above Vss) 
relative to Vee (or Vss) level after the signal has 
reached its maximum voltage level. The input diodes 
are assumed present. 

Maximum Ringback on Inputs = 0.8V 
(with diodes) 

If simulated without the input diodes, follow the Max­
imum Overshoot/Undershoot specification. By 

Vcc 

meeting the overshoot/undershoot specification, the 
signal is guaranteed not to ringback excessively. 

If simulated with the diodes present in the input 
model, follow the maximum ring back specification. 

Overshoot (Undershoot) is the absolute value of the 
maximum voltage above Vee (below Vss). The 
guideline assumes the absence of diodes on the in­
put. 

• Maximum Overshoot/Undershoot on 5V 82497 
Cache Controller, and 82492 Cache SRAM In­
puts (ClK and PICClK only) = 1.6V above Vee5 
(without diodes) 

• Maximum Overshoot/Undershoot on 3.3V Penti­
um processor (610\75) Inputs (not ClK and 
PICClK) = 1.4V above Vee3 (without diodes) 

Vee 

Maximum 
Undershoot 

242323-13 

Figure 13. Overshoot/Undershoot and Ringback Guidelines 

4.4.2.2 Settling Time 

The settling time is defined as the time a signal re­
quires at the receiver to settle within 10% of Vee or 
Vss. Settling time is the maximum time allowed for a 
signal to reach within 10% of its final value. 

Most available simulation tools are unable to simu­
late settling time so that it accurately reflects silicon 
measurements. On a physical board, second-order 
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effects and other effects serve to dampen the signal 
at the receiver. Because of all these concerns, set­
tling time is a recommendation or a tool for layout 
tuning and not a specification. 

Settling time is simulated at the slow corner, to make 
sure that there is no impact on the flight times of the 
signals if the waveform has not settled. Settling time 
may be simulated with the diodes included or ex­
cluded from the input buffer model. If diodes 

I 



are included, settling time recommendation will be 
easier to meet. 

Although simulated settling time has not shown 
good correlation with physical, measured settling 
time, settling time simulations can still be used as a 
tool to tune layouts. 

Use the following procedure to verify board simula­
tion and tuning with concerns for settling time. 

1. Simulate settling time at the slow corner for a par­
ticular signal. 

2. If settling time violations occur, simulate signal 
trace with D.C. diodes in place at the receiver pin. 
The D.C. diode behaves almost identically to the 
actual (non-linear) diode on the part as long as 
excessive overshoot does not occur. 

Vee + 10% 

Vee 

Vee -10% 

PENTIUM® PROCESSOR (610\75) 

3. If settling time violations still occur, simulate flight 
times for 5 consecutive cycles for that particular 
signal. 

4. If flight time values are consistent over the 5 simu­
lations, settling time should not be a concern. If 
however, flight times are not consistent over the 5 
simulations, tuning of the layout is required. 

5. Note that, for signals that are allocated 2 cycles 
for flight time, the recommended settling time is 
doubled. 

A typical design method would include a settling 
time that ensures a signal is within 10% of Vee or 
Vss for at least 2.5 ns prior to the end of the ClK 
period. 

242323-14 

Figure 14. Settling Time 
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5.0 Pentium®Processor (610\75) 
TCP MECHANICAL 
SPECIFICATIONS 

Today's portable computers face the challenge of 
meeting desktop performance in an environment 
that is constrained by thermal, mechanical, and 
electrical design considerations. These considera­
tions have driven the development and implementa­
tion of Intel's Tape Carrier Package (TCP). The Intel 
TCP package has been designed to offer a high pin 
count, low profile, reduced footprint package with 
uncompromised thermal and electrical performance. 
Intel continues to provide packaging solutions that 
meet our rigorous criteria for quality and perform­
ance, and this new entry into the Intel package port­
folio is no exception. 

Key features of the TCP package include: surface 
mount technology design, lead pitch of 0.25 mm, po­
Iyimide body size of 24 mm and polyimide up for 

5.1 TCP Package Mechanical Diagrams 

Encapsulant 

Polyimide 
Support Ring 

pick&place handling. TCP components are shipped 
with the leads flat in slide carriers, and are designed 
to be excised and lead formed at the customer man­
ufacturing site. Recommendations for the manufac­
ture of this package are included in the Pentium™ 
Processor (610\75) Tape Carrier Package User's 
Guide. 

Figure 15 shows a cross-sectional view of the TCP 
package as mounted on the Printed Circuit Board. 
Figures 16 and 17 show the TCP as shipped in its 
slide carrier, and key dimensions of the carrier and 
package. Figure 18 shows a blow up detail of the 
package in cross-section. Figure 19 shows an en­
larged view of the outer lead bond area of the pack­
age. 

Tables 19 and 20 provide Pentium processor 
(610\75) TCP package dimensions. 

TAB Lead 

~~i1(~7~peq 
Polyimide 
Keeper 

Bar 

112 X-8ection I 
Thermally & Electrically 

Conductive Adhesive 
(Silver Filled Thermoplastic) 

Thermal vias 
Ground plane 

I Full X-Section I 

Figure 15. Cross-Sectional View of the Mounted TCP Package 
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1----,- 36.15 ± 0.05 

-21.90 ±O 06-

4.75 

-- DL ---

t-------- 63.00 ± 0.15 SQ ---------.j 
242323-16 

Figure 16. One TCP Site in Carrier (Bottom View of Ole) 
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1----- 33.00 ± 0.05 SQ ----tl~ 

59.00 ± 0.10 

36.15 ± 0.05 

'----- 36.15 ± 0.05 -----1-1 

.-------- 51.00 ± O. 1 0 -------<-1 

242323-17 

Figure 17. One TCP Site in Carrier (Top View of Die) 
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if SEE ~ETAlL 

FRONT VIEW 1#..125 ± 0.Q15 
(POLYIMIDE) [ 0.130 ± 0.040 

(t================~I~~~~(~E:NC~A:P~) __ ~' t T \ 0.560 

A2 L LEAD TH!CKNESS (LT)"\ /;-r-T ±O.050 

~ \ (DIE) 0.i30 ! 
DETAIL SECTION 

242323-18 

Figure 18. One TCP Site (Cross-Sectional Detail) 

1.06 

(DEVICE WINDOW) --.".{ 

(ENCAP) 

+ 

1- 1200 ~ ~2.25 
242323-19 

Figure 19. Outer Lead Bond (OLB) Window Detail 
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Table 19. TCP Key Dimensions 

Symbol Description 

N Leadcount 

W Tape Width 

L Site Length 

e1 Outer Lead Pitch 

b Outer Lead Width 

D1,E1 Package Body Size 

A2 Package Height 

DL Die Length 

OW Die Width 

LT Lead Thickness 

EL Encap Length 

EW EncapWidth 

NOTES: 
Dimensions are in millimeters unless otherwise noted. 
Dimensions in parentheses are for reference only. 

Dimension 

320 leads 

48.18 ±0.12 

(43.94) reference only 

0.25 nominal 

0.10 ±0.01 

24.0 ±0.1 

75 MHz/90 MHz-0.615 ±0.030 
120 MHz-0.605 ± 0.030 

75 MHz/90 MHz-12.769 ±0.015 
120 MHz-9.929 ± 0.015 

75 MHz/90 MHz-11. 755 ± 0.015 
120 MHz-9.152 ± 0.015 

75 MHz/90 MHz-0.035 mm 
120 MHz-0.025 mm 

75 MHz/90 MHz-(13.40 mm) reference only 
120 MHz-(1 0.56 mm) reference only 

75 MHz/90 MHz-(12.39 mm) reference only 
120 MHz-(9.78 mm) reference only 

Table 20. Mounted TCP Package Dimensions 

Description Dimension 

Package Height 0.75 max. 

Terminal Dimension 29.5 nom. 

Package Weight 0.5 g max. 

NOTE: 
Dimensions are in millimeters unless otherwise noted. 
Package terminal dimension (lead tip·to·lead tip) assumes the use of a keeper bar. 
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, TCP THERMAL SPECIFICATIONS 

The Pentium processor (610\75) is specified for 
proper operation when the case temperature, 
T CASE, (T c) is within the specified range of O°C to 
95°C. 

6.1 Measuring Thermal Values 

To verify that the proper T C (case temperature) is 
maintained for the Pentium processor (610\75), it 
should be measured at the center of the package 
top surface (encapsulant). To minimize any mea­
surement errors, the following techniques are rec­
ommended: 

• Use 36 gauge or finer diameter K, T, or J type 
thermocouples. Intel's laboratory testing was 
done using a thermocouple made by Omega (part 
number: 5TC-TTK-36-36). 

• Attach the thermocouple bead or junction to the 
center of the package top surface using highly 
thermally conductive cements. Intel's laboratory 
testing was done by using Omega Bond (part 
number: OB-100). 

• The thermocouple should be attached at a 90° 
angle as shown in Figure 20. 

242323-20 

Figure 20. Technique for Measuring Case 
Temperature (T c> 

\ 

6.2 Thermal Equations 

For the Pentium processor (610\75), an ambient 
temperature (T A) is not specified directly. The only 
requirement is that the case temperature (T c) is met. 
The ambient temperature can be calculated from the 
following equations: 

I 
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where, 

TJ = Tc + P X 8JC 
TA = TJ - P X 8JA 
TA = Tc- (PX 8CA 
Tc = TA + P x [()JA-8JCl 
8CA = 8JA-8JC 

T A and T C are ambient and case temperatures ("C) 
8CA = Case-to-Ambient thermal resistance ("C/W) 
8JA = Junction-to-Ambient thermal resistance 

("C/W) 
8JC = Junction-to-Case thermal resistance ("C/W) 
P = maximum power consumption (Watts) 

P (maximum power consumption) is specified in sec­
tion 4.2. 

6.3 TCP Thermal Characteristics 

The primary heat transfer path from the die of the 
Tape Carrier Package (TCP) is through the back side 
of the die and into the PC board. There are two ther­
mal paths traveling from the PC board to the ambi­
ent air. One is the spread of heat within the board 
and the dissipation of heat by the board to the ambi­
ent air. The other is the transfer of heat through the 
board and to the opposite side where thermal en­
hancements (e.g., heat sinks, pipes) are attached. 
To prevent the possibility of damaging the TCP com­
ponent, the thermal enhancements should be at­
tached to the opposite side of the TCP site not di­
rectly mounted to the package surface. 

6.4 PC Board Enhancements 

Copper planes, thermal pads, and vias are design 
options that can be used to improve heat transfer 
from the PC board to the ambient air. Tables 21 and 
22 present thermal resistance data for copper plane 
thickness and via effects. It should be noted that 
although thicker copper planes will reduce the 8ca of 
a system without any thermal enhancements, they 
have less effect on the 8ca of a system with thermal 
enhancements. However, placing vias under the die 
will reduce the 8ca of a system with and without ther­
mal enhancements. 
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Table 21. Thermal Resistance vs. Copper Plane 
Thickness with and without Enhancements 

Copper 8CAeC/W) 
Plane No 

Thickness' Enhancements 

1 oz. Cu 18 

3 oz. Cu 14 

NOTES: 
*225 vias underneath the die 
(1 oz = 1.3 ml) 

8CA("C/W) 
With 

Heat Pipe 

8 

8 

Table 22. Thermal Resistance vs. Thermal Vias 
underneath the Die 

No. of Vias Under 8CA eC/W) 
the Die" No Enhancements 

0 15 

144 13 

NOTE: 
* 3 oz. copper planes in test boards 

6.4.1 STANDARD TEST BOARD 
CONFIGURATION 

All Tape Carrier Package (TCP). thermal measure­
ments provided in the following tables were taken 
with the component soldered to a 2" x 2" test board 
outline. This six-layer board contains 225 vias (un­
derneath the die) in the die attach pad which are 
connected to two 3 oz. copper planes located at lay­
ers two and five. For the Pentium processor 
(S10\75) TCP, the vias in the die attach pad should 
be connected without thermal reliefs to the ground 
plane{s). The die is attached to the die attach pad 
using a thermally and electrically conductive adhe­
sive. This test board was designed to optimize the 
heat spreading into the board and the heat transfer 
through to the opposite side of the board. 
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NOTE: 
Thermal resistance values should be used as 
guidelines only, and are highly system dependent. 
Final system verification should always refer to the 
case temperature specification. 

Table 23. Pentium® Processor (610\75) 
TCP Package Thermal Resistance 

without Enhancements 

8JC 8CA 
( eC/W) eC/W) 

Thermal Resistance without 0.8 13.9 
Enhancements 

Table 24. Pentium® Processor (610\75) 
TCP Package Thermal Resistance 

with Enhancements (without Airflow) 

Thermal 8CA Notes 
Enhancements eC/W) 

Heat sink 11.7 1.2" Xl.2" XO.35 

AI Plate 8.7 4" x4" XO.030" 

AI Plate with 7.8 0.3Xl" X4" 
Heat Pipe 

Table 25. Pentium® Processor (610\ 75) 
TCP Package Thermal Resistance 
with Enhancements (with Airflow) 

Thermal 8CA Notes 
Enhancements eC/W) 

Heat sink with Fan 5.0 1.2" x 1.2" XO.35" HS 
@ 1.7CFM 

Heat sink with 5.1 
Airflow @ 400 LFM 

Heat sink with 4.3 
Airflow @ SOO LFM 

HS = heat sink 
LFM = Linear Feet/Minute 
CFM = Cubic Feet/Minute 

1" Xl" XO.4" Fan 

1.2" X 1.2" x 0.35" HS 

1.2" x 1.2" x 0.35" HS 

I 



infel® 
PENTIUM® PROCESSOR at iCOMp® INDEX 

610\75 MHz, 735\90 MHz, 815\ 100 MHz, 
1000\ 120 MHz, and 1110\ 133 MHz 

• Compatible with Large Software Base • Multi-Processor Support 
- MS-DOS:j:, Windows:j:, OS/2:j:, UNIX:j: - Multiprocessor Instructions 

• 32-Bit CPU with S4-Bit Data Bus - Support for Second Level Cache 
• On-Chip Local APIC Controller 

- MP Interrupt Management • Superscalar Architecture 
- Two Plpelined Integer Units Are 

Capable of 2 Instructions/Clock 
- Pipelined Floating Point Unit 

• Separate Code and Data Caches 
- 8K Code, 8K Write Back Data 
- MESI Cache Protocol 

• Advanced Design Features 
- Branch Prediction 
- Virtual Mode Extensions 

• 3.3V BiCMOS Silicon Technology 
• 4M Pages for Increased TLB Hit Rate 
• IEEE 1149.1 Boundary Scan 
• Dual Processing Configuration 

- 8259 Compatible 
• Internal Error Detection Features 

• Upgradable with a Future Pentium® 
OverDrive® Processor 

• Power Management Features 
- System Management Mode 
- Clock Control 

• Fractional Bus Operation 
- 133-MHz Core/SS-MHz Bus 
-120-MHz Core/SO-MHz Bus 
-100-MHz Core/SS-MHz Bus 
-100-MHz Core/50-MHz Bus 
- 90-MHz Core/SO-MHz Bus 
- 75-MHz Core/50-MHz Bus 

The Pentium® processor 75/90/100/120/133 extends the Pentium processor family, providing performance 
needed for mainstream desktop applications as well as for workstations and servers. The Pentium processor 
is compatible with the entire installed base of applications for DOS, Windows, OS/2, and UNIX. The Pentium 
processor 75/90/100/120/133 superscalar architecture can execute two instructions per clock cycle. Branch 
prediction and separate caches also increase performance. The pipelined floating point unit delivers worksta­
tion level performance. Separate code and data caches reduce cache conflicts while remaining software 
transparent. The Pentium processor 75/90/100/120/133 has 3.3 million transistors and is built on Intel's 
advanced 3.3V BiCMOS silicon technology. The Pentium processor 75/90/100/120/133 has on-chip dual 
processing support, a local multiprocessor interrupt controller, and SL power management features. 

The Pentium processor may contain design defects or errors known as errata. Current characterized errata are 
available upon request. 
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:j:Other brands and trademarks are the property of their respective owners. 
tSince publication of documents referenced In thiS document, registration of the Pentium. OverDnve. and iCOMP trade­
marks has been issued to Intel Corporation. 
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1.0 MICROPROCESSOR 
ARCHITECTURE OVERVIEW 

The Pentium® processor at iCOMp® rating 
610\75 MHz, iCOMP rating 735\90 MHz, and 
iCOMP rating 815\100 MHz, iCOMP rating 
1000\ 120, and iCOMP rating 1110\ 133 extends the 
Intel Pentium family of microprocessors. It is 100% 
binary compatible with the 8086/88, 80286, In­
tel386TM OX CPU, Intel386 SX CPU, Intel486TM OX 
CPU, Intel486 SX CPU, Intel486 DX2 CPUs, and 
Pentium processor at iCOMP Index 510\60 MHz 
and iCOMP Index 567\66 MHz. 

The Pentium processor family consists of the Penti­
um processor at iCOMP rating 610\75 MHz, iCOMP 
rating 735\90 MHz, iCOMP rating 815\100 MHz, 
iCOMP rating 1000\ 120, and iCOMP rating 
1110\ 133 (product order code 80502), described in 
this document, and the original Pentium processor 
60/66 (order code 80501). The name "Pentium 
processor 75/90/100/120/133" will be used in this 
document to refer to the Pentium processor at 
iCOMP rating 610\75 MHz, iCOMP rating 735\90 
MHz, iCOMP rating 815\100 MHz, iCOMP rating 
1000\120 MHz, and iCOMP rating 1110\133 MHz. 
Also, the name "Pentium processor 60/66" will be 
used to refer to the original 60- and 66-MHz version 
product. 

The Pentium processor family architecture contains 
all of the features of the Intel486 CPU family, and 
provides significant enhancements and additions in­
cluding the following: 

• Superscalar Architecture 

• Dynamic Branch Prediction 

• Pipelined Floating-Point Unit 

• Improved Instruction Execution Time 

• Separate 8K Code and 8K Data Caches 
• Writeback MESI Protocol in the Data Cache 

• 64-Bit Data Bus 

• Bus Cycle Pipelining 

• Address Parity 
• Internal Parity Checking 

• Functional Redundancy Checking 

• Execution Tracing 

• Performance Monitoring 

• IEEE 1149.1 Boundary Scan 

• System Management Mode 

• Virtual Mode Extensions 
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In addition to the features listed above, the Pentium 
processor 75/90/100/120/133 offers the following 
enhancements over the Pentium processor 60/66: 

• iCOMP performance rating of 1110 at 133 MHz in 
single processor configuration 

• iCOMP performance rating of 1000 at 120 MHz in 
single processor configuration 

• iCOMP performance rating of 815 at 100 MHz in 
single processor configuration 

• iCOMP performance rating of 735 at 90 MHz in 
single processor configuration 

• iCOMP performance rating of 610 at 75 MHz in 
single processor configuration 

• Dual processing support 

• SL power management features 

• Fractional bus operation 

• On-chip local APIC device 

1.1 Pentium® Processor Family 
Architecture 

The application instruction set of the Pentium proc­
essor family includes the complete Intel486 CPU 
family instruction set with extensions to accommo­
date some of the additional functionality of the 
Pentium processors. All application software written 
for the Intel386 and Intel486 family microprocessors 
will run on the Pentium processors without modifica­
tion. The on-chip memory management unit (MMU) 
is completely compatible with the Intel386 family 
and Intel486 family of CPUs. 

The Pentium processors implement several en­
hancements to increase performance. The two in­
struction pipelines and floating-point unit on Pentium 
processors are capable of independent operation. 
Each pipeline issues frequently used instructions in 
a single clock. Together, the dual pipes can issue 
two integer instructions in one clock, or one floating 
point instruction (under certain circumstances, two 
floating-point instructions) in one clock. 

Branch prediction is implemented in the Pentium 
processors. To support this, Pentium processors im­
plement two prefetch buffers, one to prefetch code 
in a linear fashion, and one that prefetches code 
according to the BTB so the needed code is almost 
always prefetched before it is needed for execution. 
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The floating-point unit has been completely rede­
signed over the Intel4S6 CPU. Faster algorithms pro­
vide up to 10X speed-up for common operations in­
cluding add, multiply, and load. 

Pentium processors include separate code and data 
caches integrated on-chip to meet performance 
goals. Each cache is S Kbytes in size, with a 32-byte 
line size and is 2-way set associative. Each cache 
has a dedicated Translation Lookaside Buffer (TLB) 
to translate linear addresses to physical addresses. 
The data cache is configurable to be write back or 
write through on a line-by-line basis and follows the 
MESI protocol. The data cache tags are triple ported 
to support two data transfers and an inquire cycle in 
the same clock. The code cache is an inherently 
write-protected cache. The code cache tags are 
also triple ported to support snooping and split line 
accesses. Individual pages can be configured as 
cacheable or non-cacheable by software or hard­
ware. The caches can be enabled or disabled by 
software or hardware. 

The Pentium processors have increased the data 
bus to 64 bits to improve the data transfer rate. Burst 
read and burst write back cycles are supported by 
the Pentium processors. In addition, bus cycle pipe­
lining has been added to allow two bus cycles to be 
in progress simultaneously. The Pentium proces­
sors' Memory Management Unit contains optional 
extensions to the architecture which allow 2-Mbyte 
and 4-Mbyte page sizes. 

The Pentium processors have added significant data 
integrity and error detection capability. Data parity 
checking is still supported on a byte-by-byte basis. 
Address parity checking, and internal parity checking 
features have been added along with a new excep­
tion, the machine check exception. In addition, 
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the Pentium processors have implemented function­
al redundancy checking to provide maximum error 
detection of the processor and the interface to the 
processor. When functional redundancy checking is 
used, a second processor, the "checker" is used to 
execute in lock step with the "master" processor. 
The checker samples the master's outputs and com­
pares those values with the values it computes inter­
nally, and asserts an error signal if a mismatch oc­
curs. 

As more and more functions are integrated on chip, 
the complexity of board level testing is increased. To 
address this, the Pentium processors have in­
creased test and debug capability. The Pentium 
processors implement IEEE Boundary Scan (Stan­
dard 1149.1). In addition, the Pentium processors 
have specified 4 breakpoint pins that correspond to 
each of the debug registers and externally indicate a 
breakpoint match. Execution tracing provides exter­
nal indications when an instruction has completed 
execution in either of the two internal pipelines, or 
when a branch has been taken. 

System Management Mode (SMM) has been imple­
mented along with some extensions to the SMM ar­
chitecture. Enhancements to the virtual SOS6 mode 
have been made to increase performance by reduc­
ing the number of times it is necessary to trap to a 
virtual SOS6 monitor. 

Figure 1 shows a block diagram of the Pentium proc­
essor 75/90/100/120/133. 

For Pentium Processor (610\7S) designs which 
use the TCP package, Intel document 242323 
must be referenced for correct rcp pinout, me­
chanical, thermal, and AC speCifications. 
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Figure 1. Pentium® Processor Block Diagram 

The block diagram shows the two instruction pipe­
lines, the "u" pipe and the "v" pipe. The u-pipe can 
execute all integer and floating point instructions. 
The v-pipe can execute simple integer instructions 
and the FXCH floating-point instructions. 

The separate caches are shown, the code cache 
and data cache. The data cache has two ports, one 
for each of the two pipes (the tags are triple ported 
to allow simultaneous inquire cycles). The data 
cache has a dedicated Translation Lookaside Buffer 
(TLB) to translate linear addresses to the physical 
addresses used by the data cache. 

I 

The code cache, branch target buffer and prefetch 
buffers are responsible for getting raw instructions 
into the execution units of the Pentium processor. 
Instructions are fetched from the code cache or 
from the external bus. Branch addresses are re­
membered by the branch target buffer. The code 
cache TLB translates linear addresses to physical 
addresses used by the code cache. 

The decode unit decodes the prefetched instruc­
tions so the Pentium processors can execute the 
instruction. The control ROM contains the micro­
code which controls the sequence of operations that 
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must be performed to implement the Pentium proc­
essor architecture. The control ROM unit has direct 
control over both pipelines. 

The Pentium processors contain a pipelined floating­
point unit that provides a significant floating-point 
performance advantage over previous generations 
of processors. 

The architectural features introduced in this chapter 
are more fully described in the Pentium® Processor 
Family Developer's Manual. 

1.2 Pentium® Processor 
75/90/100/120/133 

In addition to the architecture described above for 
the Pentium processor family, the Pentium proces­
sor 75/90/100/120/133 has additional features 
which are described in this section. 

The Pentium processor 75/90/100/120/133 offers 
higher performance and higher operating frequen­
cies than the Pentium processor 60/66. 

Pentium® Processor External Bus iCOMp® 
75/90/1001120/133 

Core Frequency 
Interface Index 

133 MHz 66 MHz 1110 

120 MHz 60 MHz 1000 

100 MHz 66/50 MHz 815 

90 MHz 60 MHz 735 

75 MHz 50 MHz 610 

Symmetric dual processing in a system is supported 
with two Pentium processors 75/901100/120/133. 
The two processors appear to the system as a sin­
gle Pentium processor 75/90/100/120/133. Oper­
ating systems with dual processing support properly 
schedule computing tasks between the two proces­
sors. This scheduling of tasks is transparent to soft­
ware applications and the end-user. Logic built into 
the processors support a "glueless" interface for 
easy system design. Through a private bus, the two 
Pentium processors 75/90/100/120/133 arbitrate 
for the external bus and maintain cache coherency. 
Dual processing is supported in a system only if 
both processors are operating at Identical core 
and bus frequencies. . 
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In this document, in order to distinguish between two 
Pentium processors 75/90/100/120/133 in dual 
processing mode, one CPU will be designated as the 
Primary processor with the other being the Dual 
processor. Note that this is a different concept than 
that of "master" and "checker" processors de­
scribed above in the discussion on functional redun­
dancy. 

Due to the advanced 3.3V SiCMOS process that it is 
produced on, the Pentium processor 75/90/1001 
120/133 dissipates less power than the Pentium 
processor 60166. In addition to the SMM features 
described above, the Pentium processor 75/90/ 
100/120/133 supports clock control. When the 
clock to the Pentium processor 75190/100/120/133 
is stopped, power diSSipation is virtually eliminated. 
The combination of these improvements makes the 
Pentium processor 75/90/100/120/133 a good 
choice for energy-efficient desktop designs. 

Supporting an upgrade socket (Socket 5) in the sys­
tem will provide end-user upgradability by the addi­
tion of a future Pentium OverDrive processor. Typi­
cal applications will realize a 40%-70% perform­
ance increase by addition of a future Pentium 
OverDrive processor. 

Socket 7 has been defined as the upgrade socket 
for the Pentium processor (1110/133) in addition to 
the Pentium processors 75/90/100/120. The flexi­
bility of the Socket 7 definition makes it backward 
compatible with Socket 5 and should be used for all 
new Pentium processor-based system designs. 

'The Pentium processor 75/90/100/120/133 sup­
ports fractional bus operation. This allows the inter­
nal processor core to operate at high frequencies, 
while communicating with the external bus at lower 
frequencies. The external bus frequency operates at 
a selectable one-half or two-thirds fraction of the in­
ternal core frequency. 

The Pentium processor 75/90/100/120/133 con­
tains an on-Chip Advanced Programmable Interrupt 
Controller (APIC). This APIC implementation sup­
ports multiprocessor interrupt management (with 
symmetric interrupt distribution across all proces­
sors), multiple I/O subsystem support, 8259A com­
patibility, and inter-processor interrupt support. . 
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2.0 PINOUT 

2.1 Pinout and Pin Descriptions 

2.1.1 PENTIUM® PROCESSOR 75/90/100/120/133 PINOUT 

37 II 31 14 33 32 31 30 21 2J 27 2t 15 2C 23 22 21 20 " " 17 II 15 14 13 12 11 10 • • 7 I 5 I 3 2 1 

AN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 AN 
'ISS NC AI AI. vee vee vee vee vee vee vee vee vec vee vee FLUSH. INC INC INC 

All 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 All 
A" .. AI VII VII 'ISS YSI VII VIS VIS VIS VIS VIS VII VII W/A. EAIIIt ADse. 

AL 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 At 
VII AI A7 All A12 AI. AI. A •• ... NC lCye BE .. BE .. BEO' BEO. BUBCHKf HITII' PWT INC 

A. 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 AI 
A2I A2t AI AI All All An A" RESET elK lETt IEIt IUt BE" A2011t HIT. DC' AP 

AJ 0 0 0 0 0 0 OJ 
VIS ... A .. A'" HLDA aREO 

AH 0 0 0 0 AH 
All ... LOCK. VII 

A. 0 0 0 0 0 0 A. 
vee ... .. 7 peD SlllAeTl vee 

AF 0 0 0 0 AF 
VII A21 PCHK. VIS 

AE 0 0 0 0 0 0 AE 
vee DI't ... APeHKt paREOI vee 

AD 0 0 0 0 AD 
VIS tilTH PBONTI VII 

Ae 0 0 0 0 0 0 Ae 
vee RSt NIII PRDY PHIlIi. yee 

AB 0 0 0 0 Aa 
'ISS Sill. HOLD VIS 

AA 0 0 0 0 0 0 .. 
vee IONNEI INIT WBNlTI PHITI vee 

z 0 0 0 0 Z 
'ISS PEH' BOfF. 'ISS 

Y 0 0 0 0 0 0 Y 
vee FReIiC. BFO NA. IRDye. vee x 0 0 0 0 x 

'ISS BFl BADVI 'ISS 
W 0 0 0 0 0 0 W 

vee NC NC KEN' EWIU vee 
v 0 0 0 0 V 

'ISS STPCLK. TOP SIDE VIEW AHOLD VIS 
u 0 0 0 0 0 0 u 

vee VII vee INY CACHEt vee 
T 0 0 0 0 T 

'ISS yee 11110. VII 
S 0 0 0 0 0 0 S 

vee NC NC IIP3 IP2 vee 
R 0 0 0 0 R 

VII NO '.18P1 VIS 
Q 0 0 0 0 0 0 Q 

vee CPU"P TRSTt FERR' PMOBPO vee 
P 0 0 0 0 P 

'ISS TIll ERN VIS 
N 0 0 0 0 0 0 N 

vee TDI TOO DPT ... yee 
II 0 0 0 0 II 

'ISS TeK OIZ VIS 
L 0 0 0 0 0 0 L 

vec PlCDl yec 01. OIl vee • 0 0 0 0 K 
VII DO OS. VIS 

J 0 0 0 0 0 0 J 
vee 02 PieD. OSi 057 vee 

H 0 0 0 0 H 
VII PICCLK DSI VII • 0 0 0 0 0 0 • vec D. 03 DI' OSI vee 

F 0 0 0 0 0 F 
D' D5 DPO OS. DPI 

E 0 0 0 0 0 0 0 0 E 
vee D. 07 .. 2 ... ... OS2 OS • 

D 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DPO III 0'2 DPI Oil oz. .. 021 0 .. DPS 0 .. DOl 037 Oat 0 •• D •• ... 010 

e 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 e 
D' D •• D" 017 OZI OZ. DP2 OZi DZ7 D2I 03. 032 D" ... 031 DP< .. , .. 7 INC 

I 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 I 
011 01. Oil oz. VIS VIS VBS VIS 'ISS VIS VIS Yll 'ISS 'ISS 'ISS VIS ... INC 

A 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 A 
NO Oil 011 DII vee vee vee vee vee vec vee yee vee vce vec vee ... INC 

3736 .5 34 33 32 31 30 21 28 27 2t 25 21 23 22 21 20 11 11 17 11 11 11 13 12 11 10 • • 7 • 5 I 3 2 1 
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Figure 2. Pentium® Processor 75/90/100/120/133 Pinout (Top Side View) 
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1 I I 4 5 I 7 • I 10 11 11 13 14 15 11 17 11 11 10 11 II 23 14 25 II 17 18 II 30 31 12 33 34 35 31 37 

AN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
INC INC INC FLUSH' vcc VCC VCC VCC VCC YCC VCC YCC VCC VCC YCC AIO 

~ ~~~ ~ & & & & & & & ~ & & & & 8 
AL 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

INC PWT HITM' BUSCHKI BEO' BU. BEll BEll acYe Ne AlO A18 All A14 All All 
AK 0000000000000000 

AP DC' HITt A20M, BE1I BU' BESI BET' a.K _T All A17 A15 AU AI AS 
AJ 0 0 0 

BREa !LDA ADSt 
AH 0 0 

vas Locn 
AG 0 0 0 

VCC SMIACTf PCD 
AF 0 0 

VSS PCHKI 
AE 0 0 0 

VCC PBREa, APCHK' 
AD 0 0 

VIS PDGHT' 
AC 0 0 0 

VCC PHITM' PRDY 
AD 0 0 

V8I HDLD 
AA 0 0 0 

vec PHITt WIINIT, 
o 0 

vas BOFF. 
Y 0 0 0 

VCC DROYC, NA' 
o 0 

vas BROil 
WOO 0 

VCC EWBEI KENt 
o 0 

, VBS AIIOLD 
U 0 0 0 

VCC CACHEI INV 
o 0 

V8I MUG. 
a 0 0 0 

VCC BPI BPS 
o 0 

vas Pill BPI 
Q 0 0 0 

PIN SIDE VIEW 

0 0 0 
AI He vas 

0 0 
A4 A30 

0 0 0 
A7 A3 V88 

0 0 
All All 

0 0 0 
All A2S vas 

0 0 
A26 Al2 

0 0 0 
A27 A2. yec 

0 0 
All v. 

0 0 0 
A23 DIP' VCC 

0 0 
INTA VSS 

0 0 0 
NUl RSf VCC 

0 0 
8MI' VSS 

0 '0 0 
lilT IGNNE. vec 

0 0 
PENt VSS 

0 0 0 
BFO FRCMC, VCC 

0 0 
BFl vss 

0 0 0 
NC He VCC 

0 0 
STPCLK, vss 

0 0 0 
vce vss VCC 

0 0 
VCC vss 

0 0 0 
NC NC vec 

0 0 
NC vss 

0 0 0 
VCC PMOBPO FERR' TRSTt CPUTYP vce 

P 0 0 0 0 
vas IERRI TMa vss 

H 0 0 0 0 0 0 
VCC DI3 DP7 TOO TOI vec 

M o 0 0 0 vas 01Z TeK vas 
L 0 0 0 0 0 0 

VCC D" 0.0 vcc PleDl vee 
o 0 0 0 

vaa Oi. DO vss 
J 0 0 0 0 0 0 

vee D57 DSI PlCDO DI vec 
o 0 0 0 

vas 051 PlCeLK vss 
GOO 0 0 0 0 

vee 055 D53 03 Dl vce 
o 0 0 0 0 

DPe Oil OPs Oi D4 
E 0 0 0 0 0 0 0 0 

01. 052 D.I 041 042 07 01 VCC 
o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

DSG 04. D •• D40 031 o:rr D35 D33 DPI 030 021 DII D23 Dll DPl Dll De DPO 
coo 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

INC D'7 D45 DP' D3. D3. D34 D32 D31 021 Dn 021 DP2 DU D21 D17 D14 01' 01 
0 0 0 0 0 & 0 0 0 0 0 0 0 0 D~' vas vas vas VIa vas vas vas VIa vas vas 020 DII D13 I~C &3 & 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
VCC VCC VCC YCC vee yee yee vee vee vee vee YCC 022 Dn 015 He 

o 0 
INC 0', 

1 2 3 • 5 • 7 8 8 10 11 11 13 ,. 15 11 17 11 II 10 21 12 II 2' 25 II 17 28 21 30 31 12 33 3. 15 II 37 

AN 

All 

AL 

AK 

AJ 

AH 

AQ 

AF 

AE 

AD 

AC 
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AA 
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II 

G 
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Figure 3. Pentium® Processor 75/90/100/120/133 (Pin Side View) 
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2.1.2 PIN CROSS REFERENCE TABLE FOR PENTIUM@ PROCESSOR 75/90/100/120/133 

Table 1. Pin Cross Reference by Pin Name 

Address 

A3 AL35 A9 AK30 A15 AK26 A21 AF34 A27 AG33 
A4 AM34 A10 AN31 A16 AL25 A22 AH36 A28 AK36 
A5 AK32 A11 AL31 A17 AK24 A23 AE33 A29 AK34 
A6 AN33 A12 AL29 A18 AL23 A24 AG35 A30 AM36 
A7 AL33 A13 AK28 A19 AK22 A25 AJ35 A31 AJ33 
A8 AM32 A14 AL27 A20 AL21 A26 AH34 

Data 

00 K34 013 834 026 024 039 010 052 E03 
01 G35 014 C33 027 C21 040 008 053 G05 
02 J35 015 A35 028 022 041 A05 054 E01 
03 G33 016 832 029 C19 042 E09 055 G03 
04 F36 017 C31 030 020 043 804 056 H04 
05 F34 018 A33 031 C17 044 006 057 J03 
06 E35 019 028 032 C15 045 C05 058 J05 
07 E33 020 830 033 016 046 E07 059 K04 
08 034 021 C29 034 C13 047 C03 060 L05 
09 C37 022 A31 035 014 048 004 061 L03 
010 C35 023 026 036 C11 049 E05 062 M04 
011 836 024 C27 037 012 050 002 063 N03 
012 032 025 C23 038 C09 051 F04 

I 2·99 



PENTIUM@ PROCESSOR 75/90/100/120/133 

Table 1. Pin Cross Reference by Pin Name (Contd.) 

Control 

A20M# AK08 BRDYC# Y03 FLUSH # AN07 PEN# Z34 
ADS # AJ05 BREO AJ01 FRCMC# Y35 PMO/BPO 003 
AD8C# AM02 BUSCHK# AL07 HIT# AK06 PM1/BP1 R04 
AHOLD V04 CACHE # U03 HITM# AL05 PRDY AC05 
AP AK02 CPUTYP 035 HLDA AJ03 PWT AL03 
APCHK# AE05 D/C# AKQ4 HOLD AB04 RIS# AC35 
BEO# AL09 D/P# AE35 IERR# P04 RESET AK20 
BE1# AK10 DPO D36 IGNNE# AA35 SCYC AL17 
BE2# AL11 DP1 D30 INIT AA33 8MI# AB34 
BE3# AK12 DP2 C25 INTR/LINTO AD34 8MIACH AG03 
BE4# AL13 DP3 D18 INV U05 TCK M34 
BE5# AK14 DP4 C07 KEN# W05 TOI N35 
BE6# AL15 DP5 F06 LOCK # AH04 TDO N33 
BE7# AK16 DPe F02 M/IO# T04 TMS P34 
~OFF# Z04 DP7 N05 NA# Y05 TRST# 033 
BP2 S03 EAD8# AM04 NMI/LlNT1 AC33 W/R# AM06 
BP3 805 EWBE# W03 PCD AG05 WB/WT# AA05 
BRDY# X04 FERR# 005 PCHK# AF04 

APIC Clock Control Dual Processor Private Interface 

PICCLK H34 CLK AK18 PBGNT# AD04 
PICDO J33 BFO Y33 PBREO# AE03 
[DPEN#] BF1 X34 PHIT# AA03 
PICD1 L35 STPCLK# V34 PHITM# AC03 
[APICEN] 
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Table 1. Pin Cross Reference by Pin Name (Contd.) 

Vee 
A07 A19 E37 L33 801 W01 AC01 AN09 AN21 
A09 A21 G01 L37 837 W37 AC37 AN11 AN23 
A11 A23 G37 N01 T34 Y01 AE01 AN13 AN25 
A13 A25 J01 N37 U01 Y37 AE37 AN15 AN27 
A15 A27 J37 001 U33 AA01 AG01 AN 17 AN29 
A17 A29 L01 037 U37 AA37 AG37 AN19 

Vss 
B06 B22 M02 U35 AB36 AMOB AM24 
BOB B24 M36 V02 AD02 AM10 AM26 
B10 B26 P02 V36 AD36 AM12 AM2B 
B12 B2B P36 X02 AF02 AM14 AM30 
B14 H02 R02 X36 AF36 AM16 AN37 
B16 H36 R36 202 AH02 AM1B 
B1B K02 T02 236 AJ37 AM20 
B20 K36 T36 AB02 AL37 AM22 

NC/INC 

A03 C01 835 W35 
A37 R34 W33 
B02 833 

2.2 Design Notes 

For reliable operation, always connect unused in­
puts to an appropriate signal level. Unused active 
low inputs should be connected to Vee. Unused ac­
tive HIGH inputs should be connected to GND. 

No Connect (NC) pins must remain unconnected. 
Connection of NC pins may result in component fail­
ure or incompatibility with processor steppings. 

2.3 Quick Pin Reference 

This section gives a brief functional description of 
each of the pins. For a detailed description, see the 
"Hardware Interface" chapter in the Pentium®t 
Family User's Manual, Volume 1. Note that all input 
pins must meet their AC/DC specifications to 
guarantee proper functional behavior. 

I 

AL01 AN01 AN05 
AL19 AN03 AN35 

The # symbol at the end of a signal name indicates 
that the active, or asserted state occurs when the 
signal is at a low voltage. When a # symbol is not 
present after the signal name, the signal is active, or 
asserted at the high voltage level. 

The following pins exist on the Pentium processor 
60/66 but have been removed from the Pentium 
processor 75/90/100/120/133: 

• IBT, IU, IV, BTO-3 

The following pins become liD pins when two 
Pentium processors 75/90/100/120/133 are oper­
ating in a dual processing environment: 

• AD8#, CACHE#, HIT#, HITM#, HLDA#, 
LOCK#, M/IO#, D/C#, W/R#, 8CYC 
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Table 2. Quick Pin Reference 

Symbol Type' Name and Function 

A20M# I When the address bit 20 mask pin is asserted, the Pentium® processor 75/90/ 
100/120/133 emulates the address wraparound at1 Mbyte which occurs on the 
8086. When A20M# is asserted, the Pentium processor 75/90/100/120/133 
masks physical address bit 20 (A20) before performing a lookup to the internal 
caches or driving a memory cycle on the bus. The effect of A20M # is undefined in 
protected mode. A20M # must be asserted only when the processor is in real 
mode. 

A20M # is internally masked by the Pentium processor 75/90/100/120/133 when 
configured as a Dual processor. 

A31-A3 I/O As outputs, the address lines of the processor along with the byte enables define 
the physical area of memory or I/O accessed. The external system drives the 
inquire address to the processor on A31-A5. 

ADS# 0 The address status indicates that a new valid bus cycle is currently being driven 
by the Pentium processor 75/90/1 00/120/133. 

ADSC# 0 ADSC # is functionally identical to ADS # . 

AHOLD I In response to the assertion of address hold, the Pentium processor 75/90/100/ 
120/133 will stop driving the address lines (A31-A3), and AP in the next clock. The 
rest of the bus will remain active so data can be returned or driven for previously 
issued bus cycles. 

AP 110 Address parity is driven by the Pentium processor 75/90/100/120/133 with even 
parity information on all Pentium processor 75/90/100/120/133 generated cycles 
in the same clock that the address is driven. Even parity must be driven back to the 
Pentium processor 75/90/100/120/133 during inquire cycles on this pin in the 
same clock as EADS# to ensure that correct parity check status is indicated by the 
Pentium processor 75/90/100/120/133. 

APCHK# 0 The address parity check status pin is asserted two clocks after EADS# is 
sampled active if the Pentium processor 75/90/100/120/133 has detected a parity 
error on the address bus during inquire cycles. APCHK # will remain active for one 
clock each time a parity error is detected (including during dual processing private 
snooping). 

[APICEN] I Advanced Programmable Interrupt Controller Enable is a new pin that enables 
PICD1 or disables the on-chip APIC interrupt controller. If sampled high at the falling edge 

of RESET, the APIC is enabled. APICEN shares a pin with the Programmable 
Interrupt Controller Data 1 signal. 

BE7#-BE5# 0 The byte enable pins are used to determine which bytes must be written to 
BE4#-BEO# I/O external memory, or which bytes were requested by the CPU for the current cycle. 

The byte enables are driven in the same clock as the address lines (A31-3). 

Unlike the Pentium processor 60/66, the lower 4-byte enables (BE3#-BEO#) are 
used on the Pentium processor 75/90/100/120/133 as APIC 10 inputs and are 
sampled at RESET. After RESET, these behave exactly like the Pentium processor 
60/66 byte enables. 

In dual processing mode, BE4# is used as an input during Flush cycles. 
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Table 2. Quick Pin Reference (Contd.) 

Symbol Type' Name and Function 

BF[1:0] I Bus Frequency determines the bus-to-core frequency ratio. BF is sampled at 
RESET, and cannot be changed until another non-warm (1 ms) assertion of RESET. 
Additionally, BF must not change values while RESET is active. For proper 
operation of the Pentium processor 75/90/100/120/133 this pin should be 
strapped high or low. When BF is strapped to Vee, the processor will operate at a 
213 buslcore frequency ratio. When BF is strapped to VSS. the processor will 
operate at a 112 buslcore frequency ratio. If BF is left floating, the Pentium 
processor 75/90/100/120/133 defaults to a 213 bus ratio. Note that core operation 
at either 75 MHz or 90 MHz does not allow 112 buslcore frequency, while core 
operation at 120 MHz and 133 MHz does not allow 2/3 bus core frequency. 

BOFF# I The back off input is used to abort all outstanding bus cycles that have not yet 
completed. In response to BOFF #, the Pentium processor 75/90/100/120/133 will 
float all pins normally floated during bus hold in the next clock. The processor 
remains in bus hold until BOFF # is negated, at which time the Pentium processor 
75/90/100/120/133 restarts the aborted bus cycle(s) in their entirety. 

BP[3:2] 0 The breakpoint pins (BP3-0) correspond to the debug registers, DR3-DRO. These 
PM/BP[1:0] pins externally indicate a breakpoint match when the debug registers are 

programmed to test for breakpoint matches. 

BP1 and BPO are multiplexed with the performance monitoring pins (PM1 and 
PMO). The PB 1 and PBO bits in the Debug Mode Control Register determine if the 
pins are configured as breakpoint or performance monitoring pins. The pins come 
out of RESET configured for performance monitoring. 

BRDY# I The burst ready input indicates that the external system has presented valid data 
on the data pins in response to a read or that the external system has accepted the 
Pentium processor 75/90/100/120/133 data in response to a write request. This 
signal is sampled in the T2, T12 and T2P bus states. 

BRDYC# I This signal has the same functionality as BRDY #. 

BREQ 0 The bus request output indicates to the external system that the Pentium processor 
75/90/100/120/133 has internally generated a bus request. This signal is always 
driven whether or not the Pentium processor 75/90/100/120/133 is driving its bus. 

BUSCHK# I The bus check input allows the system to signal an unsuccessful completion of a 
bus cycle. If this pin is sampled active, the Pentium processor 75/90/100/120/133 
will latch the address and control signals in the machine check registers. If, in 
addition, the MCE bit in CR4 is set, the Pentium processor 75/90/100/120/133 will 
vector to the machine check exception. 

NOTE: 
To assure that the BUSCHK# will always be recognized, STPCLK# must be 
deasserted any time BUSCHK # is asserted by the system, before the system allows 
another external bus cycle. If BUSCHK# is asserted by the system for a snoop 
cycle while STPCLK # remains asserted, usually (if MCE = 1) the processor will 
vector to the exception after STPCLK # is deasserted. But if another snoop to the 
same line occurs during STPCLK# assertion, the processor can lose the 
BUSCHK# request. 

CACHE # 0 For Pentium processor 75/90/100/1201 133-initiated cycles the cache pin indicates 
internal cacheability of the cycle (if a read), and indicates a burst write back cycle (if 
a write). If this pin is driven inactive during a read cycle. the Pentium processor 
75/90/100/120/133 will not cache the returned data, regardless of the state of the 
KEN # pin. This pin is also used to determine the cycle length (number of transfers 
in the cycle). 
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Table 2. Quick Pin Reference (Contd.) 

Symbol Type' Name and Function 

ClK I The clock input provides the fundamental timing for the Pentium processor 75/901 
100/120/133. Its frequency is the operating frequency of the Pentium processor 751 
9011001120/133 external bus, and requires TTL levels. All external timing parameters 
exceptTDI, TDO, TMS, TRST#, and PICDO·1 are specified with respect to the rising 
edge ofClK. 

NOTE: 
It is recommended that ClK begin toggling within 150 ms after Vee reaches its 
proper operating level. This recommendation is only to ensure long-term 
reliability of the device. 

CPUTYP I CPU type distinguishes the Primary processor from the Dual processor. In a single 
processor environment, or when the Pentium processor 75/90/100/120/133 is acting 
as the Primary processor in a dual processing system, CPUTYP should be strapped to 
V ss. The Dual processor should have CPUTYP strapped to Vee. For the future 
Pentium OverDrive processor, CPUTYP will be used to determine whether the bootup 
handshake protocol will be used (in a dual socket system) or not (in a single socket 
system). 

D/C# 0 The data/code output is one of the primary bus cycle definition pins. It is driven valid 
in the same clock as the ADS# signal is asserted. D/C# distinguishes between data 
and code or special cycles. 

D/P# 0 The dual/primary processor indication. The Primary processor drives this pin low 
when it is driving the bus, otherwise it drives this pin high. D/P# is always driven. 
DIP # can be sampled for the current cycle with ADS # (like a status pin). This pin is 
defined only on the Primary processor. Dual processing is supported in a system only if 
both processors are operating at identical core and bus frequencies. Within these 
restrictions, two processors of different steppings may operate together in a system. 

D63·DO 1/0 These are the 64 data lines for the processor. Lines D7·DO define the least significant 
byte of the data bus; lines D63·D56 define the most significant byte of the data bus. 
When the CPU is driving the data lines, they are driven during the T2, T12, or T2P 
clocks for that cycle. During reads, the CPU samples the data bus when BRDY # is 
returned. 

DP7·DPO 1/0 These are the data parity pins for the processor. There is one for each byte of the 
data bus. They are driven by the Pentium processor 75/90/100/120/133 with even 
parity information on writes in the same clock as write data. Even parity information 
must be driven back to the Pentium processor 75/9011001120/133 on these pins in 
the same clock as the data to ensure that the correct parity check status is indicated 
by the Pentium processor 75/90/100/120/133. DP7 applies to D63·56, DPO applies to 
D7·0. 

[DPEN#] 1/0 Dual processing enable is an output of the Dual processor and an input of the 
PICDO Primary processor. The Dual processor drives DPEN # low to the Primary processor at 

RESET to indicate that the Primary processor should enable dual processor mode. 
DPEN # may be sampled by the system at the falling edge of RESET to determine if 
Socket 5 is occupied. DPEN # shares a pin with PICDO. 

EADS# I This Signal indicates that a valid external address has been driven onto the Pentium 
processor 75/90/100/120/133 address pins to be used for an inquire cycle. 

EWBE# I The external write buffer empty input, when inactive (high), indicates that a write 
cycle is pending in the external system. When the Pentium processor 75/901100/1201 
133 generates a write, and EWBE # is sampled inactive, the Pentium processor 751 
90/100/120/133 will hold off all subsequent writes to all E· or M·state lines in the data 
cache until all write cycles have completed, as indicated by EWBE # being active. 
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Table 2. Quick Pin Reference (Contd.) 

Symbol Type' Name and Function 

FERR# 0 The floating point error pin is driven active when an unmasked floating point error 
occurs. FERR # is similar to the ERROR # pin on the Intel387™ math coprocessor. 
FERR # is included for compatibility with systems using DOS type floating point error 
reporting. FERR # is never driven active by the Dual processor. 

FLUSH# I When asserted, the cache flush input forces the Pentium processor 75/90/100/120/ 
133 to write back all modified lines in the data cache and invalidate its internal caches. 
A Flush Acknowledge special cycle will be generated by the Pentium processor 75/ 
90/100/120/133 indicating completion of the write back and invalidation. 

If FLUSH # is sampled low when RESET transitions from high to low, tristate test 
mode is entered. 

If two Pentium processors 75/90/100/120/133 are operating in dual processing mode 
in a system and FLUSH # is asserted, the Dual processor will perform a flush first 
(without a flush acknowledge cycle), then the Primary processor will perform a flush 
followed by a flush acknowledge cycle. 

NOTE: 
If the FLUSH # signal is asserted in dual processing mode, it must be deasserted at 
least one clock prior to BRDY # of the FLUSH Acknowledge cycle to avoid DP 
arbitration problems. 

FRCMC# I The functional redundancy checking master/checker mode input is used to 
determine whether the Pentium processor 75/90/100/120/133 is configured in 
master mode or checker mode. When configured as a master, the Pentium processor 
75/90/100/120/133 drives its output pins as required by the bus protocol. When 
configured as a checker, the Pentium processor 75/90/100/120/133 tristates all 
outputs (except IERR # and TDO) and samples the output pins. 

The configuration as a master/checker is set after RESET and may not be changed 
other than by a subsequent RESET. 

HIT# 0 The hit indication is driven to reflect the outcome of an inquire cycle. If an inquire cycle 
hits a valid line in either the Pentium processor 75/90/100/120/133 data or 
instruction cache, this pin is asserted two clocks after EADS# is sampled asserted. If 
the inquire cycle misses the Pentium processor 75/90/100/120/133 cache, this pin is 
negated two clocks after EADS #. This pin changes its value only as a result of an 
inquire cycle and retains its value between the cycles. 

HITM# 0 The hit to a modified line output is driven to reflect the outcome of an inquire cycle. It 
is asserted after inquire cycles which resulted in a hit to a modified line in the data 
cache. It is used to inhibit another bus master from accessing the data until the line is 
completely written back. 

HLDA 0 The bus hold acknowledge pin goes active in response to a hold request driven to 
the processor on the HOLD pin. It indicates that the Pentium processor 75/90/100/ 
120/133 has floated most of the output pins and relinquished the bus to another local 
bus master. When leaving bus hold, HLDA will be driven inactive and the Pentium 
processor 75/90/100/120/13-3 will resume driving the bus. If the Pentium processor 
75/90/100/120/133 has a bus cycle pending, it will be driven in the same clock that 
HLDA is de-asserted. 
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Table 2. Quick Pin Reference (Contd.) 

Symbol Type" Name and Function 

HOLD I In response to the bus hold request, the Pentium processor 75/90/100/120/133 
will float most of its output and input/output pins and assert HLDA after completing 
all outstanding bus cycles. The Pentium processor 75/90/100/120/133 will 
maintain its bus in this state until HOLD is de-asserted. HOLD is not recognized 
during LOCK cycles. The Pentium processor 75/90/100/120/133 will recognize 
HOLD during reset. 

IERR# 0 The internal error pin is used to indicate two types of errors, internal parity errors 
and functional redundancy errors. If a parity error occurs on a read from an internal 
array, the Pentium processor 75/90/100/120/133 will assert the IERR # pin for one 
clock and then shutdown. If the Pentium processor 75/90/100/120/133 is 
configured as a checker and a mismatch occurs between the value sampled on the 
pins and the corresponding value computed internally, the Pentium processor 75/ 
90/100/120/133 will assert IERR# two clocks after the mismatched value is 
returned. 

IGNNE# I This is the ignore numeric error input. This pin has no effect when the NE bit in 
CRO is set to 1. When the CRO.NE bit is 0, and the IGNNE # pin is asserted, the 
Pentium processor 75/90/100/120/133 will ignore any pending unmasked numeric 
exception and continue executing floating-point instructions for the entire duration 
that this pin is asserted. When the CRO.NE bit is 0, IGNNE # is not asserted, a 
pending unmasked numeric exception eX,ists (SW.ES = 1), and the floating point 
instruction is one of FINIT, FCI-EX, FSTENV, FSAVE, FSTSW, FSTCW, FENI, 
FDISI, or FSETPM, the Pentium processor 75/90/100/120/133 will execute the 
instruction in spite of the pending exception. When the CRO.NE bit is 0, IGNNE# is 
not asserted, a pending unmasked numeric exception exists (SW.ES = 1), and the 
floating-point instruction is one other than FINIT; FCLEX, FSTENV, FSAVE, 
FSTSW, FSTCW, FENI, FDISI, or FSETPM, the Pentium processor 75/90/100/ 
120/133 will stop execution and wait for an external interrupt. 

IGNNE# is internally masked when the Pentium processor 75/90/100/120/133 is 
configured as a Dual processor. 

INIT I The Pentium processor 75/90/100/120/133 initialization input pin forces the 
Pentium processor 75/90/100/120/133 to begin execution in a known state. The 
processor state after INIT is the same as the state after RESET except that the 
internal caches, write buffers, and floating point registers retain the values they had 
prior to INIT. INIT may NOT be used in lieu of RESET after power-up. 

If INIT is sampled high when RESET transitions frpm high to low, the Pentium 
processor 75/90/100/120/133 will perform built-in self test prior to the start of 
program execution. 

INTR/LiNTO I An active maskable interrupt input indicates that an external interrupt has been 
generated. If the IF bit in the EFLAGS register is set, the Pentium processor 75/90/ 
100/120/133 will generate two locked interrupt acknowledge bus cycles and vector 
to an interrupt handler after the current instruction execution is completed. INTR 
must remain active until the first interrupt acknowledge cycle is generated to assure 
that the interrupt is recognized. 

If the local APIC is enabled, this pin becomes local Interrupt O. 
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Table 2. Quick Pin Reference (Contd.) 

Symbol Type" Name and Function 

iNV I The invalidation input determines the final cache line state (S or I) in case of an 
inquire cycle hit. It is sampled together with the address for the inquire cycle in the 
clock EADS # is sampled active. 

KEN# I The cache enable pin is used to determine whether the current cycle is cacheable 
or not and is consequently used to determine cycle length. When the Pentium 
processor 75/90/100/120/133 generates a cycle that can be cached (CACHE# 
asserted) and KEN # is active, the cycle will be transformed into a burst line fill 
cycle. 

LlNTOIINTR I If the APIC is enabled, this pin is local interrupt O. If the APIC is disabled, this pin is 
interrupt. 

LlNT1/NMI I If the APIC is enabled, this pin is local interrupt 1. If the APIC is disabled, this pin is 
non-maskable interrupt. 

LOCK# 0 The bus lock pin indicates that the current bus cycle is locked. The Pentium 
processor 75/90/100/120/133 will not allow a bus hold when LOCK # is asserted 
(but AHOLD and BOFF# are allowed). LOCK# goes active in the first clock of the 
first locked bus cycle and goes inactive after the BRDY # is returned for the last 
locked bus cycle. LOCK# is guaranteed to be de-asserted for at least one clock 
between back-to-back locked cycles. 

M/IO# 0 The memory/input-output is one 0 f the primary bus cycle definition pins. It is 
driven valid in the same clock as the ADS# signal is asserted. M/IO# distinguishes 
between memory and 1/0 cycles. 

NA# I An active next address input indicates that the external memory system is ready to 
accept a new bus cycle although all data transfers for the current cycle have not yet 
completed. The Pentium processor 75/90/100/120/133 will issue ADS# for a 
pending cycle two clocks after NA# is asserted. The Pentium processor 75/901 
100/120/133 supports up to 2 outstanding bus cycles. 

NMIILlNT1 I The non-maskable interrupt request signal indicates that an external non-
maskable interrupt has been generated. 

If the local APIC is enabled, this pin becomes local interrupt 1. 

PBGNT# 1/0 Private bus grant is the grant line that is used when two Pentium processors 751 
90/100/120/133 are configured in dual processing mode, in order to perform 
private bus arbitration. PBGNT # should be left unconnected if only one Pentium 
processor 75/9011001120/133 exists in a system. 

PBREQ# 1/0 Private bus request is the request line that is used when two Pentium processors 
75/90/100/120/133 are configured in dual processing mode, in order to perform 
private bus arbitration. PBREQ# should be left unconnected if only one Pentium 
processor 75/90/100/120/133 exists in a system. 

PCD 0 The page cache disable pin reflects the state of the PCD bit in CR3, the Page 
Directory Entry, or the Page Table Entry. The purpose of PCD is to provide an 
external cacheability indication on a page by page basis. 
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Table 2. Quick Pin Reference (Contd.) 

Symbol Type' Name and Function 

PCHK# 0 The parity check output indicates the result of a parity check on a data read. It is 
driven with parity status two .clocks after BRDY # is returned. PCHK # remains low 
one clock for each clock in which a parity error was detected. Parity is checked only 
for the bytes on which valid data is returned. 

When two Pentium processors 75/90/100/120/133 are operating in dual 
processing mode, PCHK # may be driven two or three clocks after BRDY # is 
returned. 

PEN# I The parity enable input (along with CR4.MCE) determines whether a machine 
check exception will be taken as a result of a data parity error on a read cycle. If this 
pin is sampled active in the clock a data parity error is detected, the Pentium 
processor 75/90/100/120/133 will latch the address and control signals of the 
cycle with the parity error in the machine check registers. If, in addition, the machine 
check enable bit in CR4 is set to "1 ", the Pentium processor 75/90/100/120/133 
will vector to the machine check exception before the beginning of the next 
instruction. 

PHIT# 1/0 Private hit is a hit indication used when two Pentium processors 75/90/100/1201 
133 are configured in dual processing mode, in order to maintain local cache 
coherency. PHIT # should be left unconnected if only one Pentium processor 751 
90/100/120/133 exists in a system. 

PHITM# 1/0 Private modified hit is a hit indication used when two Pentium processors 75/901 
100/120/133 are configured in dual processing mode, in order to maintain local 
cache coherency. PHITM # should be left unconnected if only one Pentium 
processor 75/90/100/120/133 exists in a system. 

PICCLK I The APIC interrupt controller serial data bus clock is driven into the programmable 
interrupt controller clock input of the Pentium processor 75/901100/120/133. 

PICDO·1 1/0 Programmable interrupt controller data lines 0-1 of the Pentium processor 751 
[DPEN#] 90/100/120/133 comprise the data portion of the APIC 3-wire bus. They are open-
[APICEN] drain outputs that require external pull-up resistors. These signals share pins with 

OPEN # and APICEN. 

PM/BP[1:0] 0 These pins function as part of the performance monitoring feature. 

The breakpoint 1-0 pins are multiplexed with the performance monitoring 1-0 pins. 
The PB1 and PBO bits in the Debug Mode Control Register determine if the pins are 
configured as breakpOint or performance monitoring pins. The pins come out of 
RESET configured for performance monitoring. 

PRDY 0 The probe ready output pin indicates that the processor has stopped normal 
execution in response to the RIS# pin going active, or Probe Mode being entered. 

PWT 0 The page write through pin reflects the state of the PWT bit in CR3, the page 
directory entry, or the page table entry. The PWT pin is used to provide an external 
write back indication on a page-by-page basis. 
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Table 2. Quick Pin Reference (Contd.) 

Symbol Type' Name and Function 

RIS# I The run/stop input is an asynchronous, edge·sensitive interrupt used to stop the 
normal execution of the processor and place it into an idle state. A high to low 
transition on the RIS# pin will interrupt the processor and cause it to stop execution 
at the next instruction boundary. 

RESET I RESET forces the Pentium processor 75/90/100/120/133 to begin execution at a 
known state. All the Pentium processor 75/90/100/120/133 internal caches will be 
invalidated upon the RESET. Modified lines in the data cache are not written back. 
FLUSH #, FRCMC# and INIT are sampled when RESET transitions from high to low 
to determine if tristate test mode or checker mode will be entered, or if BIST will be 
run. 

SCYC 0 The split cycle output is asserted during misaligned LOCKed transfers to indicate 
that more than two cycles will be locked together. This signal is defined for locked 
cycles only. It is undefined for cycles which are not locked. 

SMI# I The system management interrupt causes a system management interrupt request 
to be latched internally. When the latched SMI # is recognized on an instruction 
boundary, the processor enters System Management Mode. 

SMIACT# 0 An active system management interrupt active output indicates that the processor 
is operating in System Management Mode. 

STPCLK# I Assertion of the stop clock input signifies a request to stop the internal clock of the 
Pentium processor 75/90/100/120/133 thereby causing the core to consume less 
power. When the CPU recognizes STPCLK #, the processor will stop execution on the 
next instruction boundary, unless superseded by a higher priority interrupt, and 
generate a stop grant acknowledge cycle. When STPCLK # is asserted, the Pentium 
processor 75/90/100/120/133 will still respond to interprocessor and external snoop 
requests. 

TCK I The testability clock input provides the clocking function for the Pentium processor 
75/90/100/120/133 boundary scan in accordance with the IEEE Boundary Scan 
interface (Standard 1149.1). It is used to clock state information and data into and out 
of the Pentium processor 75/901100/120/133 during boundary scan. 
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Table 2. Quick Pin Reference (Contd.) 

Symbol Type' Name and Function 

TOI I The test data input is a serial input for the test logic. TAP instructions and data are 
shifted into the Pentium processor 75/90/100/120/133 on the TOI pin on the rising 
edge of TCK when the TAP controller is in an appropriate state. 

TOO 0 The test data output is a serial output of the test logic. TAP instructions and data are 
shifted out of the Pentium processor 75/90/100/120/133 on the TOO pin on TCK's 
falling edge when the TAP controller is in an appropriate state. 

TMS I The value of the test mode select input signal sampled at the rising edge of TCK 
controls the sequence of TAP controller state changes. 

TRST# I When asserted, the test reset input allows the TAP controller to be asynchronously 
initialized. 

Vee I The Pentium processor 75/90/100/120/133 has 53 3.3V power inputs. 

VSS I The Pentium processor 75/90/100/120/133 has 53 ground inputs. 

W/R# 0 Write/read is one of the primary bus cycle definition pins. It is driven valid in the same 
clock as the AOS# signal is asserted. W/R# distinguishes between write and read 
cycles. 

WB/WT# I The write backlwrite through input allows a data cache line to be defined as write 
back or write through on a line-by-line basis. As a result, it determines whether a 
cache line is initially in the S or E state in the data cache. 

• The pins are classified as Input or Output based on their function in Master Mode. See the Functional Redundancy 
Checking section in the "Error Detection" chapter of the Pentium® Processor Family Developer's Manua!, Vol. 1, for 
further information. ' 
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2.4 Pin Reference Tables 
Table 3. Output Pins 

Name Active Level When Floated 

ADS#' Low Bus Hold, BOFF # 

ADSC# Low Bus Hold, BOFF # 

APCHK# Low 

BE7#-BE5# Low Bus Hold, BOFF # 

BREQ High 

CACHE#' Low Bus Hold, BOFF # 

D/P#" nla 

FERR#" Low 

HIT#" Low 

HITM#' Low 

HLDA' High 

IERR# Low 

LOCK#' Low Bus Hold, BOFF # 

M/IO#', D/C#', W/R#' nla Bus Hold, BOFF # 

PCHK# Low 

BP3-2, PM1 IBP1, PMO/BPO High 

PRDY High 

PWT,PCD High Bus Hold, BOFF # 

SCYC" High Bus Hold, BOFF # 

SMIACT# Low 

TOO nla All states except Shift-DR and Shift-IR 

NOTES: 
All output and input/output pins are floated during tristate test mode and checker mode (except IERR#). 
• These are 1/0 signals when two Pentium® processors 75/90/100/120/133 are operating in dual processing mode. 
•• These signals are undefined when the CPU is configured as a Dual Processor. 
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Table 4. Input Pins 

Name Active Level 
Synchronousl 

Internal Resistor Qualified 
Asynchronous 

A20M#* Low Asynchronous 

AHOLD High Synchronous 

BF High Synchronous/RESET Pull up 

BOFF# Low . Synchronous 

BRDY# Low Synchronous Bus State T2, T12, T2P' 

BRDYC# Low Synchronous Pullup Bus State T2, T12, T2P 

BUSCHK# Low Synchronous Pullup BRDY# 

CLK nla 

CPUTYP High Synchronous/RESET 

EADS# Low Synchronous 

EWBE# Low Synchronous BRDY# 

FLUSH# Low Asynchronous 

FRCMC# Low Asynchronous 

HOLD High Synchronous 

IGNNE#* Low Asynchronous 

INIT High Asynchronous 

INTR High Asynchronous 

INV High Synchronous EADS# 

KEN# Low Synchronous First BRDY#/NA# 

NA# Low Synchronous Bus State T2,TD,T2P 

NMI High Asynchronous 

PEN# Low Synchronous BRDY# 

PICCLK High Asynchronous Pullup 

RIS# nla Asynchronous Pull up 

RESET High Asynchronous 

SMI# Low Asynchronous Pullup 

STPCLK# Low Asynchronous Pullup 

TCK nla Pullup 

TDI nla Synchronous/TCK Pullup TCK 

TMS nla Synchronous/TCK Pullup TCK 

TRST# Low Asynchronous Pullup 

WB/WT# nla Synchronous First BRDY # INA # 

* Undefined when the CPU is configured as a Dual processor. 
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Table 5. Input/Output Pins 

Name 
Active 

When Floated 
Qualified Internal 

Level (when an input) Resistor 

A31-A3 nfa Address Hold, Bus Hold, BOFF # EAOS# 

AP nfa Address Hold, Bus Hold, BOFF # EAOS# 

BE4#-BEO# Low Address Hold, Bus Hold, BOFF # RESET Pulldown* 

063-00 nfa Bus Hold, BOFF # BROY# 

OP7-0PO nfa Bus Hold, BOFF # BROY# 

PICOO [OPEN # ) Pullup 

PIC01 [APICEN) Pulldown 

NOTES: 
All output and Input/output pins are floated during tristate test mode (except TDO) and checker mode (except IERR# and 
TOO). 
* BE3#-BEO# have Pulldowns during RESET only. 

Table 6. Inter-Processor 1/0 Pins 

Name Active Level Internal Resistor 

PHIT# Low Pullup 

PHITM# Low Pullup 

PBGNT# Low Pullup 

PBREQ# Low Pullup 

NOTE: 
For proper inter-processor operation, the system cannot load these signals. 
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2.5 Pin Grouping According to Function 

Table 7 organizes the pins with respect to their function. 

Table 7. Pin Functional Grouping 

Function Pins 

Clock ClK 

Initialization RESET, INIT, BF1-BFO 

Address Bus A31·A3, BE7#-BEO# 

Address Mask A20M# 

Data Bus D63-DO 

Address Parity AP, APCHK# 

APIC Support PICClK, PICDO-1 

Data Parity DP7-DPO, PCHK#, PEN# 

Internal Parity Error IERR# 

System Error BUSCHK# 

Bus Cycle Definition M/IO#, D/C#, W/R#, CACHE#, SCYC, lOCK# 

Bus Control ADS#,ADSC#,BRDY#,BRDYC#,NA# 

Page Cacheability PCD, PWT 

Cache Control KEN#, WB/WT# 

Cache Snooping/Consistency AHOlD, EADS#, HIT#, HITM#, INV 

Cache Flush FlUSH# 

Write Ordering EWBE# 

Bus Arbitration BOFF#,BREQ,HOlD,HlDA 

Dual Processing Private Bus Control PBGNT#, PBREQ#, PHIT#, PHITM# 

Interrupts INTR, NMI 

Floating Point Error Reporting FERR#,IGNNE# 

System Management Mode SMI#, SMIACT# 

Functional Redundancy Checking FRCMC# (IERR#) 

TAP Port TCK, TMS, TDI, TOO, TRSH 

Breakpoint/Performance Monitoring PMO/BPO, PM1 IBP1, BP3-2 

Power Management STPClK# 

Miscellaneous Dual Processing CPUTYP, D/P# 

Probe Mode RIS#, PRDY 
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3.0 ELECTRICAL SPECIFICATIONS 

This section describes the electrical differences be­
tween the Pentium processor 60/66 and the Penti­
um processor 75/90/100/120/133 and the DC and 
AC specifications. 

3.1 Electrical Differences Between 
Pentium® Processor 75/90/1001 
120/133 and Pentium Processor 
60166 

Pentlum® Processor Difference in 
60/66 Electrical Pentium Processor 
Characteristic 75/90/100/120/133 

5V Power Supply 3.3V Power Supply· 

5V TTL Inputs/Outputs 3.3V Inputs/Outputs 

Pentium Processor Pentium Processor 
60/66 Buffer Models 75/90/100/120/133 

Buffer Models 

• The upgrade socket specifies two 5V inputs (section 
6.0.). 

The sections that follow will briefly point out some 
ways to design with these electrical differences. 

3.1.1 3.3V POWER SUPPLY 

The Pentium processor 75/90/100/120/133 has all 
Vee 3.3V inputs. By connecting all Pentium proces­
sor 60/66 Vee inputs to a common and dedicated 
power plane, that plane can be converted to 3.3V for 
the Pentium processor 75/90/100/120/133. 

The ClK and PICClK inputs can tolerate a 5V input 
signal. This allows the Pentium processor 75/90/ 
100/120/133 to use 5V or 3.3V clock drivers. 

3.1.2 3.3V INPUTS AND OUTPUTS 

The inputs and outputs of the Pentium processor 
75/90/100/120/133 are 3.3V JEDEC standard lev­
els. Both inputs and outputs are also TTL-compati­
ble, although the inputs cannot tolerate voltage 
swings above the 3.3V VIN max. 

For Pentium processor 75/90/100/120/133 out­
puts, if the Pentium processor 60/66 system support 
components use TTL-compatible inputs, they will in­
terface to the Pentium processor 75/90/100/120/ 
133 without extra logic. This is because the Pentium 
processor 75/90/100/120/133 drives according to 
the 5V TTL specification (but not beyond 3.3V). 
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For Pentium processor 75/90/100/120/133 inputs, 
the voltage must not exceed the 3.3V VIH3 maximum 
specification. System support components can con­
sist of 3.3V devices or open-collector devices. 3.3V 
support components may interface to the Pentium 
processor 60/66 since they typically meet 5V TTL 
specifications. In an open-collector configuration, 
the external resistor may be biased with the CPU 
Vee; as the CPU's Vee changes from 5V to 3.3V, so 
does this signal's maximum drive. 

The ClK and PICClK inputs of the Pentium proces­
sor 75/90/100/120/133 are 5V tolerant, so they are 
electrically identical to the Pentium processor 60/66 
clock input. This allows a Pentium processor 60/66 
clock driver to drive the Pentium processor 75/90/ 
100/120/133. 

All pins, other than the ClK and PICClK inputs, are 
3.3V-only. If an 8259A interrupt controller is used, 
for example, the system must provide level convert­
ers between the 8259A and the Pentium processor 
75/90/100/120/133. 

3.1.3 3.3V PENTIUM® PROCESSOR 75/90/1001 
120/133 BUFFER MODELS 

The structure of the buffer models of the Pentium 
processor 75/90/100/120/133 is the same as that 
of the Pentium processor 60/66, but the values of 
the components change since the Pentium proces­
sor 75/90/100/120/133 buffers are 3.3V buffers on 
a different process. 

Despite this difference, the simulation results of 
Pentium processor 75/90/100/120/133 buffers and 
Pentium processor 60/66 buffers look nearly identi­
cal. Since the OpF AC specifications of the Pentium 
processor 75/90/100/120/133 are derived from the 
Pentium processor 60/66 specifications, the system 
should see little difference between the AC behavior 
of the Pentium processor 75/90/100/120/133 and 
the Pentium processor 60/66. 

To meet specifications, simulate the AC timings with 
Pentium processor 75/90/100/120/133 buffer mod­
els. Pay special attention to the new signal quality 
restrictions imposed by 3.3V buffers. 
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3.2 Absolute Maximum Ratings 

The values listed below are stress ratings only. 
Functional operation at the maximums is not implied 
or guaranteed. Functional operating conditions are 
given in the AC and DC specification tables. 

Extended exposure to the maximum ratings may af­
fect device reliability. Furthermore, although the 
Pentium processor 75/90/100/120/133 contains 
protective circuitry to resist damage from static elec­
tric discharge, always take precautions to avoid high 
static voltages or electric fields. 

Case temperature under bias ...... - 65°C to 110°C 

Storage temperature ............. - 65°C to 150°C 

3V Supply voltage 
. with respect to Vss ............ -0.5V to + 4.6V 

3V Only Buffer DC Input Voltage 
- 0.5V to VCC + 0.5; not to exceed VCC3 max(2) 

5V Safe Buffer 
DC Input Voltage ............ - 0.5V to 6.5V(1 ,3) 

NOTES: 

1. Applies to ClK and PICClK. 

2. Applies to all Pentium processor 75/90/1001 
120/133 inputs except ClK and PICClK. 

3. See overshoot/undershoot transient spec. 

* WARNING: Stressing the device beyond the '~b­
solute Maximum Ratings" may cause permanent 
damage. These are stress ratings only. Operation 
beyond the "Operating Conditions" is not recom­
mended and extended exposure beyond the "Oper­
ating Conditions" may affect device reliability. 

3.3 DC Specifications 

Tables 8, 9, and 10 list the DC specifications which 
apply to the Pentium processor 75/90/100/1201 
133. The Pentium processor 75/90/100/120/133 is 
a 3.3V part internally. The ClK and PICClK inputs 
may be a 3.3V or 5V inputs. Since the 3.3V (5V-safe) 
input levels defined in Table 9 are the same as the 
5V TTL levels, the ClK and PICClK inputs are com­
patible with existing 5V clock drivers. The power dis­
sipation specification in Table 11 is provided for de­
sign of thermal solutions during operation in a sus­
tained maximum level. This is the worst case power 
the device would dissipate in a system. This number 
is used for design of a thermal solution for the de­
vice. 

Table 8. 3.3V DC Preliminary Specifications 
TCASE = 0 to 70°C; 3.135V < Vce < 3.6V 

Symbol Parameter Min Max Unit Notes 

VIl3 Input low Voltage -0.3 0.8 V TTL level(3) 

VIH3 Input High Voltage 2.0 Vcc+0.3 V TTL level(3) 

VOl3 Output low Voltage 0.4 V TTL level(l, 3) 

VOH3 Output High Voltage 2.4 V TTL level(2, 3) 

ICC3 Power Supply Current 3400 mA @133MHz 
3730 mA @120MHz(4,5) 

3250 mA @100 MHz(4) 

2950 mA @90MHz(4) 

2650 mA @75MHz(4) 

NOTES: 
1. Parameter measured at 4 mAo 
2. Parameter measured at 3 mA. 
3. 3.3V TIL levels apply to all signals except ClK and PICClK. 
4. This value should be .used for power supply design. It was determined using a worst case instruction mix and Vee = 

3.6V. Power supply transient response and decoupling capacitors must be sufficient to handle the instantaneous current 
changes occurnng during transitions from stop clock to full active modes. For more information, refer to section 3.4.3. 

5. Please also check stepping information. 
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Table 9. 3.3V (5V-Safe) DC Specifications 

Symbol Parameter Min Max Unit Notes 

VIl5 Input low Voltage -0.3 0.8 V TTL level(1) 

VIH5 Input High Voltage 2.0 5.55 V TTL level(1) 

NOTES: 
1. Applies to ClK and PICClK only. 

Table 10. Input and Output Characteristics 

Symbol Parameter Min Max Unit Notes 

CIN Input Capacitance 15 pF 4 

Co Output Capacitance 20 pF 4 

ClIO 1/0 Capacitance 25 pF 4 

CClK ClK Input Capacitance 15 pF 4 

CTIN Test Input Capacitance 15 pF 4 

CroUT Test Output Capacitance 20 pF 4 

CTCK Test Clock Capacitance 15 pF 4 

III Input leakage Current ±15 /LA o < VIN < VCC3(1) 

ILO Output leakage Current ±15 /LA o < VIN < VCC3(1) 

IIH Input leakage Current 200 /LA VIN = 2AV(3) 

III Input leakage Current -400 /LA VIN = OAV(2) 

NOTES: 
1. This parameter is for input without pullup or pulldown. 
2. This parameter is for input with pullup. 
3. This parameter is for input with pulldown. 
4. Guaranteed by design. 
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Table 11. Preliminary Power Dissipation Requirements for Thermal Solution Design 

Parameter Typical(1) Max(2) Unit Notes 

Active Power Dissipation 4.3 11.2 Watts @133MHz 
5.06 12.81(6) Watts @120 MHz(6) 

3.9 10.1 Watts @100MHz 
3.5 9.0 Watts @90MHz 
3.0 8.0 Watts @75MHz 

Stop Grant and Auto Halt 1.7 Watts @133MHz(3) 

Powerdown Power Dissipation 1.76(6) Watts @120MHz(3,6) 

1.55 Watts @100MHz(3) 
1.40 Watts @90MHz(3) 

1.20 Watts @75MHz 

Stop Clock Power Dissipation 0.02 <0.3 Watts (4,5) 

NOTES: 
1. This is the typical power dissipation in a system. This value was the average value measured in a system using a typical 

device at Vee = 3.3V running typical applications. This value is highly dependent upon the specific system configuration. 
2. Systems must be designed to thermally dissipate the maximum active power dissipation. It is determined using worst 

case instruction mix with Vee = 3.3V and also takes into account the thermal time constants of the package. 
3. Stop Grant! Auto Halt Powerdown Power Dissipation is determined by asserting the STPClK # pin or executing the HALT 

instruction. 
4. Stop Clock Power Dissipation is determined by asserting the STPClK# pin and then removing the external ClK input. 
5. Complete characterization of this specification was still in process at the time of print. Please contact Intel for the latest 

information. The final specification will be less than O.1W. 
6. This is determined using worst case instruction mix with Vee = 3.S2V and also takes into account the thermal time 

constants of the package. 

3.4 AC Specifications 

The AC specifications of the Pentium processor 751 
90/100/120/133 consist of setup times, hold times, 
and valid delays at 0 pF. 

3.4.1 PRIVATE BUS 

When two Pentium processors 75/9011001120/133 
are operating in dual processor mode, a "private 
bus" exists to arbitrate for the CPU bus and maintain 
local cache coherency. The private bus consists of 
two pinout changes: 

1. Five pins are added: PBREQ#, PBGNT#, 
PHIT#, PHITM#, D/P#. 

2. Ten output pins become 1/0 pins: ADS#, D/C#, 
W/R#, M/IO#, CACHE#, LOCK#, HIT#, 
HITM#, HLDA, SCYC. 

The new pins are given AC specifications of valid 
delays at 0 pF, setup times, and hold times. Simulate 
with these parameters and their respective 1/0 buff­
er models to guarantee that proper timings are met. 
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The AC specification gives input setup and hold 
times for the ten signals that become 1/0 pins. 
These setup and hold times must only be met when 
a dual processor is present in the system. 

3.4.2 POWER AND GROUND 

For clean on-chip power distribution, the Pentium 
processor 75/90/100/120/133 has 53 VCC (power) 
and 53 VSS (ground) inputs. Power and ground con­
nections must be made to all external Vcc and VSS 
pins of the Pentium processor 75/90/100/120/133. 
On the circuit board all VCC pins must be connected 
to a 3.3V VCC plane. All VSS pins must be connected 
to a Vss plane. 

3.4.3 DECOUPLING RECOMMENDATIONS 

Liberal decoupling capacitance should be placed 
near the Pentium processor 75/90/100/120/133. 
The Pentium processor 75/90/100/120/133 driving 
its large address and data buses at high frequencies 
can cause transient power surges, particularly when 
driving large capacitive loads. 
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low inductance capacitors and interconnects are 
recommended for best high frequency electrical per­
formance. Inductance can be reduced by shortening 
circuit board traces between the Pentium processor 
75/90/100/120/133 and decoupling capacitors as 
much as possible. 

These capacitors should be evenly distributed 
around each component on the 3.3V plane. Capaci­
tor values should be chosen to ensure they elimi­
nate both low and high frequency noise compo­
nents. 

For the Pentium processor 75/90/100/120/133, the 
power consumption can transition from a low level of 
power to a much higher level (or high to low power) 
very rapidly. A typical example would be entering or 
exiting the Stop Grant state. Another example would 
be executing a HALT instruction, causing the Penti­
um processor 75/90/100/120/133 to enter the 
Auto HALT Powerdown state, or transitioning from 
HALT to the Normal state. All of these examples 
may cause abrupt changes in the power being con­
sumed by the Pentium processor 75/90/100/1201 
133. Note that the Auto HALT Powerdown feature is 
always enabled even when other power manage­
ment features are not implemented. 

Bulk storage capaCitors with a low ESR (Effective 
Series Resistance) in the 10 to 100 JLf range are 
required to maintain a regulated supply voltage dur­
ing the interval between the time the current load 
changes and the point that the regulated power sup-
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ply output can react to the change in load. In order 
to reduce the ESR, it may be necessary to place 
several bulk storage capacitors in parallel. 

These capacitors should be placed near the Penti­
um processor 75/90/100/120/133 (on the 3.3V 
plane) to ensure that the supply voltage stays within 
specified limits during changes in the supply current 
during operation. 

3.4.4 CONNECTION SPECIFICATIONS 

All NC and INC pins must remain unconnected. 

For reliable operation, always connect unused in­
puts to an appropriate signal level. Unused active 
low inputs should be connected to Vee. Unused ac­
tive high inputs should be connected to ground. 

3.4.S AC TIMING TABLES 

3.4.S.1 AC Timing Table for a SO-MHz Bus 

The AC specifications given in Tables 12 and 13 
consist of output delays, input setup requirements 
and input hold requirements for a 50-MHz external 
bus. All AC specifications (with the exception of 
those for the TAP signals and APIC signals) are rela­
tive to the rising edge of the ClK input. 

All timings are referenced to 1.5V for both "0" and 
"1" logic levels unless otherwise specified. Within 
the sampling window, a synchronous input must be 
stable for correct Pentium processor 75/90/1001 
120/133 operation. 

Table 12. Pentium® Processor 610\7S, 81S\ 100 AC Specifications for SO-MHz Bus Operation 
3.135 < Vee < 3.6V, TeASE = 0 to 70°C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

Frequency 25.0 50.0 MHz Max Core Freq = 
100 MHz@1/2 

tla ClK Period 20.0 40.0 nS 4 

tlb ClK Period Stability ±250 pS 1,25 

t2 ClK High Time 4.0 nS 4 @2V,(1) 

t3 ClK low Time 4.0 nS 4 @0.8V,(1) 

t4 ClK Fall Time 0.15 1.5 nS 4 (2.0V -0.8V),(l,5) 

t5 ClK Rise Time 0.15 1.5 nS 4 (0.8V-2.0V), (1,5) 

t6a ADS#, ADSC#, PWT, PCD, 1.0 7.0 nS 5 
BEO-7#, M/IO#, D/C#, CACHE#, 
SCVC, W/R# Valid Delay 
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Table 12. Pentium® Processor 610\ 75, 815\ 1 00 AC Specifications for 50-MHz Bus Operation (Contd.) 
3.135 < Vee < 3.6V, TeASE = 0 to 70°C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

tSb AP Valid Delay 1.0 8.5 nS 5 

tsc A3-A31, LOCK# Valid Delay 1.1 7.0 nS 5 

t7 ADS#, ADSC#, AP, A3-A31, PWT, PCD, 10.0 nS 6 1 
BEO-7#, M/IO#, D/C#, W/R#, CACHE#, 
SCYC, LOCK # Float Delay 

ts APCHK#, IERR#, FERR#, PCHK# Valid 1.0 8.3 nS 5 4 
Delay 

t9a BREa, HLDA, SMIACT# Valid Delay 1.0 8.0 nS 5 4 

t10a HIT # Valid Delay 1.0 8.0 nS 5 

t10b HITM # Valid Delay 1.1 6.0 nS 5 

tl1a PMO-1, BPO-3 Valid Delay 1.0 10.0 nS 5 

tl1b PRDY Valid Delay 1.0 8.0 nS 5 

t12 DO-D63, DPO-7 Write Data Valid Delay 1.3 8.5 nS 5 

t13 DO-D63, DPO-3 Write Data Float Delay 10.0 nS 6 1 

t14 A5-A31 Setup Time 6.5 nS 7 26 

t15 A5·A31 Hold Time 1.0 nS 7 

tlSa INV, AP Setup Time 5.0 nS 7 

tlSb EADS # Setup Time 6.0 nS 7 

t17 EADS#, INV, AP Hold Time 1.0 nS 7 

tlSa KEN# Setup Time 5.0 nS 7 

tlSb NA #, WB/WT # Setup Time 4.5 nS 7 

t19 KEN #, WB/WT #, NA # Hold Time 1.0 nS 7 

t20 BRDY # , BRDYC # Setup Time 5.0 nS 7 

t2l BRDY#, BRDYC# Hold Time 1.0 nS 7 

t22 BOFF # Setup Time 5.5 nS 7 

t22a AHOLD S~tup Time 6.0 nS 7 

t23 AHOLD, BOFF # Hold Time 1.0 nS 7 
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Table 12. Pentium® Processor 610\75,815\ 100 AC Specifications for 50-MHz Bus Operation (Contd.) 
3.135 < Vee < 3.6V, TeASE = 0 to 70c C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t24 BUSCHK#, EWBE#, HOLD, PEN# Setup 5.0 nS 7 
Time 

t25 BUSCHK # , EWBE #, PEN # Hold Time 1.0 nS 7 

t25a HOLD Hold Time 1.5 nS 7 

t26 A20M #, INTR, STPClK # Setup Time 5.0 nS 7 12,16 

t27 A20M #, INTR, STPClK # Hold Time 1 .0 nS 7 13 

t28 INIT, FLUSH#, NMI, SMI#, IGNNE# Setup 5.0 nS 7 12,16,17 
Time 

t29 INIT, FlUSH#, NMI, SMI#, IGNNE# Hold 1.0 nS 7 13 
Time 

t30 INIT, FlUSH#, NMI, SMI#, IGNNE# Pulse 2.0 ClKs 7 15,17 
Width, Async 

t31 RIS# Setup Time 5.0 nS 7 12, 16, 17 

t32 RIS# Hold Time 1.0 nS 7 13 

t33 RIS# Pulse Width, Async. 2.0 ClKs 7 15, 17 

t34 00-063, OPO-7 Read Data Setup Time 3.8 nS 7 

t35 00-063, OPO-7 Read Data Hold Time 1.5 nS 7 

t36 RESET Setup Time 5.0 nS 8 11,12, 16 

t37 RESET Hold Time 1.0 nS 8 11,13 

t38 RESET Pulse Width, Vee & ClK Stable 15 ClKs 8 11,17 

t39 RESET Active After Vee & ClK Stable 1.0 mS 8 Power up 

t40 Reset Configuration Signals (IN IT, FLUSH #, 5.0 nS 8 12,16,17 
FRCMC#) Setup Time 

t41 Reset Configuration Signals (IN IT, FLUSH #, 1.0 nS 8 13 
FRCMC#) Hold Time 
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Table 12. Pentium® Processor 610\75, 815\ 100 AC Specifications for 50-MHz Bus Operation (Contd.) 
3.135 < Vce < 3.6V, TCASE = 0 to 70°C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t42a Reset Configuration Signals (INIT, FLUSH #, 2.0 ClKs 8 To RESET falling 
FRCMC #) Setup Time, Async. edge(16) 

t42b Reset Configuration Signals (IN IT, FLUSH #, 2.0 ClKs 8 To RESET falling 
FRCMC #, SRDYC #, SUSCHK #) Hold Time, 
Async. 

edge(27) 

t42c Reset Configuration Signals (SRDYC #, 3.0 ClKs 8 To RESET falling 
SUSCHK#) Setup Time, Async. edge(27) 

t42d Reset Configuration Signal SRDYC# Hold 1.0 nS To RESET falling 
Time, RESET driven synchronously edge(1,27) 

t43a SF, CPUTYP Setup Time 1.0 mS 8 To RESET falling 
edge(22) 

t43b SF, CPUTYP Hold Time 2.0 ClKs 8 To RESET falling 
edge(22) 

t43c APICEN Setup Time 2.0 ClKs 8 To RESET falling 
edge 

t43d APICEN Hold Time 2.0 ClKs 8 To RESET falling 
edge 

t44 TCK Frequency 16.0 MHz 

t4S TCK Period 62.5 nS 4 

t46 TCK High Time 25.0 nS 4 @2V(1) 

t47 TCK low Time 25.0 nS 4 @0.8V(1) 

t48 TCK Fall Time 5.0 nS 4 (2.0V -0.8V) (1 ,8,9) 

t49 TCK Rise Time 5.0 nS 4 (0.8V -2.0V) (1 ,8,9) 

tso TRST # Pulse Width 40.0 nS 10 Asynchronous(l) 

tS1 TDI, TMS Setup Time 5.0 nS 9 7 

tS2 TDI, TMS Hold Time 13.0 nS 9 7 

tS3 TDO Valid Delay 3.0 20.0 nS 9 8 

tS4 TDO Float Delay 25.0 nS 9 1,8 

tss All Non-Test Outputs Valid Delay 3.0 20.0 nS 9 3,8,10 
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Table 12. Pentium® Processor 610\75,815\ 100 AC Specifications for 50-MHz Bus Operation (Contd.) 
3.135 < Vee < 3.6V, TeASE = 0 to 70·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

tss All Non-Test Outputs Float Delay 25.0 nS 9 1,3,8, 10 

tS7 All Non-Test Inputs Setup Time 5.0 nS 9 3,7,10 

tS8 All Non-Test Inputs Hold Time 13.0 nS 9 3,7, 10 

APIC AC Specifications 

tsoa PICCLK Frequency 2.0 16.66 MHz 

tsob PICCLK Period 60.0 500.0 nS 4 

tsoc PICCLK High Time 15.0 nS 4 

tSOd PICCLK Low Time 15.0 nS 4 

tSOe PICCLK Rise Time 0.15 25 nS 4 

teOI PICCLK Fall Time 0.15 25 nS 4 

tSOg PICDO-1 Setup Time 3.0 nS 7 To PICCLK 

tSOh PICDO-1 Hold Time 2.5 nS 7 To PICCLK 

tSOi PICDO-1 Valid Delay (UoH) 4.0 38.0 nS 5 From PICCLK(28,29) 

tSOj PICDO-1 Valid Delay (HtoL) 4.0 22.0 nS 5 From PICCLK(28,29) 
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Table 13. Pentium® Processor 610\75,815\ 100 Dual Processor Mode 
AC Specifications for 50 MHz Bus Operation 

3.135 < Vee < 3.6V, TeASE = 0 to 70·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

tao PBREQ#, PBGNT# PHIT#, 0 2.0 nS 11 30 
PHITM# Flight Time 

ta3a A5-A31 Setup Time 6.5 nS 7 18,21,26 

ta3b O/C#, W/R#, CACHE#, lOCK#, 6.0 nS 7 18,21 
SCVC Setup Time 

ta3e ADS #, MilO # Setup Time 8.0 nS 7 ·18,21 

ta3d HIT#, HITM# Setup Time 8.0 nS 7 18,21 

ta3e HlOA Setup Time 6.0 nS 7 18,21 

ta4 AOS#, O/C#, W/R#, M/IO#, 1.0 nS 7 18,21 
CACHE #, lOCK #, A5-A31, 
HlOA, HIT#, HITM#, SCVC Hold 
Time 

tas OPEN # Valid Time 10.0 ClKs 18,19,23 

ta6 OPEN # Hold Time 2.0 ClKs 18,20,23 

ta7 APIC 10 (BEO#-BE3#) Setup Time 2.0 ClKs 8 To RESET falling 
edge(23) 

taa APIC 10 (BEO#-BE3#) Hold Time 2.0 ClKs 8 From RESET falling 
edge(23) 

ta9 O/P# Valid Delay 1.0 8.0 nS 5 Primary Processor 
Only 
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3.4.5.2 AC Timing Tables for a 50-MHz Bus 

The AC specifications given in Tables 14 and 15 
consist of output delays, input setup requirements 
and input hold requirements for a 60-MHz external 
bus. All AC specifications (with the exception of 
those for the TAP Signals and APIC signals) are rela-
tive to the rising edge of the ClK input. 
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All timings are referenced to 1.5V for both "0" and 
"1" logic levels unless otherwise specified. Within 
the sampling window, a synchronous input must be 
stable for correct Pentium processor 75/90/1001 
120/133 operation. 

Table 14. Pentium® Processor 735\90,1000\ 120 AC Specifications for 50-MHz Bus Operation 
3.135 < Vee < 3.6V, TeASE = 0 to 70°C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

Frequency 30.0 60.0 MHz 4 

t1a ClK Period 16.67 33.33 nS 4 

t1b ClK Period Stability ±250 pS 4 Adjacent Clocks,(1,25) 

t2 ClK High Time 4.0 nS 4 @2V(1) 

t3 ClKlowTime 4.0 nS 4 @0.8V(1) 

t4 ClKFaliTime 0.15 1.5 nS 4 (2.0V -0.8V) (1,5) 

t5 ClK Rise Time 0.15 1.5 nS 4 (0.8V-2.0V)(1,5) 

tsa ADS#, ADSC#, PWT, PCD, BEO-H, 1.0 7.0 nS 5 
M/IO#, D/C#, CACHE#, SCYC, 
W/R# Valid Delay 

tsb AP Valid Delay 1.0 8.5 nS 5 

tsc lOCK # Valid Delay 1.1 7.0 nS 5 

tSe A3-A31 Valid Delay 1.1 6.3 nS 5 

t7 ADS#, ADSC#, AP, A3-A31, PWT, 10.0 nS 5 1 
PCD, BEO-7#, MIIO#, D/C#, W/R#, 
CACHE#, SCYC, lOCK# Float Delay 

tSa APCHK#, IERR#, FERR# Valid Delay 1.0 8.3 nS 5 4 

tSb PCHK# Valid Delay 1.0 7.0 nS 5 4 

t9a BREQ, HlDA Valid Delay 1.0 8.0 nS 5 4 

t9b SMIACT # Valid Delay 1.0 7.6 nS 5 

t10a HIT # Valid Delay 1.0 8.0 nS 5 

t10b HITM # Valid Delay 1.1 6.0 nS 5 

t11a PMO-1, BPO-3 Valid Delay 1.0 10.0 nS 5 

t11b PRDY Valid Delay 1.0 8.0 nS 5 

t12 DO-D63, DPO-7 Write Data Valid Delay 1.3 7.5 nS 5 
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Table 14. Pentlum@ Processor 735\90,1000\ 120 AC Specifications.for 60-MHz Bus Operation (Contd.) 
3.135 < Vee < 3.6V, TeASE = 0 to 70°C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t13 DO-D63, DPO-3 Write Data Float Delay 10.0 nS 6 1 

t14 A5-A31 Setup Time 6.0 nS 7 26 

t15 A5-A31 Hold Time 1.0 nS 7 

t16a INV, AP Setup Time 5.0 nS 7 

t16b EADS # Setup Time 5.5 nS 7 

t17 EADS#, INV, AP Hold Time 1.0 nS 7 

t18a KEN # Setup Time 5.0 nS 7 

t18b NA #, WB/WT # Setup Time 4.5 nS 7 

t19 KEN#, WB/WT#, NA# Hold Time 1.0 nS 7 

t20 BRDY#, BRDYC# Setup Time 5.0 nS 7 

t21 BRDY #, BRDYC # Hold Time 1.0 nS 7 

t22 AHOlD, BOFF # Setup Time 5.5 nS 7 

t23 AHOlD, BOFF # Hold Time 1.0 nS 7 

t24 BUSCHK#, EWBE#, HOLD, PEN# Setup 5.0 nS 7 
Time 

t25 BUSCHK #, EWBE #, PEN # Hold Time 1.0 nS 7 

t25a HOLD Hold Time 1.5 nS 7 

t26 A20M #, INTR, STPClK # Setup Time 5.0 nS 7 12,16 

t27 A20M #, INTR, STPClK # Hold TIme 1.0 nS 7 13 

t28 INIT, FlUSH#, NMI, SMI#,IGNNE# Setup 5rO nS 7 12,16,17 
Time 

t29 INIT, FLUSH#, NMI, SMI#,IGNNE# Hold 1.0 nS 7 13 
Time 

t30 INIT, FlUSH#, NMI, SMI#,IGNNE# Pulse 2.0 ClKs 15,17 
Width, Async 

t31 RIS# Setup Time 5.0 nS 7 12,16,17 

t32 RIS# Hold Time 1.0 nS 7 13 

t33 RIS# Pulse Width, Async. 2.0 ClKs 7 15,17 
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Table 14. Pentium® Processor 735\90,1000\ 120 AC Specifications for 60-MHz Bus Operation (Contd.) 
3.135 < Vee < 3.6V, TeASE = 0 to 70·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t34 00-063, OPO-7 Read Oata Setup Time 3.0 nS 7 

t35 00-063, OPO-7 Read Oata Hold Time 1.5 nS 8 

t36 RESET Setup Time 5.0 nS 8 11,12,16 

t37 RESET Hold Time 1.0 nS 8 11,13 

t38 RESET Pulse Width, Vee & ClK Stable 15 ClKs 8 11,17 

t39 RESET Active After Vee & ClK Stable 1.0 mS 8 Power up 

t40 Reset Configuration Signals (IN IT, FLUSH #, 5.0 nS 8 12,16,17 
FRCMC#) Setup Time 

t41 Reset Configuration Signals (lNIT, FLUSH #, 1.0 nS 8 13 
FRCMC #) Hold Time 

t42a Reset Configuration Signals (IN IT, FLUSH #, 2.0 ClKs 8 To RESET falling 
FRCMC#) Setup Time, Async. edge(16) 

t42b Reset Configuration Signals (INIT, FlUSH#, 2.0 ClKs 8 To RESET falling 
FRCMC#, BROYC#, BUSCHK#) Hold Time, edge (27) 
Async. 

t42c Reset Configuration Signals (BROYC #, 3.0 ClKs 8 To RESET falling 
BUSCHK#) Setup Time, Async. edge(27) 

t42d Reset Configuration Signal SROYC# Hold 1.0 nS To RESET falling 
Time, RESET driven synchronously edge(1,27) 

t43a SF, CPUTYP Setup Time 1.0 mS 8 To RESET falling 
edge(22) 

t43b SF, CPUTYP Hold Time 2.0 ClKs 8 To RESET falling 
edge(22) 

t43c APICEN Setup Time 2.0 ClKs 8 To RESET falling 
edge 

t43d APICEN Hold Time 2.0 ClKs 8 To RESET falling 
edge 

t44 TCK Frequency 16.0 MHz 8 

~5 TCK Period 62.5 nS 4 

t46 TCK High Time 25.0 nS 4 @2y(1) 

t47 TCK low Time 25.0 nS 4 @0.8y(1) 
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Table 14. Pentlum® Proces$or 735\90, 1000\ 120 AC Specifications for 60-MHz Bus Operation (Contd.) 
3.135 < Vee < 3.6V, TeASE = 0 to 70·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

48 TCKFallTime 5.0 nS 4 (2.0V -0.8V)(1.8.9) 

t49 TCK Rise Time 5.0 nS 4 (0.8V -2.0V)(1 ,8,9) 

t50 TRST # Pulse Width 40.0 nS 10 Asynchronous(1 ) 

t51 TDI, TMS Setup Time 5.0 nS 9 7 

t52 TOI, TMS Hold Time 13.0 nS 9 7 

t53 TDO Valid Delay 3.0 20.0 nS 9 8 

t54 TDO Float Delay 25.0 nS 9 1,8 

t55 All Non·Test Outputs Valid Delay 3.0 20.0 nS 9 3,8,10 

t5S All Non·Test Outputs Float Delay 25.0 nS 9 1,3,8,10 

t57 All Non·Test Inputs Setup Time 5.0 nS 9 3,7, 10 

t58 All Non·Test Inputs Hold Time 13.0 nS 9 3,7, 10 

APIC AC Specifications 

t60a PICCLK Frequency 2.0 16.66 MHz 4 

tSOb PICCLK Period 60.0 500.0 nS 4 

tSOe PICCLK High Time 15.0 nS 4 

taOd PICCLK Low Time 15.0 . nS 4 

tsoe PICCLK Rise Time 0.15 2.5 nS 4 

tSOf PICCLK Fall Time 0.15 2.5 nS 4 

taog PICDO·1 Setup Time 3.0 nS 7 To PICCLK 

taOh PICDO·1 Hold Time 2.5 nS 7 To PICCLK 

taOi PICDO·1 Valid Delay (UoH) 4.0 38.0 nS 5 From PICCLK(28,29) 

tSOj PICDO·1 Valid Delay (HtoL) 4.0 22.0 nS 5 From PICCLK(28,29) 
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Table 15. Pentium® Processor 735\90, 1000\ 120 Dual Processor Mode 
AC Specifications for 60·MHz Bus Operation 

3.135 < Vee < 3.6V, TeASE = 0 to 70·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

tso PBREQ#, PBGNT#, PHIT#, PHITM# Flight Time 0 2.0 nS 11 30 

tS3a A5-A31 Setup Time 

tS3b D/C#, W/R#, CACHE#, lOCK#, SCYC 
Setup Time 

tS3c ADS#, M/IO# Setup Time 

tS3d HIT#, HITM# Setup Time 

ta3e HlDA Setup Time 

tS4 ADS#, D/C#, WIR#, MIIO#, CACHE#, 
lOCK#, A5-A31, HlDA, HIT#, HITM#, SCYC 
Hold Time 

tss DPEN # Valid Time 

tss DPEN # Hold Time 

tS? APIC ID (BEO#-BE3#) Setup Time 

tss APIC ID (BEO#-BE3#) Hold Time 

tSg D/P# Valid Delay 

3.4.5.3 AC Timing Tables for a 66·MHz Bus 

The AC specifications given in Tables 16 and 17 
consist of output delays, input setup requirements 
and input hold requirements for a 66-MHz external 
bus. All AC specifications (with the exception of 
those for the TAP signals and AP IC signals) are 
relative to the rising edge of the ClK input. 

I 

3.9 nS 7 18,21,26 

4.0 nS 7 18,21 

6.0 nS 7 18,21 

6.0 nS 7 18,21 

6.0 nS 7 18,21 

1.0 nS 7 18,21 

10.0 ClKs 18,19,23 

2.0 ClKs 18,20,23 

2.0 ClKs 8 To RESET falling 
edge(23) 

2.0 ClKs 8 From RESET falling 
edge(23) 

1.0 8.0 nS 5 Primary Processor 
Only 

All timings are referenced to 1.5V for both "0" and 
"1" logic levels unless otherwise specified. Within 
the sampling window, a synchronous input must be 
stable for correct Pentium processor 75/90/1001 
120/133 operation. 
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Table 16. Pentlum® Processor 815\ 100, 1110\ 133 AC Specifications for 66-MHz Bus Operation 
3.135 < Vee < 3.6V, TeASE = 0 to 70·C, Cl = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

Frequency 33.33 66.6 MHz 

t1a ClK Period 15.0 30.0 nS 4 

t1b ClK Period Stability ±250 pS Adjacent Clocks(1,25) 

t2 ClK High Time 4.0 nS 4 @2V(1) 

t3 ClK low Time 4.0 nS 4 @0.8y(1) 

t4 ClKFallTime 0.15 1.5 nS 5 (2.0V -0.8V)(1) 

t5 ClK Rise Time 0.15 1.5 nS 4 (0.8V-2.0V)(1) 

tSa ADSC#, PWT, PCD, BEO·H, D/C#, 1.0 7.0 nS 5 
W/R#, CACHE#, SCYCValid Delay 

tSb AP Valid Delay 1.0 8.5 nS 5 

tsc lOCK # Valid Delay 1.1 7.0 nS 5 

tSd ADS#, Valid Delay 1.0 6.0 nS 5 

tSe A3-A31 Valid Delay 1.1 6.3 nS 5 

tSI M/IO# Valid Delay 1.0 5.9 nS 5 

t7 ADS#, ADSC#, AP, A3-A31, PWT, 10.0 nS 6 1 
PCD, BEO-7#, M/IO#, D/C#, W/R#, 
CACHE #, SCYC, lOCK # Float Delay 

tea APCHK#, IERR#, FERR# Valid Delay 1.0 8.3 nS 5 4 

tab PCHK # Valid Delay 1.0 7.0 nS 5 4 

t9a BREQ Valid Delay 1.0 8.0 nS 5 4 

t9b SMIACT# Valid Delay 1.0 7.3 nS 5 4 

t9c HlDA Valid Delay 1.0 6.8 nS 5 

t10a HIT# Valid Delay 1.0 6.8 nS 5 

t10b HITM # Valid Delay 1.1 6.0 nS 5 

tna PMO-1, BPO-3 Valid Delay 1.0 10.0 nS 5 

t11b PRDY Valid Delay 1.0 8.0 nS 5 

t12 DO-D63, DPO-7 Write Data Valid Delay 1.3 7.5 nS 5 

t13 00-063, DPO-3 Write Data Float Delay 10.0 nS 6 1 

t14 A5-A31 Setup Time 6.0 nS 7 26 

t15 A5-A31 Hold Time 1.0 nS 7 
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Table 16. Pentium® Processor 815\ 100, 1110\ 133 AC Specifications for 66-MHz Bus Operation (Contd.) 
3.135 < Vee < 3.6V, TeASE = 0 to 70·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t16a INV, AP Setup Time 5.0 nS 7 

t16b EAOS# Setup Time 5.0 nS 7 

t17 EAOS #, INV, AP Hold Time 1.0 nS 7 

t18a KEN # Setup Time 5.0 nS 7 

t18b NA #, WB/WT # Setup Time 4.5 nS 7 

t19 KEN #, WB/WT #, NA # Hold Time 1.0 nS 7 

t20 BROY #, BROYC# Setup Time 5.0 nS 7 

t21 BROY#, BROYC# Hold Time 1.0 nS 7 

t22 AHOLO, BOFF # Setup Time 5.5 nS 7 

t23 AHOLO, BOFF # Hold Time 1.0 nS 7 

t24a BUSCHK#, EWBE#, HOLD Setup Time 5.0 nS 7 

t24b PEN # Setup Time 4.8 nS 7 

t25a BUSCHK #, EWBE #, PEN # Hold Time 1.0 nS 7 

t25b HOLD Hold Time 1.5 nS 7 

t26 A20M #, INTR, STPCLK # Setup Time 5.0 nS 7 12,16 

t27 A20M #, INTR, STPCLK # Hold Time 1.0 nS 7 13 

t28 INIT, FLUSH#, NMI, SMI#, IGNNE# Setup 5.0 nS 7 12,16,17 
Time 

t29 INIT, FLUSH#, NMI, SMI#, IGNNE# Hold 1.0 nS 7 13 
Time 

t30 INIT, FLUSH#, NMI, SMI#, IGNNE# Pulse 2.0 CLKs 15,17 
Width, Async 

t31 RIS# Setup Time 5.0 nS 7 12, 16, 17 

t32 RIS# Hold Time 1.0 nS 7 13 

t33 RIS# Pulse Width, Async. 2.0 CLKs 15,17 

t34 00-063, OPO-7 Read Data Setup Time 2.8 nS 7 

t35 00-063, OPO·7 Read Data Hold Time 1.5 nS 7 

t36 RESET Setup Time 5.0 nS 8 11,12,16 
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Table 16. Pentlum® Processor 815\ 100, 1110\ 133 AC Specifications for 6S-MHz Bus Operation (Contd.) 
3.135 < Vee < 3.6V, TeASE = 0 to 70·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t37 RESET Hold Time 1.0 nS 8 11,13 

t38 RESET Pulse Width, Vee & CL K Stable 15.0 CLKs 8 11,17 

t39 RESET Activ~ After Vee & CLK Stable 1.0 mS 8 Power up 

~O Reset Configuration Signals (INIT, FLUSH #, 5.0 nS ~ 1~, 16, 17 
FRCMC#) Setup Time 

t41 Reset Configuration Signals (IN IT, FLUSH #, 1.0 nS 8 13 
FRCMC#) Hold Time 

~2a Reset Configuration Signals (INIT, FLUSH #, 2.0 CLKs 8 To RESET falling 
FRCMC#) Setup Time, Async. edge(16) 

~2b Reset Configuration Signals (INIT, FLUSH #, 2.0 CLKs 8 To RESET falling 
FRCMC#, BRDYC#, BUSCHK #) Hold Time, edge(27) 
Async. 

~2c Reset Configuration Signals (BRDYC # , 3.0 CLKs 8 To RESET falling 
BUSCHK#) Setup Time, Async. edge(27) 

~2d Reset Configuration Signal BRDYC# Hold 1.0 nS To RESET falling 
Time, RESET driven synchronously edge(1,27) 

~3a BF, CPUTYP Setup Time 1.0 mS 8 To RESET falling 
edge(22) 

~3b BF, CPUTYP Hold Time 2.0 CLKs 8 To RESET falling 
edge(22) 

~3c APICEN Setup Time 2.0 CLKs 8 To RESET falling 
edge 

~3d APICEN Hold Time 2.0 CLKs 8 To RESET falling 
edge 

t44 TCK Frequency 16.0 MHz 

t45 TCKPeriod 62.5 nS 4 

~6 TCK High Time 25.0 nS 4 @2V(1) 

t47 TCKLowTime 25.0 nS 4 @0.8V(1) 

~8 TCK Fall Time 5.0 nS 4 (2.0V -0.8V)(1 ,8,9) 

~9 TCK Rise Time 5.0 nS 4 (0.8V -2.0V)l1,8,9) 

t50 TRST # Pulse Width 40.0 nS 10 Asynchronous(1 ) 

t51 TDI, TMS Setup Time 5.0 nS 9 7 
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Table 16. Pentium@ Processor 815\ 100, 1110\ 133 AC Specifications for 66-MHz Bus Operation (Contd.) 
3.135 < Vee < 3.6V, TeASE = 0 to 70°C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t52 TDI, TMS Hold Time 13.0 nS 9 7 

t53 TDO Valid Delay 3.0 20.0 nS 9 8 

t54 TDO Float Delay 25.0 nS 9 1,8 

tss All Non-Test Outputs Valid Delay 3.0 20.0 nS 9 3,8,10 

tss All Non-Test Outputs Float Delay 25.0 nS 9 1,3,8,10 

tS7 All Non-Test Inputs Setup Time 5.0 nS 9 3,7, 10 

t58 All Non-Test Inputs Hold Time 13.0 nS 9 3,7,10 

APIC AC Specifications 

tSOa PICCLK Frequency 2.0 16.66 MHz 

tSOb PICCLK Period 60.0 500.0 nS 4 

tSOc PICCLK High Time 15.0 nS 4 

tSOd PICCLK Low Time 15.0 nS 4 

tSOe PICCLK Rise Time 0.15 2.5 nS 4 

tsot PICCLK Fall Time 0.15 2.5 nS 4 

tSOg PICDO-1 Setup Time 3.0 nS 7 To PICCLK 

tsOh PICDO-1 Hold Time 2.5 nS 7 To PICCLK 

tsOi PICDO-1 Valid Delay (UoH) 4.0 38.0 nS 5 From PICCLK(28.29) 

tsOj PICDO-1 Valid Delay (HtoL) 4.0 22.0 nS 5 From PICCLK(28,29) 
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Table 17. Pentium® Processor 815\ 100, 1110\ 133 Dual Processor Mode AC Specifications 
for 66-MHz Bus Operation 

3.135 < VCC < 3.6V, TCASE = 0 to 70·C, Cl = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t80 PBREQ#, PBGNT#, PHIT#, PHITM# Flight Time 0 2.0 nS 11 30 

t83a A5-A31 Setup Time 3.7 nS 7 18,21.26 

t83b O/C#, W/R#, CACHE#, LOCK # , SCVC 
Setup Time 

t83c AOS#, M/IO# Setup Time 5.8 nS 7 18,21 

t83d HIT #, HITM # Setup Time 6.0 nS 7 18,21 

t83e HlOA Setup Time 6.0 nS 7 18,21 

t84 AOS#, O/C#, W/R#, M/IO#, CACHE#, 1.0 nS 7 18,21 
lOCK#, A5·A31, HlOA, HIT#, HITM#, SCVC 
Hold Time 

t85 OPEN # Valid Time 10.0 ClKs 18,19,23 

t86 OPEN # Hold Time 2.0 ClKs 18,20,23 

t87 APIC 10 (BEO#-BE3#) Setup Time 2.0 ClKs 8 To RESET falling 
edge(23) 

t88 APIC 10 (BEO#-BE3#) Hold Time 2.0 ClKs 8 From RESET falling 
edge(23) 

t89 O/P# Valid Delay 1.0 8.0 nS 5 Primary Processor 
Only 

NOTES: 
Notes 2. 6, and 14 are general and apply to all standard TTL signals used with the Pentium® Processor family. 
1. Not 100% tested. Guaranteed by design/characterization. 
2. TIL input test waveforms are assumed to be 0 to 3V transitions with 1V InS rise and fall times. 
3. Non-test outputs and inputs are the normal output or input signals (besides TCK. TRST #. TOI. TOO. and TMS). These 

timings correspond to the response of these signals due to boundary scan operations. 
4. APCHK #. FERR #. HlOA. IERR #. lOCK #. and PCHK # are glitch-free outputs. Glitch-free signals monotonically tran-

sition without false transitions (i.e .• glitches). 
5. 0.8V Ins ;;; ClK input rise/fall time;;; 8V Ins. 
6. 0.3V Ins ;;; input rise/fall time;;; 5V Ins. 
7. Referenced to TCK rising edge. 
8. Referenced to TCK falling edge. 
9. 1 ns can be added to the maximum TCK rise and fall times for every 10 MHz of frequency below 33 MHz. 
10. Ouring probe mode operation. do not use the boundary scan timings (t55-58). 
11. FRCMC# should be tied to Vee (high) to ensure proper operation of the Pentium processor 75/90/100/120/133 as a 

primary processor. 
12. Setup time is required to guarantee recognition on a specific clock. Pentium processor 75/90/100/120/133 must meet 

this specification for dual processor operation for the FLUSH # and RESET signals. 
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13. Hold time is required to guarantee recognition on a specific clock. Penllum processor 75/90/100/120/133 must meet 
this specification for dual processor operation for the FlUSH# and RESET signals. 

14. All TTL timings are referenced from 1.5V. 
15. To guarantee proper asynchronous recognition, the signal must have been de-asserted (inactive) for a minimum of 

2 clocks before being returned active and must meet the minimum pulse width. 
16. ThiS Input may be driven asynchronously. However, when operating two processors In dual processing mode, FlUSH# 

and RESET must be asserted synchronously to both processors. 
17 When driven asynchronously, RESET, NMI, FlUSH#, RIS#, INIT, and SMI# must be de-asserted (Inactive) for a 

minimum of 2 clocks before being returned active. 
18. Timings are valid only when dual processor IS present. 
19. Maximum time DPEN# IS valid from riSing edge of RESET 
20. Minimum time DPEN# is valid after falling edge of RESET. 
21. The D/C#, M/IO#, W/R#, CACHE#, and A5-A31 Signals are sampled only on the ClK that ADS# IS active. 
22. BF and CPUTYP should be strapped to Vee or Vss. 
23. RESET is synchronous in dual processing mode and functional redundancy checking mode. All signals which have a 

setup or hold time with respect to a falling or riSing edge of RESET in UP mode, should be measured with respect to 
the first processor clock edge in which RESET IS sampled either active or inactive in dual processing and functional 
redundancy checking modes. 

24. The PHIT# and PHITM# signals operate at the core frequency (75, 90,100,120 or 133 MHz). 
25. These signals are measured on the rising edge of adjacent ClKs at 1.5V. To ensure a 1:1 relationship between the 

amplitude of the input jitter and the Internal and external clocks, the jitter frequency spectrum should not have any 
power spectrum peaking between 500 KHz and 113 of the elK operating frequency. The amount of jitter present must 
be accounted for as a component of ClK skew between deVices. 

26. In dual processing mode, timing t14 is replaced by t83a. Timing t14 is reqUired for external snooping (e.g., address setup 
to the ClK in which EADS# is sampled active) in both uniprocessor and dual processor modes. 

27. BRDYC# and BUSCHK# are used as reset configuration Signals to select buffer size. 
28. This assumes an external pullup resistor to Vee and a lumped capacitive load such that the maximum RC product does 

not exceed R = 150n, C = 240 pF. 
29. This assumes an external pullup resistor to Vee and a lumped capacitive load such that the minimum RC product does 

not fall below R = 150n, C = 20 pF. 
30. This is a flight time specification, that Includes both flight time and clock skew. The flight time is the time from where the 

unloaded driver crosses 1.5V (50% of min Vecl, to where the receiver crosses the 1.5V level (50% of min Vecl. See 
Figure 11. 

I 

Each valid delay IS specified for a 0 pF load. The system deSigner should use 1/0 buffer modeling to account for Signal 
flight time delays. 
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Tv = 15, 149, 160e; Tw = 14,148, 160f; Tx = 13,147, 160d 
Ty = 11, 145, 160b; Tz = 12, 146, 160c 

Figure 4. Clock Waveform 

Signal 

Tx = 16, 18, 19, 110, 111, 112, t60i, 180, 189 

Figure 5. Valid Delay Timings 
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Ty 

Signal 

Tx = t7, 113; Ty = 16min,I12min 

Figure 6. Float Delay Timings 

elK 

Tx Ty 

Signal VALID 

Tx = t14, t16, 118, t20, 122, t24, t26, t28, t31, 134, 1609 (to PICCLK),181, t83 
Ty = t15, t17, t19, t21, t23, t25, t27, 129, t32, t35, 160h (to PICCLK), 182, t84 

Figure 7. Setup and Hold Timings 
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ClK 

••• 
RESET 

Conflg 

Tw Tx 

241997-8 
Tt = 140, Tu = 141, Tv = 137, T w =142, 143a, 143c, 187, Tx = t43b, 143d, 188, Ty = 138,139, Tz = 136 

Figure 8. Reset and Configuration Timings 

TCK 

Tv Tw 

TOI 
TMS 

TOO 

Tz 

Output 
Signals 

SSSS\\~ Dl Ts 

~\\\\\\\ Input 
Signals 

241997-9 
Tr = 157, Ts = 158, Tu = 154, Tv = 151, Tw = 152, Tx = 153, Ty = 155, Tz = 156 

Figure 9. Test Timings 
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TRST# 

241997-10 
Tx = 150 

Figure 10. Test Reset Timings 

Signal Lovel 

Vee 

65% Vee 

50% Vee .,.---+/-........................................................................................................ . 
35% Vee 

Vss .. ______ ~ ____________________________________________ ~ 

Time 

241997-11 

Figure 11.50% Vee Measurement of Flight Time 
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4.0 MECHANICAL SPECIFICATIONS 

The Pentium processor 75/901100/120/133 is 
packaged in a 296-pin staggered pin grid array pack­
age. The pins are arranged in a 37 x 37 matrix and 
the package dimensions are 1.95" x 1.95" (Table 
18). A 1.25" x 1.25" copper tungsten heat spreader 
may be attached to the top of the ceramic. This 

package design with spreader is being phased out in 
favor of a package which has no attached spreader. 
In this section, both spreader and non-spreader 
packages are shown. 

The mechanical specifications for the Pentium proc­
essor 75/90/100/120/133 are provided in Table 19. 
Figure 12 shows the package dimensions. 

Table 18. Package Information Summary 

Package Total 
Pin Array Package Size 

Type Pins 

I Pentium® Processor 75/90/100/120/133 SPGA 296 37x37 1.95" x 1.95" 
4.95 cm x 4.95 cm 
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Table 19. Package Dimensions with Spreader 

Family: Ceramic Staggered Pin Grid Array Package 

Millimeters Inches 
Symbol 

Min Max Notes Min Max Notes 

A 3.91 4.70 Solid Lid 0.154 0.185 Solid Lid 

A1 0.33 0.43 Solid Lid 0.013 0.017 Solid Lid 

A2 2.62 2.97 0.103 0.117 

B 0.43 0.51 0.017 0.020 

D 49.28 49.91 1.940 1.965 

D1 45.47 45.97 1.790 1.810 

D2 31.50 32.00 Square 1.240 1.260 Square 

D3 33.99 34.59 1.338 1.362 

D4 8.00 9.91 0.315 0.390 

E1 2.41 2.67 0.095 0.105 

E2 1.14 1.40 0.045 0.055 

F 0.127 Diagonal 0.005 Diagonal 

L 3.05 3.30 0.120 0.130 

N 296 296 

S1 1.52 2.54 0.060 0.100 

Table 20. Package Dimensions without Spreader 

Family: 29S·Pin Ceramic Pin Grid Array Package 

Millimeters Inches 
Symbol 

Min Max Notes Min Max Notes 

A 3.27 3.83 Ceramic Lid 0.129 0.151 Ceramic Lid 

A1 0.66 0.86 Ceramic Lid 0.026 0.034 Ceramic Lid 

A2 2.62 2.97 0.103 0.117 

B 0.43 0.51 0.017 0.020 

D 49.28 49.78 1.940 1.960 

D1 45.59 45.85 1.795 1.805 

D3 24.00 24.25 Includes Fillet 0.945 0.955 Includes Fillet 

e1 2.29 2.79 0.090 0.110 

F 0.127 Flatness of the top of the 0.005 Flatness of the top of the 
package, measured package, measured 
diagonally diagonally 

L 3.05 3.30 0.120 1.130 

N 296 Total Pins 296 Total Pins 

S1 1.52 2.54 0.060 0.100 

I 2-141 



PENTIUM® PROCESSOR 75/90/100/120/133 

01.65 
REF. 

Pin C3 

:-.- 45° CHAMFER 
~REF. (INDEX CORNER) 

~ __________ D _____________ ~ 
_~_~~. ____ '_~~~ ____ '~~~T~ __ '~' _ •• ~ ~~~_. 

rt="~~--~~: ==----~-n 

. ,'.~. ,-
'~. ' . 

::: 

D 

CUW Heat 
Spreader 

Braze 
Metalizatlon 

DB~""md-~ f 

~--~-----~ " "..... . ... -6 ~~ 
241997-12 

Figure 12. Pentium® Processor 75/90/100/120/133 Package Dimensions (with Spreader) 
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Figure 13. Pentium® Processor 75/90/100/120/133 Package Dimensions (without Spreader) 
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5.0 THERMAL SPECIFICATIONS 

Due to the advanced 3.3V BiGMQS process that it is 
produced on, the Pentium processor 75/90/1001 
120/133 dissipates less power than the Pentium 
processor 60166. 

The Pentium processor 75/90/100/120/133 is 
specified for proper operation when case tempera­
ture, T CASE, (T cl is within the specified range of OOG 
to 70oG. 

5.1 Measuring Thermal Values 

To verify that the proper T C (case temperature) is 
maintained, it should be measured at the center of 
the package top surface (opposite of the pin's). The 
measurement is made in the same way with or with­
out a heat sink attached. When a heat sink is at­
tached a hole (smaller than 0.150" diameter) should 
be drilled through the heat sink to allow probing the 
center of the package. See Figure 13 for an illustra­
tion of how to measure T C. 

To minimize the measurement errors, it is recom­
mended to use the following approach: 

• Use 36-gauge or finer diameter K, T, or J type 
thermocouples. The laboratory testing was done 
using a thermocouple made by Omega (part num­
ber: 5TG-TTK-36-36). 

• Attach the thermocouple bead or junction to the 
center of the package top surface using high 
thermal conductivity cements. The laboratory 
testing was done by using Omega Bond (part 
number: OB-100). 

• The thermocouple should be attached at a 90-de­
gree angle as shown in Figure 14. 

• The hole size should be smaller than 0.150" in 
diameter. 

5.1.1 THERMAL EQUATIONS AND DATA 

For the Pentium processor 75/90/100/120/133, an 
ambient temperature, T A (air. temperature around 
the processor), is not specified directly. The only re­
striction is that T C is met. To calculate T A values, the 
following equations may be used: 

where: 

T A and T C = ambient and case temperature. (oC) 

8CA = case-to-ambient thermal resistance. 
(oG/Watt) 

junction-to-ambient thermal resist­
ance. (oG/Watt) 

junction-to-case thermal resistance. 
(oG/Watt) 

P = maximum power consumption (Watt) 

Table 21 lists the 8CAvalues for the Pentium proces­
sor 75/90/100/120/133 with passive heat sinks. 
Figure 15 shows Table 21 in graphic format. 
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Figure 14. Technique for Measuring Te' 
'Thou,gh the figure shows the package With a heat spreader, the same technique applies to measuring TC of the package without a heat spreader, 
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Table 21. Thermal Resistances for Packages with Spreader 

Heat Sink In Inches 6JC (DC/Watt) 
6CA("C/Watt) vs. Laminar Airflow (linear ft/min) 

0 100 200 400 600 

1.95x1.95xO.25 0.9 8.7 7.6 6.2 4.0 3.2 

1.95x1.95xO.35 0.9 8.4 7.1 5.6 3.6 2.9 

1.95x1.95xO.45 0.9 8.0 6.6 4.9 3.2 2.5 

1.95x1.95xO.55 0.9 7.7 6.1 4.3 2.8 2.2 

1.95x1.95xO.65 0.9 7.3 5.6 3.9 2.6 2.0 

1.95x1.95xO.80 0.9 6.6 4.9 3.5 2.2 1.8 

1.95x1.95 x1.00 0.9 5.9 4.2 3.2 2.2 1.7 

1.95x1.95x1.20 0.9 5.5 3.9 2.9 2.0 1.6 

1.95x1.95x1.40 0.9 5.0 3.5 2.6 1.8 1.5 

Without Heat Sink 1.4 11.4 10.5 8.7 5.7 4.5 

Table 22. Thermal Resistances for Packages without Spreader 

Heat Sink in Inches 6JC ("C/Watt) 
6CA("C/Watt) vs. Laminar Airflow (linear ft/min) 

0 100 200 

0.25 0.8 9.1 8.0 6.6 

0.35 0.8 8.8 7.5 6.0 

0.45 0.8 8.4 7.0 5.3 

0.55 0.8 8.1 6.5 4.7 

0.65 0.8 7.7 6.0 4.3 

0.80 0.8 7.0 5.3 3.9 

1.00 0.8 6.3 4.6 3.6 

1.20 0.8 5.9 4.3 3.3 

1.40 0.8 5.4 3.9 3.0 

Without Heat Sink 1.3 14.4 13.1 11.7 

NOTES: 
Heat sinks are omni directional pin aluminum alloy. 

Features were based on standard extrusion practices for a given height 
Pin size ranged from 50 to 129 mils 
Pin spacing ranged from 93 to 175 mils 
Based thickness ranged from 79 to 200 mils 

Heat sink attach was 0.005" of thermal grease. 
Attach thickness of 0.002" will improve performance approximately 0.30 C/Watt 

I 
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Figure 15. Thermal Resistance vs. Heatsink Height (Spreader Package) 
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Figure 16. Thermal Resistance vs. Heatsink Height (Non-Spreader Package) 
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6.0 FUTURE PENTIUM® OverDrive® 
PROCESSOR SOCKET 
SPECIFICATION 

6.1 Introduction 

The future OverDrive processors are end-user sin­
gle-chip CPU upgrade products for Pentium proces­
sor-based systems. The future OverDrive proces­
sors will speed up most software applications by 
40% to 70% and are binary compatible with the 
Pentium processor. 

Two upgrade sockets have been defined for the 
Pentium processor-based system as part of the 
processor architecture. Socket 5 has been defined 
for the Pentium processor (610\75, 735\90, 
815\ 100, 1000\ 120)-based systems. Upgradability 
can be supported by implementing either a single 
socket or a dual socket strategy. A single socket 
system will Include a 320-pin SPGA Socket 5. When 
this system configuration is upgraded, the Pentium 
processor is simply replaced by the future OverDrive 
processor. A dual socket system will include a 296-
pin SPGA socket for the Pentium processor and a 
320-pin SPGA Socket 5 for the second processor. In 
dual socket systems, Socket 5 can be filled with ei­
ther the Dual processor or the future OverDrive 
processors. The rest of this section describes the 
Socket 5 specifications. 

Socket 7 has been defined as the upgrade socket 
for the Pentium processor (1110\ 133) in addition to 
the Pentium processor (610\75,735\90,815\100, 
1000\ 120). The flexibility of the Socket 7 definition 
makes it backward compatible with Socket 5 and 
should be used for all new Pentium processor-based 
system designs. The Socket 7 support requires key 
changes from Socket 5 designs; split voltage planes, 
voltage regulator module header, 3.3V clocks, BIOS 
updates, additional decoupling, etc. This information 
is not provided in this datasheet. Contact Intel for 
further information regarding the Socket 7 specifica­
tions. 

6.1.1 UPGRADE OBJECTIVES 

Systems using the Pentium processor (610\75, 
735\90, 815\100, 1000\120), and equipped with 
only one processor socket, must use Socket 5 to 
accept the future OverDrive processor. Sys-

I 
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tems equipped with two processor sockets must use 
Socket 5 as the second socket to contain either the 
Pentium processor Dual processor or the future 
OverDrive processor. 

Inclusion of Socket 5 in Pentium processor systems 
provides the end-user with an easy and cost-effec­
tive way to increase system performance. The ma­
jority of upgrade installations which take advantage 
of Socket 5 will be performed by end users and re­
sellers. Therefore, it is important that the design be 
"end-user easy," and that the amount of training 
and technical expertise required to install the up­
grade processors be minimized. Upgrade installation 
instructions should be clearly described in the sys­
tem user's manual. In addition, by making installa­
tion simple and foolproof, PC manufacturers can re­
duce the risk of system damage, warranty claims 
and service calls. The three main characterizations 
of end user easy designs are: 

• Accessible socket location 

• Clear indication of upgrade component 
orientation 

• Minimization of insertion force 

The future OverDrive processor will support all Intel 
chip sets that are supported by the Pentium proces­
sor, including 82430NX PClset and 82430FX PClset. 

6.1.2 INTEL PLATFORM SUPPORT LABS 

The Intel Platform Support Labs ensure that Pentium 
processor (610\75, 735\90, 815\100, 1000\120) 
and Pentium processor (1110\ 133)-based personal 
computers meet design criteria for reliable and 
straightforward CPU upgradability with the future 
OverDrive processor. Evaluation performed at the 
Intel Platforms Support Labs confirms that Pentium 
processor and future OverDrive processor specifica­
tions for mechanical, thermal, electrical, functional, 
and end-user installation attributes have been met. 

The OEM submits motherboard and system designs 
to one of Intel's worldwide Platform Support Labs for 
evaluation. The OEM benefits from engineering 
feedback on Pentium processor and future Over­
Drive processor support. Contact your local Intel 
representative for more information on the Intel Plat­
form Support Labs. 
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6.2 Future Pentium® OverDrive® 
Processor (Socket 5) Pinout 

This section con.tains pinouts of the future Pentium 
OverDrive Socket (Socket 5) when used as a single­
socket turbo upgrade. 
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6.2.1 PIN DIAGRAMS 

6.2.1.1 Socket 5 Pinout 

For systems with a single socket for the Pentium 
processor 75/90/100/120/133 and future Pentium 
OverDrive processor. the following pinout must be 
followed for the single socke~ location. Note that to 
be Intel Verified for a future Pentium OverDrive proc­
essor. this must be a ZIF socket. The socket foot­
print contains Vee. Vee5. and Vss pins that are in­
ternal no connects on the Pentium processor 75/ 
90/100/120/133. These pins must be connected to 
the appropriate PCB power and ground layers to en­
sure future Pentium OverDrive processor compatibif­
ity. 
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Figure 17. Socket 5 Pinout Top Side View 

The "Socket 5 PINOUT TOP SIDE VIEW" text orientation on the top side view drawing in this section repre­
sents the orientation of the ink mark on the actual packages. (Note that the text shown in this section is not the 
actual text which will be marked on the packages). 
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Table 23. Pentium® Processor 6.3 Electrical Specifications 
75/90/100/120/133 vs. Socket 5 Pins 

Pentium@ Processor 
Socket 5 Pin 

75/90/100/120/133 Signal Number Signal 

INC Vss A03 

D/P# NC AE35 

NO PIN Vss AJ07 

NOPIN Vss AJ09 

NO PIN Vcc AJ11 

NOPIN Vss AJ13 

NO PIN NC AJ15 

NOPIN Vss AJ17 

NO PIN Vcc AJ19 

NOPIN Vss AJ21 

NO PIN NC AJ23 

NO PIN Vss AJ25 

NOPIN Vss AJ27 

NOPIN Vcc AJ29 

NOPIN Vss AJ31 

INC VCC5 AN01 

INC VCC5 AN03 

INC Vcc 802 

NO PIN Vss E11 

NOPIN Vss E13 

NOPIN Vcc E15 

NO PIN NC E17 

NOPIN Vss E19 

NOPIN Vcc E21 

NO PIN Vss E23 

NOPIN NC E25 

NO PIN Vcc E27 

NOPIN Vss E29 

NO PIN Vss E31 

NOTE: 
All INCs are internal no connects. These signals are guar­
anteed to remain internally not connected in the Pentium 
processor 75/90/100/120/133. 
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The future Pentium OverDrive processor will have 
the same AC specifications, power and ground 
specifications and decoupling recommendations as 
the Pentium processor 75/90/100/120/133. 

6.3.1 VCC5 PIN DEFINITION 

The future Pentium OverDrive processor pinout con· 
tains two 5V Vcc pins (VCC5) used to provide power 
to the fan/heatsink. These pins should be connect­
ed to + 5V ± 5% regardless of the system design. 
Failure to connect VCC5 to 5V may cause the com­
ponent to shut down. 

6.4 Absolute Maximum Ratings of 
Upgrade 

The on-chip Voltage Regulation and fan/heatsink 
devices included with the future Pentium OverDrive 
processor require different stress ratings than the 
Pentium processor 75/90/100/120/133. The volt­
age regulator is surface mounted on the future Penti· 
urn OverDrive processor and is, therefore, an inte­
gral part of the assembly. The future Pentium Over· 
Drive processor storage temperature ratings are 
tightened as a result. The fan is a detachable unit, 
and the storage temperature is stated separately in 
the table below. Functional operation of the future 
Pentium OverDrive processor remains O·C to 70·C. 

I 



Future Pentlum@ OverDrlve@ Processor and 
Voltage Regulator Assembly 

Storage Temperature ............. - 30·C to 100·C 

Case Temperature Under Bias ..... -30·C to 100·C 

Fan 

Storage Temperature .............. - 30·C to 75·C 

Case Temperature Under Bias ...... -30·C to 75·C 

6.4.1 DC SPECifiCATIONS 

PENTIUMOO PROCESSOR 75/90/100/120/133 

* WARNING: Stressing the device beyond the ':Ab­
solute Maximum Ratings" may cause permanent 
damage. These are stress ratings only. Operation 
beyond the "Operating Conditions" is not recom­
mended and extended exposure beyond the "Oper­
ating Conditions" may affect device reliability. 

The future Pentium OverDrive processor will have compatible DC specifications to the Pentium processor 75/ 
90/100/120/133. except that ICC3 (Power Supply Current). ICC5 (Fan/Heatsink Current). and Vcc are the 
following: 

Table 24. Future Pentlum@ OverDrlve@ Processor Icc Specification 
VCC5=5V ±5%. TCASE = 0 to 70·C 

Symbol Parameter Min Max Unit 

ICC3(1) Power Supply Current 4330 mA 

ICC5 Fan/Heatsink Current 200 mA 

NOTE: 
1. Vee = 3.135V to 3.6V 

6.5 Mechanical Specifications 

The future Pentium OverDrive processor will be packaged in a 320-pin ceramic staggered pin grid array 
(SPGA). The pins will be arranged in a 37 x 37 matrix and the package dimensions will be 1.95" x 1.95" 
(4.95 cm x 4.95 cm). 

Table 25. Processor Package Information Summary 

Package Type Total Pins Pin Array Package Size 

I Future Pentium@ OverDrive@ Processor SPGA 320 37x37 1.95" x1.95" 
4.95 cm x 4.95 cm 
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Table 26. Future Pentium® OverDrive® Processor Package Dimensions 

Family: Ceramic Staggered Pin Grid Array Package 

Millimeters Inches 
Symbol 

Min Max Notes Min Max Notes 

A* 33.88 Solid Lid 1.334 Solid Lid 

A1 0.33 0.43 Solid Lid 0.013 0.017 Solid Lid 

A2 2.62 2.97 0.103 0.117 

A4 20.32 0.800 

A5 10.16 AirSpace 0.400 AirSpace 

8 0.43 0.51 0.0·17 0.020 

0 49.28 49.91 1.940 1.965 

01 45.47 45.97 1.790 1.810 

E1 2.41 2.67 0.095 0.105 

E2 1.14 1.40 0.045 0.055 

L 3.05 3.30 0.120 0.130 

N 320 SPGA pins 320 SPGApins 

S1 1.52 2.54 0.060 0.100 

NOTES: 
* Assumes the minimum air space above the fan/heatsink 

A 0.2" clearance around three of four sides of the package is also required to allow free airflow through the fan/heatsink. 
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Figure 18. Future Pentium® OverDrive® Processor Package Dimensions 

6.6 Thermal Specifications 
The future Pentium OverDrive processor will be 
cooled with a fanlheatsink cooling solution. The fu­
ture Pentium OverDrive processor with a fan/heat­
sink is specifiecj for proper operation when T A (air 
temperature entering the fan/heatsink) is a maxi­
mum of 45°C. When the T A(max) s 45°C specifica­
tion is met, the fanlheatsink will keep T c (case tem­
perature) within the specified range of O°C to 70°C 
provided airflow through the fanlheatsink is unim­
peded. 

6.7 Upgradability with Socket 51 
Socket 7 

6.7.1 INTRODUCTION 

• Built-in upgradability for Pentium processor 751 
90/100/120 based systems with Socket 5 
- Supports the future Pentium OverDrive proc­

essor 320-pin socket (Socket 5) 
• Built-in upgradability for Pentium processor 133 

based systems with Socket 7 

I 

- Supports the future Pentium OverDrive proc­
essor Socket 7 

6.7.2 SOCKET 5 VENDORS 

OEMs should contact Intel for the most current list 
of Intel-qualified socket vendors. For a complete list 
of Qualified Sockets and Vendor Order Numbers, 
call the Intel Faxback number for your geographical 
area and have document #7209 automatically faxed 
to you. Figure 19 shows preliminary dimensions for 
AMP and Yamaichi sockets. OEMs should directly 
contact the socket vendors for the most current 
socket information. Figure 20 shows the upgrade 
processor's orientation in Socket 5. 

To order Socket 5 from AMP and Yamaichi, the 
phone numbers and part numbers are as follows: 

AMP: 1-800-522-6752 
part#: 916513-1 

Yamaichi: 1-800-769-0797 
part#: NP210-320K13625 

6.7.3 SOCKET 7 

Socket 7 information is not provided in this data­
sheet. Contact Intel for further information regarding 
Socket 7 specifications. 
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YAMAICHI '.. .. 54.82 +/- 0.4 

• 
I 

63.89 + 0.7 i 
- 0.3 I 

Socket 5 
,;:==;;;;;;;;;;;;;;;;;;;;;;;;i;;;;~ - - - - -

62.46 +/- 0.5 .. 
~ 

AMP 
.. .. 

52.20 +/- 0.4 

f 
I 
I 

63.99 I 

+/- 0.50 
I 

[ 

Socket 5 , 
58.45 +/- 0.5 .. 

JiiC= __ :.anU -, 10.92 7.62 +/- 0.30 I: J !. • h - +/_ .30 

5.40 :t :'11 _==-.. ii:ZJ1n- f 9.00 15.49 

16.5 

NOTE: 
All dimensions are in mm. 

Figure 19. Socket 5 Footprint Dimensions 

WARNING: 
See socket manufacturer for the most current information. 
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Figure 20. Socket 5 Chip Orientation 
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6.8 Testability 

6.8.1 BOUNDARY SCAN 

The future Pentium OverDrive processor supports 
the IEEE Standard 1149.1 boundary scan using 
the Test Access Port (TAP) and TAP Controller. 
The boundary scan register for the future Pentium 
OverDrive processor contains a cell for each pin. 
The turbo upgrade component will have a different 
bit order than the Pentium processor 75/90/1001 
120/133. If the TAP port on your system will be used 
by an end user following installation of the future 
Pentium OverDrive processor, please contact Intel 
for the bit order of the upgrade processor boundary 
scan register. 

I 
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PENTIUM® PROCESSORS AT iCOMp® 
INDEX 1000\ 120, 735\90, 610\75 MHz 

WITH VOLTAGE REDUCTION TECHNOLOGY 
Compatible with Large Software Base • 4M Pages for Increased TLB Hit Rate 
- MS-DOS:j:, Windows:j:, OS/2:j:, UNIX:j: • IEEE 1149.1 Boundary Scan 
32-Bit CPU with 64-Bit Data Bus • Internal Error Detection Features 
Superscalar Architecture 

SL Enhanced Power Management - Two Pipelined Integer Units Are • 
Capable of 2 Instructions/Clock Features 

- Pipelined Floating Point Unit - System Management Mode 
- Clock Control 

Separate Code and Data Caches 
Voltage Reduction Technology - 8K Code, 8K Write back Data • 

- MESI Cache Protocol - 2.9V Vee for core supply 

Advanced Design Features 
- 3.3V Vee for I/O buffer supply 

- Branch Prediction • Fractional Bus Operation 
- Virtual Mode Extensions - 75-MHz Core/50-MHz Bus 

Low Voltage BiCMOS Silicon - 90-MHz Core/60-MHz Bus 

Technology -120-MHz Core/60-MHz Bus 

The Pentium® processor is fully compatible with the entire installed base of applications for DOS:j:, Windows:j:, 
OS/2:j:, and UNIX:j:, and all other software that runs on any earlier Intel 8086 family product. The Pentium 
processor's superscalar architecture can execute two instructions per clock cycle. Branch prediction and 
separate caches also increase performance. The pipelined floating-point unit delivers workstation level per­
formance. Separate code and data caches reduce cache conflicts while remaining software transparent. The 
Pentium processor with voltage reduction technology has 3.3 million transistors. It is built on Intel's advanced 
low voltage BiCMOS silicon technology, and has full SL Enhanced power management features, including 
System Management Mode (SMM) and clock control. The additional SL Enhanced features, 2.9V core opera­
tion along with 3.3V I/O buffer operation, and the option of the TCP package, which are not available in the 
Pentium processor (510\60, 567\66), make the Pentium processor with voltage reduction technology ideal for 
enabling mobile Pentium processor designs. The Pentium processor may contain design defects or errors 
known as errata. Current characterized errata are available upon request. 

:j:Other brands and trademarks are the property of their respective owners. 
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PENTIUM® PROCESSORS WITH VOLTAGE REDUCTION TECHNOLOGY 

1.0 INTRODUCTION 

Intel is manufacturing a reduced power version of 
the latest Pentium® processor, the Pentium proces­
sor at iCOMP® index (610\75 MHz, 735\90 MHz, 
1000\ 120 MHz) with voltage reduction technology, 
targeting the mobile market. Voltage reduction tech­
nology allows the processor to "talk" to industry 
standard 3.3V components while its inner core, op­
erating at 2.9 volts, consumes less power to pro­
mote a longer battery life. The Pentium processor 
with voltage reduction technology is offered in the 
Tape Carrier Package (TCP) and the SPGA pack­
age. It has all the advanced features of the 3.3V 
Pentium except for the differences listed in sections 
3.1 and 7.1.1. 

The Pentium processor with voltage reduction tech­
nology has several features which allow high-per­
formance notebooks to be designed with the Penti­
um processor, including the following: 

• The Pentium processor with voltage reduction 
technology TCP package dimensions are ideal 
for small form-factor deSigns. 

• The Pentium processor with voltage reduction 
technology TCP package has superior thermal re­
sistance characteristics. 

• 2.9V core and 3.3V I/O buffer Vee inputs reduce 
power consumption significantly, while maintain­
ing 3.3V compatibility externally. 

• The SL Enhanced feature set, which was initially 
implemented in the Intel486TM CPU. 

The architecture and internal features of the Penti­
um processor with voltage reduction technology 
(TCP and SPGA) are identical to those of the Penti­
um processor (610\75, 735\90, 815\100, 
1000\ 120), except several features not used in mo­
bile applications have been eliminated to streamline 
it for mobile applications. The TCP Pentium proces-

I 

sor with voltage reduction technology speCifications 
are detailed in section 3 to section 6. All SPGA Pen­
tium processor with voltage reduction technology 
specifications. with the exception of the differences 
described in section 7, are identical to the Pentium 
processor (610\75, 735\90, 815\100, 1000\120) 
specifications provided in the Pentium® Processor 
Family Developer's Manual, Volume 1: Pentium® 
Processors. 

This document should be used in conjunction with 
the Pentium processor documents listed below. 

List of related documents: 

• Pentium® Processor Family Developer's Manual, 
Vol 1: Pentium® Processors (Order Number: 
241428) 

• Pentium® Processor Family Developer's Manual, 
Vol 3: Architecture and Programming Manual 
(Order Number: 241430) 

2.0 MICROPROCESSOR 
ARCHITECTURE OVERVIEW 

The Pentium processor with voltage reduction tech­
nology extends the Intel Pentium family of micro­
processors. It is compatible with the 8086/88, 
80286, Intel386™ OX, Intel386 SX, Intel486TM OX, 
Intel486 OX2, Intel486 SX and the Pentium proces­
sors at iCOMp® Index 510\60 MHz, 567\66 MHz, 
610\75 MHz, 735\90 MHz and 815\100 MHz. 

The Pentium processor family consists of the Penti­
um processor with voltage reduction technology de­
scribed in this document, the original Pentium proc­
essor (510\60, 567\66), and the Pentium processor 
(610\75, 735\90, 815\100, 1000\120). "Pentium 
processor" will be used in this document to refer to 
the entire Pentium processor family in general. 
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PENTIUM® PROCESSORS WITH VOLTAGE REDUCTION TECHNOLOGY 

The Pentium processor family architecture contains 
all of the features of the Intel486 CPU family, and 
provides significant enhancements and additions in­
cluding the following: 

• Superscalar Architecture 

• Dynamic Branch Prediction 

• Pipelined Floating-Point Unit 

• Improved Instruction Execution Time 

• Separate 8K Code and 8K Data Caches 
• Writeback MESI Protocol in the Data Cache 

• 64-Bit Data Bus 

• Bus Cycle Pipelining 

• Address Parity 
• Internal Parity Checking 

• Execution Tracing 

• Performance Monitoring 

• IEEE 1149.1 Boundary Scan 

• System Management Mode 

• Virtual Mode Extensions 

2.1 Pentium® Processor Family 
Architecture 

The application instruction set of the Pentium proc­
essor family includes the complete Intel486 CPU 
family instruction set with extensions to accommo­
date some of the additional functionality of the Penti­
um processors. All application software written for 
the Intel386 and Intel486 family microprocessors will 
run on the Pentium processors without modification. 
The on-Chip memory management unit (MMU) is 
completely compatible with the Intel386 family and 
Intel486 family of CPUs. 

The Pentium processors implement several en­
hancements to increase performance. The two in­
struction pipelines and floating-point unit on Pentium 
processors are capable of independent operation. 
Each pipeline issues frequently used instructions in 
a single clock. Together, the dual pipes can issue 
two integer instructions in one clock, or one floating 
point instruction (under certain circumstances, two 
floating-point instructions) in one clock. 

Branch prediction is implemented in the Pentium 
processors. To support this, Pentium processors im­
plement two prefetch buffers, one to prefetch code 
in a linear fashion, and one that prefetches code 
according to the Branch Target Buffer (BTB) 
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so the needed code is almost always prefetched be­
fore it is needed for execution. 

The floating-point unit has been completely rede­
signed over the Intel486 CPU. Faster algorithms pro­
vide up to 10X speed-up for common operations in­
cluding add, multiply and load. 

Pentium processors include separate code and data 
caches integrated on-chip to meet performance 
goals. Each cache is 8 Kbytes in size, with a 32-byte 
line size and is 2-way set associative. Each cache 
has a dedicated Translation Lookaside Buffer (TLB) 
to translate linear addresses to physical addresses. 
The data cache is configurable to be writeback or 
writethrough on a line-by-line basis and follows the 
MESI protocol. The data cache tags are triple ported 
to support two data transfers and an inquire cycle in 
the same clock. The code cache is an inherently 
write-protected cache. The code cache tags are 
also triple ported to support snooping and split line 
accesses. Individual pages can be configured as 
cacheable or non-cacheable by software or hard­
ware. The caches can be enabled or disabled by 
software or hardware. 

The Pentium processors have increased the data 
bus to 64 bits to improve the data transfer rate. Burst 
read and burst write back cycles are supported by 
the Pentium processors. In addition, bus cycle pipe­
lining has been added to allow two bus cycles to be 
in progress simultaneously. The Pentium proces­
sors' Memory Management Unit contains optional 
extensions to the architecture which allow 2-Mbyte 
and 4-Mbyte page sizes. 

The Pentium processors have added significant data 
integrity and error detection capability. Data parity 
checking is still supported on a byte-by-byte basis. 
Address parity checking and internal parity checking 
features have been added along with a new excep­
tion, the machine check exception. 

As more and more functions are integrated on chip, 
the complexity of board level testing is increased. To 
address this, the Pentium processors have in­
creased test and debug capability. The Pentium 
processors implement IEEE Boundary Scan (Stan­
dard 1149.1). In addition, the Pentium processors 
have specified four breakpoint pins that correspond 
to each of the debug registers and externally indi­
cate a breakpoint match. Execution tracing provides 
external indications when an instruction has com­
pleted execution in either of the two internal pipe­
lines, or when a branch has been taken. 

I 
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System Management Mode (SMM) has been imple­
mented along with some extensions to the SMM ar­
chitecture. Enhancements to the virtual '8086 mode 
have been made to increase performance by reduc­
ing the number of times it is necessary to trap to a 
virtual 8086 monitor. 

The block diagram shows the two instruction pipe­
lines, the "u" pipe and "v" pipe. The u-pjpe can exe­
cute all integer and floating point instructions. The v­
pipe can execute simple integer instructions and the 
FXCH floating-point instructions. 

The separate caches are shown, the code cache 
and data cache. The data cache has two ports, one 
for each of the two pipes (the tags are triple ported 
to allow simultaneous inquire cycles). The data 
cache has a dedicated Translation Lookaside Buffer 
(TLB) to translate linear addresses to the physical 
addresses used by the data cache. 

The code cache, branch target buffer and prefetch 
buffers are responsible for getting raw instructions 
into .the execution units of the Pentium processor. 
Instructions are fetched from the code cache or 
from the external bus. Branch addresses are re­
membered by the branch target buffer. The code 
cache TLB translates linear addresses to physical 
addresses used by the code cache. 

The decode unit decodes the prefetched instruc­
tions so the Pentium processor can execute the in­
struction. The control ROM contains the micro-
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code which controls the sequence of operations that 
must be performed to implement the Pentium proc­
essor architecture. The control ROM unit has direct 
control over both pipelines. 

The Pentium processors contain a pipelined floating­
point unit that proyides a 'significant floating-point 
performance advantage over previous generations 
of processors. 

The architectural features introduced in this section 
are more fully described in the Pentium® Processor 
Family Developer's Manual, Volume 3. 

3.0. TCP PINOUT 

3.1. Pentium® Processor with Voltage 
Reduction Technology 
Differences from the SPGA 3.3V 
Pentium Processor 

To better streamline the part for mobile applications, 
the following features have been eliminated for the 
TCP and SPGA Pentium processor with voltage re­
duction technology: Upgrade, Dual Processing (DP), 

'APIC and Master/Checker functional redundancy. 
Table 1 lists the corresponding pins which exist on 
the SPGA 3.3V Pentium' processor but have been 
removed on the TCP and SPGA Pentium processor 
with voltage reduction technology. 
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Table 1. Signals Removed in Pentium® Processor with Voltage Reduction Technology 

Signal Function 

ADSC# Additional Address Status. This signal is mainly used for large or standalone L2 cache memory 
subsystem support required for high-performance desktop or server models. 

BRDYC# Additional Burst Ready. This signal is mainly used for large or standalone L2 cache memory 
subsystem support required for high-performance desktop or server models. 

CPUTYP CPU Type. This signal is used for dual processing systems. 

D/P# Dual/Primary processor identification. This signal is only used for an Upgrade processor. 

FRCMC# Functional Redundancy Checking. This signal is only used for error detection via processor 
redundancy, and requires two Pentium® processors (master/checker). 

PBGNT# Private Bus Grant. This signal is only used for dual processing systems. 

PBREQ# Private Bus Request. This signal is used only for dual processing systems. 

PHIT# Private Hit. This signal is only used for dual processing systems. 

PHITM# Private Modified Hit. This signal is only used for dual processing systems. 

PICCLK APIC Clock. This signal is the APIC interrupt controller serial data bus clock. 

PICDO APIC's Programmable Interrupt Controller Data line O. PICDO shares a pin with OPEN # (Dual 
[DPEN#] Processing Enable). 

PICD1 APIC's Programmable Interrupt Controller Data line 1. PICD1 shares a pin with APICEN (APIC 
[APICEN] Enable (on RESET)). 
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3.2. TCP Pinout and Pin Descriptions 

3.2.1. PENTIUM® PROCESSOR WITH VOLTAGE REDUCTION TECHNOLOGY TCP PINOUT 

~,~---------------~ 

242557-3 

Figure 2. Pentium@ Processor with Voltage Reduction Technology TCP Pinout 
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3.2.2. TCP PIN CROSS REFERENCE TABLE FOR PENTIUM® PROCESSOR WITH VOLTAGE 
REDUCTION TECHNOLOGY 

Table 2. TCP Pin Cross Reference by Pin Name 

Address 

A3 219 A9 234 A15 251 A21 200 A27 

A4 222 A10 237 A16 254 A22 201 A28 

A5 223 A11 238 A17 255 A23 202 A29 

A6 227 A12 242 A18 259 A24 205 A30 

A7 228 A13 245 A19 262 A25 206 A31 

A8 231 A14 248 A20 265 A26 207 

Data 

00 152 013 132 026 107 039 87 052 

01 151 014 131 027 106 040 83 053 

02 150 015 128 028 105 041 82 054 

03 149 016 126 029 102 042 81 055 

04 146 017 125 030 101 043 78 056 

05 145 018 122 031 100 044 77 057 

06 144 019 121 032 96 045 76 058 

07 143 020 120 033 95 046 75 059 

08 139 021 119 034 94 047 72 060 

09 138 022 116 035 93 048 70 061 

010 137 023 115 036 90 049 69 062 

011 134 024 113 037 89 050 64 063 

012 133 025 108 038 88 051 63 

I 

208 

211 

212 

213 

214 

62 

61 

56 

55 

53 

48 

47 

46 

45 

40 

39 

38 

2-165 



PENTIUM® PROCESSORS WITH VOLTAGE REDUCTION TECHNOLOGY 

Table 2. TCP Pin Cross Reference by Pin Name (Continued) 

Control 

A20M# 286 BREQ 312 HITM# 293 PM1/BP1 29 

ADS# 296 BUSCHK# 288 HlDA 311 PRDY 318 

AHOlD 14 CACHE # 21 HOLD 4 PWT 299 

AP 308 D/C# 298 IERR# 34 RIS# 198 

APCHK# 315 DPO 140 IGNNE# 193 RESET 270 

BEO# 285 DP1 127 INIT 192 SCYC 273 

BE1# 284 DP2 114 INTR/UNTO 197 SMI# 196 

BE2# 283 DP3 99 INV 15 SMIACT# 319 

BE3# 282 DP4 84 KEN# 13 TCK 161 

BE4# 279 DP5 71 lOCK# 303 TOI 163 

BE5# 278 DP6 54 M/IO# 22 TOO 162 

BE6# 277 DP7 37 NA# 8 TMS 164 

BE7# 276 EADS# 297 NMI/UNT1 199 TRST# 167 

BOFF# 9 EWBE# 16 PCD 300 W/R# 289 

BP2 28 FERR# 31 PCHK# 316 WB/WT# 5 

BP3 25 FlUSH# 287 PEN# 191 

BRDY# 10 HIT# 292 PMO/BPO 30 

Clock Control 

BF 186 STPClK# 181 

ClK 272 
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Table 2. TCP Pin Cross Reference by Pin Name (Continued) 

Vcc2* 

1 111 183 257 
6 153 188 260 
11 157 190 266 
17 165 195 268 
27 168 217 304 
33 170 225 309 
41 172 232 317 
49 174 240 
57 177 243 
65 180 249 

Vcc3** 

2 91 178 258 
19 97 204 264 
23 103 210 275 
35 109 216 281 
43 117 221 291 
51 123 226 295 
59 129 230 301 
67 135 236 306 
73 141 241 313 
79 147 247 
85 160 253 

NOTE: 
'These VCc2 pins are 2.9V mputs for the TCP Pentlum® processor with voltage reduction technology, but may change to a 
different voltage on future offerings of thiS microprocessor family. 
"AII Vcc3 pins will remain at 3.3V power Inputs for TCP Pentium processor. 
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Table 2. TCP Pin Cross Reference by Pin Name (Continued) 

Vss 
3 50 104 166 209 250 302 
7 52 110 169 215 252 305 
12 58 112 171 218 256 307 
18 60 118 173 220 261 310 
20 66 124 176 224 263 314 
24 68 130 179 229 267 320 
26 74 136 182 233 269 
32 80 142 187 235 274 
36 86 148 189 239 280 
42 92 154 194 244 290 
44 98 159 203 246 294 

HC 

155 156 158 175 184 185 271 
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Table 3. TCP Pin Cross Reference by Pin Number (Pins 1-136) 

Pin # Signal Pin # Signal Pin # Signal Pin # Signal 

1 VCC2 35 VCC3 69 049 103 VCC3 

2 VCC3 36 VSS 70 048 104 VSS 

3 VSS 37 OP7 71 OP5 105 028 

4 HOLO 38 063 72 047 106 027 

5 WB/WT# 39 062 73 VCC3 107 026 

6 VCC2 40 061 74 VSS 108 025 

7 VSS 41 VCC2 75 046 109 VCC3 

8 NA# 42 VSS 76 045 110 VSS 

9 BOFF# 43 VCC3 77 044 111 VCC2 

10 BROY# 44 VSS 78 043 112 VSS 

11 VCC2 45 060 79 VCC3 113 024 

12 VSS 46 059 80 VSS 114 OP2 

13 KEN# 47 058 81 042 115 023 

14 AHOLO 48 057 82 041 116 022 

15 INV 49 VCC2 83 040 117 VCC3 

16 EWBE# 50 VSS 84 OP4 118 VSS 

17 VCC2 51 VCC3 85 VCC3 119 021 

18 VSS 52 VSS 86 VSS 120 020 

19 VCC3 53 056 87 039 121 019 

20 VSS 54 OP6 88 038 122 018 

21 CACHE# 55 055 89 037 123 VCC3 

22 M/IO# 56 054 90 036 124 VSS 

23 VCC3 57 VCC2 91 VCC3 125 017 

24 VSS 58 VSS 92 VSS 126 016 

25 BP3 59 VCC3 93 035 127 OP1 

26 VSS 60 VSS 94 034 128 015 

27 VCC2 61 053 95 033 129 VCC3 

28 BP2 62 052 96 032 130 VSS 

29 PM1/BP1 63 051 97 VCC3 131 014 

30 PMO/BPO 64 050 98 VSS 132 013 

31 FERR# 65 VCC2 99 OP3 133 012 

32 VSS 66 VSS 100 031 134 011 

33 VCC2 67 VCC3 101 030 135 VCC3 

34 IERR# 68 VSS 102 029 136 VSS 
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Table 3. TCP Pin Cross Reference by Pin Number (Pins 137-272) (Continued) 

Pin # Signal Pin # Signal Pin # Signal Pin # Signal 

137 D10 171 VSS 205 A24 239 VSS 

138 D9 172 VCC2 206 A25 240 VCC2 

139 D8 173 VSS 207 A26 241 VCC3 

140 DPO 174 VCC2 208 A27 242 A12 

141 VCC3 175 NC 209 VSS 243 VCC2 

142 V~S 176 VSS 210 VCC3 244 VSS 

143 D7 177 VCC2 211 A28 245 A13 

144 D6 178 VCC3 212 A29 246 VSS 

145 D5 179 VSS 213 A30 247 VCC3 

146 D4 180 VCC2 214 A31 248 A14 

147 VCC3 181 STPClK# 215 VSS 249 VCC2 

148 VSS 182 VSS 216 VCC3 250 VSS 

149 D3 183 VCC2 217 VCC2 251 A15 

150 D2 184 NC 218 VSS 252 VSS 

151 D1 185 NC 219 A3 253 VCC3 

152 DO 186 SF 220 VSS 254 A16 

153 VCC2 187 VSS 221 VCC3 255 A17 

154 VSS 188 VCC2 222 A4 256 VSS 

155 NC 189 VSS 223 A5 257 VCC2 

156 NC 190 VCC2 224 VSS 258 VCC3 

157 VCC2 191 PEN# 225 VCC2 259 A18 

158 NC 192 INIT 226 VCC3 260 VCC2 

159 VSS 193 IGNNE# 227 A6 261 VSS 

160 VCC3 194 VSS 228 A7 262 A19 

161 TCK 195 VCC2 229 VSS 263 VSS 

162 TOO 196 SMI# 230 VCC3 264 VCC3 

163 TOI 197 INTR 231 A8 265 A20 

164 TMS 198 RIS# 232 VCC2 266 VCC2 

165 VCC2 199 NMI 233 VSS 267 VSS 

166 VSS 200 A21 234 A9 ' 268 VCC2 

167 TRST# 201 A22 235 VSS 269 VSS 

168 VCC2 202 A23 236 VCC3 270 RESET 

169 VSS 203 VSS 237 A10 271 NC 

170 VCC2 204 VCC3 238 A11 272 ClK 
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Table 3. TCP Pin Cross Reference by Pin Number (Pins 273-320) (Continued) 

Pin # Signal Pin # Signal Pin # Signal Pin # Signal 

273 SCYC 285 BEO# 297 EADS# 309 VCC2 

274 VSS 286 A20M# 298 D/C# 310 VSS 

275 VCC3 287 FLUSH# 299 PWT 311 HLDA 

276 BE7# 288 BUSCHK# 300 PCD 312 BREQ 

277 BE6# 289 W/R# 301 VCC3 313 VCC3 

278 BE5# 290 VSS 302 VSS 314 VSS 

279 BE4# 291 VCC3 303 LOCK# 315 APCHK# 

280 VSS 292 HIT# 304 VCC2 316 PCHK# 

281 VCC3 293 HITM# 305 VSS 317 VCC2 

282 BE3# 294 VSS 306 VCC3 318 PRDY 

283 BE2# 295 VCC3 307 VSS 319 SMIACT# 

284 BE1# 296 ADS# 308 AP 320 VSS 

NOTE: 
1. VCC2 pins are 2.9V power inputs to the core. 
2. VCC3 pins are 3.3V power inputs to the core. 
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3.3. Design Notes 

For reliable operation, always connect unused in­
puts to an appropriate signal level. Unused active 
low inputs should be connected to Vee3. Unused 
active HIGH inputs should be connected to GND 
(Vssl· 

No Connect (NC) pins must remain unconnected. 
Connection of NC pins may result in component fail­
ure or incompatibility with processor steppings. 

3.4. Quick Pin Reference 

This section gives a brief functional description of 
each of the pins. For a detailed description, see the 

2-172 

"Hardware Interface" chapter in the Pentium® Proc­
essor Family Developer's Manual, Volume 1. 

Note that all input pins must meet their AC/DC 
specifications to guarantee proper functional 
behavior. 

The # symbol at the end of a signal name indicates 
that the active or asserted state occurs when the 
signal is at a low voltage. When a # symbol is not 
present after the signal name, the signal is active, or 
asserted at the high voltage level. 
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Table 4. Quick Pin Reference 

Symbol Type Name and Function 

A20M# I When the address bit 20 mask pin is asserted, the Pentium® processor emulates 
the address wraparound at 1 Mbyte which occurs on the 8086. When A20M # is 
asserted, the processor masks physical address bit 20 (A20) before performing a 
lookup to the internal caches or driving a memory cycle on the bus. The effect of 
A20M# is undefined in protected mode. A20M# must be asserted only when the 
processor is in real mode. 

A31-A3 110 As outputs, the address lines of the processor along with the byte enables define 
the physical area of memory or I/O accessed. The external system drives the 
inquire address to the processor on A31-A5. 

ADS# 0 The address status indicates that a new valid bus cycle is currently being driven by 
the processor. 

AHOLD I In response to the assertion of address hold, the processor will stop driving the 
address lines (A31-A3), and AP in the next clock. The rest of the bus will remain 
active so data can be returned or driven for previously issued bus cycles. 

AP I/O Address parity is driven by the processor with even parity information on all 
processor generated cycles in the same clock that the address is driven. Even 
parity must be driven back to the processor during inquire cycles on this pin in the 
same clock as EADS# to ensure that correct parity check status is indicated. 

APCHK# 0 The address parity check status pin is asserted two clocks after EADS # is 
sampled active if the processor has detected a parity error on the address bus 
during inquire cycles. APCHK # will remain active for one clock each time a parity 
error is detected. 

BE7#-BE5# 0 The byte enable pins are used to determine which bytes must be written to 
BE4#-BEO# 110 external memory, or which bytes were requested by the CPU for the current cycle. 

The byte enables are driven in the same clock as the address lines (A31-3). 

BF I Bus Frequency determines the bus-to-core ratio. BF is sampled at RESET, and 
cannot be changed until another non-warm (1 ms) assertion of RESET. Additionally, 
BF must not change values while RESET is active. For proper operation of the 
processor, this pin should be strapped high or low. When BF is strapped to VCC, 
the processor will operate at a % bus/ core frequency ratio. When BF is strapped to 
VSS, the processor will operate to a % bus/core frequency ratio. If BF is left 
floating, the processor defaults to a % bus/core ratio. 

BOFF# I The backoff input is used to abort all outstanding bus cycles that have not yet 
completed. In response to BOFF #, the processor will float all pins normally floated 
during bus hold in the next clock. The processor remains in bus hold until BOFF # is 
negated, at which time the Pentium processor restarts the aborted bus cycle(s) in 
their entirety. 

BP[3:2] 0 The breakpoint pins (BP3-0) correspond to the debug registers, DR3-DRO. 
PM/BP[1 :0] These pins externally indicate a breakpoint match when the debug registers are 

programmed to test for breakpoint matches. 

BP1 and BPO are multiplexed with the performance monitoring pins (PM1 and 
PMO). The PB1 and PBO bits in the Debug Mode Control Register determine if the 
pins are configured as breakpoint or performance monitoring pins. The pins come 
out of RESET configured for performance monitoring. 
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Table 4. Quick Pin Reference (Continued) 

Symbol Type Name and Function 

BROY# • I The burst ready input indicates that the external system has presented valid data on 
the data pins in response to a read or that the external system has accepted the 
pr06essor data in response to a write request. This signal is sampled in the T2, T12 

, and T2P bus states. 

BREQ 0 The bus request output indicates to the external system that the processor has 
internally generated a bus request. This signal is always driven whether or not the 
processor is driving its bus. 

BUSCHK# I The bus check input allows the system to Signal an unsuccessful completion of a bus 
cycle. If this pin is sampled active, the processor will latch the address and control 
signals in the machine check registers. If, in addition, the MCE bit in CR4 is set, the 
processor will vector to the machine check exception. 

CACHE# 0 For processor-initiated cycles, the cache pin indicates internal cacheability of the 
cycle (if a read), and indicates a burst writeback cycle (if a write). If this pin is driven 
inactive during a read cycle, the processor will not cache the returned data, regardless 
of the state of the KEN # pin. This pin is also used to determine the cycle length 
(number of transfers in the cycle). 

ClK I The clock input provides the fundamental timing for the processor. Its frequency is the 
operating frequency of the processor external bus and requires TTL levels. All external 
timing parameters except TOI, TOO, TMS, TRST # and PICOO-1 are specified with 
respect to the rising edge of ClK. It is recommended that ClK begin 150 ms after Vee 
reaches its proper operating level. This recommendation is only to assure the long 
term reliability of the device. 

O/C# 0 The data/code output is one of the primary bus cycle definition pins. It is driven valid 
in the same clock as the AOS# signal is asserted. O/C# distinguishes between data 
and code or special cycles. 

063-00 I/O These are the 64 data lines for the processor. Lines 07 -DO define the least 
significant byte of the data bus; lines 063-056 define the most significant byte of the 
data bus. When the CPU is driving the data lines, they are driven during the T2, T12 or 
T2P docks for that cycle. During reads, the CPU samples the data bus when BROY # 
is returned. . 

OP7-0PO I/O These are the data parity pins for· the processor. There is one for each byte of the 
data bus. They are driven by the processor with even parity information on writes in 
the same clock as write data. Even parity information must be driven back to the 
Pentium processor with voltage reduction technology on these pins in the same clock 
as the data to ensure that the correct parity check status is indicated by the processor. 
OP7 applies to 063-056; OPO applies to 07-00. 

EAOS# I This signal indicates that a valid external address has been driven onto the 
processor address pins to be used for an inquire cycle. 
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Table 4. Quick Pin Reference (Continued) 

Symbol Type Name and Function 

EWBE# I The external write buffer empty input, when inactive (high), indicates that a write cycle 
is pending in the external system. When the processor generates a write and EWBE# is 
sampled inactive, the processor will hold off all subsequent writes to all E- or M-state 
lines in the data cache until all write cycles have completed, as indicated by EWBE# 
being active. 

FERR# 0 The floating point error pin is driven active when an unmasked floating point error 
occurs. FERR # is similar to the ERROR # pin on the Intel387™ math coprocessor. 
FERR # is included for compatibility with systems using DOS-type floating point error 
reporting. 

FLUSH# I When asserted, the cache flush input forces the processor to write back all modified 
lines in the data cache and invalidate its internal caches. A Flush Acknowledge special 
cycle will be generated by the processor indicating completion of the writeback and 
invalidation. 

If FLUSH # is sampled low when RESET transitions from high to low, tristate test mode 
is entered. 

HIT# 0 The hit indication is driven to reflect the outcome of an inquire cycle. If an inquire cycle 
hits a valid line in either the data or instruction cache, this pin is asserted two clocks 
after EADS # is sampled asserted. If the inquire cycle misses the cache, this pin is 
negated two clocks after EADS #. This pin changes its value only as a result of an 
inquire cycle and retains its value between the cycles. 

HITM# 0 The hit to a modified line output is driven to reflect the outcome of an inquire cycle. It is 
asserted after inquire cycles which resulted in a hit to a modified line in the data cache. It 
is used to inhibit another bus master from accessing the data until the line is completely 
written back. 

HLDA 0 The bus hold acknowledge pin goes active in response to a hold request driven to the 
processor on the HOLD pin. It indicates that the processor has floated most of the 
output pins and relinquished the bus to another local bus master. When leaving bus 
hold, HLDA will be driven inactive and the processor will resume driving the bus. If the 
processor has a bus cycle pending, it will be driven in the same clock that HLDA is de-
asserted. 

HOLD I In response to the bus hold request, the processor will float most of its output and 
input/output pins and assert HLDA after completing all outstanding bus cycles. The 
processor will maintain its bus in this state until HOLD is de-asserted. HOLD is not 
recognized during LOCK cycles. The processor will recognize HOLD during reset. 

IERR# 0 The internal error pin is used to indicate internal parity errors. If a parity error occurs on 
a read from an internal array, the processor will assert the IERR # pin for one clock and 
then shutdown. 
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Table 4. Quick Pin Reference (Continued) 

Symbol Type Name and Function 

IGNNE# I This is the Ignore numeric error input. This pin has no effect when the NE bit in CRO is 
set to 1. When the CRO.NE bit is 0, and the IGNNE # pin is asserted, the processor will 
ignore any pending unmasked numeric exception and continue executing floating-point 
instructions for the entire duration that this pin is asserted. When the CRO.NE bit is 0, 
IGNNE# is not asserted, a pending unmasked numeric exception exists (SW.ES = 1), 
and the floating-point instruction is one of FINIT, FCLEX, FSTENV, FSAVE, FSTSW, 
FSTCW, FENI, FOISI, or FSETPM, the processor will execute the instruction in spite of 
the pending exception. When the CRO.NE bit is 0, IGNNE # is not asserted, a pending 
unmasked numeric exception exists (SW.ES = 1), and the floating-point instruction is 
one other than FINIT, FCLEX, FSTENV, FSAVE, FSTSW, FSTCW, FENI, FOISI, or 
FSETPM, the processor will stop execution and wait for an external interrupt. 

INIT I The processor Initialization input pin forces the processor to begin execution in a 
known state. The processor state after INIT is the same as the state after RESET except 
that the internal caches, write buffers, and floating point-registers retain the values they 
had prior to INIT. INIT may NOT be used in lieu of RESET after pow~r up. 

If INIT is sampled high when RESET transitions from high to low, the processor will 
perform built-in self test prior to the start of program execution. 

INTR I An active maskable interrupt input indicates that an external interrupt has been 
generated. If the IF bit in the EFLAGS register is set, the processor will generate two 
locked interrupt acknowledge bus cycles and vector to an interrupt handler after the 
current instruction execution is completed. INTR must remain active until the first 
interrupt acknowledge cycle is generated to assure that the interrupt is recognized. 

INV I The Invalidation input determines the final cache line state (S or I) in case of an inquire 
cycle hit. It is sampled together with the address for the inquire cycle in the clock 
EAOS # is sampled active. 

KEN# I The cache enable pin is used to determine whether the current cycle is cacheable or 
not and is consequently used to determine cycle length. When the processor generates 
a cycle that can be cached (CACHE # asserted) and KEN # is active, the cycle will be 
transformed into a burst line fill cycle. 

LOCK # 0 The bus lock pin indicates that the current bus cycle is locked. The processor will not 
allow a bus hold when LOCK # is asserted (but AHOLO and BOFF # are allowed). 
LOCK # goes active in the first clock of the first locked bus cycle and goes inactive after 
the BRDY # is returned for the last locked bus cycle. LOCK # is guaranteed to be de-
asserted for at least one clock between back-to-back locked cycles. 

MIIO# 0 The memory/Input-output is one of the primary bus cycle definition pins. It is driven 
valid in the same clock as the AOS# Signal is asserted. M/IO# distinguishes between 
memory and 1/0 cycles. 
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Table 4. Quick Pin Reference (Continued) 

Symbol Type Name and Function 

NA# I An active next address input indicates that the external memory system is ready to 
accept a new bus cycle although all data transfers for the current cycle have not yet 
completed. The processor will issue ADS # for a pending cycle two clocks after NA # 
is asserted. The processor supports up to two outstanding bus cycles. 

NMI I The non-maskable interrupt request signal indicates that an external non-maskable 
interrupt has been generated. 

PCD 0 The page cache disable pin reflects the state of the PCD bit in CR3; Page Directory 
Entry or Page Table Entry. The purpose of PCD is to provide an external cacheability 
indication on a page-by-page basis. 

PCHK# 0 The parity check output indicates the result of a parity check on a data read. It is 
driven with parity status two clocks after BRDY # is returned. PCHK # remains low 
one clock for each clock in which a parity error was detected. Parity is checked only 
for the bytes on which valid data is returned. 

PEN# I The parity enable input (along with CR4.MCE) determines whether a machine check 
exception will be taken as a result of a data parity error on a read cycle. If this pin is 
sampled active in the clock, a data parity error is detected. The processor will latch 
the address and control signals of the cycle with the parity error in the machine check 
registers. If, in addition, the machine check enable bit in CR4 is set to 1, the 
processor will vector to the machine check exception before the beginning of the 
next instruction. 

PM/BP[1 :01 0 These pins function as part of the performance monitoring feature. 

The breakpoint 1-0 pins are multiplexed with the performance monitoring 1-0 
pins. The PB1 and PBO bits in the Debug Mode Control Register determine if the pins 
are configured as breakpoint or performance monitoring pins. The pins come out of 
RESET configured for performance monitoring. 

PRDY 0 The probe ready output pin indicates that the processor has stopped normal 
execution in response to the RIS# pin going active or Probe Mode being entered. 

PWT 0 The page writethrough pin reflects the state of the PWT bit in CR3, the page 
directory entry, or the page table entry. The PWT pin is used to provide an external 
write back indication on a page-by-page basis. 

RIS# I The run/stop input is an asynchronous, edge-sensitive interrupt used to stop the 
normal execution of the processor and place it into an idle state. A high to low 
transition on the RIS # pin will interrupt the processor and cause it to stop execution 
at the next instruction boundary. 

RESET I RESET forces the processor to begin execution at a known state. All the processor 
internal caches will be invalidated upon the RESET. Modified lines in the data cache 
are not written back. FLUSH # and INIT are sampled when RESET transitions from 
high to low to determine if tristate test mode will be entered or if BIST will be run. 

SCYC 0 The split cycle output is asserted during misaligned LOCKed transfers to indicate 
that more than two cycles will be locked together. This signal is defined for locked 
cycles only. It is undefined for cycles which are not locked. 
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Table 4. Quick Pin Reference (Contfnued) 

Symbol Type Name and Function 

SMI# I The system management interrupt causes a system management interrupt request 
to be latched internally. When the latched SMI # is recognized on an instruction 
boundary, the processor enters System Management Mode. 

SMIACT# 0 An active system management interrupt active output indicates that the processor is 
operating in System Management Mode. 

STPCLK# I Assertion of the stop clock input signifies a request to stop the internal clock of the 
Pentium processor with voltage reduction technology thereby causing the core to 
consume less power. When the CPU recognizes STPCLK #, the processor will stop 
execution on the next instruction boundary, unless superseded by a higher priority 
interrupt, and generate a Stop Grant Acknowledge cycle. When .STPCLK # is asserted, 
the processor will still respond to external snoop requests. 

TCK I The testability clock input provides the clocking function for the processor boundary 
scan in accordance with the IEEE Boundary Scan interface (Standard 1149.1). It is 
used to clock state information and data into and out of the processor during boundary 
scan. 

TOI I The test data input is a serial input for the test logic. TAP instructions and data are 
shifted into the processor on the TOI pin on the rising edge of TCK when the TAP 
controller is in an appropriate state. 

TOO 0 The test data output is a serial output of the test logic. TAP instructions and data are 
shifted out of the processor on the TOO pin on TCK's falling edge when the TAP 
controller is in an appropriate state. 

TMS I The value of the test mode sel~ct input signal sampled at the rising edge of TCK 
controls the sequence of TAP controller state changes. 

TRST# I When asserted, the test reset input allows the TAP controller to be asynchronously 
initialized. 

Vcc2 I These pins are the 2.9V power inputs to the Pentium processor with voltage reduction 
technology. 

Vcc3 I These pins are the 3.3V power inputs to the Pentium processor with voltage reduction 
technology. 

Vss I These pins are the ground inputs to the Pentium processor with voltage reduction 
technology. 

W/R# 0 Write/read is one of the primary bus cycle definition pins. It is driven valid in the same 
clock as the AOS# signal is asserted. W/R# distinguishes between write and read 
cycles. 

WB/WT# I The writeback/writethrough input allows a data cache line to be defined as 
write back or writethrough on a line·by·line basis. As a result, it determines whether a 
cache line is initially in the S or E state in the data cache. 
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3.5. Pin Reference Tables 
Table 5. Output Pins 

Name Active Level When Floated 

ADS# Low Bus Hold, BOFF # 

APCHK# Low 

BE7#-BE5# Low Bus Hold, BOFF # 

BREQ High 

CACHE# Low Bus Hold, BOFF # 

FERR# Low 

HIT# Low 

HITM# Low 

HLDA High 

IERR# Low 

LOCK# Low Bus Hold, BOFF # 

MIIO#, DfC#, WfR# nfa Bus Hold, BOFF # 

PCHK# Low 

BP3-2, PM1 fBP1, PMOfBPO High 

PRDY High 

PWT,PCD High Bus Hold, BOFF # 

SCYC High Bus Hold, BOFF # 

SMIACT# Low 

TDO nfa All states except Shift-DR and Shift-IR I 
NOTE: 
All output and input/output pins are floated during tristate test mode (except TDO). 
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Table 6. Input Pins 

Name Active Level 
Synchronousl 

Internal Resistor Qualified 
Asynchronous 

A20M# Low Asynchronous 

AHOLD High Synchronous 

SF High Synchronous/RESET Pullup 

BOFF# Low Synchronous 

BRDY# Low Synchronous Pullup Bus State T2, T12, T2P 

BUSCHK# Low Synchronous Pullup BRDY# 

CLK n/a 

EADS# Low Synchronous 

EWBE# Low Synchronous BRDY# 

FLUSH# Low Asynchronous 

HOLD High Synchronous 

IGNNE# Low Asynchronous 

INIT High Asynchronous 

INTR High Asynchronous 

INV High Synchronous EADS# 

KEN# Low Synchronous First BRDY#/NA# 

NA# Low -Synchronous Bus State T2,TD,T2P 

NMI High Asynchronous 

PEN# Low Synchronous BRDY# 

R/S# n/a Asynchronous Pullup 

RESET High Asynchronous 

SMI# Low Asynchronous Pullup 

STPCLK# Low Asynchronous Pullup 

TCK n/a Pullup 

TDI n/a Synchronous/TCK Pullup TCK 

TMS n/a Synchronous/TCK Pullup TCK 

TRST# Low Asynchronous Pull up 

WB/WT# n/a Synchronous First BRDY#/NA# 
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Table 7. Input/Output Pins 

Name 
Active 

When Floated 
Level 

A31-A3 n/a Address Hold, Bus Hold, BOFF # 

AP n/a Address Hold, Bus Hold, BOFF # 

BE4#-BEO# Low Bus Hold, BOFF # 

D63-DO n/a Bus Hold, BOFF # 

DP7-DPO n/a Bus Hold, BOFF # 

NOTES: 
All output and input! output pins are floated during tristate test mode (except TOO). 
*BE3#-BEO# have pulldowns during RESET only. 

I 

Qualified Internal 
(when an input) Resistor 

EADS# 

EADS# 

RESET Pulldown* 

BRDY# 

BRDY# 
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3.6. Pin Grouping According to Function 

Table 8 organizes the pins with respect to their function. 

Table 8. Pin Functional Grouping 

Function Pins 

Clock ClK 

Initialization RESET,INIT 

Address Bus A31-A3, BE7#-BEO# 

Address Mask A20M# 

Data Bus D63-DO 

Address Parity AP,APCHK# 

Data Parity DP7-DPO, PCHK#, PEN# 

I nternal Parity Error IERR# 

System Error BUSCHK# 

Bus Cycle Definition M/IO#, D/C#, W/R#, CACHE#, SCYC, lOCK# 

Bus Control ADS#, BRDY#, NA# 

Page Cacheability PCD,PWT 

Cache Control KEN #, WB/WT # 

Cache Snooping/Consistency AHOlD, EADS#, HIT#, HITM#, INV 

Cache Flush FLUSH # 

Write Ordering EWBE# 

Bus Arbitration BOFF#,BREQ,HOlD,HlDA 

Interrupts INTR, NMI 

Floating Point Error Reporting FERR #, IGNNE # 

System Management Mode SMI#, SMIACT# 

TAP Port TCK, TMS, TOI, TDO, TRSH 

Breakpoint/Performance Monitoring PMO/BPO, PM1 IBP1, BP3-2 

Clock Control STPClK# 

Probe Mode RIS#, PRDY 

2·182 I 



PENTIUM® PROCESSORS WITH VOLTAGE REDUCTION TECHNOLOGY 

4.0. TCP PENTIUM® PROCESSOR 
WITH VOLTAGE REDUCTION 
TECHNOLOGY ELECTRICAL 
SPECIFICATIONS 

4.1. Maximum Ratings 

The following values are stress ratings only. Func­
tional operation at the maximum ratings is not im­
plied nor guaranteed. Functional operating condi­
tions are given in the AC and DC specification ta­
bles. 

Extended exposure to the maximum ratings may af­
fect device reliability. Furthermore, although the 
Pentium processor with voltage reduction technolo­
gy contains protective circuitry to resist damage 
from static electric discharge, always take precau­
tions to avoid high static voltages or electric fields. 

Case temperature under bias ...... - 65°C to 110°C 

Storage temperature ............. - 65°C to 150°C 

3V Supply voltage 
with respect to Vss ............ - O.SV to + 4.6V 

2.9V Supply voltage 
with respect to Vss ............ - O.SV to + 4.1 V 

3V Only Buffer DC Input Voltage .... - O.SV to Vcc3 
..................... + 0.5; not to exceed 4.6V (2) 

SV Safe Buffer 
DC Input Voltage ............ - O.SV to 6.SV (1,3) 

NOTES: 
1. Applies to ClK. 
2. Applies to all Pentium processors with voltage reduction 

technology inputs except ClK. 
3. See Table 10. 

I 

WARNING 
Stressing the device beyond the "Absolute 
Maximum Ratings" may cause permanent 
damage. These are stress ratings only. Op­
eration beyond the "Operating Conditions" is 
not recommended and extended exposure 
beyond the "Operating Conditions" may af­
fect device reliability. 

4.2. DC Specifications 

Tables 9, 10 and 11 list the DC specifications which 
apply to the TCP Pentium processor with voltage re­
duction technology. The Pentium processor with 
voltage reduction technology core operates at 2.9V 
internally while the 1/0 interface operates at 3.3V. 
The ClK input may be 3.3V or SV. Since the 3.3V 
(SV safe) input levels defined in Table 10 are the 
same as the SV TIL levels, the ClK input is com­
patible with existing SV clock drivers. The power 
dissipation specification in Table 12 is provided 
for design of thermal solutions during operation in 
a sustained maximum level. This is the worst-case 
power the device would dissipate in a system for a 
sustained period of time. This number is used for 
design of a thermal solution for the device. 

4.2.1. POWER SEQUENCING 

There is no specific sequence required for powering 
up or powering down the V cc2 and V cc3 power sup­
plies. However, for compatibility with future mobile 
processors, it is recommended that the V cc2 and 
Vcc3 power supplies be either both on or both off 
within one second of each other. 
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Table 9. 3.3V DC Specifications 

TeASE = 0 to 95°C; Vee2 = 2.9V ± 165mV; Vee3 = 3.3V ± 165mV 

Symbol Parameter Min Max 

VIl3 Input Low Voltage -0.3 0.8 

VIH3 Input High Voltage 2.0 Vee3 +O.3 

VOL3 Output Low Voltage 0.4 

VOH3 Output High Voltage 2.4 

lee2 Power Supply Current 2096 
from 2.9V core supply 2515 

2500 

lee3 Power Supply Current 26 
from 3.3V 110 buffer 318 
supply 320 

NOTES: 
1. Parameter measured at 4 mAo 
2. Parameter me/lsured at 3 mAo 
3. 3.3V TTL levels apply to all Signals except elK. 

Unit 

V 

V 

V 

V 

rnA 
rnA 
rnA 
rnA 
rnA 
rnA 

. Notes 

TTL Level (3) 

TTL Level .(3) 

TTL Level (1) (3) 

TTL Level (2) (3) 

@75MHz(4) 
@90MHz(4) 
@120 MHz (4) (5) 

@75MHz(4) 
@90MHz(4) 
@120MHz(4) 

4. This value should be used for power supply design. It was determined using a worst-case instruction mix and 
Vcc+ 165mV. Power supply transient response and decoupling capacitors must be sufficient to handle the instantaneous 
current changes occurring during transitionS from stop clock to full active modes. For more information, refer to section 
4.3.2. 

5. The lower power number is due to a process improvement. 

Table 10. 3.3V (5V Safe) DC Specifications 

Symbol Parameter Min Max Unit Notes 

VIl5 Input Low Voltage -0.3 0.8 V TTL Level (1) 

VIH5 Input High Voltage 2.0 5.55 V TTL Level (1) 

NOTES:· 
1. Applies to elK only. 
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Table 11. Input and Output Characteristics 

Symbol Parameter Min Max Unit Notes 

CIN Input Capacitance 15 pF (4) 

Co Output Capacitance 20 pF (4) 

CI/O 110 Capacitance 25 pF (4) 

CClK ClK Input Capacitance 15 pF (4) 

CTIN Test Input Capacitance 15 pF (4) 

CTOUT Test Output Capacitance 20 pF (4) 

CTCK Test Clock Capacitance 15 pF (4) 

III Input leakage Current ±15 )J-A o < VIN < Vcc3 (1) 

ILO Output leakage Current ±15 )J-A o < VIN < Vcc3 (1) 

IIH Input leakage Current 200 )J-A VIN = 2.4V (3) 

III Input leakage Current -400 )J-A VIN = O.4V (2) 

NOTES: 
1. This parameter is for input without pull up or pull down. 
2. This parameter IS for Input with pull up. 
3. This parameter is for Input with pull down. 
4. Guaranteed by design. 

Table 12. Power Dissipation Requirements for Thermal Solution Design 

Parameter Typical(1) Max(2) Unit Notes 

Active Power Dissipation 2.0-3.0 6.0 Watts @75MHz 
2.5-3.5 7.3 Watts @90MHz 
2.5-3.5 7.1 Watts @120 MHz (5) 

Stop Grant and Auto Halt 1.0 Watts @75 MHz (3) 
Powerdown Power Dissipation 1.2 Watts @90MHz(3) 

1.2 Watts @120 MHz (3) 

Stop Clock Power Dissipation .02 0.05 Watts @75 MHz (4) 
.02 0.05 Watts @90MHz(4) 

0.05 Watts @120 MHz (4) 

NOTES: 
1. This IS the typical power dissipation in a system. This value was the average value measured in a system using a typical 

device at Vee2 = 2.9V and Vee3 = 3.3V running typical applications. This value is highly dependent upon the specific 
system configuration. 

2. Systems must be designed to thermally dissipate the maximum active power dissipation. It is determined using a worst­
case instruction mix with Vee2 = 2.9V and Vee3 = 3.3V. The use of nominal Vce in this measurement takes into 
account the thermal time constant of the package. 

3. Stop Grant/Auto Halt Powerdown Power Dissipation is determined by asserting the STPClK# pin or executing the HALT 
instruction. 

4. Stop Clock Power Dissipation is determined by asserting the STPClK # pin and then removing the external elK input. 
5. The lower power number is due to a process improvement. 
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4.3. AC Specifications 

The AC specifications of the TCP Pentium processor 
with voltage reduction technology consist of setup 
times, hold times, and valid delays at 0 pF. All TCP 
Pentium processor with voltage reduction technolo­
gy AC specifications are valid for Vee2 = 
2.9V±165mV, Vee3 = 3.3V± 165mV and Tcase = 
o to 95°C. 

WARNING 
Do not exceed the 75-MHz Pentium proces­
sor with voltage reduction technology inter­
nal maximum frequency of 75 MHz by either 
selecting the % bus fraction or providing a 
clock greater than 50 MHz.' 
Do not exceed the 90-MHz Pentium proces­
sor with voltage reduction technology inter­
nal maximum frequency of 90 MHz.by either 
selecting the % bus fraction or providing a 
clock greater than 60 MHz. 

4.3.1. POWER AND GROUND 

For clean on-chip power distribution, the TCP Penti­
um processor with voltage reduction technology has 
37 Vee2 (2.9V power), 42 Vee3 (3.3V power) and 72 
Vss (ground) inputs. Power and ground connections 
must be made to all external Vee2, Vee3 and Vss 
pins of the Pentium processor with voltage reduction 
technology. On the circuit board all Vee2 pins must 
be connected to a 2.9V Vee2 plane (or island) and 
all Vee3 pins must be connected to a 3.3V Vee3 
plane. All Vss pins must be connected to a Vss 
plane. Please refer to Table 2 for the list of Vee2, 
Vee3 and Vss pins. 

4.3.2. DECOUPLING RECOMMENDATIONS 

Transient power surges can occur as the processor 
is executing instruction sequences or driving large 
loads. To mitigate these high frequency transients, 
liberal high frequency decoupling capacitors should 
be placed near the processor. 

Low inductance capacitors and interconnects are 
recommended for best high frequency electrical per­
formance. Inductance can be reduced by shortening 
circuit board traces between the processor and de­
coupling capacitors as much as possible. 
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These capacitors should be evenly distributed 
around each component on the 3.3V plane and the 
2.9V plane (or island). Capacitor values should be 
chosen to ensure they eliminate both low and high 
frequency noise components. 

Power transients also occur as the processor rapidly 
transitions from a low level of power consumption to 
a much higher level (or high to low power). A typical 
example would be entering or exiting the Stop Grant 
state. Another example would be executing a HALT 
instruction, causing the processor to enter the Auto 
HALT Powerdown state, or transitioning from HALT 
to the Normal state. All of these examples may 
cause abrupt changes in the power being consumed 
by the processor. Note that the Auto HALT Power­
down feature is always enabled even when other 
power management features are not implemented. 

Bulk storage capacitors with a low ESR (Effective 
Series Resistance) in the 10 to 100 /LF range are 
required to maintain a regulated supply voltage dur­
ing the interval between the time the current load 
changes and the point that the regulated power. sup­
ply output can react to the change in load. In order 
to reduce the ESR, it may be necessary to place 
several bulk storage capacitors in parallel. 

These capacitors should be placed near the proces­
sor (on the 3.3V plane and the 2.9V plane (or is­
land)) to ensure that these supply voltages stay with­
in specified limits during changes in the supply cur­
rent during operation. 

For more detailed informations, please contact Intel 
or refer to the Pentium® Processor with Voltage Re­
duction Technology: Power Supply Design Consider­
ations for Mobile Systems application note (Order 
Number 242558). 

4.3.3. CONNECTION SPECIFICATIONS 

All NC pins must remain unconnected. 

For reliable operation, always connect unused in­
puts to an appropriate signal level. Unused active 
low inputs should be connected to Vee3. Unused 
active high inputs should be connected to ground. 
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4.3.4. AC TIMINGS FOR A 50-MHZ BUS 

The AC specifications given in Table 13 consist of 
output delays, input setup requirements and input 
hold requirements for a 50-MHz external bus. All AC 
specifications (with the exception of those for the 
TAP signals) are relative to the rising edge of the 
ClKinput. 

All timings are referenced to 1.5V for both "0" and 
"1" logic levels unless otherwise specified. Within 
the sampling window, a synchronous input must be 
stable for correct operation. 

Table 13. TCP Pentium® Processor with Voltage Reduction Technology 
AC Specifications for 50-MHz Bus Operation 

VCC2 = 2.9V ± 165mV, VCC3 = 3.3V ± 165mV, T CASE = O·C to 95·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

Frequency 25.0 50.0 MHz 

t1a ClK Period 20.0 40.0 nS 3 

t1b ClK Period Stability ±250 pS (1), (19) 

t2 ClK High Time 4.0 nS 3 @2V, (1) 

t3 ClK low Time 4.0 nS 3 @0.8V, (1) 

~ ClK Fall Time 0.15 1.5 nS 3 (2.0V-0.8V), (1), (5) 

t5 ClK Rise Time 0.15 1.5 nS 3 (0.8V-2.0V), (1), (5) 

t6a ADS#, PWT, PCD, BEO-H, 1.0 7.0 nS 4 (22) 
MIIO#, D/C#, CACHE#, SCYC, 
W/R# Valid Delay 

t6b AP Valid Delay 1.0 8.5 nS 4 (22) 

t6c A3-A31, lOCK# Valid Delay 1.1 7.0 nS 4 (22) 
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Table 13. TCP Pentium@ Processor with Voltage Reduction Technology 
AC Specifications for 50-MHz Bus Operation (Continued) 

VCC2 = 2.9V ± 165mV, VCC3 = 3.3V ± 165mV, T CASE = O°C to 95°C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure 

t7 ADS#,AP,A3-A31, PWT, PCD, 10.0 nS 5 
BEO-7#, M/IO#, D/C#, W/R#, 
CACHE#,SCYC, LOCK# 
Float Delay 

t8 APCHK#, IERR#, FERR#, 1.0 8.3 nS 4 
PCHK# Valid Delay 

t9a BREQ, HLDA, SMIACT # 1.0 8.0 nS 4 
Valid Delay 

t10a HIT# Valid Delay 1.0 8.0 nS 4 

t10b HITM# Valid Delay 1.1 6.6 nS 4 

tlla PMO-1, BPO-3 Valid Delay 1.0 10.0 nS 4 

tllb PRDY Valid Delay 1.0 8.0 nS 4 

t12 00-063, DPO-7 Write Data 1.3 8.5 nS 4 
Valid Delay 

t13 00-063, DPO-3 Write Data 10.0 nS 5 
Float Delay 

t14 A5-A31 Setup Time 6.5 nS 6 

t15 A5-A31 Hold Time 1.0 nS 6 

t16a INV, AP Setup Time 5.0 nS 6 

t16b EADS # Setup Time 6.0 nS 6 

t17 EADS#, INV, AP Hold Time 1.0 nS 6 

t18a KEN # Setup Time 5.0 nS 6 

t18b NA #, WB/WT # Setup Time 4.5 nS 6 

t19 KEN # , WB/WT #, NA # Hold Time 1.0 nS 6 

t20 BRDY # Setup Time 5.0 nS 6 

t21 BRDY {I Hold Time 1.0 nS 6 

t22 BOFF # Setup Time 5.5 nS 6 

t22a AHOLD Setup Time 6.0 nS 6 

t23 AHOLD, BOFF # Hold Time 1.0 nS 6 
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Notes 

(1), (22) 

(4), (22) 

(4), (22) 

(22) 

(22) 

(22) 

(22) 

(22) 

(1 ) 

(20) 
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Table 13. TCP Pentlum® Processor with Voltage Reduction Technology 
AC Specifications for 50-MHz Bus Operation (Continued) 

Vcc2 = 2.9V ± 165mV, Vcc3 = 3.3V ± 165mV, T CASE = O°C to 95°C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t24 BUSCHK#, EWBE#, HOLD, PEN# 5.0 nS 6 
Setup Time 

t25 BUSCHK#, EWBE#, PEN# 1.0 nS 6 
Hold Time 

t25a HOLD Hold Time 1.5 nS 6 

t26 A20M#, INTR, STPClK# 5.0 nS 6 (11), (15) 
Setup Time 

t27 A20M#, INTR, STPClK# 1.0 nS 6 (12) 
Hold Time 

t28 INIT, FlUSH#, NMI, SMI#, IGNNE# 5.0 nS 6 (11), (15), (16) 
Setup Time 

t29 INIT, FlUSH#, NMI, SMI#, IGNNE# 1.0 nS 6 (12) 
Hold Time 

t30 INIT, FlUSH#, NMI, SMI#, IGNNE# 2.0 ClKs 6 (14), (16) 
Pulse Width, Async 

t31 RIS# Setup Time 5.0 nS 6 (11), (15), (16) 

t32 RIS# Hold Time 1.0 nS 6 (12) 

t33 RIS# Pulse Width, Async. 2.0 ClKs 6 (14), (16) 

t34 00-063, DPO-7 Read Data 3.8 nS 6 
Setup Time 

t35 00-063, DPO-7 Read Data 1.5 nS 6 
Hold Time 

t36 RESET Setup Time 5.0 nS 7 (11), (15) 

t37 RESET Hold Time 1.0 nS 7 (12) 

t38 RESET Pulse Width, Vee 15 ClKs 7 (16) 
and ClK Stable 

t39 RESET Active After Vee 1.0 mS 7 Power up 
and ClK Stable 

t40 Reset Configuration Signals 5.0 nS 7 (11), (15), (16) 
(INIT, FLUSH #) Setup Time 

t41 Reset Configuration Signals 1.0 nS 7 (12) 
(INIT, FlUSH#) Hold Time 
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Table 13. TCP Pentlum@ Processor with Voltage Reduction Technology 
AC Specifications for 50·MHz Bus Operation (Continved) 

Vee2 = 2.9V ± 165mV, Vee3 = 3.3V ± 165mV, TeASE = O·C to 95·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t42a Reset Configuration Signals 2.0 ClKs 7 To RESET falling edge (15) 
(INIT, FlUSH#) Setup Time, 
Async. 

t42b Reset Configuration Signals 2.0 ClKs 7 To RESET falling edge (21) 
(INIT, FLUSH # , BROY#, 
BUSCHK#) Hold Time, Async. .. 

t42c Reset Configuration Signal 3.0 ClKs 7 To RESET falling edge (21) 
(BROY #, BUSCHK #) Setup 
Time, Async. 

t42d Reset Configuration Signal 1.0 nS To RESET falling edge (1), (21) 
BROY# Hold Time, RESET 
driven synchronously 

t43a BF Setup Time 1.0 mS 7 (18) to RESET falling edge 

43b BF Hold Time 2.0 ClKs 7 (18) to RESET falling edge 

t44 TCK Frequency 16.0 MHz 

t4S TCK Period 62.5 nS 3 

46 TCK High Time 25.0 nS 3 @2V, (1) 

47 TCK low Time 25.0 nS 3 @0.8V, (1) 

t48 TCKFaliTime 5.0 nS 3 (2.0V -0.8V), (1), (8), (9) 

t49 TCK Rise Time 5.0 nS 3 (0.8V-2.0V), (1), (8), (9) 

tso TRST # Pulse Width 40.0 nS 9 (1), Asynchronous 

tS1 TOI, TMS Setup Time 5.0 nS 8 (7) 

tS2 TOI, TMS Hold Time 13.0 nS 8 (7) 

tS3 TOO Valid Delay 3.0 20.0 nS 8 (8) 

tS4 TOO Float Delay 25.0 nS 8 (1), (8) 

tss All Non-Test Outputs Valid 3.0 20.0 nS 8 (3), (8), (10) 
Delay 
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Table 13. TCP Pentium® Processor with Voltage Reduction Technology 
AC Specifications for 50-MHz Bus Operation (Continued) 

Vcc2 = 2.9V ± 165mV, Vcc3 = 3.3V ± 165mV, TCASE = O·C to 95·C, Cl = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t56 All Non-Test Outputs Float Delay 25.0 nS 8 (1), (3), (8), (10) 

t57 All Non-Test Inputs Setup Time 5.0 nS 8 (3), (7), (10) 

t58 All Non-Test Inputs Hold Time 13.0 nS 8 (3), (7), (10) 

NOTES: 
Notes 2, 6 and 14 are general and apply to all standard TIL signals used with the Pentium® processor family. 
1. Not 100 percent tested. Guaranteed by design. 
2. TIL input test waveforms are assumed to be 0 to 3V transitions with 1V InS rise and fall times. 
3. Non-test outputs and inputs are the normal output or input signals (besides TCK, TRST #, TOI, TOO, and TMS). These 

timings correspond to the response of these signals due to boundary scan operations. 
4. APCHK#, FERR#, HlOA, IERR#, lOCK#, and PCHK# are glitch-free outputs. Glitch-free signals monotonically tran-

sition without false transitions (Le., glitches). 
5. O.BV Ins';; ClK input riselfall time';; BV Ins. 
6. 0.3V Ins,;; input riselfall time';; 5V Ins. 
7. Referenced to TCK nsing edge. 
B. Referenced to TCK falling edge. 
9. 1 ns can be added to the maximum TCK rise and fall times for every 10 MHz of frequency below 33 MHz. 

10. Ouring probe mode operation, do not use the boundary scan timings (t55-58)' 
11. Setup time is required to guarantee recognition on a specific clock. 
12. Hold time is required to guarantee recognition on a specific clock. 
13. All TIL timings are referenced from 1.5V. 
14. To guarantee proper asynchronous recognition, the signal must have been de-asserted (inactive) for a minimum of two 

clocks before being returned active and must meet the minimum pulse width. 
15. This input may be driven asynchronously. 
16. When driven asynchronously, RESET, NMI, FlUSH#, RIS#, INIT, and SMI# must be de-asserted (inactive) for a mini· 

mum of two clocks before being returned active. 
17. The O/C#, M/IO#, W/R#, CACHE#, and A5-A31 signals are sampled only on the ClK that AOS# is active. 
1 B. SF should be strapped to Vcc3 or left floating. 
19. These signals are measured on the rising edge of adjacent ClKs at 1.5V. To ensure a 1:1 relationship between the 

amplitude of the input jitter and the internal and external clocks, the jitter frequency spectrum should not have any power 
spectrum peaking between 500 KHz and % of the ClK operating frequency. The amount of jitter present must be 
accounted for as a component of ClK skew between devices. 

20. Timing (t14) is required for external snooping (e.g., address setup to the ClK in which EAOS# is sampled active). 
21. SUSCHK # is used as a reset configuration signal to select buffer size. 
22. Each valid delay is specified for a 0 pF load. The system designer should use 1/0 buffer modeling to account for signal 

flight time delays. 
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4.3.5. AC TIMINGS FORA 60-MHZ BUS 

The AC specifications given in Tables 14 and 15 
consist of output delays,' input setup requirements 
and input. hold requirements for the 60-MHz external 
bus. All AC specifications (with the exception of 
those for the TAP signals and APIC signals) are rela-
tive to the rising edge of the CLK input. 

All timings are referenced to 1.5V for both "0" and 
"1" logic levels. unless otherwise specified. Within 
the sampling window, a synchronous input must be 

. stable for correct operation. 

Table 14. Differences in the TCP Pentium® Processor 735\90 and 1000\ 120 with Voltage Reduction 
Technology AC Specifications for 60-MHz Bus Operation 

735\90 1000\120 
Symbol Parameter Unit Figure Notes 

Min Max Min Max 

tac A3-A31, LOCK# Valid Delay 1.1 7.0 nS 4 (22) 

tae LOCK # Valid Delay 1.1 7.0 nS 4 (22) 

tae A3-A31, Valid Delay 1.1 6.3 nS 4 (22) 

t35 DO-D63, DPO-7 Read Data Hold Time 2.0 1.5 nS 6 
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Table 15. TCP Pentlum® Processor (735\90,1000\ 120) with Voltage Reduction Technology 
AC Specifications for SO-MHz Bus Operation 

Vee2 = 2.9V±165mV, Vee3 = 3.3V±165mV, TCP TeAsE = O·C to 95·C, SPGA TeASE = O·C to 85·C, 
CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

Frequency 30.0 60.0 MHz 

t1a ClK Period 16.67 33.33 nS 3 

t1b ClK Period Stability ±250 pS (1), (19) 

t2 ClK High Time 4.0 nS 3 @2V, (1) 

t3 ClK low Time 4.0 nS 3 @0.8V, (1) 

t4 ClKFaliTime 0.15 1.5 nS 3 (2.0V-0.8V), (1), (5) 

t5 ClK Rise Time 0.15 1.5 nS 3 (0.8V-2.0V), (1), (5) 

t6a ADS#, PWT, PCD, BEO-H, 1.0 7.0 nS 4 (22) 
M/IO#, D/C#, CACHE#, SCYC, 
W/R# Valid Delay 

t6b AP Valid Delay 1.0 8.5 nS 4 (22) 

t7 ADS#, AP, A3-A31, PWT, PCD, 10.0 nS 5 (1), (22) 
BEO-H, M/IO#, D/C#, W/R#, 
CACHE #, SCYC, LOCK # Float 
Delay 

tSa APCHK#,IERR#, FERR# Valid 1.0 8.3 nS 4 (4), (22) 
Delay 

tSb PCHK # Valid Delay 1.0 7.0 nS 4 (4), (22) 

t9a BREQ, HlDA Valid Delay 1.0 8.0 nS 4 (4), (22) 

t9b SMIACT # Valid Delay 1.0 7.6 nS 4 (22) 

t10a HIT# Valid Delay 1.0 8.0 nS 4 (22) 

t10b HITM # Valid Delay 1.1 6.0 nS 4 (22) 

tlla PMO-l, BPO-3 Valid Delay 1.0 10.0 nS 4 (22) 

tllb PRDY Valid Delay 1.0 8.0 nS 4 (22) 

t12 00-063, DPO-7 Write Data Valid 1.3 7.5 nS 4 (22) 
Delay 

t13 00-063, DPO-3 Write Data Float 10.0 nS 5 (1 ) 
Delay 

t14 A5-A31 Setup Time 6.0 nS 6 (20) 
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Table 15. TCP Pentium® Processor (735\90, 1000\ 120) with Voltage Reduction Technology 
AC Specifications for 60-MHz Bus Operation (Continued) 

Vee2 = 2.9V±165mV, Vee3 = 3.3V±165mV, TCP TeASE = O·C to 95·C, SPGA TeASE = O·C to 85·C, 
Cl = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t15 A5-A31 Hold Time 1.0 nS 6 

t16a INV, AP Setup Time 5.0 nS 6 

t16b EADS # Setup Time 5.5 nS 6 

t17 EADS#, INV, AP Hold Time 1.0 nS 6 

t18a KEN # Setup Time 5.0 nS 6 

t18b NA #, WB/WT # Setup Time 4.5 nS 6 

t19 KEN #, WB/WT # , NA # Hold Time 1.0 nS 6 

t20 BRDY # Setup Time 5.0 nS 6 

t21 BRDY # Hold Time 1.0 nS 6 

t22 AHOlD, BOFF # Setup Time 5.5 nS 6 

t23 AHOlD, BOFF # Hold Time 1.0 nS 6 

t24 BUSCHK#,EWBE#,HOlD,PEN# 5.0 nS 6 
Setup Time 

t25 BUSCHK#,EWBE#,PEN# 1.0 nS 6 
Hold Time 

t25a HOLD Hold Time 1.5 nS 6 

t26 A20M#, INTR, STPClK# 5.0 nS 6 (11), (15) 
Setup Time 

t27 A20M#, INTR, STPClK# 1.0 nS 6 (12) 
Hold Time 

t28 INIT, FLUSH#, NMI, SMI#, IGNNE# 5.0 nS 6 (11), (15), (16) 
Setup Time 

t29 INIT, FlUSH#, NMI, SMI#, IGNNE# 1.0 nS 6 (12) 
Hold Time 

t30 INIT, FlUSH#, NMI, SMI#, IGNNE# 2.0 ClKs (14), (16) 
Pulse Width, Async 

t31 RIS# Setup Time 5.0 nS 6 (11), (15), (16) 

t32 RIS# Hold Time 1.0 nS 6 (12) 

t33 RIS# Pulse Width, Async. 2.0 ClKs (14), (16) 

t34 DO-D63, DPO-7 Read Data 3.0 nS 6 
Setup Time 
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Table 15. TCP Pentium® Processor (735\90, 1000\ 120) with Voltage Reduction Technology 
AC Specifications for 60·MHz Bus Operation (Continued) 

Vee2 = 2.9V±165mV, Vee3 = 3.3V±165mV, TCP TeAsE = O·C to 95·C, SPGA TeASE = O·C to 85·C, 
Cl = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t36 RESET Setup Time 5.0 nS 7 (11), (15) 

t37 RESET Hold Time 1.0 nS 7 (12) 

t38 RESET Pulse Width, Vee & ClK 15 ClKs 7 (16) 
Stable 

t39 RESET Active After Vee & ClK 1.0 mS 7 Power up 
Stable 

t40 Reset Configuration Signals 5.0 nS 7 (11), (15), (16) 
(INIT, FlUSH#) Setup Time 

41 Reset Configuration Signals 1.0 nS 7 (12) 
(INIT, FlUSH#) Hold Time 

42a Reset Configuration Signals 2.0 ClKs 7 To RESET falling 
(INIT, FlUSH#) Setup Time, edge (15) 
Async. 

42b Reset Configuration Signals 2.0 ClKs 7 To RESET 
(INIT, FLUSH #, BRDY #, falling edge (21) 
BUSCHK#) Hold Time, Async. 

t42c Reset Configuration Signal 3.0 ClKs 7 To RESET 
(BRDY # , BUSCHK #) Setup Time, falling edge (21) 
Async. 

t42d Reset Configuration Signal 1.0 nS To RESET 
BRDY # Hold Time, RESET driven falling edge (1), (21) 
synchronously 

43a BF Setup Time 1.0 mS 7 (18) to RESET 
falling edge 

t43b BF Hold Time 2.0 ClKs 7 (18) to RESET 
falling edge 

t44 TCK Frequency 16.0 MHz 

t45 TCK Period 62.5 nS 3 

t46 TCK High Time 25.0 nS 3 @2V, (1) 

t47 TCKlowTime 25.0 nS 3 @0.8V, (1) 

t48 TCK Fall Time 5.0 nS 3 (2.0V-0.8V), (1), 
(8), (9) 

49 TCK Rise Time 5.0 nS 3 (0.8V-2.0V), (1), 
(8), (9) 
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Table 15. TCP Pentium® Processor (735\90,1000\ 120) with Voltage Reduction Technology 
AC Specifications for 60-MHz Bus Operation (Continued) 

Vcc2 = 2.9V ± 165mV, Vcc3 = 3.3V ± 165mV, TCP T CASE = O°C to 95°C, SPGA T CASE = O°C to 85°C, 
Cl = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t50 TRST # Pulse Width 40.0 nS 9 (1), Asynchronous 

t51 TDI, TMS Setup Time 5.0 nS 8 (7) 

t52 TDI, TMS Hold Time 13.0 nS 8 (7) 

t53 TOO Valid Delay 3.0 20.0 nS 8 (8) 

t54 TOO Float Delay 25.0 nS 8 (1), (8) 

t55 All Non-Test Outputs Valid Delay 3.0 20.0 nS 8 (3), (8), (10) 

t56 All Non-Test Outputs Float Delay 25.0 nS 8 (1), (3), (8), (10) 

t57 All Non-Test Inputs Setup Time 5.0 nS 8 (3), (7), (10) 

t58 All Non-Test Inputs Hold Time 13.0 nS 8 (3), (7), (10) 

NOTES: 
Notes 2, 6 and 14 are general and apply to all standard TTL signals used with the Pentium® processor family. 
1. Not 100 percent tested. Guaranteed by design. 
2. TTL input test waveforms are assumed to be 0 to 3V transitions with 1V I nS rise and fall times. 
3. Non-test outputs and inputs are the normal output or input signals (besides TCK, TRST #, TOI, TOO, and TMS). These 

timings correspond to the response of these signals due to boundary scan operations. 
4. APCHK #, FERR #, HlOA, IERR #, lOCK #, and PCHK # are glitch-free outputs. Glitch-free signals monotonically tran-

sition without false transitions (Le., glitches). 
5. 0.8V/ns ,;; ClK input rise/fall time';; 8V/ns. 
6. 0.3V/ns ,;; input riselfall time,;; 5V/ns. 
7. Referenced to TCK rising edge. 
8. Referenced to TCK falling edge. 
9. 1 ns can be added to the maximum TCK rise and fall times for every 10 MHz of frequency below 33 MHz. 

10. Ouring probe mode operation, do not use the boundary scan timings (tSS-S8)' 
11. Setup time is required to guarantee recognition on a specific clock. 
12. Hold time is required to guarantee recognition on a specific clock. 
13. All TTL timings are referenced from 1.5V. 
14. To guarantee proper asynchronous recognition, the signal must have been de-asserted (inactive) for a minimum of two 

clocks before being returned active and must meet the minimum pulse width. 
15. This input may be driven asynchronously. 
16. When driven asynchronously, RESET, NMI, FlUSH#, RIS#, INIT, and SMI# must be de-asserted (inactive) for a mini-

mum of two clocks before being returned active. 
17. The O/C#, M/IO#, W/R#, CACHE#, and A5-A31 signals are sampled only on the ClK that AOS# is active. 
18. SF should be strapped to V cc3 or left floating. 
19. These signals are measured on the rising edge of adjacent ClKs at 1.5V. To ensure a 1:1 relationship between the 

amplitude of the input jitter and the internal and external clocks, the jitter frequency spectrum should not have any power 
spectrum peaking between 500 KHz and % of the ClK operating frequency. The amount of jitter present must be 
accounted for as a component of ClK skew between devices. 

20. Timing (t14) is required for external snooping (e.g., address setup to the ClK in which EAOS# is sampled active). 
21. SUSCHK# is used as a reset configuration signal to select buffer size. 
22. Each valid delay is specified for a 0 pF load. The system designer should use 1/0 buffer modeling to account for signal 

flight time delays. 
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Figure 3. Clock Waveform 

Figure 4. Valid Delay Timings 
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Figure 5. Float Delay Timings 
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Figure 6. Setup and Hold Timings 
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Figure 7. Reset and Configuration Timings 
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4.4. I/O Buffer Models 

This section describes the 1/0 buffer models of the 
Pentium processor with voltage reduction technolo­
gy. 

The first order 1/0 buffer model is a simplified repre­
sentation of the complex input and output buffers 
used in the Pentium processor with voltage reduc­
tion technology. Figures 10 and 11 show the struc­
ture of the input buffer model and Figure 12 shows 
the output buffer model. Tables 16 and 17 show the 
parameters used to specify these models. 

Although simplified, these buffer models will accu­
rately model flight time and signal quality. For these 
parameters, there is very little added accuracy in a 
complete transistor model. 

The following two models represent the input buffer 
models. The first model, Figure 10, represents all of 

I 

the input buffers except for a special group of input 
buffers. The second model, Figure 11, represents 
these special buffers. These buffers are the inputs: 
AHOlD, EADS#, KEN#, WB/WT#, INV, NA#, 
EWBE#, BOFF# and elK. 

In addition to the input and output buffer parameters, 
input protection diode models are provided for add­
ed accuracy. These diodes have been optimized to 
provide ESD protection and provide some level of 
clamping. Although the diodes are not required for 
simulation, it may be more difficult to meet specifica­
tions without them. 

Note, however, some signal quality specifications re­
quire that the diodes be removed from the input 
model. The series resistors (Rs) are a part of the 
diode model. Remove these when removing the di­
odes from the input model. 
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02 

01 

Rs T 
242557-11 

NOTE: 
vee refers to the I/O buffer V cc3. 

Figure 10. Input Buffer Model, Except Special Group 
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Figure 11. Input Buffer Model for Special Group 
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Table 16. Parameters Used in the Specification of the First Order Input Buffer Model 

Parameter Description 

CIN Minimum and Maximum value of the capacitance of the input buffer model 

Lp Minimum and Maximum value of the package inductance 

Cp Minimum and Maximum value of the package capacitance 

Rs Diode Series Resistance 

D1, D2 Ideal Diodes 

Figure 12 shows the structure of the output buffer model. This model is used for ali of the output buffers of the 
Pentium processor with voltage reduction technology. 

242557-13 

Figure 12. First Order Output Buffer Model 

Table 17. Parameters Used in the Specification of the First Order Output Buffer Model 

Parameter Description 

dV/dt Minimum and maximum value of the rate of change of the open circuit voltage source used in 
the output buffer model 

Ro Minimum and maximum value of the output impedance of the output buffer model 

Co Minimum and Maximum value of the capacitance of the output buffer model 

Lp Minimum and Maximum value of the package inductance 

Cp Minimum and Maximum value of the package capacitance 
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4.4.1. BUFFER MODEL PARAMETERS 

This section gives the parameters for each TCP 
Pentium processor with voltage reduction technolo­
gy input, output and bidirectional signal, as well as 
the settings for the configurable buffers. 

Some pins on the TCP Pentium processor with volt­
age reduction technology have selectable buffer 
sizes. These pins use the configurable output buffer 
EB2. Table 18 shows the drive level for BROY # re­
quired at the falling edge of RESET to select the 
buffer strength. The buffer sizes selected should be 
the appropriate size required; otherwise AC timings 
might not be met, or too much overshoot and 

ringback may occur. There are no other selection 
choices; all of the configurable buffers get set to the 
same size at the same time. 

The input, output and bidirectional buffer values of 
the TCP Pentium processor with voltage reduction 
technology are listed in Table 20. This table contains 
listings for all three types, do not get them confused 
during simulation. When a bidirectional pin is operat­
ing as an input, use the CIN, Cp and lp values; if it is 
operating as a driver, use all of the data parame~ers. 

Please refer to Table 19 for the groupings of the 
buffers. 

Table 18. Buffer Selection Chart 

Environment BRDY# Buffer Selection 

Typical Stand Alone Component 1 EB2 

loaded Component 0 EB2A 

NOTE: 
For correct buffer selection, the BUSCHK # signal must be held inactive (high) at the falling edge of RESET. 

Table 19. TCP Signal to Buffer Type 

Signals Type 
Driver Buffer Receiver Buffer 

Type Type 

ClK I ERO 

A20M#, AHOlO, BF, BOFF#, BROY#, BUSCHK#, EAOS#, I ER1 
EWBE#, FlUSH#, HOLD, IGNNE#, INIT, INTR, INV, KEN#, 
NA#, NMI, PEN#, RIS#, RESET, SMI#, STPClK#, TCK, TOI, 
TMS, TRST #, WB/WT # 

APCHK#, BE[7:5]#, BP[3:2], BREQ, FERR#, IERR#, PCO, 0 E01 
PCHK#, PMO/BPO, PM1/BP1, PROY, PWT, SMIACT#, TOO, 
U/O# 

A[31 :21], AP, BE[4:0] #, CACHE#, O/C#, 0[63:0], OP[8:0], 1/0 EB1 EB1 
HlOA, lOCK#, MIIO#, SCYC 

A[20:3], AOS#, HITM#, W/R# 1/0 EB2/EB2A EB2/EB2A 

HIT# 110 EB3 EB3 
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Table 20. Pentium® Processor with Voltage Reduction Technology TCP Input. 
Output and Bidirectional Buffer Model Parameters 

Buffer 
Transition 

dV/dt Ro Cp Lp Co/CrN 
Type (V/nsec) (Ohms) (pF) (nH) (pF) 

min max min max min max min max min max 

ERO Rising 0.3 0.4 3.9 5.0 0.8 1.2 

(input) Falling 0.3 0.4 3.9 5.0 0.8 1.2 

ERl Rising 0.2 0.5 3.1 6.0 0.8 1.2 

(input) Falling 0.2 0.5 3.1 6.0 0.8 1.2 

EDl Rising 3/3.0 3.7/0.9 21.6 53.1 0.3 0.6 3.7 6.6 2.0 2.6 

(output) Falling 3/2.8 3.7/0.8 17.5 50.7 0.3 0.6 3.7 6.6 2.0 2.6 

EBl Rising 3/3.0 3.710.9 21.6 53.1 0.2 0.5 2.9 6.1 2.0 2.6 

(bidir) Falling 3/2.8 3.7/0.8 17.5 50.7 0.2 0.5 2.9 6.1 2.0 2.6 

EB2 Rising 3/3.0 3.710.9 21.6 53.1 0.2 0.5 3.1 6.4 9.1 9.7 

(bidir) Falling 3/2.8 3.710.8 17.5 50.7 0.2 0.5 3.1 6.4 9.1 9.7 

EB2A Rising 3/2.4 3.710.9 10.1 22.4 0.2 0.5 3.1 6.4 9.1 9.7 

(bidir) Falling 3/2.4 3.710.9 9.0 21.2 0.2 0.5 3.1 6.4 9.1 9.7 

EB3 Rising 3/3.0 3.710.9 21.6 53.1 0.2 0.4 3.2 4.1 3.3 3.9 

(bidir) Falling 3/2.8 3.710.8 17.5 50.7 0.2 0.4 3.2 4.1 3.3 3.9 

EB4 (1) Rising 3/3.0 3.710.9 21.6 53.1 0.3 0.4 4.0 4.1 5.0 7.0 

(bidir) Falling 3/2.8 3.710.8 17.5 50.7 0.3 0.4 4.0 4.1 5.0 7.0 

NOTE: 
1. EB4 applies to the Pentium® processor 610\75 and 735\90. 

Table 21. Input Buffer Model Parameters: 0 (Diodes) 

Symbol Parameter 01 02 

IS Saturation Current 1.4e-14A 2.78e-16A 

N Emission Coefficient 1.19 1.00 

RS Series Resistance 6.5 ohms 6.5 ohms 

TT Transit Time 3 ns 6 ns 

VJ PN Potential 0.983V 0.967V 

CJO Zero Bias PN Capacitance 0.281 pF 0.365 pF 

M PN Grading Coefficient 0.385 0.376 

2-206 I 



PENTIUM® PROCESSORS WITH VOLTAGE REDUCTION TECHNOLOGY 

4.4.2. SIGNAL QUALITY SPECIFICATIONS 

Signals driven by the system into the Pentium proc· 
essor with voltage reduction technology must meet 
signal quality specifications to guarantee that the 
components read data properly and to ensure that 
incoming signals do not affect the reliability of the 
component. There are two signal quality parameters: 
Ringback and Settling Time. 

4.4.2.1. Ringback 

Excessive ringback can contribute to long-term reli­
ability degradation of the Pentium processor with 
voltage reduction technology, and can cause false 
signal detection. Ringback is simulated at the input 
pin of a component using the input buffer model. 
Ringback can be simulated with or without the di­
odes that are in the input buffer model. 

Ringback is the absolute value of the maximum volt­
age at the receiving pin below Vee3 (or above Vss) 
relative to Vee3 (or VSS) level after the signal has 
reached its maximum voltage level. The input diodes 
are assumed present. 

Vcc 

Maximum Ringback on Inputs = O.8V(with diodes) 

If simulated without the input diodes, follow the Max­
imum Overshoot/Undershoot specification. By 
meeting the overshoot/undershoot specification, the 
signal is guaranteed not to ringback excessively. 

If simulated with the diodes present in the input 
model, follow the maximum ringback specification. 

Overshoot (Undershoot) is the absolute value of the 
maximum voltage above Vee3 (below Vss). The 
guideline assumes the absence of diodes on the in­
put. 

• Maximum Overshoot/Undershoot on 5V 82497 
Cache Controller, and 82492 Cache SRAM In­
puts (ClK and PICClK only) = 1.6V above Vee5 
(without diodes) 

• Maximum Overshoot/Undershoot on 3.3V Penti­
um processor with voltage reduction technology 
Inputs (not ClK) = 1.4V above Vee3 (without 
diodes) 

Vee 

Maximum 
Undershoot 

242557-14 

Figure 13. Overshoot/Undershoot and Ringback Guidelines 
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4.4.2.2. Settling Time 

The settling time is defined as the time a signal re­
quires at the receiver to settle within 10 percent of 
Vee3 or Vss. Settling time is the maximum time al­
lowed for a signal to reach within 10 percent of its 
final value. 

Most available simulation tools are unable to simu­
late settling time so that it accurately reflects silicon 
measurements. On a physical board, second-order 
effects and other effects serve to dampen the signal 
at the receiver. Because of all these concerns, set­
tling time is a recommendation or a tool for layout 
tuning and not a specification. 

Settling time is simulated at the slow corner, to make 
sure that there is no impact on the flight times of the 
signals if the waveform has not settled. Settling time 
may be simulated with the diodes included or ex­
cluded from the input buffer model. If diodes are in­
cluded, settling time recommendation will be easier 
to meet. 

Although simulated settling time has not shown 
good correlation with physical, measured settling 
time, settling time simulations can still be used as a 
tool to tune layouts. 

Vee + 10% 

Use the following procedure to verify board. simula­
tion and tuning with concerns for settling time. 

1. Simulate settling time at the slow corner for a par­
ticular signal. 

2. If settling time violations occur, simulate signal 
trace with D.C. diodes in place at the receiver pin. 
The D.C. diode behaves almost identically to the 
actual (non-linear) diode on the part as. long as 
excessive overshoot does not occur. 

3. If settling time violations still occur, simulate flight 
times for five consecutive cycles for that particular 
signal. 

4. If flight time values are consistent over the five 
simulations, settling time should not be a concern. 
If however, flight times are not consistent over the 
five simulations, tuning of the layout is required. 

5. Note that, for signals that are allocated two cycles 
for flight time, the recommended settling time is 
doubled. 

A typical design method would include a settling 
time that ensures a signal is within 10 percent of 
Vee3 or Vss for at least 2.5 ns prior to the end of the 
ClK period. 

Vcc ~==~~==~~~~~~~~~~~ 
Vcc-10% 

Settling Time 
242557-15 

Figure 14. Settling Time 
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5.0. TCP PENTIUM® PROCESSOR 
WITH VOLTAGE REDUCTION 
TECHNOLOGY MECHANICAL 
SPECIFICATIONS 

Today's portable computers face the challenge of 
meeting desktop performance in an environment 
that is constrained by thermal, mechanical and elec­
trical design considerations. These considerations 
have driven the development and implementation of 
Intel's Tape Carrier Package (TCP). The Intel TCP 
package has been designed to offer a high pin 
count, low profile, reduced footprint package with 
uncompromised thermal and electrical performance. 
Intel continues to provide packaging solutions that 
meet our rigorous criteria for quality and perform­
ance, and this new entry into the Intel package port­
folio is no exception. 

Key features of the TCP package include: surface 
mount technology design, lead pitch of 0.25 mm, 

5.1. TCP Package Mechanical Diagrams 

Encapsulant 

Polyimide 
Support Ring 

~ 

polyimide -body size of 24 mm and polyimide up for 
pick-and-place handling. TCP components are 
shipped with the leads flat in slide carriers, and are 
designed to be excised and lead formed at the cus­
tomer manufacturing site. Recommendations for the 
manufacture of this package are included in the 
Pentium processor Tape Carrier Package User's 
Guide. 

Figure 15 shows a cross-sectional view of the TCP 
package as mounted on the Printed Circuit Board. 
Figures 16 and 17 show the TCP as shipped in its 
slide carrier, and key dimensions of the carrier and 
package. Figure 18 shows a blow up detail of the 
package in cross-section. Figure 19 shows an en­
larged view of the outer lead bond area of the pack­
age. 

Tables 22 and 23 provide the Pentium processor 
with voltage reduction technology TCP package di­
mensions. 

Note: 

TAB Lead 
(OFC Copper) 

I 

Thermally & Electrically 
Conductive Adhesive 

(Silver Filled Thermoplastic) 
vias 

Ground plane Sketches Not to Scale 

I Full X-Sectioij 

242557-16 

Figure 15. Cross-Sectional View of the Mounted TCP Package 
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t------,- 36.15 ± 0.05 

36.15 ± 0.05 

21.90 ± 0.06 

t-------- 63.00 ± O. 15 SQ -------l~ 
242557-17 

Figure 16. One TCP Site in Carrier (Bottom View of Die) 
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t--- 33.00 ± 0.05 SO-----I 

I I 

I I 
59.00±O.10 

01 

36.15 ± 0.05 

1-----36.15 ±O.05 -----1-1 

1------- 51.00 ± 0.10 --------<-1 

I I 
I I 

I I 

242557-18 

Figure 17. One TCP Site in Carrier (Top View of Die) 
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if SEE ~ETAIL 

FRONT VIEW 

[ 0.130 ± 0.040 ~
'125 ± 0.015 

(POLYIMIDE) 

. (~======~I~~~~/.~ _ (ENCAP) \ 

A2 L LEAD THICKNESS (LT) '\ ) t , ! \ (DIE) 0.~30 

DETAIL SECTION 

Figure 18. One TCP Site (Cross-Sectional Detail) 
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t 
0.560 

±0.050 

! 
242557-19 
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1.06 

(DEVICE WINDOW) --~ 

(ENCAP) 

+ 

1- 1200 ~ ~225 
242557-20 

Figure 19. Outer Lead Bond (OLB) Window Detail 
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Table 22. TCP Key Dimensions 

Symbol Description Dimension 

N Leadcount 320 leads 

W Tape Width 48.18±0.12 

L Site Length (43.94) reference only 

e1 Outer Lead Pitch 0.25 nominal 

b Outer Lead Width 0.10±0.01 

01,E1 Package Body Size 24.0±0.1 

A2 Package Height 75 MHz/90 MHz-0.615 ± 0.030 120 MHz-0.605 ± 0.030 

OL Die Length 75 MHz/90 MHz-12.769±0.015120 MHz-9,929 ±0.Q15 

OW OieWidth 75 MHz/90 MHz-11.755±0.015120 MHz-9.152 ±0.015 

LT Lead Thickness 75 MHz/90 MHz-0.035 mm 120 MHz-0.025 mm 

EL Encap Length 75 MHz/90 MHz-(13.40 mm) reference only 120 MHz-(10.56 mm) 
reference only 

EW EncapWidth 75 MHz/90 MHz-(12.39 mm) reference only 120 MHz-(9.78 mm) 
reference only 

NOTES: 
Dimensions are in millimeters unless otherwise noted, 
Dimensions in parentheses are for reference only. 

Table 23. Mounted TCP Package Dimensions 

Description Dimension 

Package Height 0.75 maximum 

Terminal Dimension 29.5 nominal 

Package Weight 0.5 g maximum 

NOTES: 
Dimensions are in millimeters unless otherwise noted. 
Package terminal dimension (lead tip-to-Iead tip) assumes the use of a keeper bar. 
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6.0. TCP PENTIUM® PROCESSOR 
WITH VOLTAGE REDUCTION 
TECHNOLOGY THERMAL 
SPECIFICATIONS 

The TCP Pentium processor with voltage reduction 
technology is specified for proper operation when 
the case temperature, T CASE, (T d is within the 
specified range of 0 ·C to 95 ·C. 

6.1. Measuring Thermal Values 

To verify that the proper T C (case temperature) is 
maintained for the Pentium processor, it should be 
measured at the center of the package top surface 
(encapsulant). To minimize any measurement errors, 
the following techniques are recommended: 

• Use 36 gauge or finer diameter K, T, or J type 
thermocouples. Intel's laboratory testing was 
done using a thermocouple made by Omega (part 
number: 5TC-TTK-36-36). 

• Attach the thermocouple bead or junction to the 
center of the package top surface using highly 
thermally conductive cements. Intel's laboratory 
testing was done by using Omega Bond (part 
number: OB-100). 

• The thermocouple should be attached at a 90· 
angle as shown in Figure 20. 

6.2. Thermal Equations 

For the Pentium processor with voltage reduction 
technology, an ambient temperature (T A) is not 
specified directly. The only requirement is that the 
case temperature (T d is met. The ambient tempera­
ture can be calculated from the following equations: 

I 

TJ = TC + P X 8JC 

TA = TJ - P X 8JA 

T A = T C - (P x 8CA) 

TC = TA + P X [8JA-8Jcl 

8CA = 8JA-8JC 

where, 

T A and T C are ambient and case temperatures (C) 

8CA = Case-to-Ambient thermal resistance (C/W) 

8JA = Junction-to-Ambient thermal resistance 
(C/W) 

8JC = Junction-to-Case thermal resistance (C/W) 

P = maximum power consumption (Watts) 

P (maximum power consumption) is specified in sec­
tion 4.2. 

6.3. TCP Thermal Characteristics 

The primary heat transfer path from the die of the 
Tape Carrier Package (TCP) is through the back side 
of the die and into the PC board. There are two ther­
mal paths traveling from the PC board to the ambi­
ent air. One is the spread of heat within the board 
and the dissipation of heat by the board to the ambi­
ent air. The other is the transfer of heat through the 
board and to the opposite side where thermal en­
hancements (e.g., heat sinks, pipes) are attached. 
Solder-side heat sinking, compared to TCP compo­
nent-side heat sinking, is the prefered method due 
to reduced risk of die damage, easier mechanical 
implementation and larger surface area for attach­
ment. However, component-side heat sinking is pos­
sible. The design requirements in a component-side 
thermal solution are: no direct loading of inner lead 
bonds on the TCP, a maximum force of 4.5 kgf on 
the center of a clear TCP, no direct loading of the 
TAB tape or outer lead bonds and controlled board 
deflection. 

6.4. PC Board Enhancements 

Copper planes, thermal pads, and vias are design 
options that can be used to improve heat transfer 
from the PC board to the ambient air. Tables 24 and 
25 present thermal resistance data for copper plane 
thickness and via effects. It should be noted that 
although thicker copper planes will reduce the 8CA 
of a system without any thermal enhancements, 
they have less effect on the 8CA of a system with 
thermal enhancements. However, placing vias under 
the die will reduce the 8CA of a system with and 
without thermal enhancements. 
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242557-21 

Figure 20. Technique for Measuring Case Temperature (Tc) 

Table 24. Thermal Resistance vs. Copper Plane Thickness with and without Enhancements 

Copper 8CA ("C/W) 8CA ("C/W) 
Plane No With 

Thickness' Enhancements Heat Pipe 

1 oz. Cu 18 8 

3 oz. Cu 14 8 

NOTES: 
'225 vias underneath the die 
(1 OZ = 1.3 mil 
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Table 25. Thermal Resistance vs. Thermal Vias underneath the Ole 

8CA("C/W) 
Thermal Via Configuration 

No Enhancements 

No thermal vias 15 

20 mil drill on 40 mil pitch 13 

Table 26. Pentium® Processor with Voltage Reduction Technology 
TCP Package Thermal Resistance without Enhancements 

8JC 
("C/W) 

Thermal Resistance without Enhancements 0.8 

8CA 
("C/W) 

13.9 

I 
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Table 27. Pentium® Processor with Voltage Reduction Technology 
TCP Package Thermal Resistance with Enhancements (without Airflow) 

Thermal °CA Notes 
Enhancements eC/W) 

Heat sink 11.7 1.2" x 1.2" x .35" 

AI Plate 8.7 4" x 4" x .030" 

AI Plate with Heat Pipe 7.8 0.3" x 1" x 4" 

Table 28. Pentium® Processor with Voltage Reduction Technology 
TCP Package Thermal Resistance with Enhancements (with Airflow) 

Thermal 
Enhancements 

Heat sink with Fan @ 1.7 CFM 

Heat sink with Airflow @ 400 LFM 

Heat sink with Airflow @ 600 LFM 
HS = heat sink 
LFM = Linear Feet/Minute 
CFM = Cubic Feet/Minute 

6.4.1. STANDARD TEST BOARD 
CONFIGURATION 

All Tape Carrier Package (TCP) thermal measure­
ments provided in the following tables were taken 
with the component soldered to a 2" x 2" test board 
outline. This six-layer board contains 13.5 mil drill on 
40 mil pitch vias (underneath the die) in the die at­
tach pad which are connected to two 3 oz. copper 
planes located at layers two and five. For the TCP 
Pentium processor with voltage reduction technolo­
gy, the vias in the die attach pad should be connect­
ed without thermal reliefs to the ground plane(s). 
The die is attached to the die attach pad using a 
thermally and electrically conductive adhesive. This 
test board was designed to optimize the heat 
spreading into the board and the heat transfer 
through to the opposite side of the board. 

I 

NOTE 
Thermal resistance values should be used 
as guidelines only, and are highly system de­
pendent. Final system verification should al­
ways refer to the case temperature specifi­
cation. 

°CA Notes 
eC/W) 

5.0 1.2" x 1.2" x .35" HS 
1" x 1" x .4" Fan 

5.1 1.2" x 1.2" x .35" HS 

4.3 1.2" x 1.2" x .35" HS 

7.0. SPGA PENTIUM® PROCESSOR 
WITH VOLTAGE REDUCTION 
TECHNOLOGY SPECIFICATIONS 

7.1. SPGA Pentium® Processor with 
Voltage Reduction Technology 
Differences from 3.3V Pentium 
Processor 

All SPGA Pentium processor with voltage reduction 
technology Specifications, except the differences 
described in this section, are identical to those of the 
3.3V Pentium processor. 

7.1.1 Features Removed 

The following features have been removed for the 
Pentium processor with voltage reduction technolo­
gy: Upgrade, Dual Processing (DP), APIC and Mas­
ter/Checker functional redundancy. Table 1 lists the 
corresponding pins which exist on the 3.3V Pentium 
processor but have been removed on the Pentium 
processor with voltage reduction technology. 
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7.1.2. Maximum Rating 

The following values are stress ratings only. Func­
tional operation at the maximum ratings is not im­
plied nor guaranteed. Functional operating condi­
tions are given in the AC and DC specification ta­
bles. 

Extended exposure to the maximum ratings may af­
fect device reliability. Furthermore, although the 
SPGA Pentium processor with voltage reduction 
technology contains protective circuitry to resist 
damage from static electric discharge, always take 
precautions to avoid high static voltages or electric 
fields. 

Case temperature under bias ...... - 65°C to 110°C 

Storage temperature ............. - 65°C to 150°C 

3V Supply voltage 
with respect to Vss ............ -0.5V to + 4.6V 

2.9V Supply voltage 
with respect to Vss ............ -0.5V to +4.1V 

3V Only Buffer DC Input Voltage .... - 0.5V to Vcc3 
..................... + 0.5; not to exceed 4.6V (2) 

5V Safe Buffer 
DC Input Voltage ............ -0.5V to 6.5V (1,3) 

NOTES: 
1. Applies to ClK. 
2. Applies to all SPGA Pentium processor with voltage re­

duction technology inputs except ClK. 
3. See Table 30. 
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WARNING 
Stressjng the device beyond the "Absolute 
Maximum Ratings" may cause permanent 
damage. These are stress ratings only. Op­
eration beyond the "Operating Conditions" is 
not recommended and extended exposure 
beyond the "Operating Conditions" may af­
fect device reliability. 

7.1.3. DC Specifications 

Tables 29,30 and 31 list the DC specifications which 
apply to the SPGA Pentium processor with voltage 
reduction technology. The SPGA Pentium processor 
with voltage reduction technology core operates at 
2.9V internally while the 1/0 interface operates at 
3.3V. The ClK input may be at 3.3V or 5V. Since the 
3.3V (5V safe) input levels defined in Table 30 are 
the same as the 5V TTL levels, the ClK input is 
compatible with existing 5V clock drivers. The power 
dissipation specification in Table 32 is provided for 
design of thermal solutions during operation in a 
sustained maximum level. This is the worst-case 
power the device would dissipate in a system for a 
sustained period of time. This number is used for 
design of a thermal solution for the device. 
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Table 29. 3.3V DC Specifications 

TeASE = 0 to85°C; Vee2 = 2.9V±165mV; Vee3 = 3.3V±165mV 

Symbol Parameter Min Max 

VIl3 Input Low Voltage -0.3 0.8 

VIH3 Input High Voltage 2.0 Vee3 +O.3 

VOl3 Output Low Voltage 0.4 

VOH3 Output High Voltage 2.4 

lee2 Power Supply Current 2096 
from 2.9V core supply 2515 

2500 

lee3 Power Supply Current 265 
from 3.3V I/O buffer 318 
supply 320 

NOTES: 
1. Parameter measured at 4 mAo 
2. Parameter measured at 3 mAo 
3. 3.3V TTL levels apply to all signals except elK. 

Unit Notes 

V TIL Level (3) 

V TIL Level (3) 

V TIL Level (1) (3) 

V TIL Level (2) (3) 

rnA @75 MHz (4) 
rnA @90MHz(4) 
rnA @120 MHz (4) (5) 

rnA @75MHz(4) 
rnA @90MHz(4) 
rnA @120 MHz (4) 

4. This value should be used for power supply design. It was estimated for a worst-case instruction mix and V cc2 
2.9V ± 165mV and Vcc3 = 3.3V ± 165mV. Power supply transient response and decoupling capacitors must be sufficient 
to handle the instantaneous current changes occurring during transitions from stop clock to full active modes. 

5.The lower power number is due to a process improvement. 

Table 30. 3.3V (5V Safe) DC Specifications 

Symbol Parameter Min Max Unit Notes 

VIl5 Input Low Voltage -0.3 0.8 V TIL Level (1) 

VIH5 Input High Voltage 2.0 5.55 V TIL Level (1) 

NOTES: 
1. Applies to elK only. 
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Table 31. Input and Output Characteristics 

Symbol Parameter Min Max Unit Notes 

CIN Input Capacitance 15 pF (4) 

Co Output Capacitance 20 pF (4) 

CliO I/O Capacitance 25 pF (4) 

CClK ClK Input Capacitance 15 pF (4) 

CTIN Test Input Capacitance 15 pF (4) 

CTOUT Test Output Capacitance 20 pF (4) 

CTCK Test Clock Capacitance 15 pF (4) 

III Input leakage Current ±15 /LA o < VIN < Vcc3 (1) 

ILO Output leakage Current ±15 /LA o < VIN < VCc3 (1) 

IIH Input leakage Current 200 /LA VIN = 2.4V (3) 

III Input leakage Current -400 /LA VIN = O.4V (2) 

NOTES: 
1. This parameter is for input without pull up or pull down. 
2. This parameter is for input with pull up. 
3. This parameter is for input with PUll down. 
4. Guaranteed by design. 

Table 32. Power Dissipation Requirements for Thermal Solution Design 

Parameter Typical(1) Max(2) Unit Notes 

Active Power Dissipation 2.0-3.0 6.0 Watts @75MHz 
2.5-3.5 7.3 Watts @90MHz 

2.5-3.5 7.1 Watts @120 MHz (5) 

Stop Grant and Auto Halt 1.0 Watts @75MHz 
Powerdown Power Dissipation 1.2 Watts @90MHz(3) 

1.2 Watts @120 MHz (3) 

Stop Clock Power Dissipation .02 0.05 Watts (4) 

NOTES: 
1. This is the typical power dissipation in a system. This value was the average value measured in a system using a typical 

device at Vee2 = 2.9V and Vee3 = 3.3V running typical applications. This value is highly dependent upon the specific 
system configuration. 

2. Systems must be designed to thermally dissipate the maximum active power dissipation. It is determined using a worst­
case instruction mix with Vee2 = 2.9V and Vee3 = 3.3V. The use of nominal Vee in this measurement takes into 
account the thermal time constant of the package. 

3. Stop Grant! Auto Halt Powerdown Power Dissipation is determined by asserting the STPClK # pin or executing the HALT 
instruction. 

4. Stop Clock Power Dissipation is determined by asserting the STPClK # pin and then removing the external ClK input. 
5. The lower power number is due to a process improvement. 
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7.1.3.1. Power Sequencing 

There is no specific sequence required for powering 
up or powering down the V cc2 and V cc3 power sup­
plies. However, for compatibility with future mobile 
processors, it is recommended that the V cc2 and 
Vcc3 power supplies be either both on or both off 
within one second of each other. 

7.1.4. AC Specifications 

The AC specifications of the SPGA Pentium proces­
sor with voltage reduction technology consist of set­
up times, hold times, and valid delays at 0 pF. All 
SPGA Pentium processor with voltage reduction 
technology AC specifications are valid for Vcc2 = 
2.9V + 165mV, Vcc3 = 3.3V + 165mV, and Tcase 
= 0 to 85·C. 

WARNING 
Do not exceed the 75-MHz Pentium proces­
sor with voltage reduction technology inter­
nal maximum frequency of 75 MHz by either 
selecting the % bus fraction or providing a 
clock greater than 50 MHz. 

Do not exceed the 90-MHz Pentium proces­
sor with voltage reduction technology inter­
nal maximum frequency of 90 MHz by either 
selecting the % bus fraction or providing a 
clock greater than 60 MHz. 

7.1.4.1. Power and Ground 

For clean on-chip power distribution, the SPGA Pen­
tium processor with voltage reduction technology 
has 25 VCC2 (2.9V power), 28 Vcc3 (3.3V power) 
and 53 VSS (ground) inputs. Power and ground con­
nections must be made to all external Vcc2, Vcc3 
and Vss pins of the SPGA Pentium processor with 
voltage reduction technology. On the circuit board 
all vcc2 pins must be connected to a 2.9V Vcc2 
plane (or island) and all Vcc3 pins must be connect­
ed to a 3.3V Vcc3 plane. All VSS pins must be con­
nected to a Vss plane. Refer to Table 35 for a listing 
of Vcc2 and Vcc3. 

7.1.4_2. Oecoupling Recommendations 

Transient power surges can occur as the processor 
is executing instruction sequences or driving large 
loads. To mitigate these high frequency transients, 
liberal high frequency decoupling capacitors should 
be placed near the processor. 

I 

Low inductance capacitors and interconnects are 
recommended for best high frequency electrical per­
formance. Inductance can be reduced by shortening 
circuit board traces between the processor and de­
coupling capacitors as much as possible. 

These capacitors should be evenly distributed 
around each component on the 3.3V plane and the 
2.9V plane (or island). Capacitor values should be 
chosen to ensure they eliminate both low and high 
frequency noise components. 

Power transients also occur as the processor rapidly 
transitions from a low level of power consumption to 
a much higher level (or high to low power). A typical 
example would be entering or exiting the Stop Grant 
state. Another example would be executing a HALT 
instruction, causing the processor to enter the Auto 
HALT Powerdown state, or transitioning from HALT 
to the Normal state. All of these examples may 
cause abrupt changes in the power being consumed 
by the processor. Note that the Auto HALT Power­
down feature is always enabled even when other 
power management features are not implemented. 

Bulk storage capacitors with a low ESR (Effective 
Series Resistance) in the 10 to 100 p.F range are 
required to maintain a regulated supply voltage dur­
ing the interval between the time the current load 
changes and the point that the regulated power sup­
ply output can react to the change in load. In order 
to reduce the ESR, it may be necessary to place 
several bulk storage capacitors in parallel. 

These capacitors should be placed near the proces­
sor (on the 3.3V plane and the 2.9V plane (or is­
land)) to ensure that these supply voltages stay with­
in specified limits during changes in the supply cur­
rent during operation. 

For more detailed informations, please contact Intel 
or refer to the Pentium Processor with Voltage Re­
duction Technology: Power Supply Design Consider­
ations for Mobile Systems application note (Order 
Number 242558). 

7.1.4.3. Connection SpeCifications 

All NC pins must remain unconnected. Refer to Ta­
ble 35 for a listing of NC pins. 

All RESERVED pins must remain unconnected. 

2-221 



PENTIUM® PROCESSORS WITH VOLTAGE REDUCTION TECHNOLOGY 

For reliable operation, always connect unused in­
puts to an appropriate signal level. Unused active 
low inputs should be connected to Vee3. Unused 
active high inputs should be connected to ground. 

7.1.4.4. AC Timings 

Table 33 contains the SPGA Pentium processor with 
voltage reduction technology AC timing changes for 
50-MHz bus operation. Table 34 contains the SPGA 
Pentium processor with voltage reduction technolo­
gy AC timing changes for 50-MHz bus operation. 

7.1.5. Thermal Specifications 

The SPGA Pentium processor with voltage reduction 
technology is specified for proper operation when 
the case temperature, TeASE (T cl is within the spec­
ified range of a °C to 85°C. 

7.1.6. SPGA Package Differences 

The SPGA Pentium processor with voltage reduction 
technology package has a pin array that is mechani­
cally identical to the SPGA version of the 3.3V Penti­
um, but some pins need to be connected differently. 
Also, there are small differences in the package di­
mensions. 

7.1.6.1. Pinout 

Table 35 lists the SPGA Pentium processor with 
voltage reduction technology pins that are different 
from the SPGA 3.3V Pentium processor. Figure 21 
depicts the pin side SPGA pinout diagram. The 
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Vee2 pins are 3.3V Vee pins for the 3.3V Pentium 
processor, but will be 2.9V Vee2 pins for the SPGA 
Pentium processor with voltage reduction technolo­
gy. The NC pins correspond to the unused (for mo­
bile) functions listed in Table 1. They should be left 
unconnected. Connection of these pins may result in 
component failure or incompatibility with processor 
step pings. For a brief functional description of the 
remaining pins, please refer to Tables 3 and 4. For 
Input and Output pins reference, please refer to Ta­
ble 5, 5 and 7. 

7.1.6.2. Package Dimensions 

The Pentium processor with voltage reduction tech­
nology implements an SPGA package that removes 
the Heat spreader from the top of the package. The 
package is mechanically equivalent to the package 
used on the 3.3V Pentium processor C2 stepping 
except that the SPGA Pentium processor with volt­
age reduction technology will use the metal lid in­
stead of a ceramic lid, and has the dimensions 
shown in Figure 22. 

7.1.7. I/O Buffer Models 

The 110 buffer models provided in section 4.4 of this 
document apply to both the TCP and SPGA Pentium 
processor with voltage reduction technology pack­
ages, although the capacitance (Cp) and inductance 
(Lp) parameter values differ between the two pack­
ages. For SPGA Pentium processor with voltage re­
duction technology values, refer to Chapter 24 of the 
Pentium@ Processor Family Developer's Manua!, 
Volume 1: Pentium@ Processors. 
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Table 33. SPGA Pentium® Processor with Voltage Reduction Technology 
AC Timing Changes for 50-MHz Bus Operation 

Vcc2 = 2.9V + 165mV, Vcc3 = 3.3V + 165mV, Tease = O°C to 85°C, CL = OpF 

Symbol 

tea 

tSa 

tSe 

tea 

tSa 

tSe 

tSd 

t10b 

t12 

Parameter Min Max 

W fA # Valid Delay 1.0 7.9 

BEO·7# Valid Delay 1.0 8.1 

LOCK# Valid Delay 1.1 7.9 

PWT Valid Delay 1.0 7.5 

CACHE# Valid Delay 1.0 7.3 

A3-A31 Valid Delay 1.1 8.3 

ADS# Valid Delay 1.0 7.4 

HITM # Valid Delay 1.1 6.6 

DP, DBUS Valid Delay 1.3 9.2 

Table 34. SPGA Pentium® Processor with Voltage Reduction Technology 
AC Timing Changes for 60-MHz Bus Operation 

Vcc2 = 2.9V + 165mV, Vcc3 = 3.3V + 165mV, Tease = O°C to 85°C, CL = OpF 

Symbol Parameter Min Max 

tee A3-A31 Valid Delay 1.1 7.7 

t12 DP, DBUS Valid Delay 1.3 7.8 

I 

Unit 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

Unit 

ns 

ns 
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Table 35. SPGA Pentlum@ Processor with Voltage Reduction Technology Vcc2 and Vcc3 Pins 

Vcc2' 

A17 A07 001 AA01 AN11 

A15 G01 801 AC01 AN13 

A13 J01 U01 AE01 AN15 

A11 L01 W01 AG01 AN17 

A09 N01 Y01 AN09 AN19 

Vcc3* 

A19 A27 AE37 AN25 G37 N37 U33 

A21 A29 AG37 AN27 J37 037 U37 . 

A23 AA37 AN21 AN29 L33 837 W37 

A25 AC37 AN23 E37 L37 T34 Y37 

NC" 

A37 AE03 AN35 035 W33 

AA03 AE35 H34 R34 W35 

AC03 AL19 J33 833 Y03 

AD04 AM02 L35 835 Y35 

NOTE: 
'These Vee2 pins are 3.3V Vee pins for the SPGA 3.3V Pentiumi!l processor. For the SPGA Pentium processor with voltage 
reduction technology, these pins are 2.9V Vcc2 supplies for the SPGA core . 
• 'These NC pins should be left unconnected. Connection of these pins may result in component failure or incompatibility 
with processor steppings. 

2-224 I 



I 

PENTIUM® PROCESSORS WITH VOLTAGE REDUCTION TECHNOLOGY 

1 2 3 4 5 • 7 • 9 11 11 12 13 14 15 15 17 11 II :II 21 z!.ZI 31 :Ii :Ii '11 31 211 31 31 3Z 31 31 5 5 'Sf 

".. . . . . . . . . . . . . . . . 
MI tC. IIC • tC .1UJIItI. \ICC2. \ICC2. \ICC2. \ICC2. \ICC2. VCC2. vee3. VCC3. VCC3. VCC3. VCC3. Al0. AI • NC. VSS 

~ .NC.~._.VSS.vss.vss.vss.vss.vss.vss.vss.vss.vss.VSS.VSS.AI.M.~ • 
.II( INC. PWT. - JUDW. l1li • _ .... _ • sevc. NC • A20. AI.. AI •• A14. A12. All • A7 • A3 • VSS 
AJ • APt • OCt. IITI _ lEI. E1t _ !Ell QJ( ABET AI. lIfT A15 A13 A9 AS. A2II • A28 • 

'" BRE'l ~ • AOSt A31 • A25 • VSS 
VSS LOCK. 

AG' • • 
W VCC2. SMlAq'!'CD 

AE • VSS • FQI(I • 

VCCZ NC APCHK. 

• •• A22 • 
A27 • A24 • VCC3 

10 • • 
Ie • VSS. NC. .NR • VSS. 

/8 VCC2. NC. PRJ\' til • lISt • vee3 

M • VSS. ID.D • • SlIt • VSS. 

Z \ICC2. NC. WINIft NT l-e. VCC3 z 
y • VSS. 1IOfRI. ® • PENII. VSS. y 

X \ICC2. NC. NA. PENTIUM R PROCESSOR !IF • NC • vee3 X 

W • vSS.IIIIlI'II. • NC. vss. W 

V va:2._. KENt WITH VOLTAGE REDUCTION NC • NC • VCC3 V 

U • VSS .AIOD. TECHNOLOGY .SIPO.J(J. vss. U 
T va:2.CKJ8. INII VCC3. VSS • VCC3 T 

S • VS$ • II'Of • • VCC3. vss • 5 

R \ICC2. IIP2 .F1P'J NC • NC. VCC3 R 

Q • VSS .FUII1'1. PIN SIDE VIEW . NC • vss. Q 

P va:2._. FIHW lRSI'. NC • vee3 P 

N .vss._. .TlIS.VSS. N 

II va:2. DI3 • 0P7 100 • 11J • VCC3 II 

.VSS 062. .lQ(.VSS. L 

K va:2. 011 • DIG VCC3. NC • VCC3 K 

.VSS.~. .00 VSS 

H va:2. 057 • 058 NC • 02 • vee3 H 

G .VSS.D5I. NC VSS G 
F va:2. 055 • 053 • D3 01 vee3 

E .0F6.DS1.1JI5. .Di D4 E 

o 054.052.048.046.042. • • • • •• • D7. DB.~ 0 
C • D50 • D4I • D44 • 040 • 039 • D37 1Bi. D33 • [PJ • 030. 029. IBi • 023 • 019 .!PI 012. IB IJ'O. C 

B INC. 047 • D45 • !PI • 031 • 031 • 034 • 032 • 031 • D29 • D27 • D25 • 0P2 • 024. 021. 017 • 014 • 010 • De B 

INC • D43 • VSS • VSS • VSS • VSS. VSS. VSS • VSS • VSS. VSS • VSS • VSS • VSS • 020 • 016 • DI3 • 011. A 
INCOO\lCC2\1CC2\1CC2\1CC2\1CC2\1CC2VCC3VCC3VCC3VCC3VCC3VCC3~~OONC 

A 

2 3 45.7.911 11 12 13 14 15 • 1718 19:11 21 Z! ZI 3I:Ii:lli '11 31 211 3131 3Z 31 3155 'Sf 

242557-22 

Figure 21. SPGA Pentium® Processor with Voltage Reduction Technology Pinout 
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Figure 22. 296-Pin Ceramic Pin Grid Array Package 
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Table 36. 296-Pin Ceramic Pin Grid Array: 
The Package Dimensional Specification 

Millimeters Inches 

Symbol Min Max Notes Min Max Notes 

A 3.27 3.83 Ceramic Lid 0.129 0.151 Ceramic Lid 

A1 0.66 0.86 Ceramic Lid 0.026 0.034 Ceramic Lid 

A2 2.62 2.97 0.103 0.117 

B 0.43 0.51 0.017 0.020 

D 49.28 49.78 1.940 1.960 

D1 45.59 45.85 1.795 1.805 

D3 24.00 24.25 Includes Fillet 0.945 0.955 Includes Fillet 

e1 2.29 2.79 0.090 0.110 

L 3.05 3.30 0.120 1.130 

N 296 Total Pins 296 Total Pins 

51 1.52 2.54 0.060 0.100 
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INTEL OverDrive® PROCESSORS 

• Powerful Processor Upgrades for most 
Intel486TM Microprocessor-Based 
Systems 
- Significantly Accelerates All 

Software Applications 

• Intel OverDrive® Processor Family 
Includes: 
- Pentium® OverDrive Processor 
-lnte1DX4TM OverDrive Processor 
-lnte1DX2TM OverDrive Processor 

• Designed to Upgrade Systems Based 
on: 
-lntel486TM SX Processors 
-lntel486™ DX Processors 
-lnte1SX2™ Processors 
-lnte1DX2TM Processors 

• Large Installed Base of Thousands of 
Applications 

• Incorporates SMM Power Saving 
Features 

Pot"",,~,,-

290436-61 

The Pentium® OverDrive® processor upgrades most Intel486 processor-based systems to Pentium processor 
technology. It is the recommended upgrade option for IntelSX2TM and IntelDX2TM CPU-based systems. and 
the superior upgrade option for Intel486 SX and OX CPU-based systems. It features a true Pentium processor 
core (superscalar architecture. branch prediction and faster floating pOint unit), silicon enhancements (sepa­
rate code and data caches, 16 KB each and 32-bit bus interface), and package innovations (on-package 
voltage regulation and fan heat sink). 

The IntelDX4TM OverDrive processor is an upgrade for most Intel486 SX and OX CPU-based systems. It 
features Intel's speed-tripling technology, enhanced 16 KB on-Chip cache memory and a math coprocessor. 

The IntelDX2 OverDrive processor is an entry-level upgrade for most Intel486 SX and OX CPU-based systems. 
It features Intel's speed-doubling technology, on-chip math coprocessor and 8 KB on-chip cache memory. 

'Other brands and names are the property of their respective owners. 
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INTEL OverDrive® PROCESSORS 

1.0 INTRODUCTION 

This data sheet describes the Intel OverDrive proc­
essors, a family of CPU upgrades for Intel486 proc­
essor-based systems. This family includes the 
IntelDX2 OverDrive processor, the IntelDX4 
OverDrive processor and the Pentium OverDrive 
processor. These processor upgrades significantly 
accelerate all software applications, thereby increas­
ing overall PC performance. 

Intel486 SX, Intel486 DX, Inte1SX2, or IntelDX2 proc­
essor-based systems that are compatible to the Intel 
OverDrive processor(s) must be designed to both 
the original processor specifications and the Intel 
OverDrive processor(s) specifications. 

1.1 Product Overview 

It is important to note that this data sheet is intended 
to be used in conjunction with the Intel486 Micro­
processor Family Datasheet-which describes the 
Intel Family Architecture and functionality (Order 
# 242202-003). All enhancements or differences 
between the OverDrive processor and the original 
processor (Le., IntelDX2 or IntelDX4 OverDrive vs. 
Intel486 DX processor, Pentium vs. Pentium Over­
Drive processors) are described in this data sheet. 

The following sections provide an overview of each 
of the OverDrive processors. Refer to the specific 
product section(s) for more detailed information. 

InlelDX2™ 
OverDrive@ 
Processor 

InlelDX4™ 
OverDrive 
Processor 

Penlium@ 
OverDrive 
Processor 

Figure 1-1 lists some of the key features of each 
OverDrive processor. Figure 1-2 describes the up­
grade choices available for an existing Intel486 SX 
or DX system. 

• For Up To 33 MHz Intel486 SX or OX Processor-Based Systems 
• Based on IntelDX2 Technology, which Includes Speed 

Doubling and Floating Point Math Unit 
-lntel486 OX Processor and Intel487 Math CoProcessor Pinouts 
.8 KByte Integrated Instruction and Data Cache 

• For Up To 33 MHz Intel486 SX or DX Processor-Based Systems 
• Based on InteIDX4 Speed Tripling Technology, 

which Includes Floating Point Math Unit 
-lntel486 OX Processor and Intel487 Math CoProcessor Pinouts 
.16 KByte Integrated InstructIon and Dota Cache 

• For Up To 33 MHz Intel486 SX or OX Processor-Based Systems 
• For Up To 66 MHz InleIDX2 or 50 MHz IntelSX2 Processor-Based Systems 
• Based on Intel Pentium Processor Technology, which includes 

Superscalar, Faster Floating Point, Branch Prediction 
• Separate Code and Data Caches, 16 KByte 

each. Data Cache has Write-Bock Capability 
elntegrated Fan Heat Sink 

Figure 1-1. Key Features 

290436-27 
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Current 
System 

Upgrades To • OverDrive@ 
Processor 

Intel486 ™SX IntelDXZ™ 

or OX System OverDrive 
Processor 

IntelOX4™ 
OverDrive 
Processor 

IntelSXZ™ Pentium@ 
or IntelOXZ OverDrive 

Systems Processor 

290436-28 

Figure 1-2. Upgrade Choices 

1.1.1 IntelDX2TM OverDrive® PROCESSOR 

The IntelDX2 OverDrive processor is the entry-level 
processor upgrade designed for most Inlel486 SX 
and Intel486 OX processor-based systems. Based 
on the IntelDX2 processor, it features the Intel 
speed doubling technology. This accelerates both 
integer and floating point software, to deliver per­
formance equivalent to a similarly configured In­
telDX2 processor-based system. 

The IntelDX2 OverDrive processor integrates an in­
teger unit, a floating point math coprocessor unit, a 
memory management unit and an 8 KByle cache on 
a single chip. The speed doubling technology allows 
the processor to operate internally at twice the 
speed of the system bus; up to a maximum of 
66 MHz for a 33 MHz system. 

2-234 

The IntelDX2 OverDrive processor comes in two 
package offerings; 168-lead Pin Grid Array (PGA) 
and 169-lead PGA. It is designed to be installed into 
the OverDrive processor socket of Intel486 SX and 
OX processor-based systems. It can also replace 
the existing processor in single-socket systems. 

1.1.2 IntelDX4™ OverDrive® PROCESSOR 

The IntelDX4 OverDrive processor is an upgrade 
designed for most Intel486 SX and Intel486 OX 
processor-based systems. Utilizing the Intel speed 
tripling technology, the IntelDX4 OverDrive proces­
sor accelerates both integer and floating point soft­
ware, achieving performance comparable to a simi­
larly configured IntelDX4 processor-based system. 



The IntelDX4 OverDrive processor integrates an in­
teger unit, a floating point math coprocessor unit, a 
memory management unit and a 16-KByte cache on 
a single chip. The speed tripling technology allows 
the processor to operate internally at three times the 
speed of the system bus; up to a maximum of 
100 MHz for a 33 MHz system. 

The IntelDX4 OverDrive processor comes in two 
package offerings; 168-lead Pin Grid Array (PGA) 
and 169-lead PGA. It is deSigned to be installed into 
the OverDrive processor socket of Intel486 SX and 
OX processor-based systems. It can also replace 
the existing processor in most single-socket sys­
tems. 

1.1.3 Pentium® OverDrive® PROCESSOR 

The Pentium OverDrive processor is the highest per­
formance CPU upgrade available for systems based 
on the Intel486 family of CPUs, bringing Pentium 
processor technology (including Superscalar Archi­
tecture, Branch Prediction, faster floating-point unit, 
and separate data and code caches) to most 
Intel486 processor-based systems. It is the recom­
mended upgrade option for most IntelSX2 and In­
telDX2 processor-based systems, and the superior 
upgrade option for most Intel486 SX and OX proces­
sor-based systems. 

Inclusion of the Pentium OverDrive processor socket 
in systems based on the Intel486 family of micro­
processors provides the end user with an easy and 
cost-effective way to increase system performance 
for most Intel486 processor-based systems. The 
majority of upgrade installations which take advan­
tage of the Pentium OverDrive processor socket will 

INTEL OverDrive® PROCESSORS 

be performed by end users and resellers. Therefore, 
it is important that the design be "end user easy", 
and that the amount of training and technical exper­
tise required to install the OverDrive processors be 
minimized. Upgrade installation instructions should 
be clearly described in the system user's manual. In 
addition, by making installation simple and foolproof, 
PC manufacturers can reduce the risk of system 
damage, warranty claims and service calls. Feed­
back from Intel's upgrade customers highlight three 
main characteristics of end user easy designs: ac­
cessible socket location, clear indication of upgrade 
component orientation, and minimization of insertion 
force. Recommendations regarding designing for 
easy upgradability appear in Appendix C. 

1.2 Pinouts 

1.2.1 168/169 PIN SOCKET 

Refer to Figures 1-3 and 1-4 for an illustration of 
each of the two PGA packages. Figure 1-3 shows 
the 169-lead PGA package, while Figure 1-4 illus­
trates the 168-lead PGA package. 

Table 1-1 cross-references the pin number to pin 
function for the 169-lead PGA package. Table 1-2 is 
a cross-reference for the 168-lead package. 

Table 5-1 in Section 5 gives a brief description of the 
function of each pin. 

Refer to each specific OverDrive processor section 
for a description of any differences from the pinouts 
described in this section. 
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ABC D E F G H J K L M N P Q R S 

000 0 0 0 0 0 0 0 0 0 0 o 0 0 0 
020 019 011 09 ¥SS OPt VSS Vss Vee Vss Vss Vss 02 DO A31 A2a A27 

o 000 0 0 0 0 0 0 0 0 0 0 0 0 0 
022 021 018 013 Vee 08 Vee 03 05 Vee 06 Vee 01 A29 Vss A25 A26 

o 000 0 0 0 0 0 0 0 0 0 0 0 0 0 
NC VSS ClK 017 010 015 012 OP2 016 014 07 04 OPO A30 A17 Vee A23 

000 0 
023 ¥ss Vee KEY 

000 
DP3 Vss Vee 

000 
024 025 027 

000 
Vss Vee 026 

000 
029 031 028 

000 
Vss Vee 030 

000 
INC SMI- SRESET 

000 
¥ss Vee INC 

o 
INC 

o 0 
INC SMIACT# 

000 
FERR# INC NC 

000 
NC UP# INC 

000 
A19 Vss NC 

000 
A21 A18 A14 

000 
A24 Vee Vss 

000 
A22 A15 A12 

000 
A20 Vee Vss 

000 
At6 Vee ¥ss 

000 
A13 Vee Vss 

o 
A9 

o 
AS 

o 
A7 

o 0 
Vee Vss 

o 0 
All ¥ss 

o 0 
A8 Al0 

000 
A2 Vee Vss 

o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
IGNNE# NMI FlUSH# A20M# HOlO KEN# STPClK#BROY# BE2# BEQ- PWT o/c- lOCK- HloA BREQ A3 A6 

o 
INTR 

o 
NC 

o 0 
RESET BS8# 

o 
Vee 

o 
RDY# 

o 
Vee 

o 
Vee 

o 
BE1# 

o 
Vee 

o 
Vee 

o 0 0 0 0 0 
Vee M/IO# Vee PlOCK# BlAST# A4 

o 0 0 0 0 0 0 000 0 0 0 0 0 0 0 
AHOLD EADS# 8S16# 80FF# ¥ss 8E3# Vss ¥ss PCD Vss ¥ss Vss W/R# Vss PCHK# INC ADS# 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

A B C D E F G H J K L M N P Q R S 
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Figure 1-3. 169-Lead PGA Bottom View Pinout (ODP) 
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A B c o E F G H J K L M N P Q R s 

o 0 0 0 0 0 0 0 0 0 0 0 0 000 0 
020 019 011 09 Vss OPI Vss Vss Vee Vss Vss Vss 02 DO A31 A28 A27 

00000 0 0 0 0 0 0 0 0 000 0 
022 021 018 013 Vee 08 Vee 03 05 Vee 06 Vee 01 A29 Vss A25 A26 

00000 0 0 0 0 0 0 0 0 0 0 0 0 
NC Vss ClK 017 010 015 012 OP2 016 01. 07 04 OPO A30 A17 Vee A23 

000 
023 Vss Vee 

000 
OP3 Vss Vee 

000 
024 025 027 

000 
Vss Vee 026 

000 
029 031 028 

000 
Vss Vee 030 

o 
INC 

o 0 
SMI" SRESET 

000 
Vss Vee INC 

000 
INC INC SMIACT" 

000 
INC INC NC 

000 
NC NC FERR" 

000 
A19 Vss NC 

000 
A21 A18 A14 

000 
A24 vee ¥ss 

000 
A22 A15 A12 

000 
A20 vee Vss 

000 
A16 Vee Vss 

o 
A13 

o 
VSS 

000 
A9 Vee Vss 

000 
AS All Vss 

000 
A7 A8 AID 

000 
A2 Vee Vss 

000 0 0 0 0 000 0 0 0 0 0 0 0 
lGNNE" NMI FLUSH" A20M" HOLD KEN" STPClKN8ROY" 8E2# BEQ" PWT o/c" lOCK" HlOA 8REQ A3 A6 

o 
lNTR 

o 
NC 

o 0 
RESET 8S8" 

o 
Vee 

o 
ROY" 

o 
Vee 

o 0 
vee BE1# 

0, 
vee 

o 
Vee 

o 0 000 0 
Vee MilO" Vee PLOCK" BLAST" A4 

o 0 0 0 0 0 0 0 0 0 0 0 0 000 0 
AHOlO EAOS" BS 16" BOFF" Vss BE3# Vss Vss PCO VSS VSS Vss W IR# Vss PCHK" INC AOS# 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

A B c o E F G H J K L M N P Q R S 
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Figure 1-4. 168-Lead PGA Bottom View Pinout (ODPR) 
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Table 1-1. 169-Lead PGA Pin Cross Reference by Pin Name (OOP) 

Address Data Control Control NC Vee VSS 
A2 014 Do P1 A20M# 015 PLOCK# 016 A3 B7 A7 
A3 R15 01 N2 AOS# S17 PWT L15 A14 B9 A9 
Pv. S16 02 N1 AHOLO A17 ROY# F16 B16 B11 A11 
A5 012 03 H2 BEO# K15 RESET C16 C13 C4 B3 
A6 S15 04 M3 BE1# J16 SMI# B10 C5 B4 
A7 013 05 J2 BE2# J15 SMIACT# C12 E2 B5 
As R13 06 L2 BE3# F17 SRESET C10 E16 E1 
A9 011 07 L3 BLAST # R16 STPCLK# G15 G2 E17 
AlO S13 Os F2 BOFF# 017 UP# B14 G16 G1 
A11 R12 09 01 BROY# H15 W/R# N17 H16 G17 
A12 S7 010 E3 BREO# 015 J1 H1 
A13 010 011 C1 BS8# 016 K2 H17 
A14 S5 012 G3 BS16# C17 K16 K1 
A15 R7 013 02 CLK C3 Position L16 K17 
A16 09 014 K3 O/C# M15 M2 L1 
A17 03 015 F3 OPO N3 KEY 04 M16 L17 
A1S R5 016 J3 OP1 F1 PLUG 05 P16 M1 
A19 04 017 03 OP2 H3 PLUG D13 R3 M17 
A20 08 018 C2 DP3 A5 PLUG D14 R6 P17 
A21 05 D19 B1 EADS# B17 PLUG E4 R8 02 
A22 07 020 A1 FERR# A13 PLUG E14 INC 

R9 R4 
A23 S3 D21 B2 FLUSH # C15 PLUG N4 A10 R10 S6 
A24 06 022 A2 HLDA P15 PLUG N14 A12 R11 S8 
A25 R2 023 A4 HOLD E15 PLUG P4 B12 R14 S9 
A26 S2 024 A6 IGNNE# A15 PLUG P5 B13 S10 
A27 S1 025 B6 INTR A16 PLUG P13 C11 S11 
A2S R1 026 C7 KEN# F15 PLUG P14 C14 S12 
A29 P2 027 C6 LOCK# N15 R17 S14 
A30 P3 028 C8 MIIO# N16 S4 
A31 01 029 A8 NMI B15 

030 C9 PCD J17 
031 B8 PCHK# 017 

NOTES: 
1. All NC pins must remain unconnected. 
2. Refer to each specific OverDrive section for differences in pin functions. 
3. NC = No Connection. 
4. INC = Internal No Connect. 
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Table 1-2. 168-Lead PGA Pin Cross Reference by Pin Name (ODPR) 

Address Data Control Control NIC Vee Vss 
A2 014 00 P1 A20M# 015 PLOCK# 016 A3 B7 A7 
A3 R15 01 N2 AOS# S17 PWT L15 A14 B9 A9 
A4 S16 02 N1 AHOLO A17 ROY# F16 B14 B11 A11 
A5 012 03 H2 BEO# K15 RESET C16 B16 C4 B3 
A6 S15 04 M3 BE1# J16 SMI# B10 C13 C5 B4 
A7 013 05 J2 BE2# J15 SMIACT# C12 E2 B5 
A8 R13 06 L2 BE3# F17 SRESET C10 E16 E1 
A9 011 07 L3 BLAST # R16 STPCLK# G15 G2 E17 
AlO S13 08 F2 BOFF# 017 UP# C11 G16 G1 
A11 R12 09 01 BROY# H15 W/R# N17 H16 G17 
A12 S7 010 E3 BREO# 015 J1 H1 
A13 010 0 11 C1 BS8# 016 K2 H17 
A14 S5 012 G3 BS16# C17 K16 K1 
A15 R7 013 02 CLK C3 L16 K17 
A16 09 014 K3 O/C# M15 M2 L1 
A17 03 015 F3 OPO N3 M16 L17 
A18 R5 016 J3 OP1 F1 P16 M1 
A19 04 017 03 OP2 H3 R3 M17 
A20 08 018 C2 OP3 A5 INC R6 P17 
A21 05 019 B1 EAOS# 817 R8 02 
A22 07 020 A1 FERR# C14 A10 R9 R4 
A23 S3 021 B2 FLUSH# C15 A12 R10 S6 
A24 06 022 A2 HLOA P15 A13 R11 S8 
A25 R2 023 A4 HOLO E15 B12 R14 S9 
A26 S2 024 A6 IGNNE# A15 B13 S10 
A27 S1 025 B6 INTR A16 R17 S11 
A28 R1 026 C7 KEN# F15 S4 S12 
A29 P2 027 C6 LOCK# N15 S14 
A30 P3 028 C8 M/IO# N16 
A31 01 029 A8 NMI B15 

030 C9 PCO J17 
031 B8 PCHK# 017 

NOTES: 
1. All NC pins must remain unconnected. 
2. Refer to each specific OverDrive section for differences in pin functions. 
3. NC = No Connection. 
4. INC = Internal No Connect. 
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1.2.2 Pentlum® OverOrlve® PROCESSOR 
SPECIFICATIONS 

The Intel Pentium OverDrive processor socket spec­
ifies 237 contaots. The 237 contacts correspond to a 
standard 240 pin socket with one inside "KEY" con­
tact, one outer "KEY" contact and four 'orientation' 
contacts plugged on the outside corner. The inside 
"KEY" contact provides backward compatibility for 
the IntelDX2 and IntelDX4 OverDrive processors for 
Intel486 SX, Intel486 OX, Inte1SX2, and IntelDX2 
processor-based systems. The Pentium OverDrive 
processor itself (not the socket) does not have any 
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"KEY" pins. The five contacts plugged on the out­
side corner ensure proper orientation for the Penti­
um OverDrive processor. The Pentium OverDrive 
processor pinout is shown in Figures 1-5 and 1-6. 

Please note that the boundary scan pins (TCK, 
TOO,TOI, and TMS), and all testability pins have 
been removed from the production version of the 
Pentium OverDrive processor. An engineering sam­
ple will be available that will allow the use of bounda­
ry scan and testability functions. For more informa­
tion on boundary scan and testability pins, please 
contact Intel. 



intel® 
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1.2.2.1 Pentium® OverDrive® Processor Pinout 

A B c D E F G H J K L M N P Q R S T U 

19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 19 NC RES VSS VCC VSS INIT VSS VSS VCC VCC VCC Vss VSS RES VSS VCC VSS RES RES 

18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 18 RES AHOlCEAO~16#BOFF"SS BE3# VSS VSS PCO Vss Vss VSS WIRII VSS PCHKIINC AOSIIRES 

17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 17 VSS INTR INC RESETBS8it VCC ROVII VCC VCC BE1# VCC VCC vee M/IO# VCCPlOCKBlLASnA4 VSS 

16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16 VCC IGNNEINMI FLUSH#A20MIHOlO<ENISTPClIQIROVaE2# BEOII PWT O/CII lOCKlIlOA BREQA3 AS vcc 

15 0 0 0 0 0 0 0 0 15 VSS INC UP# INC A2 VCC VSS vss 

14 0 0 0 0 0 0 0 0 14 VSS FERRIIINC NC A7 A8 A10 vss 

13 0 0 0 0 0 0 0 0 13 VSS INC INC SMIAcn AS A11 VSS vss 

12 0 0 0 0 0 0 0 0 12 vss vss VCC INC A9 VCC VSS vss 

11 0 0 0 0 0 0 0 0 11 VCC INC SMI# INC A13 VCC VSS vcc 

10 0 
vf§s v~c 0 0 0 0 0 10 VCC 030 A16 VCC VSS vcc 

9 0 0 0 0 0 0 0 0 9 VCC 029 031 028 A20 VCC VSS vcc 
TOP SIDE VIEW 

8 0 0 0 0 0 0 0 0 8 vss vss VCC 026 A22 A15 A12 VSS 

7 B~ENMJ~ ~5 [527 
REV 517194 

0 
S>CC -9ss S'ss 7 A24 

6 ~s ~3 S>ss S>cc 
0 0 

i'14 -9ss 6 A21 AlB 

5 v~ 0~3 v?s v9;c 
0 0 0 0 5 A19 VSS INC VSS 

4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 INC VSS ClK 017 010 015 012 OP2 016 014 07 04 OPO A30 A17 VCC A23 VCC 

3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 022 021 018 013 VCC 08 VCC 03 05 VCC 06 VCC 01 A29 VSS A25 A26 VSS 

2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 020 019 011 09 vss DPl VSS vss vcc vss vss VSS 02 00 A31 A2B A27 HIT# 

1 0 0 0 0 0 0 0 0 0 0 0 0 o 0 0 0 
vcc VSS RESCACHEiWSS vcc vee vcc vss INV EWBE#VSS VCC VSSWBIWTIHITMI 

A B C 0 E F G H J K L M N P Q R S T U 
290436-37 

"NOTE: 
Pin A 1 is located in the lower left corner to make the labels on the top plate of Intel processors orient right side up. All 
"RES" and "Ne" pins should be left unconnected to insure proper operation. 

Figure 1-5. Pentium® OverDrive® Processor Pinout (Top Side View) 
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u T S R Q P N M L K J H G F E 0 c B A 

19 a a a a a a a a a a a a a a a 
v'6e v~s R~S £ 19 RES RES VSS vee vss RES VSS VSS vee vee vee vss VSS IN IT vss 

18 a AcaslIl~e P'6HKIN'?S &RII vC§s S§s v~s p80 v~s v'?s B~311 ~ss fOFFtlC§161E~OS'"'9tOLO~E~ .18 RES 

17 0 a 0 0 0 0 0 0 0 0 0 a 0 a 0 a a 0 a 17 vss A4 BLASTIf'LOeKlree MlIOtl vee vee vee BElli vee vee ROY# vee BS811 RESEllNe INTR vss 

16 a a a 0 0 a a 0 0 0 0 0 0 0 0 0 0 0 a 16 vee A6 A3 BREQ HLOALOeKtlD/CtI PWT BEOII BE2I1BROYIIlTPelKifENIIHOl[\ll.20MFLUSHt.lMIIGNNElNee 

15 a v~s /8e 
0 

Ir?C &oil I~e v~s 15 VSS A2 

14 a a 0 a a a a a 14 vss Al0 AB A7 Ne INC FeRRINSS 

13 0 a a 0 a a a 0 13 vss VSS All A5 SMIAeTINC INC VSS 

12 a v~s v'6e 
0 I~C £e S§s v~s 12 VSS A9 

11 a a 0 a a a a 0 11 vee vss vee A13 INC SMIII INe vee 

10 0 a a a a 0 0 a 10 vee vss vee AlB 030 vec VSS vee 

9 a v~s 0 a BOnOM SIDE VIEW 
g8 

a a 
£e 9 vee vee A20 031 029 

8 v~s A'?2 R5 's2 REV 517194 6'26 vac ..s?s .JSs 8 

7 a 0 a 0 a a 0 0 7 vss vss vee A24 027 025 024 BlEN 

6 0 a 0 0 0 a 0 a 6 vss A14 A1B A21 vee vss OP3 RES 

5 va It?e v~s 's9 fce v?'s 093 vrss 5 

4 
v8e 

0 
17teA?t 

0 o~o 0 ~7 094 o'?s 0~2 0 
095 o?o 0 0 ~ss ,2e 4 A23 A30 04 012 017 elK 

3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 VSS A26 A25 VSS A29 01 vec 08 vee 05 03 vee 08 vee 013 01S 021 022 

2 0 0 0 0 0 0 v~S 0 
v<§s v'ae v~s V~S 0~1 vrss ~ O~ a9 090 2 HIT. A27 A28 A31 00 02 vss 

HI?MINV~W§>S v8e v~s E~BEtt-l? v~s v8e v~e v8e v§>s cA8HE#R~S v~s vSe 
/ 

U T S R Q P N M L K J H G F E D C B A 
290436-38 

-NOTE: 
Pin AI is located in the lower left corner to make the labels on the top plate of Intel processors orient right side up. All 
"RES" and "NC" pins should be left unconnected to insure proper operation. 

Figure 1-6. Pentium® OverDrive® Processor Pinout (Bottom Side View) 
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1.2.2.2 Pin Cross Reference 

Table 1-3. Pentium® OverDrive® Processor Pin Cross Reference 

Address Data Control N/C Vee Vss 
A2 R15 00 02 A20M# E16 INV N1 A19 A9 L1 A5 M18 
A3 516 01 P3 A05# T18 KEN# G16 014 A10 L3 A8 M19 
A4 T17 02 P2 AHOLO B18 LOCK # P16 A11 L17 A12 N2 
A5 R13 03 J3 BEO# L16 M/IO# P17 - A16 L19 A13 N18 INC 
A6 T16 04 N4 BE1# K17 NMI C16 - C8 M17 A14 N19 
A7 R14 05 K3 BE2# K16 PCO K18 B11 C10 N3 A15 01 
A8 514 06 M3 BE3# G18 PCHK# R18 B13 C12 N17 A17 018 
A9 R12 07 M4 BLA5T# 517 PLOCK# R17 B4 01 017 B8 019 
A10 T14 08 G3 BLEN# A7 PWT M16 B15 05 R1 B10 R3 
A11 513 09 E2 BOFF# E18 ROY# G17 C17 06 R19 B12 51 
A12 T8 010 F4 BROY# J16 RE5ET 017 C13 019 54 C4 55 
A13 R11 011 02 BREO R16 5MI# C11 C14 F3 57 C5 519 
A14 T6 012 H4 B58# E17 5MIACT# 013 011 F17 59 C6 T7 
A15 58 013 E3 B516# 018 5TPCLK# H16 012 H3 510 C19 T9 
A16 R10 014 L4 CACHE# G1 UP# C15 015 H17 511 E1 T10 
A17 R4 015 G4 CLK 04 W/R# P18 518 J1 512 E19 T11 
A18 56 016 K4 O/C# N16 WB/WT# T1 T5 J17 515 F2 T12 
A19 R5 017 E4 OPO P4 J19 U4 F18 T13 
A20 R9 018 03 OP1 G2 K1 U9 G19 T15 
A21 R6 019 C2 OP2 J4 K2* U10 H1 U3 -
A22 R8 020 B2 OP3 B6 RES K19 U11 H2 U5 
A23 T4 021 C3 EA05# C18 - U16 H18 U6 
A24 R7 022 B3 EWBE# P1 A6 H19 U7 
A25 53 023 B5 FERR# B14 A18 J2 U8 
A26 T3 024 B7 FLU5H# 016 B19 J18 U12 
A27 T2 025 C7 HIT# U2 F1 L2 U13 
A28 52 026 08 HITM# U1 P19 L18 U14 
A29 03 027 07 HLOA 016 T19 M1 U15 
A30 04 028 09 HOLO F16 U18 M2 U17 
A31 R2 029 B9 IGNNE# B16 U19 

030 010 INIT F19 
031 C9 INTR B17 

... 
'If designing for single socket compatlblhty with future Pentium OverDnve processors, Pin K2 may be connected to Vee via 
a circuit to limit the current through the pin. Please contact Intel for more information about compatibility with future Pentium 
OverDrive processors. 

NOTE: 
The Pentium OverDrive processor socket provides orientation guides for IntelDX2 OverDrive processors one "KEY" pin in 
location E5. The Pentium OverDrive processor does not employ this inside "KEY" pin, which is left for backwards compati­
bility, but relies on the keying mechanism in the A 1 corner to ensure proper orientation. 
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2.0 IntelDX2TM OverDrive® PROCESSOR FOR Intel486™ SX AND OX 
MICROPROCESSOR-BASED SYSTEMS 

• Processor Upgrade for most Intel486™ • Floating Point Math Unit Included On-
SX and OX Processor-Based Systems Chip 
- Single-Chip Upgrade • High Integration Enables On-Chip 
-Increases Both Integer and Floating - 8 KByte Code and Data Cache 

Point Performance - Paged, Virtual Memory Management 

• Two Package Variations to Support • Binary Compatible with Large Installed 
Systems with and without an Software Base 
OverDrive® Processor Socket - MS-DOS, OSI2™, Windows 

• 169-Lead Pin Grid Array Package - UNIX System V 1386 
- Pin Compatible with Intel487TM SX -IRMX, IRMKTM Kernals 

Math CoProcessor • High Performance Design 
-169th Alignment Pin Ensures Proper - Core Clock Speed up to 66 MHz 

Chip Orientation - 106 Mbytelsec Burst Bus 

• 168-Lead Pin Grid Array Package - CHMOS V Process Technology 
- Pin Compatible with Intel486TM OX • Complete 32-Bit Architecture 

Processor - Address and Data Busses 

• Utilizes IntelDX2 Speed-Doubling -Registers 
Technology - 8-, 16-, 32-Bit Data Types 
- Processor Core Runs at Twice the • Compatible with Intel SL Enhanced 

Frequency of the System Bus Features 
- Compatible with 33, 25, 20 and 

16 MHz Systems 

The IntelDX2 OverDrive processor is the entry-level processor upgrade option offering excellent price/per­
formance for cost-conscious users of most Intel486 SX and OX processor-based systems. Based on Intel's 
IntelDX2 technology, the IntelDX2 OverDrive processor integrates an integer unit, a floating point unit, a 
memory management unit, SL Enhanced features and an 8 KByte cache on a single chip. 

Using the IntelDX2 processor's speed doubling technology, the IntelDX2 OverDrive processor operates inter­
nally at twice the speed of the system bus. This allows users of Intel486 SX and OX microprocessor-based 
systems to double the frequency of their computer's processor by adding a single chip, without upgrading any 
other system components. For example, adding an IntelDX2 OverDrive processor to an Intel486 OX 33 MHz 
system will double the processor's internal operating speed to 66 MHz. 

2-244 



The IntelDX2 OverDrive processor is based on the 
IntelDX2 microprocessor technology. This technolo­
gy doubles the clock speed of the internal processor 
core, while interfacing with the system at the same 
external clock speed. When installed in a 33 MHz 
Intel486 SX or OX microprocessor-based system, 
the internal processor core, integer unit, floating 
point unit and cache operate at 66 MHz, while the 
speed of the external bus remains at 33 MHz. This 
provides increased processor performance while 
maintaining compatibility with the existing system 
design. 

The IntelDX2 OverDrive processor is currently avail­
able in four product versions, which consist of two 
speed options (50 MHz and 66 MHz) and two pack­
age options (168-lead Pin Grid Array (PGA) and 169-
lead PGA). 

The 50 MHz IntelDX2 OverDrive processor is de­
signed to upgrade 25 MHz Intel486 OX microproces-

INTEL OverDrive® PROCESSORS 

sor-based systems and 16 MHz, 20 MHz and 
25 MHz Intel486 SX microprocessor-based systems. 
The 66 MHz IntelDX2 OverDrive processor is de­
signed to upgrade 33 MHz Intel486 SX and OX 
microprocessor-based systems. Table 2-1 illustrates 
the speed and pinout configurations for each system 
type. 

These products come with a (0.25" high) heat sink 
attached to the standard 169-lead PGA or 168-lead 
PGA package to aid in heat dissipation. All IntelDX2 
OverDrive processors are binary compatible with a 
large base of software based on DOS, OS/2, Win­
dows and Unix operating systems. 

For more detailed information about the operation of 
the IntelDX2 OverDrive processor, refer to the In­
telDX2 microprocessor data book (Order #241731-
001). 
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Table 2-1.lnteIDX2 OverDrive Processor to System Reference Table 

OverDrlve® Processor OverDrive Processor 
Systems Upgraded Part Number 

DX20DP50 

DX20DP66 

DX20DPR50 

DX20DPR66 

2.1 Socket Configurations 

Both single· socket and two· socket system configu­
rations can be upgraded with the IntelDX2 bverDrive 
processor. In a single-socket Intel486 microproces­
sor-based system, this is done by replacing the origi­
nal processor with the OverDrive processor. In a 
two-socket system, the IntelDX2 OverDrive proces­
sor can simply be placed into the empty OverDrive 
processor socket. 

2.2 169-Lead PGA Device (DX20DP) 

The 169-lead version of the IntelDX2 OverDrive 
processor is currently available in two speeds; 
50 MHz (DX20DP50) and 66 MHz (DX20DP66). 
The 169-lead versions are designed to be used in 
most Intel486 SX processor-based system and con­
tain a key pin to assure proper orientation of the 
device (refer to Table 2-1). The OverDrive processor 
is simply inserted into the OverDrive processor sock­
et, while the original processor remains in its socket. 

2-246 

Pinout 

169 Intel486™ SX 
-16 MHz 
-20 MHz 
-25 MHz 

169 Intel486 SX 
-33 MHz 

168 Intel486 DX 
-25 MHz 

168 Intel 486 DX 
-33 MHz 

Figure 1-3 shows the bottom-view (pin-side) pinout 
diagram of the 169-lead Pin Grid Array (PGA) pack· 
age. Table 1-1 cross references the device's pin 
numbers to the pin names. 

2.3 168-Lead PGA Device (DX20DPR) 

The 168-lead version of the IntelDX2 OverDrive 
processor is currently available in two speeds; 
50 MHz (DX20DPR50) and 66 MHz (DX20DPR66). 
The 168-lead versions are designed to be used in 
most Intel486 DX processor-based system (refer to 
Table 2-1). The existing processor is removed and 
the upgrade processor is simply inserted into the 
same socket. 

Figure 1-4 shows the bottom-view (pin-side) pinout 
diagram of the 168-lead Pin Grid Array (PGA) pack­
age. Table 1-2 cross references the device's pin 
numbers to the pin names. 
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3.0 IntelDX4TM OverDrive® PROCESSOR FOR Intel486™ SX AND OX 
MICROPROCESSOR-BASED SYSTEMS 

• Processor Upgrade for most Intel486™ • Utilizes IntelDX4 Speed-Tripling 
SX and OX Processor-Based Systems Technology 
- Single-Chip Upgrade - Processor Core Runs at Three Times 
-Increases Both Integer and Floating the Frequency of the System Bus 

Point Performance - Compatible with 33, 25, 20 and 

• Two Package Variations to Support 16 MHz Systems 

Systems with and without an • Binary Compatible with Large Installed 
OverDrive® Processor Socket Software and Operating System Base 

• 169-Lead Pin Grid Array Package - MS-DOS, OSI2™, Windows 

- Pin Compatible with Intel487TM SX - UNIX System V 1386 

Math CoProcessor -IRMX, IRMKTM Kernals 

-169th Alignment Pin Ensures Proper • High Performance Design 
Chip Orientation - Core Clock Speed up to 100 MHz 

• 168-Lead Pin Grid Array Package - CHMOS V Process Technology 

- Pin Compatible with Intel486™ OX • Complete 32-Bit Architecture 
Processor - Address and Data Busses 

• High Integration Enables On-Chip -Registers 

-16 KByte Code and Data Cache - 8-, 16-, 32-Bit Data Types 

- Paged, Virtual Memory Management • SL Enhanced Intel486™ 

• Floating Point Math Unit Included Microprocessor Features Included 

On-Chip On-Chip 

The IntelDX4 OverDrive processor is an upgrade for most Intel486 SX and OX microprocessor-based systems. 
It operates at a maximum internal core frequency of 100 MHz and is available in two package versions. When 
installed in a system, the IntelDX4 OverDrive processor significantly increases both the integer and floating 
point performance. 

The IntelDX4 OverDrive processor offers several new features not found in the IntelDX2 OverDrive proces­
sors. It has 16 KByte on-chip cache and the internal core operates at 3x (speed tripled) the external clock 
frequency. The underlying technology behind the IntelDX4 OverDrive processor is the IntelDX4 microproces­
sor core with on-package voltage regulation. This allows the OverDrive processor to plug directly into existing 
5V systems. Like the IntelDX2 OverDrive processor the IntelDX4 OverDrive processor supports System Man­
agement Mode (SMM) and Stop Clock Mode. The SMM and Stop Clock Mode, identical to those implemented 
in SL Enhanced Intel486 SX and OX microprocessors, make the IntelDX4 OverDrive processor compatible 
with the advanced power management, system security and device emulation features of SL Enhanced sys­
tems. 
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The IntelDX4 OverDrive processor is based on the 
IntelDX4 microprocessor technology. This tech'noio­
gy triples the clock speed of the internal processor 
core, while interfacing with the system at the same 
external clock speed. When installed in a 33 MHz 
Intel486 SX or OX microprocessor-based system, 
the internal processor core, integer unit, floating 
point unit and cache operate at 100 MHz, while the 
speed of the external bus remains at 33 MHz. This 
provides increased processor performance while 
maintaining compatibility with the existing system 
design. In addition, the internal cache has been dou­
bled to 16 KBy1es. 

The IntelDX4 OverDrive processor is currently avail­
able in four product versions, which consist of two 
speed options (75 MHz and 100 MHz) and two pack­
age options (168-lead Pin Grid Array (PGA) and 169-
lead PGA). 

The 100 MHz OverDrive processors are designed to 
upgrade most 33 MHz Intel486 SX and OX micro-
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processor-based systems. The 75 MHz OverDrive 
processors are designed to upgrade most 25 MHz 
Intel486 OX microprocessor-based systems and 
16 MHz, 20 MHz and 25 MHz Intel486 SX micro­
processor-based systems. Table '3-1 illustrates this. 
The speed tripling technology will triple the internal 
speed of the processor to three times the bus speed 
of the existing system. 

These products COme with a (0.6" high) heat sink 
attached to the standard 169-lead PGA or 168-lead 
PGA package to aid in heat dissipation. Refer to 
Sections 14.0 and 15.0 for clearance and thermal 
requirements. All IntelDX4 OverDrive processors are 
binary compatible with a large base of software 
based on DOS, OS/2, Windows and Unix operating 
systems. 

For more detailed information about the operation of 
the IntelDX4 OverDrive processor, refer to the 
IntelDX4 microprocessor data book (Order 
#241944-001). 
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Table 3-1. IntelDX4 OverDrive Processor to System Reference Table 

OverDrive® Processor OverDrive Processor 
Systems Upgraded 

Part Number 

DX40DP75 

DX40DP100 

DX40DPR75 

DX40DPR100 

3.1 Socket Configurations 

Both single-socket and two-socket system configu­
rations can be upgraded with the IntelDX4 OverDrive 
processor. In a single-socket Intel486 microproces­
sor-based system, this is done by replacing the origi­
nal processor with the OverDrive processor. In a 
two-socket system, the IntelDX4 OverDrive proces­
sor can simply be placed into the empty OverDrive 
processor socket. 

3.2 169-Lead PGA Device (DX40DP) 

The 169-lead version of the IntelDX4 OverDrive 
processor is currently available in two speeds; 
75 MHz (DX40DP75) and 100 MHz (DX40DP100). 
The 169-lead versions are designed to be used in 
most Intel486 SX processor-based system and con­
tain a key pin to assure proper orientation of the 
device (refer to Table 3-1). The processor is simply 
inserted into the OverDrive processor socket, while 
the original processor remains in its socket. 

Pinout 

169 Intel486TM SX 
-16 MHz 
-20 MHz 
-25 MHz 

169 Intel486 SX 
-33 MHz 

168 Intel486 OX 
-25 MHz 

168 Intel 486 OX 
-33 MHz 

Figure 1-3 shows the bottom-view (pin-side) pinout 
diagram of the 169-lead Pin Grid Array (PGA) pack­
age. Table 1-1 cross references the device's pin 
numbers to the pin names. 

3.3 168-Lead PGA Device (DX40DPR) 

The 168-lead version of the IntelDX4 OverDrive 
processor is currently available in two speeds; 
75 MHz (DX40DPR75) and 100 MHz 
(DX40DPR100). The 168-lead versions are de­
signed to be used in most Intel486 OX processor­
based system (refer to Table 3-1). The existing proc­
essor is removed and the upgrade processor is sim­
ply inserted into the same socket. 

Figure 1-4 shows the bottom-view (pin-side) pinout 
diagram of the 168-lead Pin Grid Array (PGA) pack­
age. Table 1-2 cross references the device's pin 
numbers to the pin names. 
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4.0 INTEL Pentium® OverDrive® PROCESSOR 

• Powerful CPU Upgrade for most - Branch Prediction 
Intel486™ CPU-Based Systems - Faster Floating Point Unit 
- Makes Intel Procesor-Based Systems • Enhancements to Core Pentium 

Run Faster Processor Silicon 
- Significantly Accelerates All - Separate Code and Data Caches 

Software Applications - 16 KB Code Cache 

• Designed for Systems Based on: -16 KB Write-Back Data Cache 
-lntel486 SX Processors - 32-Bit Bus Interface 
-lntel486 DX Processors • Package Innovations 
-lnte1SX2™ Processors - On-Package Voltage Regulation 
-lnte1DX2™ Processors -Integrated Fan Heat Sink 

• Compatible with Installed Base of • Incorporates SMM Power Saving 
Thousands of Applications Features 

• Based on Intel Pentium® Processor 
Technology 
- Superscalar Architecture 

The Pentium OverDrive processor is Intel's highest performance CPU upgrade for systems based on the 
Intel486 family of CPUs. It is the recommended upgrade option for most IntelSX2 and IntelDX2 CPU-based 
systems and the superior upgrade option for most Intel486 SX and OX CPU-based systems. The Pentium 
processor's superscalar architecture (which allows more than one instruction per clock cycle to be executed), 
the 32 KB enhanced on-chip cache memory and faster floating point unit provide a significant performance 
boost across a wide range of applications. The specially-designed bus interface unit enables the Pentium 
OverDrive processor to operate internally at 64 bits while working seamlessly with the 32-bit Intel486 architec­
ture. 

The Pentium OverDrive processor may contain certain design defects or errors known as errata. Current 
characterized errata are available on request. 
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4.1 Product Description 

The Pentium OverDrive processor is designed to up­
grade most systems based on Intel486 SX, Intel486 
DX, IntelSX2, and IntelDX2 processor-based sys­
tems and is based on Intel's Pentium processor 
technology. It is 100% binary compatible with the 
8086/88, 80286, Intel386 DX, Intel386 SX, Intel486 
DX, Intel486 SX, IntelSX2, and the IntelDX2 proces­
sor family. 

The Pentium OverDrive processor prOvides signifi­
cant improvements over the Intel486 CPU including: 

• Superscalar Architecture 

• Dynamic Branch Prediction 

• Pipelined Floating-Point Unit 

• Separate 16K Code and 16K Data Caches 

• Improved Instruction Execution Times 

• Write back MESI Protocol implemented in Data 
Cache 

• System Management Mode 

The Pentium OverDrive processor significantly in­
creases the integer performance, and can attain up 
to 2x floating-point performance relative to an equiv­
alent frequency IntelDX2 processor. The bus fre­
quencies for the Pentium OverDrive processor are 
25 MHz and 33 MHz. 

INTEL OverDrive® PROCESSORS 

The Pentium OverDrive processor has two pipelines 
and a floating-point unit that are capable of indepen­
dent operation. Each pipeline issues frequently used 
instructions in a single clock. Together, the dual 
pipes can issue two integer instructions in one clock, 
or one floating point instruction (under certain cir­
cumstances, 2 floating point instructions) in one 
clock. 

The floating-point unit has been completely rede­
signed over the IntelDX2 processor. Faster algo­
rithms provide at least 3X internal speed-up for com­
mon floating point operations including ADD, MUL, 
and LOAD. With instruction scheduling and over­
lapped (pipelined) execution, these three perform­
ance enhancements can allow many math intensive 
applications to achieve a 2X performance boost. 

The Pentium OverDrive processor implements 32-bit 
address and data busses. 

The Pentium OverDrive processor has separate 
code and data caches, both are 16 KBytes each. 
The data cache has write-back capabilities. 

The Pentium OverDrive also has an integrated fan 
heat sink. The heat sink contains logic circuitry 
which senses if the speed of the fan is insufficient to 
cool the processor and will reduce the internal fre­
quency of the processor to that of the internal bus. 
This will allow the processor to run indefinitely with­
out damage. 

NOTE: 
1. Refer to the Pentium Processor Data 
Book for more information on instruction ex­
ecution timing and pairing. 
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5.0 PIN DESCRIPTIONS 

5.1 Pins Common to All OverDrive® 
Processors 

Tables 5-1 through 5-4 list pin descriptions of the 
signals present on the Intel DX2, IntelDX4 OverDrive 
processors, and are not unique on the Pentium 
OverDrive processor. 

Table 5·1. Pin Descriptions 

Symbol Type Name and Function 

ClK I Clock provides the fundamental timing for the bus interface unit and is multiplied by 
two (2x) for the IntelDX2 OverDrive Processors or three (3x) for the IntelDX4 
OverDrive Processor to provide the internal frequency for the Intel OverDrive 
processor. All external timing parameters are specified with respect to the rising 
edge of ClK. 

ADDRESS BUS 

A31-A4 110 A31-A2 are the address lines of the processor. A31-A2, together with the byte 
A2-A3 0 enables BEO # - BE3 #, define the physical area of memory or input! output space 

accessed. Address lines A31-A4 are used to drive addresses into the processor to 
perform cache line invalidations. Input signals must meet setup and hold times t22 
and t23' A31-A2 are not driven during bus or address hold. 

BEO-3# 0 The byte enable signals indicate active bytes during read and write cycles. During 
the first cycle of a cache fill, the external system should assume that all byte 
enables are active. BE3# applies to D24-D31, BE2# applies to D16-D23, BE1 # 
applies to D8-D15 and BEO# applies to DO-D7. BEO#-BE3# are active lOW and 
are not driven during bus hold. 

DATA BUS 

D31-DO I/O These are the data lines for the Intel OverDrive processor. Lines DO-D7 define the 
least significant byte of the data bus while lines D24-D31 define the most 
significant byte of the data bus. These signals must meet setup and hold times t22 
and t23 for proper operation on reads. These pins are driven during the second and 
subsequent clocks of write cycles. 

DATA PARITY 

DPO-DP3 I/O There is one data parity pin for each byte of the data bus. Data parity is generated 
on all write data cycles with the same timing as the data driven by the Intel 
OverDrive processor. Even parity information must be driven back into the 
microprocessor on the data parity pins with the same timing as read information to 
insure that the correct parity check status is indicated by the Intel OverDrive 
processor. The signals read on these pins do not affect program execution. 
Input signals must meet setup and hold times t22 and t23' DPO-DP3 should be 
connected to Vee through a pullup resistor in systems which do not use parity. 
DPO-DP3 are active HIGH and are driven during the second and subsequent clocks 
of write cycles. 
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Table 5·1. Pin Descriptions (Continued) 

Symbol Type Name and Function 

DATA PARITY (Continued) 

PCHK# 0 Parity Status is driven on the PCHK # pin the clock after ready for read operations. 
The parity status is for data sampled at the end of the previous clock. A parity error is 
indicated by PCHK# being LOW. Parity status is only checked for enabled bytes as 
indicated by the byte enable and bus size signals. PCHK# is valid only in the clock 
immediately after read data is returned to the microprocessor. At all other times 
PCHK# is inactive (HIGH). PCHK# is never floated. 

BUS CYCLE DEFINITION 

M/IO# 0 The memory/input-output, data/control and write/read lines are the primary bus 
D/C# 0 definition signals. These signals are driven valid as the ADS# signal is asserted. 
W/R# 0 M/IO# D/C# W/R# Bus Cycle Initiated 

0 0 0 Interrupt Acknowledge 
0 0 1 Halt/Special Cycle 
0 1 0 110 Read 
0 1 1 1/0 Write 
1 0 0 Code Read 
1 0 1 Reserved 
1 1 0 Memory Read 
1 1 1 Memory Write 

The bus definition signals are not driven during bus hold and follow the timing of the 
address bus. Refer to Section 7.2.11 for a description of the special bus cycles. 

LOCK# 0 The bus lock pin indicates that the current bus cycle is locked. The Intel OverDrive 
processor will not allow a bus hold when LOCK # is asserted (but address holds are 
allowed). LOCK# goes active in the first clock of the first locked bus cycle and goes 
inactive after the last clock of the last locked bus cycle. The last locked cycle ends 
when RDY # is returned. LOCK # is active LOW and is not driven during bus hold. 
Locked read cycles will not be transformed into cache fill cycles if KEN # is returned 
active. 

PLOCK# 0 The pseudo-lock pin indicates that the current bus transaction requires more than 
one bus cycle to complete. Examples of such operations are floating pOint long 
reads and writes (64 bits), segment table descriptor reads (64 bits), in addition to 
cache line fills (128 bits). The Intel OverDrive processor will drive PLOCK # active 
until the addresses for the last bus cycle of the transaction have been driven 
regardless of whether RDY # or BRDY # have been returned. 
Normally PLOCK # and BLAST # are inverse of each other. However during the first 
bus cycle of a 64-bit floating point write, both PLOCK # and BLAST # will be 
asserted. 
PLOCK# is a function of the BS8#, BS16# and KEN# inputs. PLOCK# should be 
sampled only in the clock ROY # is returned. PLOCK # is active LOW and is not 
driven during bus hold. 

BUS CONTROL 

ADS# 0 The address status output indicates that a valid bus cycle definition and address are 
available on the cycle definition lines and address bus. AOS# is driven active in the 
same clock as the addresses are driven. ADS# is active LOW and is not driven 
during bus hold. 
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Table 5-1. Pin Descriptions (Continued) 

Symbol Type Name and Function 

BUS CONTROL (Continued) 

RDY# I The non-burst ready input indicates that the current bus cycle is complete. ROY # 
indicates that the external system has presented valid data on the data pins in response 
to a read or that the external system has accepted data from the Intel OverDrive 
processor in response to a write. ROY # is ignored when the bus is idle and at the end of 
the first clock of the bus cycle. 
ROY # is active during address hold. Data can be returned to the processor while 
AHOLD is active. 
ROY # is active LOW, and is not provided with an internal pullup resistor. ROY # must 
satisfy setup and hold times t16 and t17 for proper chip operation. 

BURST CONTROL 

BRDY# I The burst ready input performs the same function during a burst cycle that ROY # 
performs during a non-burst cycle. BROY # indicates that the external system has 
presented valid data in response to a read or that the external system has accepted data 
in response to a write. BROY # is ignored when the bus is idle and at the end of the first 
clock in a bus cycle. 
BRDY # is sampled in the second and subsequent clocks of a burst cycle. The data 
presented on the data bus will be strobed into the microprocessor when BRDY # is 
sampled active. If ROY # is returned simultaneously with BROY #, BROY # is ignored 
and the burst cycle is prematurely interrupted 
BRDY # is active LOW and is provided with a small pullup resistor. BROY # must satisfy 
the setup and hold times t 16 and t 17. 

BLAST# 0 The burst last signal indicates that the next time BRDY # is returned the burst bus cycle 
is complete. BLAST # is active for both burst and non-burst bus cycles. BLAST # is 
active LOW and is not driven during bus hold. 

INTERRUPTS 

RESET I The RESET input forces the processor to begin execution at a known state. Reset is 
asynchronous, but must meet setup and hold times t20 and t21 for recognition in any 
specific clock. The processor cannot begin execution of instructions until at least 1 ms 
after Vee and CLK have reached their proper AC and DC specifications. However, for 
soft resets, RESET should remain active for at least 15 CLK periods. The RESET pin 
should remain active during this time to ensure proper processor operation. RESET is 
active HIGH. 
RESET sets the 5MBASE descriptor to a default address of 30000H. If the system uses 
5MBASE relocation, then the SRESET pin should be used for soft resets. 

SRESET I The SRESET pin duplicates all the functionality of the RESET pin with the following two 
exceptions: 
1. The 5MBASE register will retain its previous value. 
2. If UP # (I) is asserted, SRESET will not have an effect on the host microprocessor. 
For soft resets, SRESET should remain active for at least 15 CLK periods. SRESET is 
active HIGH. SRESET is asynchronous but must meet setup and hold times t20 and t21 
for recognition in any specific clock. 
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Table 5·1. Pin Descriptions (Continued) 

Symbol Type Name and Function 

INTERRUPTS (Continued) 

SMI# I The System Management Interrupt input is used to invoke the System Management 
Mode (SMM). SMI # is a falling edge triggered signal which forces the processor into 
SMM at the completion of the current instruction. SMI # is recognized on an instruction 
boundary and at each iteration for repeat string instructions. SMI # does not break 
LOCKed bus cycles and cannot interrupt a currently executing SMM. The processor 
will latch the falling edge of one pending SMI # signal while the processor is executing 
an existing SM!. The nested SMI will not be recognized until after the execution of a 
Resume (RSM) instruction. 

SMIACT# 0 The System Management Interrupt ACTive is an active low output, indicating that 
the processor is operating in SMM. It is asserted when the processor begins to execute 
the SMI state save sequence and will remain active LOW until the processor executes 
the last state restore cycle out of SMRAM. 

STPCLK# I The SToP CLocK request input signal indicates a request has been made to turn off 
the CLK input. When the processor recognizes a STPCLK #, the processor will stop 
execution on the next instruction boundary, unless superseded by a higher priority 
interrupt, empty all internal pipelines and the write buffers and generate a Stop Grant 
acknowledge bus cycle. STPCLK# is active LOW and is provided with an internal pull-
up resistor. STPCLK# is asynchronous but setup and hold times t20 and t21 must be 
met to ensure recognition in any specific clock. 

INTR I The maskable interrupt indicates that an external interrupt has been generated. If the 
internal interrupt flag is set in EFLAGS, active interrupt processing will be initiated. The 
Intel OverDrive processor will generate two locked interrupt acknowledge bus cycles in 
response to the INTR pin going active. INTR must remain active until the interrupt 
acknowledges have been performed to assure that the interrupt is recognized. 
INTR is active HIGH and is not provided with an internal pulldown resistor. INTR is 
asynchronous, but must meet setup and hold times t20 and t21 for recognition in any 
specific clock. 

NMI I The non-maskable interrupt request signal indicates that an external non-maskable 
interrupt has been generated. NMI is rising edge sensitive. NMI must be held LOW for 
at least four CLK periods before this rising edge. NMI is not provided with an internal 
pulldown resistor. NMI is asynchronous, but must meet setup and hold times t20 and 
t21 for recognition in any specific clock. 

BUS ARBITRATION 

BREQ 0 The internal cycle pending signal indicates that the Intel OverDrive processor has 
internally generated a bus request. BREQ is generated whether or not the Intel 
OverDrive processor is driving the bus. BREQ is active HIGH and is never floated. 

HOLD I The bus hold request allows another bus master complete control of the Intel 
OverDrive processor bus. In response to HOLD going active the Intel OverDrive 
processor will float most of its output and input! output pins. HLDA will be asserted 
after completing the current bus cycle, burst cycle or sequence of locked cycles. The 
Intel OverDrive processor will remain in this state until HOLD is deasserted. HOLD is 
active high and is not provided with an internal pulldown resistor. HOLD must satisfy 
setup and hold times t18 and t19 for proper operation. 
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Table 5-1. Pin Descriptions (Continued) 

Symbol Type Name and Function 

BUS ARBITRATION (Continued) 

HLDA 0 Hold acknowledge goes active in response to a hold request presented on the HOLD 
pin. HLDA indicates that the Intel OverDrive processor has given the bus to another 
local bus master. HLDA is driven active in the same clock that the Intel OverDrive 
processor floats its bus. HLDA is driven inactive when leaving bus hold. HLDA is active 
HIGH andremains driven during bus hold. 

BOFF# I The backoffinput forces the Intel OverDrive processor to float its bus in the next clock. 
The microprocessor will float all pins normally floated during bus hold but HLDA will not 
be asserted in response to BOFF #. BOFF # has higher priority than ROY # or BRDY #; 
if both are returned in the same clock, BOFF # takes effect. The microprocessor 
remains in bus hold until BOFF # is negated. If a bus cycle was in progress when 
BOFF # was asserted the cycle will be restarted. BOFF # is active LOW and must meet 
setup and hold times t18 and t19 for proper operation. 

CACHE INVALIDATION 

AHOLD I The address hold request allows another bus master access to the I ntel OverDrive 
processor's address bus for a cache invalidation cycle. The Intel OverDrive processor 
will stop driving its address bus in the clock following AHOLD going active. Only the 
address bus will be floated during address hold, the remainder of the bus will remain 
active. AHOLD is active HIGH and is provided with a small internal pulldown resistor. For 
proper operation AHOLD must meet setup and hold times t18 and t19' 

EADS# I This signal indicates that a valid external address has been driven onto the Intel 
OverDrive processor address pins. This address will be used to perform an internal 
cache invalidation cycle. EADS# is active LOW and is provided with an internal pullup 
resistor. EADS# must satisfy setup and hold times t12 and t13 for proper operation. 

CACHE CONTROL 

KEN# I The cache enable pin is used to determine whether the current cycle is cacheable. 
When the Intel OverDrive processor generates a cycle that can be cached and KEN # is 
active, the cycle will become a cache line fill cycle. Returning KEN # active one clock 
before ROY # during the last read in the cache line fill will cause the line to be placed in 
the on-chip cache. KEN # is active LOW and is provided with a small internal pullup 
resistor. KEN# must satisfy setup and hold times t14 and t15 for proper operation. 

FLUSH # I The cache flush input forces the Intel OverDrive processor to flush its entire internal 
cache. FLUSH # is active low and need only be asserted for one clock. FLUSH # is 
asynchronous but setup and hold times t20 and t21 must be met for recognition in any 
specific clock. FLUSH # being sampled low in the clock before the falling edge of 
RESET causes the Intel OverDrive processor to enter the tri-state test mode. 

PAGE CACHEABILITY 

PWT 0 The page write-through and page cache disable pins reflect the state of the page 
PCD 0 attribute bits, PWT and PCD, in the page table entry or page directory entry. If paging is 

disabled or for cycles that are not paged, PWT and PCD reflect the state of the PWT and 
PCD bits in control register 3. PWT and PCD have the same timing as the cycle definition 
pins (M/IO#, D/C# and W/R#). PWT and PCD are active HIGH and are not driven 
during bus hold. PCD is masked by the cache disable bit (CD) in Control Register O. 
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Table 5·1. Pin Descriptions (Continued) 

Symbol Type Name and Function 

NUMERIC ERROR REPORTING 

FERR# 0 The floating point error pin is driven active when a floating point error occurs. FERR # is 
similar to the ERROR # pin on the Intel387TM math coprocessor. FERR # is included for 
compatibility with systems using DOS type floating point error reporting. FERR # will not 
go active if FP errors are masked in FPU register. FERR# is active LOW, and is not 
floated during bus hold. 

IGNNE# I When the ignore numeric error pin is asserted the I ntel OverDrive processor will ignore a 
numeric error and continue executing non-control floating point instructions, but FERR # 
will still be activated by the Intel OverDrive processor. When IGNNE# is deasserted the 
Intel OverDrive processor will freeze on a non-control floating point instruction, if a 
previous floating point instruction caused an error. IGNNE# has no effect when the NE 
bit in control register 0 is set. IGNNE # is active LOW and is provided with a small 
internal pullup resistor. IGNNE# is asynchronous but setup and hold times t20 and t21 
must be met to insure recognition on any specific clock. 

BUS SIZE CONTROL 

8S16# I The bus size 16 and bus size 8 pins (bus sizing pins) cause the Intel OverDrive 
8S8# I processor to run multiple bus cycles to complete a request from devices that cannot 

provide or accept 32 bits of data in a single cycle. The bus sizing pins are sampled every 
clock. The state of these pins in the clock before ready is used by the Intel OverDrive 
processor to determine the bus size. These signals are active LOW and are provided 
with internal pullup resistors. These inputs must satisfy setup and hold times t14 and t15 
for proper operation. 

ADDRESS MASK 

A20M# I When the address bit 20 mask pin is asserted, the Intel OverDrive processor masks 
physical address bit 20 (A20) before performing a lookup to the internal cache or driving 
a memory cycle on the bus. A20M # emulates the address wraparound at one Mbyte 
which occurs on the 8086. A20M # is active LOW and should be asserted only when the 
processor is in real mode. This pin is asynchronous but should meet setup and hold 
times t20 and t21 for recognition in any specific clock. For proper operation, A20M # 
should be sampled high at the falling edge of RESET. 

i486 DX AND i486 SX PROCESSOR INTERFACE 

UP#(1,2) 0 The upgrade present pin is used to signal the Intel486 Microprocessor to float its outputs 
and get off the bus. It is active low and is never floated. UP# is driven low at power-up 
and remains active for the entire duration of the Upgrade Processor operation. 

KEVPIN 

KEy(2) The KEY pin is an electrically non-functional pin which is used to ensure correct Upgrade 
Processor orientation in a 169-pin socket. 

NOTE: 
1. The UP# pin was previously named the MP# pin in the i486 SX Microprocessor/i487 SX Math CoProcessor data book. 
The functionality is the same, only the name has changed. 
2. The UP# input pin and KEY pin are not defined on the OverDrive processor for replacement of PGA Intel486 DX Micro­
processor (ODPR). 
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Table 5-2. Output Pins 

Name 
Active When 
Level Floated 

BREQ HIGH 
HLDA HIGH 

BEO#-BE3# LOW Bus Hold 
PWT,PCD HIGH Bus Hold 

W/R#, D/C#, M/IO# HIGH Bus Hold 
LOCK# LOW Bus Hold 

PLOCK# LOW Bus Hold 
ADS# LOW Bus Hold 

BLAST# LOW Bus Hold 
PCHK# LOW 
FERR# LOW 

SMIACT# LOW 
UP# LOW 

A2-A3 HIGH Bus, Address Hold 

Table 5-3. Input Pins 

Name 
Active Synchronousl 
Level Asynchronous 

CLK 
RESET HIGH Asynchronous 
HOLD HIGH Synchronous 

AHOLD HIGH Synchronous 
EADS# LOW Synchronous 
BOFF# LOW Synchronous 

FLUSH# LOW Asynchronous 
A20M# LOW Asynchronous 

BS16#, BS8# LOW Synchronous 
KEN# LOW Synchronous 
RDY# LOW Synchronous 

BRDY# LOW Synchronous 
INTR HIGH Asynchronous 
NMI HIGH Asynchronous 

SRESET HIGH Asynchronous 
SMI# LOW Asynchronous 

STPCLK# LOW Asynchronous 
IGNNE# LOW Asynchronous 
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Table 5-4. Input/Output Pins 

Name 
Active When 
Level Floated 

DO-D31 HIGH Bus Hold 
DPO-DP3 HIGH Bus Hold 
A4-A31 HIGH Bus, Address Hold 

5.2 Pentium® OverDrive® Processor 
Pin Descriptions 

This section provides a summary of the Pentium 
OverDrive processor pins and how they function. For 
more information on the pinout differences between 
the Write-Back Enhanced IntelDX2 processor and 
the Pentium OverDrive processor, please see Ap­
pendix B. 
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5.2.1 SIGNAL DESCRIPTIONS 

Table 5-5 provides a brief pin description. 

Table 5·5. Signal Description 

Symbol Type Name and Function 

INTERRUPTS 

INIT I The INIT pin is the Pentium OverDrive processor initialization pin. Since the SL-
enhanced Intel486 processors implement this functionality on the SRESET pin, the 
corresponding pin (011) on the Pentium OverDrive Processor is defined as an INC 
pin so that pin F19 and pin 011 may be tied together on the motherboard. INIT will 
force the Pentium OverDrive Processor to begin execution in a known state. The 
processor state after INIT is the same as the state after RESET except that the 
internal caches, floating point registers, and the SMM base register retain whatever 
values they had prior to INIT. INIT may NOT be used in lieu of RESET after power-
up. INIT can not be used to cause the processor to enter BIST or Tri-State Test 
Mode. INIT is an edge triggered interrupt and is processed at instruction boundaries. 
Since INIT is an interrupt, ADS# may be driven even if INIT is active. Recognition 
of INIT is guaranteed in a specific clock if it is asserted synchronously and meets 
setup and hold times. To guarantee recognition if INIT is asserted asynchronously, it 
must have been deasserted for a minimum of two clocks before being returned 
active to the processor and remain asserted for a minimum pulse width of two 
clocks. INIT must remain active for three clocks prior to the BRDY # or RDY # of 
1/0 write cycle to guarantee the processor recognizes and performs INIT right after 
110 write instruction. INIT is asynchronous but must meet setup and hold times t20 
and t21 to be recognized on anyone clock. INIT is supplied with an internal pull-
down. 

CACHE CONTROL 

WB/WT# I This pin allows a cache line to be defined as write back or write through on a line by 
line basis. As a result, it controls the MESI state that the line is saved in. This pin is 
sampled in the clock in which the first BRDY # or RDY # is returned for a read cycle 
or a write through cycle. However, it must the meet setup and hold times at every 
clock. Cache lines are not allocated on write through cycles. This pin is also used as 
a configuration pin at the falling edge of RESET only. If WB/WT# is driven low, or 
left unconnected, the processor will operate in a standard bus (write through 
only) mode. This means that the Pentium OverDrive processor will run in an 
IntelDX2 processor compatible write through cache mode. If WB/WT # is driven 
high, the processor will operate in enhanced bus (write back) mode. INIT 
can not be used to change the mode of the processor with WB/WT #. During 
RESET, WB/WT# should be held at its desired value for two clocks before and 
after the falling edge of RESET. WB/WT # is ignored when the processor is in 
standard bus mode. Please see Appendix A for a detailed description of the two 
modes of operation. WB/WT # has an internal pull down resistor to force the 
processor into the standard bus mode if left unconnected. The pin timings must 
meet setup and hold times t38 and t39 on every clock edge. 
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Table 5-5. Signal Description (Continued) 

Symbol Type Name and Function 

CACHE INQUIRE 

EWBE# I The External Write Buffer Empty pin, when inactive (HIGH), indicates that a write 
through cycle is pending in the external system. When the processor generates a 
non·write back cycle, and EWBE# is sampled inactive, the processor will hold off all 
subsequent writes to all E· or M- state lines until all write-through cycles have 
completed, as indicated by EWBE# going active. This ensures that writes are visible 
from outside the processor in the same order as they were generated by software. 
When the Pentium OverDrive processor serializes instruction execution through the 
use of a serializing instruction, it waits for EWBE# to go active before fetching and 
executing the next instruction. EWBE # is sampled with each BRDY # or ROY # of a 
write through cycle. If sampled inactive, the processor will repeatedly sample 
EWBE # in each clock until it is found active. Once sampled active, it will ignore 
EWBE # until the next BRDY # or ROY # of a write cycle. EWBE # is not sampled 
and has no effect on processor operation while the processor is in standard bus 
mode. If unused, EWBE# 'should be tied LOW or left unconnected. EWBE# is 
active low and must meet setup and hold times ta8 and ta9 and is supplied with an 
internal pull-down. 

HIT# 0 This pin participates in an inquire cycle. If an inquire cycle hits a valid line in the 
processor, this pin is asserted two clocks after EADS# has been driven to the 
processor. If the inquire cycle misses in the processor cache, this pin is negated two 
clocks after EADS #. This pin changes its value only as a result of inquire cycle as 
described above and retains its value between any two inquire cycles. 

HITM# 0 HITM# is asserted when an inquire cycle hits a modified line in the Pentium 
OverDrive processor. It can be used to inhibit another bus master from accessing 
the data until the line is completely written back. HITM # is asserted two clocks after 
an EADS # assertion hits a modified line in the processor cache and deasserts after 
the last BRDY # or ROY # of the corresponding write back is returned. HITM # is 
guaranteed to be deasserted before the next ADS # following a write back cycle. If 
an INVD instruction occurs at the same time as an external snoop, HITM # may be 
asserted and deasserted without a corresponding ADS# for a write back cycle. 

CACHE BURST CONTROL 

BLEN# I BLEN # controls if write back cycles will be attempted to run as burst cycles. When 
BLEN # is HIGH, the processor will write out a dirty line as four separate writes, each 
with its own ADS# and BLAST#. When BLEN# is LOW, a write back is done as a 
16 byte burst. BLEN # is a constant input, meaning that it will have to be tied HIGH 
or LOW. As a reSUlt, it does not have setup and hold time specifications. BLEN# is 
has no effect and is not sampled when the processor is in standard bus mode. 
BLEN # is supplied with an internal pull-up resistor. 

CACHE # 0 The CACHE# pin is used to indicate a cache operation. CACHE# will be active 
along with the first ADS# until the first ~DY # IBRDY # and is undefined during any 
other time period. On cacheable read accesses, CACHE# will be asserted when 
PCD is low, except on locked cycles. CACHE# will always be asserted in the 
beginning of cacheable reads (line fills and code prefetches) and can be used as an 
indication that the processor intends to perform a linefill. For write cycles, CACHE# 
is active for write backs only. The beginning of a replacement write back can be 
uniquely identified by the presence of ADS #, W IR # and CACHE # together. The 
beginning of a snoop write back is marked by ADS # , W IR #, CACHE# and HITM# 
being active together. 
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Table 5-5. Signal Description (Continued) 

Symbol Type Name and Function 

INC PINS 

INC The INC pin is defined to be an internal no-connect. This means that the pin is not 
connected internally, and may be used for the routing of external signals. It will never 
be used for any other function, and is guaranteed to remain an INC pin. Any voltage 
level applied to an INC pin must remain within the processor Vee specifications. Most 
INC pins have a specified use in creating a design that supports multiple processors in 
one socket. For more information, please see Section 9. 

5.2.2 OUTPUT PINS 

Table 5-6 lists all the output pins, indicating their active level, and when they are floated. 

Table 5·6. Output Pins 

Name 
Active 

When Floated 
Level 

BREQ HIGH 

HLDA HIGH 

BE3#-BEO# LOW Bus Hold, Backoff 

PWT,PCD HIGH Bus Hold, Backoff 

W/R#, D/C#, M/IO# LOW Bus Hold, Backoff 

LOCK# LOW Bus Hold, Backoff 

PLOCK # LOW Bus Hold, Backoff 

ADS# LOW Bus Hold, Backoff 

BLAST # LOW Bus Hold, Backoff 

PCHK# LOW 

FERR# LOW 

SMIACT# LOW 

A3-A2 HIGH Bus Hold, Address Hold and Backoff 

HIT#, HITM# LOW 

CACHE # LOW Bus Hold, Backoff 

UP# LOW 
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5.2.3 INPUT PINS 

Table 5-7 lists all input pins, indicating their active level, and whether they are synchronous or asynchronous 
inputs. 

Table 5-7. Input Pins 

Name 
Active Synchronousl Internal 

Qualified 
Level Asynchronous Resistor 

CLK 

RESET HIGH Asynchronous 

HOLD HIGH Synchronous 

AHOLD HIGH Synchronous PULLDOWN 

EADS# LOW Synchronous PULLUP 

BOFF# LOW Synchronous PULLUP 

FLUSH # LOW Asynchronous PULLUP 

A20M# LOW Asynchronous PULLUP 

BS16#, BS8# LOW Synchronous PULLUP 

KEN# LOW Synchronous PULLUP 

RDY# LOW Synchronous 

BRDY# LOW Synchronous PULLUP 

INTR HIGH Asynchronous 

NMI HIGH Asynchronous 

IGNNE# LOW Asynchronous PULLUP 

BLEN# LOW Tie High or Low PULLUP 

EWBE# LOW Synchronous PULLDOWN BRDY#/RDY# 

INIT HIGH Asynchronous PULLDOWN 

INV HIGH Synchronous PULLUP EADS# 

STPCLK# LOW Asynchronous PULLUP 

SMI# LOW Asynchronous PULLUP 

WB/WT# BOTH Synchronous PULLDOWN FIRST 
RDY#/RDY# 
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5.2.4 INPUT/OUTPUT PINS 

Table 5-8 lists all the input/output pins, indicating 
their active level, and when they are floated. 

Table 5·8. Input/Output Pins 

Name 
Active 

When Floated 
Level 

D31-DO HIGH Sus Hold, Sackoff 

DP3-DPO HIGH Sus Hold, Sackoff 

A31-A4 HIGH Sus, Address Hold, 
Sackoff 

INTEL OverDrive® PROCESSORS 

5.3 Architecture Block Diagram 

5.3.1 IntelDX2TM AND InteIDX4TM OverDrive® 
PROCESSORS 

Figure 5-1 shows a block diagram of the IntelDX2 
and IntelDX4 OverDrive Processor Architecture. 
There are a few minor architectural differences be­
tween each of the OverDrive processors. These dif­
ferences are summarized below, with respect to Fig­
ure 5-1. 

The IntelDX4 OverDrive processor contains a clock 
tripling circuit, as opposed to the clock doubling cir­
cuit used in the IntelDX2 OverDrive processors. This 
is located in the upper left of the diagram. 

The IntelDX4 OverDrive processor contains a 
16 KSyte cache, as opposed to the 8 KSyte cache 
used in the IntelDX2 OverDrive processors. This is 
located in the center of the diagram. 
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5.3.2 INTEL Pentium® OverDrive® 
PROCESSOR 

Figure 5-2 shows the Pentium OverDrive proces­
sor's two pipelines and floating-point unit that are 
capable of independent operation. Each pipeline IS­

sues frequently used instructions in a single clock. 
Together, the dual pipes can issue two integer in­
structions in one clock, or one floating pOint instruc­
tion (under certain circumstances, 2 floating point 
instructions) in one clock. 

I 

INTEL OverDrive® PROCESSORS 

The floating-point unit has been completely rede­
signed over the IntelDX2 processor. Faster algo­
rithms provide at least 3X internal speed-up for com­
mon floating point operations including ADD, MUL, 
and LOAD. With instruction scheduling and over­
lapped (pipelined) execution, these three perform­
ance enhancements can allow many math intensive 
applications to achieve a 2X performance boost. 
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The Pentium OverDrive processor implements 32-bit 
address and data busses. 

The block diagram shows that the Pentium 
OverDrive processor contains two instruction pipe­
lines, the ~'u" pipe and the "v" pipe. Both the u- and 
the v-pipes execute integer instructions, while only 
the u-pipe executes floating point instructions. The 
one exception is the FXCH instruction which may 
also be executed in the v-pipe. Therefore, the Penti­
um OverDrive processor is capable of executing two 
integer instructions in each clock, or one floating 
pOint instruction in each clock. Floating point instruc­
tions can be paired in certain conditions(1). Each 
pipeline has its own address generation logic, arith­
metic logic unit and data cache interface. 

NOTE: 
1. Refer to the Pentium Processor Data 
Book for more information on instruction ex­
ecution timing and pairing. 

Note that there are two separate caches, a code 
cache and a data cache. The data cache has three 
tag ports, one for each of the two pipes and one 
dedicated to handle snoops from other processors. 
It has a dedicated Translation Lookaside Buffer 
(TLB) to translate linear addresses to the physical 
addresses used by the data cache. 

The code cache, branch target buffer and prefetch 
buffers are responsible for getting raw instructions 
into the execution units of the Pentium OverDrive 
processor. Instructions are fetched from the code 
cache or from the external bus. Branch addresses 
are remembered by the branch target buffer. The 
code cache TLB translates linear addresses to phys­
ical addresses used by the code cache. 

The decode unit decodes the prefetched instruc­
tions so that the Pentium OverDrive processor can 
execute the instruction. The control ROM contains 
the microcode which controls the sequence of oper­
ations that must be performed to implement the 
Pentium OverDrive processor architecture. The con­
trol ROM unit has direct control over both pipelines. 
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6.0 DIFFERENCES IN 
FUNCTIONALITY BETWEEN THE 
IntelDX2TM AND InteID"X4™ 
OverDrive® PROCESSOR 
FAMILY AND THE Intel486™ SX 
AND Intel486™ OX . 
PROCESSOflS 

The IntelDX2 and IntelDX4 OverDrive processors 
are an enhanced family of Intel486 microprocessors. 
There are, however, four functional differences. 
First, the IntelDX2 and IntelDX4 OverDrive proces­
sors have an internal clock doubling (InteIDX2) or 
clock tripling (InteIDX4) circuit which decreases the 
time required to execute instructions. Second, the 
IntelDX2 and IntelDX4 OverDrive processor family 
does not support the JTAG boundary scan test fea­
ture. Third, the IntelDX2 and IntelDX4 OverDrive 
processors have different processor revision identifi­
cations than the Intel486 SX or Intel486 OX proces­
sors. Finally, the IntelDX4 OverDrive processor con­
tains a 16 KByte cache, as opposed to the 8 KByte 
cache on the IntelDX2 OverDrive processors. These 
four differences are described in the following sec­
tions, according to how they affect the processor 
functionality. 

6.1 Hardware Interface 

The bus of the Intel OverDrive processors has been 
designed to be identical to the Intel486 Microproces­
sor bus. Although the external clock is internally 
doubled or tripled, and data and instructions are ma­
nipulated in the processor core at twice or three 
times the external frequency, the external bus is 
functionally identical to that of the Intel486 proces­
sor. 

The four boundary scan test signals (TCK, Test 
clock; TMS, Test Mode select; TDI, Test Data Input; 
TOO, Test Data Output), defined for some Intel486 
processors, are not specified for the Intel486 DX2 
OverDrive processor. 



The UP# (Upgrade Present) signal, which is defined 
as an input for some Intel486 processors, is an out­
put signal on the Intel OverDrive processor. The 
UP# pin on the Intel OverDrive processor provides 
a logical low output signal which can be used to en­
able logic to recognize and configure the system for 
the Intel OverDrive processor. This signal is identical 
to the MP# output defined for the Intel487 SX Math 
CoProcessor. 

The DX register always contains the component 
identifier at the conclusion of RESET. The Intel 
OverDrive processor has a different revision identifi­
er in the DL register than the Intel486 SX or Intel486 
DX microprocessors (refer to Section 11.1). When 
the OverDrive processor is installed in a system the 
component identifier is supplied by the OverDrive 
processor, rather than the original processor. The 
stepping identification portion of the component 
identification will change with different revisions of 
the OverDrive processor. The designer should only 
assume that the component identification for the 
OverDrive processor will be 043x for the IntelDX2 
OverDrive processor and 148x or 048x for the 
IntelDX4 OverDrive processor, where "x" is the 
stepping identifier. 

6.2 Testability 

As detailed in Section 6.1, the Intel OverDrive proc­
essor does not support the JT AG boundary scan 
testability feature. 

6.3 Instruction Set Summary 

The Intel OverDrive processor supports all Intel486 
extensions to the 8086/80186/80286 instruction 
set. In general, instructions will run faster on the Intel 
OverDrive processors than on the Intel486 micro­
processor. Specifically, an instruction that only uses 
memory from the on-chip cache executes at the full 
core clock rate while all bus accesses execute at the 
bus clock rate. To calculate the elapsed time of an 
instruction, the number of clock counts for that in­
struction must be multiplied by the clock period for 
the system. The instruction set clock count summary 
tables from the Intel486 SX and Intel486 DX Micro-
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processor Data Sheets can be used for the Over­
Drive processor with the following modifications: 

- Clock counts for a cache hit: This value repre­
sents the number of internal processor core 
clocks for an instruction that requires no external 
bus accesses or the base core clocks for an in­
struction requiring external bus accesses. 

Penalty clock counts for a cache miss: This value 
represents the worst-case approximation of the 
additional number of external clock counts that 
are required for an instruction which must access 
the external bus for data (a cache miss). This 
number must be multiplied by 2 (for the IntelSX2 
and IntelDX2 OverDrive processors) or 3 (for the 
IntelDX4 OverDrive processor) to convert it to an 
equal number of internal processor core clock 
counts and added to the base core clocks to 
compute the number of core clocks for this in­
struction. 

The actual number of core clocks for an instruction 
with a cache miss may be less than the base clock 
counts (from the cache hit column) plus the penalty 
clock counts (2 times the cache miss column num­
ber for the IntelSX2 and Inte1DX2, 3 times the cache 
miss column number for the InteIDX4). The clock 
counts in the cache miss penalty column can be a 
cumulative value of external bus clocks (for data 
reads) and internal clocks for manipulating the data 
which has been loaded from the external bus. The 
number of clocks which are related to external bus 
accesses are correctly represented in terms of inter­
nal core clocks by multiplying by two. However, the 
clock counts related to internal data manipulation 
should not be multiplied by two. Therefore the total 
number of processor core clock counts for an in­
struction with a cache miss represents a worst-case 
approximation. 

To calculate the execution time for an OverDrive 
processor instruction, multiply the total processor 
core clock counts by the core clock period. For ex­
ample, in a 25 MHz system upgraded with a 50 MHz 
IntelDX2 OverDrive processor, the core clock period 
is 20 ns (1/50 MHz). 

Additionally, the assumptions specified below 
should be understood in order to estimate instruc­
tion execution time. 
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A cache miss will force the OverDrive processor to 
run an external bus cycle. The Intel486 microproces­
sor 32-bit burst bus is defined as r-b-w. 

Where: 

r = The number of bus clocks in the first cycle of a 
burst read or the number of clocks per data 
cycle is a non-burst read. 

b = The number of bus clocks for the second and 
subsequent cycles in a burst read. 

w = The number of bus clocks for a write. 

The fastest bus the OverDrive processor can sup­
port is 2 -1 - 2 assuming 0 waits states. The clock 
counts in the cache miss penalty column assume a 
2 -1 - 2 bus. For slower busses add r - 2 clocks to 
the cache miss penalty for the first dword accessed. 
Other factors also affect instruction clock counts. 

Instruction Clock Count Assumptions 

1. The external bus is available for reads or writes 
at all times. Else add bus clocks to reads until 
the bus is available 

2. Accesses are aligned. Add three core clocks to 
each misaligned access. 

3. Cache fills complete before subsequent access­
es to the same line. If a read misses the cache 
during a cache fill due to a previous read or pre­
fetch, the read must wait for the cache fill to 
complete. If a read or write accesses a cache 
line still being filled, it must wait for the fill to 
complete. 

4. If an effective address is calculated, the base 
register is not the destination register of the pre­
ceding instruction. If the base register is the des­
tination register of the preceding instruction add 
1 to the core clock counts shown. Back-to-back 
PUSH and POP instructions are not affected by 
this rule. 

5. An effective address calculation uses one base 
register and does not use an index register. 
However, if the effective address calculation 
uses an index register. 1 core clock may be add­
ed to the clock shown. 

6. The target of a jump is in the cache. If not, add r 
clocks for accessing the destination instruction 
of a jump. If the destination instruction is not 
completely contained in the first dword read, add 
a maximum of 3b bus clocks. If the destination 
instruction is not completely contained in the first 
16 byte burst, add a maximum of another r + 3b 
bus clocks. 
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7. If no write buffer delay, w bus clocks are added 
only in the case in which all write buffers are full. 

8. Displacement and immediate not used together. 
If displacement and immediate used together, 1 
core clock may be added to the core 'clock count 
shown. 

9. No invalidate cycles. Add a delay of 1 bus clock 
for each invalidate cycle if the invalidate cycle 
contends for the internal cache/external bus 
when the OverDrive processor needs to use it. 

10. Page translation hits in TLB. A TLB miss will add 
13,21 or 28 bus clocks + 1 possible core clock 
to the instruction depending on whether the Ac­
cessed and/or Dirty bit in neither, one or both of 
the page entries needs to be set in memory. This 
assumes that neither page entry is in the data 
cache and a page fault does not occur on the 
address translation. 

11. No exceptions are detected during instruction 
execution. Refer to interrupt core Clock Counts 
Table for extra clocks if an interrupt is detected. 

12. Instructions that read multiple consecutive data 
items (Le., task switch, POPA, etc.) and miss the 
cache are assumed to start the first access on a 
16-byte boundary. If not, an extra cache line fill 
may be necessary which may add up to (r+3b) 
bus clocks to the cache miss penalty. 

7.0 DIFFERENCES BETWEEN THE 
Intel486™ FAMILY AND THE 
Pentium® OverDrive® 
PROCESSOR 

This section covers the differences between the 
Intel486 family of microprocessors and the Pentium 
OverDrive processor. 

7.1 Software 

The Pentium OverDrive processor is compatible with 
the entire installed base of applications for 
MS-DOS', Windows', OS/2', and UNIX'. In addi­
tion to being binary compatible with the Intel archi­
tecture based processors which preceded the Penti­
um processor, it can also run programs which have 
been compiled to utilize Pentium processor instruc­
tions. This allows pairing of instructions to take ad­
vantage of the Superscalar Architecture and adds 
floating pOint instructions if replacing an Intel486 SX 
or IntelSX2 processor. 



7.2 Hardware 

The Pentium OverDrive processor is in a 235-Pin 
Grid Array package while the Intel4B6 family uses a 
16B-Pin Grid Array package. These extra pins are 
used for extra power and ground pins, including sep­
arate power and ground for the fan heatsink, also 
the internal cache write-back signals are on these 
pins. 

8.0 DIFFERENCES BETWEEN THE 
Pentium® PROCESSOR AND 
THE Pentium® OverDrive® 
PROCESSOR 

There are several differences between the Pentium 
processor and the Pentium OverDrive processors. 
These differences are covered in the next two sec­
tions. 

8.1 Software 

The following paragraphs are provided as a refer­
ence for software differences between the Pentium 
OverDrive processor and the Pentium processor. 
Unless otherwise stated, it can be assumed that the 
Pentium OverDrive processor will have the same 
software characteristics as the Pentium processor. 
For more information on the software characteristics 
of the Pentium Processor, please see the Pentium 
Processor Data Book or Programmers Reference 
Manual. 

The Pentium OverDrive processor does not support 
machine check exception. As a result, CR4.MCE is 
not useful. It will be forced to a zero by the hard­
ware. However, any attempt by the software to set 
this bit to 1 will not create a general protection ex­
ception. 

The Pentium OverDrive processor allows two differ­
ent page sizes: 4 KB and 4 MB. Please contact Intel 
for more information on the use of 4 MB pages. 

The behavior of INVD, WBINVD and INVPLG in­
structions are similar to the Pentium processor. If the 
processor is in the enhanced bus mode, the 
WBINVD instruction will write back all dirty lines first, 
flush the cache and run two special cycles (the write 
back special cycle followed by the flush special cy­
cle) on the bus. INVD will flush the cache and run 
one special cycle (The flush special cycle) on the 
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bus. INVD will not write back the dirty lines, if any. All 
three instructions are privileged level 0 and should 
be executed by BIOS or operating system code only. 

On the IntelDX2 processor, when paging is disabled, 
and/or when instructions that are not affected by 
paging are executed, the PCD and PWT pins are 
driven with values from CR3.PCD and CR3.PWT 
bits, respectively. On the Pentium OverDrive proces­
sor, when paging is disabled and/or when instruc­
tions that are not affected by paging are executed, 
the PWT pin will be drive LOW and the PCD pin will 
reflect the value of the CRO.CD bit. 

When the CPUID instruction is performed with EAX 
= 1, the Pentium OverDrive processor will return 
the following values to the EDX register. These bits 
indicate what features the processor has. 

The various bit positions have the following mean­
ing: 

Table 8-1. Feature Bit Assignment 

Bit Value Meaning 

0 1 FPU: Floating Point Unit 
On-Chip 

1 1 VME: Virtual-BOB6 Mode 
Enhancements 

2 1 DE: Debugging Extensions 

3 1 PSE: Page Size Extension 

4 1 TSC: Time Stamp Counter 

5 1 MSR: Pentium 
Processor-Style MSR 

6 R Reserved 

7 R Reserved 

8 1 CXB: CMPXCHGBB 
Instruction 

9-31 R Reserved 

A value of "R" means that the corresponding bit is 
reserved and the software should not depend on its 
value. 

8.2 Hardware 

This section covers the hardware differences be­
tween the Pentium processor and the Pentium Over­
Drive processor. 
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The Pentium processor has a 64-bit data bus while 
the Pentium OverDrive processor has a 32-bit data 
bus. This is required in order for the Pentium Over­
Drive processor to work in an Intel486 architecture 
based system. 

The size of the data bus requires a similar decrease 
in the internal cache line size. A burst memory ac­
cess is four bus widths of data this is the length of 
each line in the cache. For an Intel486 based archi­
tecture system that is 16-Bytes, for a Pentium proc­
essor based system this is 32-bytes. The internal 
cache in the Pentium processor is expecting 
32-bytes. This would require two burst reads. There­
fore the cache line size was reduced to 16-bytes 
wide. 

The cache on the Pentium processor is split into two 
8 KByte caches. One is for data and the other is the 
instruction or code cache. The Pentium OverDrive 
processor keeps the idea of two separate caches 
but increases the size to 16 KBytes each. 

The Pentium OverDrive processor does not have the 
JTAG boundry scan capabilities that the Pentium 
processor has. 

The package is different. The Pentium processor is 
packaged in a 273-Pin Grid Array while the Pentium 
OverDrive processor uses a 235-Pin Grid Array 
package. 
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The Pentium OverDrive processor has the integrat­
ed fan heatsink attached. This integrated fan in­
forms the processor if the fan has slowed or 
stopped. This reduces the internal frequency to 1 x 
multiplier from the previous 2.5x. The part can run 
indefinitely at the lower frequency without incurring 
any damage. This allows the Pentium OverDrive 
processor to continue in the system until a replace­
ment fan can be installed. 

9.0 IntelDX2TM AND IntelDX4TM 
OverDrive® PROCESSOR 
CIRCUIT DESIGN 

9.1 Upgrade Circuit for Intel486™ 
Processor-Based Systems with 
UP# 

Figure 9-1 shows the IntelDX2 and IntelDX4 Over­
Drive processor socket circuit for Intel486 proces­
sor-based systems using UP#. The Upgrade Pres­
ent input, UP# pin, allows the Intel486 processor to 
directly recognize when the Intel OverDrive proces­
sor socket is populated. When the UP# pin is driven 
active to the Intel486 processor, the Intel486 proc­
essor tri-states all of its output pins and enters pow-

, er-down mode. 
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10.0 Pentium® OyerDriye® 
PROCESSOR DESIGN 
CONSIDERATIONS 

tem. Snoop cycles may be performed using AHOLD, 
BOFF#, or HLDA and then asserting EADS# to in­
form the processor that the snoop address is avail­
able on the bus. The following table summarizes the 
snoop mechanism initiated by any of these three 
control signals. 10.1 Hardware Design Considerations 

10.1.1 INTRODUCTION 
The snoop cycle begins by checking whether a par­
ticular cache line has been "cached" and invali­
dates the line based on the state of the INY pin. If 
the Pentium OverDrive processor is configured in 
the Standard Bus Mode, the processor will always 
invalidate the cache line on snoop hits. If the proces­
sor is configured in the Enhanced Bus Mode, the 
system must drive INY high to invalidate a particular 
cache line. The Pentium OverDrive processor will in­
validate the line and write back an E-state line if the 
system snoop hits either S-state, E-state, or M-state 
line, provided INV was driven high during EADS# 
assertion. If INV is driven low, a modified line will be 
written back to memory and will remain in the cache 
as a write-back line. If INV is driven low, a shared 
line also will continue to remain in the cache as a 
shared line. 

This section describes the organization of the Trans­
lation Lookaside Buffers (TLBs), write buffers and 
the buffering scheme used in the Pentium OverDrive 
processor. Other important Pentium OverDrive Proc­
essor design specific details are also included as 
well as the use of the WB/WT # pin as an input to 
determine the fundamental cache operation mode of 
the processor. 

10.1.1.1 Cache Consistency Cycles 

The external system can check and invalidate cache 
lines in the internal processor cache using inquire 
cycles (snooping). Snooping allows the external sys­
tem to keep cache coherency throughout the sys-

Table 10-1. Snoop Cycles under AHOLD, BOFF#, or HLDA 

AHOLD Tri-states the address bus. ADS # will be asserted under AHOLD only to initiate a snoop 
write back cycle. An ongoing burst cycle will complete under an AHOLD. For non-burst cycles, a 
specific non-burst transfer (ADS# -RDY # transfer) will complete under AHOLD and will be 
fractured (interrupted) before the next 
assertion of ADS # • A snoop writeback cycle will be reordered ahead of a fractured non-burst 
cycle. Should an ADS# be required to start the next cycle while AHOLD is asserted, the 
processor will only perform snoop write back cycles. If the processor issues and ADS# while 
AHOLD is asserted, it is the responsibility of the system to determine the address of the snoop 
write back from the snoop address driven with EADS#. An interrupted non-burst cycle will be 
completed only after the snoop writeback cycle is completed, provided there are no other 
snoop writeback cycles scheduled and AHOLD is deasserted. If 
BLEN # is driven inactive (disabling bursted writes), the processor will drive four individual 
ADS#-RDY# cycles to complete the cycle while AHOLD is active. 

BOFF# Overrides AHOLD; takes effect in the next clock. Ongoing bus cycles will stop in the clock 
following BOFF # being asserted and resumes when BOFF # is deasserted, in the same 
manner as the standard Intel486 processor bus. A snoop writeback will be reordered ahead of 
the backed off cycle. The snoop writeback cycle begins after BOFF # is deasserted followed by 
any backed off cycle. 

HOLD HOLD will be acknowledged only between bus cycles, except for a non-cacheable, non-bursted 
code prefetch cycle. In a non-cacheable, non-bursted code prefetch cycle, HOLD is 
acknowledged after the system returns RDY # or if BOFF # is asserted. Once HLDA is active, 
the processor blocks all bus activities until the system releases the bus (by de-asserting 
HOLD). 
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After asserting AHOLD or BOFF #, the external 
master driving a snoop cycle must wait at least two 
clocks before asserting EADS #. If snooping is done 
after HLDA assertion, then the master performing a 
snoop must wait for at least one clock cycle before 
driving the snoop addresses and asserting EADS # . 
INV should be driven low during bus master read 
operations to minimize invalidations. INV should be 
driven high to invalidate a cache line during bus 
master write operations. The Pentium OverDrive 
processor asserts HIT # and HITM # if the cycle hits 
an M state line in the cache or HIT # only if the cycle 
hits an E or S state line. These output signals be­
come valid two clock periods after EADS # is valid 
on the bus. HITM # will remain asserted at least until 
the last RDY # or BRDY # of the snoop writeback 
cycle is returned. The HIT # signal will continue to 
drive the result of the last snoop until the next exter­
nal snoop occurs. Most timing diagrams in the fol­
lowing sections do not include the HIT# signal since 
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it is not necessary for single processor system de­
signs. Snoop operations may interrupt an ongoing 
bus operation in both the Standard Bus Mode and 
Enhanced Bus Mode. 

The Pentium OverDrive processor can accept 
EADS# in every clock period while in the Stan­
dard Bus Mode. In the Enhanced Bus Mode, the 
processor can accept EADS# every other clock 
period until the external snoop hits an M-state 
line. Any EADS # assertion after the EADS # that hit 
a modified line will be ignored. The processor will 
not accept any further EADS# assertions until the 
snoop writeback operation is completed and HITM # 
is deasserted. Figure 10-1 shows the allowable 
EADS# window for the different snooping mecha­
nisms (AHOLD, HOLD, BOFF#). For the En­
hanced bus mode, EADS # must not be asserted 
outside the windows presented in the diagrams 
below. 

. . . : ..... _ ............................................. . 
:, EADS# Recognized .: 

mill /r----+-----1 

. . . " ......................................... ~ , ...... . 
:' EADS# Recognized : 

Til 
~~----~-----; 

290436-40 

Figure 10-1. EADS# Snooping Window 
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Figure 10-2 shows that the processor can accept an EADS# assertion only every other clock while in en­
hanced bus mode. 

elK 
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...... ~ ..... . :'···r··· .. 
EADS# 

HITM# 

Snoops Not Allowed 
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Figure 10-2. EADS# Snooping Frequency in Enhanced Bus Mode 

10.1.1.2 Write Back Cycles 

Writeback cycles may be bursted or non-bursted by 
returning RDY # or BRDY #. All writeback opera­
tions write 16 bytes of data to memory correspond­
ing to the modified line in the cache. BS8 # and 
BS 16 # are not allowed during write back cycles. 

The state of BLEN # determines how a 16 byte line 
is written back. When BLEN# is LOW, the write 
back is done as a 16-byte burst transfer. BRDY # or 
RDY # may terminate each transfer. At the fourth 
transfer, BLAST# will signify the end of the write 
back. A write back when BLEN # is LOW but RDY # 
is used rather than BRDY # is shown in Figure 10-4. 
When BLEN# is HIGH, the 16-byte write back will 
be done as four consecutive 4 byte writes, each with 
its own ADS# and BLAST#. (See Figure 10-5). 

BLEN # is not a dynamic pin since it cannot be tog­
gled on a cycle per cycle basis. It cannot be 
changed once power has been applied to the sys­
tem, so it should be tied HIGH or LOW. 

The CACHE# pin is used to indicate that a cache 
operation is taking place. CACHE # is active with the 
first ADS # for both write backs and line fills, and is 
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terminated by the first RDY # IBRDY #. An occur­
rence of ADS~ = 0, W/R# = 1, and CACHE# = 
o indicates that a replacement write back is starting. 
The occurrence of HITM # = 0 during the above 
operation signifies that a snoop write back is occur­
ring. Write back cycles begin at address OxO of the 
16-byte line being pushed out. The burst order is the 
standard Intel486 Processor order of OxO, Ox4, Ox8 
and oxe. If the write back is done as four separate 
writes, then each write will push out four bytes start­
ing at byte OxO. PCD and CACHE # are low during 
write back cycles, while KEN # is ignored. 

BS8#, BS16# are ignored during write back cycles. 
After the last BRDY # IRDY # of a write back cycle 
is asserted, the Pentium OverDrive Processor will 
wait at least one ClK before issuing the next ADS #. 
In other words, a dead clock is inserted by the proc­
essor after the last transfer in a write back cycle. 
The dead clock is between the last BRDY # IRDY #, 
and the next ADS#. The dead clock appears only 
after the write back is complete, so there are no 
dead clocks between individual transfers of a write 
back. This dead clock time is used by the Pentium 
OverDrive processor to complete internal cache op­
erations. 
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Figure 10-3. Write Back Operation-BLEN# Active 
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Figure 10-4. Write Back with BLEN# Active Using RDY# 
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Figure 10-5. Write Back as Four 4-Byte Transfers (BLEN# Inactive) 
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10.1.2 WB/WT# AS AN INITIALIZATION INPUT 

To make the Pentium OverDrive processor more 
compatible with the IntelDX2 processor, several 
small enhancements have been added to the proc­
essor to help distinguish different processor modes 
of operation. These two modes will be referred to as 
"standard bus mode" (Write through processor 
cache only) and "enhanced bus mode" (Write back 
processor enabled and are discussed in the follow­
ing paragraphs. 

In order to allow the Pentium OverDrive processor to 
operate in more of an IntelDX2 processor manner, 
the WB/WT# pin is used as an initialization input to 
configure the operating mode of the processor. At 
the falling edge of RESET, the processor can be 
configured to operate in a write through only (In­
telDX2 CPU compatible) L 1 cache mode (standard 
bus mode), or in a write back L 1 cache mode (en­
hanced bus mode). Once a mode is selected, the 
processor will continue to operate in the selected 
mode and can only be changed to a different mode 
by starting the RESET process again. Assertion of 
INIT will not change the operating mode of the proc­
essor. WB/WT # has an internal pulldown that will 
force any design that leaves WB/WT # unconnect­
ed into the write through mode of operation. Table 
10-2 lists the two modes of operation and the differ­
ences between them. 
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For more information on the effect of the mode op­
eration on the various signals mentioned above, 
please see the Intel486 Microprocessor Family Data 
Book. Unless otherwise mentioned, all other func­
tions of the Pentium OverDrive processor remain 
identical in both operating modes. 

10.1.3 INIT FUNCTIONALITY 

INIT behaves like an edge triggered interrupt on the 
Pentium OverDrive processor while in both en­
hanced bus mode (WB/WT# = HIGH at RESET) 
and standard bus mode (WB/WT # = LOW at 
RESET). Therefore, when INIT is asserted, there is 
a high probability that one or more bus cycles will be 
run by the processor while INIT is HIGH. The follow­
ing figures demonstrate two scenarios of how the 
processor can issue an ADS# while INIT is assert­
ed. Although the figures assume that an initial I/O 
write causes the INIT to be asserted by the support 
logic, these cases apply whenever INIT is HIGH. 
The first figure describes cycles being run by the 
processor before INIT is recognized. The second 
details cycles being run after INIT has been recog­
nized. 

Figure 10-6 shows the INIT signal being triggered by 
an 1/0 write. Even though INIT is asserted immedi­
ately, there is a pending prefetch which executes 
before the INIT is recognized. 

Table 10-2 Effects of WB/WT# Initialization 

State of WB/WT # 
Affect on Processor Operation 

at Reset Falling 

WB/WT# = LOW Processor is in Standard Bus Mode 
•• IntelDX2 Processor Compatible *. 
1: No Special FLUSH # Acknowledge Cycles are run on the bus after the assertion of 

the FLUSH # pin. 
2: When FLUSH # is asserted, the caches will be invalidated in 15-20 system CLKs. 
3: All Write Back specific inputs are ignored-(BLEN #, EWBE #, WB/WT #, INV) 
4: EADS# is sampled at any time. 

WB/WT # = HIGH Processor is in Enhanced Bus Mode 
*. Intel486 Processor Write Back Bus Operation •• 
1: The special FLUSH # Acknowledge Cycles will be run on the bus after the 

assertion of the FLUSH # and all the cache write backs (if any) are complete. 
2: Write backs will be performed if a cache flush is requested (i.e.: FLUSH#, 

WBINVD inst ... ). The flush will take about 2000 + clocks. The system must 
watch for the FLUSH # special cycles to determine the end of the flush. 

3: WB/WT # is sampled on a line by line basis to determine the storage state of a 
cache line on reads and writes. 

4: The BLEN#, EWBE# and INV are no longer ignored. 
5: EADS # is sampled only when the processor is an a HOLD, AHOLD, or BOFF # 

state. 
6: PLOCK# is inactive and driven HIGH. 
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Figure 10-6. ADS# Issued during INIT: Case 1 
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Figure 10-7. ADS# Issued during INIT: Case 2 

Figure 10-7 assumes that an I/O cycle was used to 
generate the INIT, but the system waited until all bus 
activity had stopped (by monitoring the HALT spe­
cial cycle) before asserting the INIT pin. In this case, 
the processor recognizes INIT, and starts a prefetch 
before INIT is deasserted. The prefetch may be from 
any location, and not necessarily the F .. FOh ad­
dress, even though INIT has been recognized. 
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On other Intel486 write through cache processors 
(Write·Back Enhanced IntelDX2 in standard bus 
mode and SL·Enhanced CPUs), the SRESET pin is 
executed immediately, in a manner similar to the RE­
SET pin. This means that no cycles will be run after 
SRESET is asserted on these processors. With the 
Pentium OverDrive processor, it is the responsibility 
of the system to ensure that any cycles that are is­
sued while INIT is active are completed properly to 
prevent data corruption, lost bus cycles or system 
lock-ups. 



10.1.4 INSTRUCTION PREFETCH 

The Pentium OverDrive processor contains a pre­
fetch buffer of several bytes, and can prefetch a sig­
nificant number of bytes beyond the end of the last 
executed instruction. In addition, the processor im­
plements a dynamic branch prediction algorithm 
which speculatively runs code fetch cycles to ad­
dresses corresponding to instructions executed 
some time in the past. Such code fetch cycles are 
run based on past execution history, regardless of 
whether the instructions retrieved are relevant to the 
currently executing instruction sequence. 

The effect of both mechanisms is that the Pentium 
OverDrive processor may run code fetch bus cycles 
to retrieve instructions which are never executed. Al­
though the opcodes retrieved are discarded, the 
syste~ must complete the code fetch bus cycle by 
returning ROY # IBRDY #. It is particularly important 
that the system return ROY # IBRDY # for all code 
fetch cycles, regardless of the address. 

Furthermore, it is possible that the processor may 
run speculative code fetch cycles to addresses be­
yond the end of the current code segment. Although 
the processor may prefetch beyond the CS limit, it 
will not attempt to execute beyond the CS limit, it will 
raise a GP fault instead. Thus, segmentation cannot 
be used to prevent speculative code fetches to inac­
cessible areas of memory. On the other hand, the 
processor will never run code fetch cycles to inac­
cessible pages, so the paging mechanism guards 
against both the fetch and execution of instructions 
in inaccessible pages. 

If the processor has been placed in a halt state with 
the HL T instruction, and the processor has issued 
the halt cycle, or the processor has run a shutdown 
cycle, one of the methods of exiting this condition is 
to assert. an interrupt. Once the interrupt is asserted, 
the Pentium OverDrive processor may issue a pre­
fetch before the interrupt is acknowledged with an 
!nterrupt cycle, or the action desired by the interrupt 
IS performed. For example, if the processor is in a 
halt state, and the FLUSH # interrupt is asserted, 
the processor could exit the halt state, perform a 
prefetch, and then start driving the write backs for 
the flush operation. Prefetches of this type may be 
run after any interrupt, including INTR. 

For memory reads and writes, both segmentation 
and paging prevent the generation of bus cycles to 
inaccessible regions of memory. 
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10.2 Upgrade Circuit Design 

10.2.1 DUAL PROCESSOR SITE DESIGN 

The Pentium OverDrive processor can reside on the 
same processor bus as an Intel486 processors. The 
Pentium OverDrive processor specifies a UP# out­
put (Upgrade Present) pin which should be connect­
ed directly to the UP# input pin of the Intel486 mi­
croprocessor. When the Pentium OverDrive proces­
sor occupies the Pentium OverDrive processor 
socket, the UP# signal (active low) forces the In­
tel486 microprocessor to tri-state all outputs and re­
duce power consumption. When the Pentium Over­
Drive processor is not present, a pull-up resistor, in­
ternal to the Intel486 microprocessor, drives UP# 
inactive and allows the Intel486 microprocessor to 
control the processor bus. 

10.2.2 SINGLE PROCESSOR SITE DESIGN 

A single processor site is defined as a system de­
sign that can accept all Intel486 processors in a sin­
gl~ socket location. Doing a single socket design re­
qUires that certain pins are connected via the INC 
pins of the Pentium OverDrive processor. See Sec­
tion 9 for more details on how to design a single 
socket processor site compatible other Intel486 
processors. 

10.2.3 CIRCUIT CONSIDERATIONS FOR WRITE 
BACK CACHE SUPPORT 

The Pentium OverDrive processor is specified to 
support the MESI write back protocol for the on-chip 
cache. To support the write back protocol, seven 
new signals , are defined for the Pentium OverDrive 
processor, four of which are present on the Write­
Back Enhanced IntelDX2 processor. The new sig­
nals defined for MESI write back capability are WBI 
WT#, INV, HIT#, HITM#, CACHE#, EWBE#, and 
BLEN#. Another new pin, INIT, is used to facilitate 
warm resets. These new signals are defined in detail 
in Section 5.2. For more information on designing a 
system for processor write back cache support that 
is compatible with the Write-Back Enhanced 
IntelDX2 processor, please see Appendix B. 
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10.3 Software Considerations 

10.3.1 EXTERNAL BUS CYCLE ORDERING 

10,3.1.1 Write Buffers and Memory Ordering 

The Pentium OverDrive processor has write buffers 
to enhance the performance of consecutive writes 
to memory. Writes in these buffers are driven out on 
the external bus in the order they were generated by 
the processor core. No reads (as a result of cache 
miss) are reordered around previously generated 
writes sitting in the write buffers (Unlike the IntelDX2 
processor). The implication of this is that the write 
buffers will be emptied before a subsequent proces­
sor generated bus cycle is run on the external bus. 

It should be noted that only memory writes are buff­
ered and 1/0 writes are not. There is no guarantee 
of synchronization between completion of memory 
writes on the bus and instruction execution after the 
write. The OUT instruction or a serializing instruction 
needs to be executed to synchronize writes with the 
next instruction. Please refer to the Pentium Proces­
sor Programmers Reference Manual for information 
on serializing instructions. 

No re-ordering of read cycles occurs on the Pentium 
OverDrive processor. Specifically, the write buffers 
are emptied before the IN instruction is executed. 

10.3.1.2 External Event Synchronization 

When the value of NMI, INTR, FLUSH #, SMI # or 
INIT changes as the result of executing an OUT in­
struction, these inputs must be at a valid state three 
clocks before ROY # IBRDY # is returned to ensure 
that the new value will be recognized before the next 
instruction is executed. 

Note that if an OUT instruction is used to modify 
A20M #, this will not affect previously prefetched in­
structions. A serializing instruction must be executed 
to guarantee recognition of A20M # before a specif­
ic instruction. 

10.3.2 MODEL SPECIFIC REGISTERS 

The Pentium OverDrive processor defines certain 
Model Specific Registers that are used in execution 
tracing, performance monitoring and testing. They 
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are unique to the Pentium OverDrive processor and 
mayor may not be implemented in the same way in 
future processors. 

Please contact Intel for more information on the 
model specific registers. 

10.3.3 . EXCEPTION PRIORITIES 

Exceptions are serviced and recognized on the 
boundary between instructions. The instruction 
pointer pushed onto the stack for the interrupt han­
dier points to the next instruction. The priority among 
simultaneous exceptions is as follows (interrupt vec­
tor numbers are shown in decimal in parentheses): 

Trap on the previous instruction: 

• Breakpoint (# 3) 

External Interrupts: 

• FLUSH# 

• SMI# 
·INIT 

• NMI 
·INTR 

Floating Point Errors: 

• FERR# 
External Interrupt: 

• STPCLK# 
Faults on Fetching Next Instruction: 

• Code Seg Limit Violation (# 13), Page Fault on 
prefetch (# 14) (the relative priority unpredict­
able) 

Faults in Decoding the next Instruction: 

• Invalid Opcode (#6), Device Not Available 
(#7) 

• General Protection Fault for Instruction 
Length> 15B (#13) 

Faults on Executing an Instruction (These may occur 
in a manner that varies from implementation to im­
plementation as necessary to insure functional cor­
rectness. They are not listed in any particular order): 

• General Detect (# 1) 

• FP Error (from previous FP instruction) (# 16) 

• Interrupt on Overflow (#4) 

• Bound (#5) 
.lnvalidTSS(#10) 



• Segment Not Present (# 11 ) 

• Stack Exception (# 12) 

• General Protection (# 13) 

• Data Page Fault (# 14) 

• Alignment Check (# 17) 

10.3.3.1 External Interrupt Considerations 

The Pentium OverDrive processor recognizes the 
following external interrupts: FLUSH #, SMI #, INIT, 
NMI, INTR and STPCLK #. They are listed in priority 
order, however, they are subject to the considera­
tions listed below. 

FLUSH # 

Note that unlike the Intel486 CPU which invalidates 
its cache a small fixed number of clocks after 
FLUSH # is asserted, the FLUSH # pin on the Penti­
um OverDrive processor is an interrupt and there­
fore is only recognized at the boundary between in­
structions. While FLUSH # is being serviced, all the 
dirty lines in the data cache are written back to main 
memory. This may take several thousand clocks. 
During this time no instructions are executed and no 
other interrupts are recognized. If the processor is in 
the HALT or Shutdown state, FLUSH# is still recog­
nized. The processor will return to the HALT or Shut­
down state after servicing the FLUSH #. 

11.0 BIOS AND SOFTWARE 

The following should be considered when designing 
a system for upgrade with an Intel OverDrive proces­
sor. 

11.1 Intel OverDrive® Processor 
Detection 

The component identifier and the stepping/revision 
identifier for the Intel OverDrive processors is read­
able in the DH and DL registers, respectively, imme­
diately after RESET. The value loaded into each reg­
ister is defined in Table 11-1. The "x" value defines 
the device stepping. 
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Table 11-1.CPU IDValues 

Processor DHReg. DLReg. 

Intel486DX 04h Oxh, 1xh 

Intel486SX 04h 2xh 

IntelSX2 OverDrive 04h 5xh 

IntelDX2 OverDrive 04h 3xh 

IntelDX4 OverDrive 14h,04h 8xh 

Pentium OverDrive 15h 3xh 

As it is difficult to differentiate between Intel486 DX 
processor and some of the Intel OverDrive proces­
sors in software, it is recommended that the BIOS 
save the contents of the DX register immediately af­
ter RESET. This will allow the information to be used 
later, if required, to identify an Intel OverDrive proc­
essor in the system. 

Alternately, for those OverDrive processors support­
ing it, the CPUID instruction can be used to identify 
the processor. Refer to the Intel486 Microprocessor 
Data Book for additional information on the CPUID 
instruction and its use. 

NOTE: 
Initialization routines for IntelSX2 OverDrive 
processor and Intel486 SX processor-based 
systems should check for the presence of a 
floating pOint unit and set the CRO register 
accordingly (refer to the Intel486 SX Micro­
processor Data Book for specific details). In 
addition, the BIOS should check for the 
presence of the 16 KByte cache in the 
IntelDX4 OverDrive processor. 

11.2 Timing Dependent Loops 

The Intel OverDrive processors execute instructions 
at two times (for the IntelSX2 and IntelDX2 Over­
Drive processors) or three times (for the IntelDX4 
OverDrive processor) the frequency of the input 
clock. Thus, software (or instruction based) timing 
loops will execute faster on the Intel OverDrive proc­
essor than on the Intel486 DX or Intel486 SX proc­
essor (at the same input clock frequency). Instruc­
tions such as NOP, LOOP, and JMP $+2, have 
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been used by BIOS to implement timing loops that 
are required, for example, to enforce recovery time 
between consecutive accesses for I/O devices. 
These instruction based timing loop implementa­
tions may require modification for systems intended 
to be upgradable with the Intel OverDrive proces­
sors. 

In order to avoid any incompatibilities, it is recom­
mended that timing requirements be implemented in 
hardware rather than in software. This provides 
transparency and also does not require any change 
in BIOS or I/O device drivers in the future when 
moving to higher processor clock speeds. As an ex­
ample, a timing routine may be implemented as fol­
lows: The software performs a dummy I/O instruc­
tion to an unused I/O port. The hardware for the bus 
controller logic recognizes this I/O instruction and 
delays the termination of the I/O cycle to the proc­
essor by keeping RDY # or BRDY # deasserted for 
the appropriate amount of time. 

11.3 Test Register Access on the 
Pentium® OverDrive® Processor 

The IntelDX2 processor has test registers which al­
low OEM's to test the functionality of different areas 
of the component. These test registers are ac­
cessed on the Intel486 processor family using the 
"MOV reg, TRx and MOV TRx, reg" instructions. 
These instructions are not available on the Pentium 
OverDrive processor. Any attempt to execute them 
will cause a invalid opcode exception. The Pentium 
OverDrive processor uses the Model Specific Regis­
ters (MSR's) to implement on chip testing. These 
MSR's are accessed using the RDMSR and 
WRMSR instructions. BIOS must recognize this fun­
damental difference between the Pentium OverDrive 
processor and the IntelDX2 processor and act ac­
cordingly. 

12.0 Pentium® OverDrive® 
PROCESSOR TESTABILITY 

12.1 Introduction 
This section describes the features which are includ­
ed in the Pentium OverDrive processor for the pur­
pose of enhancing the testability of the part. The 
capabilities of the Intel486 processor test hooks are 
included in the processor, however they are imple­
mented differently. In addition, new test features 
were added to assure timely testing and production 
of a system product. All features described here are 
also present in the Pentium processor. 

Internal component testing through the Built In Self 
Test (BIST) feature of the Pentium OverDrive proc­
essor provides 100% single stuck at fault coverage 
of the microcode ROM and large PLAs. Some test­
ing of the instruction cache, data cache, Translation 
Lookaside Buffers (TLBs), and Branch Target Buffer 
(BTB) is also performed. In addition, the constant 
ROMs are checked. 

The production version of the Pentium OverDrive 
processor will not include the boundary scan or test­
ability pins. 

Several test registers are also included in the Penti­
um OverDrive processor to simplify access to all on­
chip caches and TLBs. These test registers on the 
processor are not compatible with the definitions for 
the test registers on the IntelDX2 processor, and will 
be provided by Intel at a later date. For the latest 
information on these test registers, please contact 
Intel. 

The following list summarizes the Pentium Over­
Drive processor testability features: 

• Built In Self Test 
• Cache and TLB Test Registers 

• Tristate Test Mode 

Table 12·1. Pentium® OverDrive® Processor RESET Modes 

RESET INIT Type of Effect on Effect on Effect on SMM 
Reset liD Caches FP Registers Base Register 

0 0 None Not Applicable Not Applicable Not Applicable 

0 1 Warm Reset None None None 

1 X Cold Reset Invalidated Initialized Invalidated 
(w/ BIST) 

1 X Cold Reset Invalidated Undefined Invalidated 
(w/o BIST) 
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12.2 Pentium® OverDrive® Processor 
Reset Pins/BIST Initiation 

Two pins, RESET and INIT, are used to reset the 
Pentium OverDrive processor in different manners. 
The following table shows the different types of re­
sets that can be initiated using these pins. 

Toggling either the RESET pin or the INIT pin indi­
vidually forces the Pentium OverDrive processor to 
begin execution at address OFFFFFFFOh. The inter­
nal instruction cache and data cache are invalidated 
when RESET is asserted (modified lines in the data 
cache are NOT written back). The instruction cache 
and data cache are not altered when the INIT pin is 
asserted without RESET. In neither case are the 
floating point registers altered. In both cases, the 
8T8, the segment descriptor cache and both TL8s 
are all invalidated. 
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Reset with self test is initiated by holding the 
AHOLD pin HIGH for 2 clocks before and 2 clocks 
after RESET is driven from HIGH to LOW. The in­
struction cache and data cache are invalidated and 
the floating point registers are initialized. The proc­
essor begins execution at address OxFFFFFFFOh. 
The 8T8, the segment descriptor cache and both 
TL8s are all invalidated before execution begins. 

At the conclusion of reset, with or without self test, 
the OX register will contain a component identifier. 
The upper byte will contain 15h and the lower byte 
will contain a stepping identifier. 

Table 12-2 defines the processor state after RESET, 
INIT and RESET with 81ST (built in self test). 

Table 12·2. Register State after RESET, INIT and BIST 
(Register States are given in Hexadecimal Format) 

Storage Element RESET (no BIST) RESET (BIST) INIT 

EAX 0 o if pass 0 

EDX 1530 + stepping 1530 + stepping 1530 + stepping 

ECX, E8X, ESP 0 0 0 
E8P, ESI, EDI 

EFLAGS 2 2 2 

EIP OFFFO OFFFO OFFFO 

CS selector = FOOO selector = FOOO selector = FOOO 

base = FFFFOOOO base = FFFFOOOO base = FFFFOOOO 

limit = FFFF limit = FFFF limit = FFFF 

DS,ES,FE,GS,SS selector = 0 selector = 0 selector = 0 

base = 0 base = 0 base = 0 

limit = FFFF limit = FFFF limit = FFFF 
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Table 12-2. Register State after RESET, INIT and BIST 
(Register States are given in Hexadecimal Format) 

Storage Element RESET (no BIST) 

IDTR base=O 

limit=FFF 

GDTR,LDTR,TR undefined 

CRO 60000010 

CR2,3,4 0 

DR3-0 0 

DR6 FFFFOFFO 

DR7 00000400 

Time Stamp Counter 0 

Control and Event Select 0 

TR12 0 

All Other MSR's undefined 

CW undefined 

SW undefined 

TW undefined 

FIP,FEA,FCS, undefined 
FDS,FOP 

FSTACK undefined 

Data and Code Cache invalid 

Code Cache TLB, Data invalid 
Cache TLB, BTB, SOC 

NOTE: 
1. CD and NW are unchanged, bit 4 is set to 1, all other bits are cleared. 

State of output pins after RESET: 
High: LOCK#, AOS#, PCHK#, HIT#, HITM#, FERR#, SMIACT# 
Low: HLOA, BREQ 
High Impedance: 031-00 

RESET (BIST) 

base=O 

Iimit=FFF 

undefined 

60000010 

0 

0 

FFFFOFFO 

00000400 

0 

0 

0 

undefined 

37F 

0 

FFFF 

0 

undefined 

invalid 

invalid 

Undefined: A31-A3, BE3#-BEO#, W/R#, M/IO#, O/C#, PCO, PWT, CACHE# 
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INIT 

base=O 

Iimit=FFF 

undefined 

Note 1 

0 

0 

FFFFOFFO 

00000400 

UNCHANGED 

UNCHANGED 

UNCHANGED 

UNCHANGED 

UNCHANGED 

UNCHANGED 

UNCHANGED 

UNCHANGED 

UNCHANGED 

UNCHANGED 

invalid 



12.3 Built In Self Test (BIST) 

Self test is initiated by holding the AHOLD pin HIGH 
for the clock before RESET changes from HIGH to 
LOW. If asserted asynchronously, AHOLD must be 
asserted two clocks before and two clocks after 
RESET to guarantee recognition. 

No bus cycles are run by the Pentium OverDrive 
processor during self test. The duration of self test is 
approximately 219 internal clocks. Approximately 
70% of the devices in the processor are tested by 
BIST. 

The Pentium OverDrive processor BIST consists of 
two parts: hardware self test and microcode self 
test. 

During the hardware portion of BIST, the microcode 
and all large PLAs are tested. All possible input com­
binations of the microcode ROM and PLAs are test­
ed. 

The constant ROMs, BTB, TLBs, and all caches are 
tested by the microcode portion of BIST. The array 
tests (caches, TLBs, and BTB) have two passes. On 
the first pass, data patterns are written to arrays, 
read back and checked for mismatches. The second 
pass writes the complement of the initial data pat­
tern, reads it back, and checks for mismatches. The 
constant ROMs are tested by using the microcode 
to add various constants and check the result 
against a stored value. 

Upon completion of BIST, the cumulative result of all 
tests are stored in the EAX register. If EAX contains 
OxOh, then all checks passed; any non-zero result 
indicates a faulty unit. 

During BIST, EADS# should not be used to perform 
snoops, otherwise false HITM # indications, with no 
corresponding write back cycles, can occur. 

12.4 Tri-State Test Mode 

The Pentium OverDrive processor provides the abili­
ty to float all its outputs and bi-directional pins. This 
includes pins that are floated during bus hold as well 
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as some pins that are not normally floated during 
normal operation. When the Pentium OverDrive 
processor is in tri-state test mode, external testing 
can be used to test on board connections. 

The tri-state test mode is invoked by driving 
FLUSH # low for 2 clocks before and 2 clocks after 
RESET going low. The outputs are guaranteed to tri­
state no later than 10 clocks after RESET goes low. 
The processor will remain in tri-state test mode until 
the next RESET. 

12.5 Cache, TLB and BTB Test 
Registers 

The Pentium OverDrive processor contains several 
test registers. The purpose of the test registers is to 
provide direct access to the processor caches, 
TLBs, and BTB, so user programs can easily exer­
cise these structures. Because the architecture of 
the caches, TLBs, and BTB is different, a different 
set of test registers (along with a different test mech­
anism) is required for each. Most test registers can 
be shared between the code and data caches. 

Since much of the testability hardware is used for 
other purposes during no~mal operation of the Penti­
um OverDrive processor, some restrictions may ex­
ist on what software may do while testability opera­
tions are being run. 

Please contact Intel for more information on the 
Pentium OverDrive processor Cache, TLB, and BTB 
Test Registers. 

12.6 Fan Protection Mechanism and 
THermal ERRor Bit 

The Pentium OverDrive processor employs an active 
fan/heatsink unit to assist in cooling the processor. 
Another integral part of this cooling solution is the 
ability for software to poll the status of the fan to 
determine if the fan has fallen to a speed that is 
unacceptable to cool the processor. Should the fan 
fall into a speed range that is too slow, a control 
register will record the event. (For more information, 
please contact Intel.) 
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13.0 ELECTRICAL DATA 

The following sections describe recommended elec­
trical connections for the Intel OverDrive processor, 
and its electrical specifications. 

13.1 Power and Grounding 

13.1.1 POWER CONNECTIONS 

Power and ground connections must be made to all 
external Vee and GND pins of the Intel OverDrive 
processor. On the circuit board, all Vee pins must be 
connected on a Vee plane. All VSS pins must be 
likewise connected on a GND plane. 

13.1.2 Intel OverDrive® PROCESSOR 
DECOUPLING CAPACITORS 

Because of the fast internal switching speeds of the 
Intel OverDrive processor, it is important that the 
Intel OverDrive processor use a liberal amount of 
decoupling capacitors. For proper Vee transient re­
sponse, Intel recommends that a system design em­
ploy at least 4 each of 47 JLF bulk capacitors and 9 
each of 0.1 JLF and 0.01 JLF capacitors. It is recom­
mended that surface mount capacitors be used for 
decoupling the Intel OverDrive processor. This style 
of capacitor introduces less inductance than leaded 
capacitors, so fewer are needed to achieve the 
same results. The capacitors should be added 
around the Intel OverDrive processor in a manner 
that ensures they are evenly spread about and close 
to the processor location. 

13.1.3 OTHER CONNECTION 
RECOMMENDATIONS 

N.C. pins should always remain unconnected. 

For reliable operation, always connect unused in­
puts to an appropriate signal level. Active LOW in­
puts should be connected to Vee through a pullup 
resistor. Pull ups in the range of 20 Kn are recom­
mended. Active HIGH inputs should be connected to 
GND. 

13.2 Maximum Ratings 

Table 13-1 lists the absolute maximum ratings for 
each of the OverDrive processors. This table is a 
stress rating only, and functional operation at the 
maximums is not guaranteed. Functional operating 
conditions are given in Section 13.3, DC Specifica­
tions, and Section 13.4, AC Specifications. 

Extended exposure to the maximum ratings may af­
fect device reliability. Furthermore, although the Intel 
OverDrive processors contains protective circuitry to 
resist damage from static electric discharge, always 
take precautions to avoid high static voltages or 
electric fields. 

13.3 DC Specifications 

The DC specifications for each of the OverDrive 
processors are contained in the tables in Sections 
13.3.1, 13.3.2, and 13.3.3. For additional informa­
tion, refer to the appropriate Intel microprocessor 
handbook. 

Table 13-1. Absolute Maximum Ratings 

IntelDX2TM IntelDX4™ Pentium® 
OverDrive® OverDrive® OverDrive® 

Case Temperature under Bias -65°C to + 110°C -30°C to + 110°C -30°C to +110°C 

Fan/Heat sink Temperature N/A N/A - 5°C to + 60°C 
under Bias 

Storage Temperature -65°C to + 150°C - 30°C to + 125°C - 30°C to + 125°C 

Fan/Heat sink Storage Temperature N/A N/A - 40°C to + 70°C 

Voltage on any Pin -0.5Vto -0.5Vto -0.5V to 
with Respect to Ground (Vee + 0.5V) (Vee + 0.5V) (Vee + 0.5V) 

Supply Voltage with Respect to Vss - 0.5V to + 6.5V -0.5Vto +6.5V -0.5Vto +6.5V 
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13.3.1 IntelDX2TM OverDrive® PROCESSOR DC SPECIFICATIONS 

Table 13-2 details the DC Specifications of the IntelDX2 OverDrive processor. 

Table 13·2. DC Specifications for the IntelDX2™ OverDrive® Processor 

Symbol Parameter 

Vil Input Low Voltage 

VIH Input High Voltage 

Val Output Low Voltage 

VOH Output High Voltage 

Icc Power Supply Current 
ClK = 33 MHz 
ClK = 25 MHz 

III Input Leakage Current 

IIH Input leakage Current 

III Input Leakage Current 

IlO Output Leakage Current 
" 

CIN Input Capacitance 

Co 1/0 or Output Capacitance 

CClK ClK Capacitance 

NOTES: 
1. The function operating temperature range is: 

OverDrive processor-25 MHz, T sink = O'C to + 95'C 
OverDrive processor-33 MHz, T sink = O'C to + 95'C 

2. This parameter is measured at: 
Address, Data, BEn 4.0 mA 
Definition, Control 5.0 mA 

3. This parameter is measured at: 
Address, Data, BEn -1.0 mA 
Definition, Control -0.9 mA 

4. Typical supply current: 
775 mA @ ClK = 25 MHz 
975 mA @ ClK = 33 MHz 

Min Max 

-0.3 +0.8 

2.0 VCC +0.3 

0.45 

2.4 

1200 
. 950 

±15 

.,< 200 

-400 

±15 

13 

17 

15 

5. This parameter is for Inputs without internal pullups or pulldowns and 0 ,;; VIN ,;; Vee. 
6. This parameter is for inputs with internal pull downs and VIH = 2.4V. 
7. This parameter is for inputs with internal pullups and VIL = 0.45V. 
S. Not 100% tested. 

Unit Notes 

V 

V 

V (Note 2) 

V (Note 3) 

mA (Note 4) 

/J-A (Note 5) 

/J-A (Note 6) 

/J-A (Note 7) 

/J-A 
pF FC = 1 MHz(S) 

pF Fc = 1 MHz(S) 

pF Fc = 1 MHz(S) 
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13.3.2 IntelDX4TM OverDrive® PROCESSOR DC SPECIFICATIONS 

Table 13·3 details the DC Specifications of the IntelDX4 OverDrive processor. 

Table 13-3. DC Specifications for the IntelDX4TM OverDrive® Processor 

Functional operating range: Vcc = 5V + 5%, TSINK =O·C to + 95·C. 

Symbol Parameter 

Vil Input Low Voltage 

VIH Input High Voltage 

VOL Output Low Voltage 

VOH Output High Voltage 

Icc Power Supply Current ~.'J~: CLK = 25175 MHz 
CLK = 33/100 MHz 

Icc Stop Power Supply Current in Stop Gr: 
Grant CLK = 25/75 MHz fi"€; 

CLK = 33/100 MHz <:,"" t;:,;\'\.:;~'~ 
Icc Stop Power Supply Current in StoP;'2S; , 
Clock Clock State d;,', 

III Input Leakage Current\:,~';"" 

IIH Input Leakage Current 

III Input Leakage Current 

ILO Output Leakage Current 

CIN Input Capacitance 

Co I/O or Output Capacitance 

CClK CLK Capacitance 

NOTES: 
1. This parameter is measured at: 

4.0 mA: Address, Data, BEn 
5.0 mA: Definition, Control 

,Y 

Min Max 

-0.3 +0.8 

2.0 Vcc + 0.3 

,,,,0.45 

2.4 
'\ ,. 

'" 
"iv" " 

~, 0', ' 

I ,:!,~~:."t., 1200 
1550 

,'\, 

85 
110 

20 

±15 

200 

-400 

±15 

13 

17 

15 

2. The maximum and typical values shown here are design estimates. Typical supply current: 
Icc = 835 mA @ ClK = 25 MHz 
Icc = 1085 mA @ ClK = 33 MHz 

Unit 

V 

V 

V 

V 

mA 

mA 
mA 

mA 

/LA 

/LA 

/LA 

/LA 

pF 

, pF 

pF 

Notes 

(Note 1) 

IOH = -2mA 

(Note 2) 

(Note 3) 

(Note 4) 

(Note 5) 

(Note 6) 

(Note 7) 

FC = MHz(8) 

FC = MHz(8) 

Fc = MHz(8) 

3. The Icc Stop Grant specification refers to the Icc value once the IntelDX4 OverDrive processor enters the Stop Grant or 
Halt Auto Powerdown State. 
4. The Icc Stop Clock specification refers to the Icc value once the IntelDX4 OverDrive processor enters the Stop Clock 
State. VIH and VIL levels must be Vcc and OV, respectively, in order to meet the Icc Stop Clock specification. 
5. This parameter is for inputs without pullups or pulldowns and 0 ,;; VIN ,;; V cc. 
6. This parameter is for inputs with pulldowns and VIH = 2.4V. 
7. This parameter is for inputs with pull ups and VIL = O.4SV. 
8. Not 100% tested. 
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13.3.3 Pentium® OverDrive® PROCESSOR DC SPECIFICATIONS 

Table 13-4 provides the DC operating conditions for the Pentium OverDrive processor. 

Functional operating range: Vcc = 5V + 5%; T A(IN) = 10°C to + 55°C @33 MHz and 25 MHz. 

Table 13·4. DC Specifications for the Pentium® OverDrive® Processor 

Symbol Parameter Min Max Units Notes 

VIL Input low Voltage -0.3 +0.8 V 

VIH Input High Voltage 2.0 Vcc + 0.3 V 

VOL Output low Voltage 0.45 V (Note 1) 

VOH Output High Voltage 2.4 V (Note 2) 

Icc Power Supply Current 
ClK = 25 MHz 2200 mA 
ClK = 33 MHz 2600 

III Input leakage Current ±15 /LA (Note 3) 

IIH Input leakage Current 200 /LA (Note 4) 

IlL Input leakage Current -400 /LA (Note 5) 

ILO Output leakage Current ±15 /LA 

CIN Input Capacitance 13 pF Fe = 1 MHz (6) 

Co 1/0 or OutPUt Capacitance 17 pF Fe = 1 MHz (6) 

CCLK ClK Capacitance 15 pF Fe = 1 MHz (6) 

NOTES: 
1. This parameter is measured at: 

Address, Data, BEn 4.0 mA 
Definition, Control 5.0 mA 

2. This parameter is measured at: 
Address, Data, BEn -1.0 mA 
Definition, Control -0.9 mA 

3. This parameter is for inputs without pull ups or pulldowns and 0 < VIN < Vee. 
4. This parameter is for inputs with pulldowns and VIH = 2.4V. 
5. This parameter is for inputs with pull ups and VIL = 0.45V. 
6. Not 100% tested. 
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13.4 AC Specifications 

The AC specifications for each of the OverDrive 
processors are contained in the tables in Sections 
13.4.1, 13.4.2 and 13.4.3. These specifications con­
sist of output delays, input setup requirements and 
input hold requirements. All AC specifications are 
relative to the rising edge of the ClK signal. 

AC specification measurements are defined by Fig­
ures 13-1 through 13-6. All timings are referenced to 
1.5V, unless otherwise specified. Inputs must be 
driven to the voltage levels indicated by Figure 13-3 
when AC specifications are measured. Intel Over­
Drive processor output delays are specified with 
minimum and maximum limits, measured as shown. 
The minimum Intel OverDrive processor delay times 
are hold times provided to external circuitry. Intel 
OverDrive processor input setup and hold times are 
specified as minimums, defining the smallest ac­
ceptable sampling window. Within the sampling win­
dow, a synchronous signal must be stable for cor­
rect Intel OverDrive processor operation. 

Table 13-5 defines the AC timing specifications for a 
33 MHz system. Table 13-7 defines the AC timing 
specifications for a 25 MHz system. Table 13-8 de­
fines the AC timing specifications for a 20 MHz sys­
tem. Table 13-8 defines the AC timing specifications 
for a 16 MHz system. 

Each Intel OverDrive processor meets the AC speci­
fications for the processor it is upgrading. For exam­
ple, a 100 MHz IntelDX4 OverDrive processor 
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meets the system AC timing specifications for the 
33 MHz processor it is upgrading. 

Refer to Sections 13.4.1 through 13.4.3 for any tim­
ing differences from those specified in the following 
tables. 

For additional information, refer to the appropriate 
Intel microprocessor handbook. 

13.4.1 IntelDX2TM OverDrive® PROCESSOR AC 
SPECIFICATIONS 

The IntelDX2 OverDrive processor can be placed 
into an existing 16 MHz, 20 MHz, 25 MHz or 33 MHz 
Intel486 system, doubling the internal processor 
speed to 32 MHz, 40 MHz, 50 MHz or 66 MHz, re­
spectively. 

Tables 13-5 through 13-8 contain the AC timing 
specifications for the processors in those systems. 

13.4.2 IntelDX4™ OverDrive® PROCESSOR AC 
SPECIFICATIONS 

The IntelDX4 OverDrive processor can be placed 
into an existing 16 MHz, 20 MHz, 25 MHz or 33 MHz 
Inlel486 system, tripling the internal processor 
speed to 48 MHz, 60 MHz, 75 MHz or 100 MHz, 
respectively. 

Tables 13-5 through 13-8 contain the AC timing 
specifications for the processors in those systems. 
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Table 13-5.33 MHz Intel Processor Characteristlcs(1) 
Vee = 5V ±5%; Ts1nk = See Note 6; CI = 50 pF unless otherwise specified(3) 

Symbol Parameter Min Max Unit Figure 
Frequency 8 33 MHz 

t1 ClK Period 30 125 ns 13-1 

t1a ClK Period Stability 0.1% t:. 

t2 ClK High Time 11 ns 13-1 

t3 ClK low Time 11 ns 13-1 

4 ClKFaliTime 3 ns 13-1 

t5 ClK Rise Time 3 ns 13-1 

t6 A2-A31, PWT, PCD, BEO-3#, M/IO#, 3 14 ns 13-5, 
D/C#, W/R#, ADS#, lOCK#, SMIACT#, 
FERR #, BREQ, HlDA Valid Delay 

t7 A2-A31, PWT, PCD, BEO-3#, M/IO#, "20 ns 13-6 
D/C#, W/R#, ADS#, lOCK# Float Delay 

ts PCHK# Valid Delay .. ~. 22 nit 13-4 

tSa BLAST#, PlOCK# Valid Delay '3 20 ns 13-5 

t9 BLAST # , PLOCK # Float Delay " ·2(} na , 
13-6 

tlO 00-031, DPO-3 Write Data Valid ~ 3· 18 ·rIS 13-5 

t11 00-031, DPO-3 Write Data Flpat o.lay ao: ns 13-6 

t12 EADS # Setup Time .~ ns 13-2 

t13 EADS# Hold Time 3 ns 13-2 

t14 KEN#, BS16#, BS8# Sfu.ip Time. 5 ns 13-2 

t15 KEN#, BS16#, BS8#HoldTime 3 ns 13-2 

t16 RDY#, BRDY# Setup Time : 5 ns 13-3 

t17 ROY #, BROY # Hold Til"(1a .. ... 3 ns 13-3 

t1S HOLD, AHOlD Setup Ti(tie .. 6 ns 13-2 

t18a BOFF # Setup Time 7 ns 13-2 

t19 HOLD, AHOlO, BOFF # Hold Time 3 ns 13-2 

t20 RESET, FWJSH#, A20M#, NMI, INTR, 5 ns 13-2 
SMI#, STPCLK#, SRESET, IGNNE# 
Setup Tim& 

t21 RESET, FlUSH#,A20M#, NMI, INTR, 3 ns 13-2 
SMI #, STPClK #, SRESET, IGNNE # 
Hold Time 

t22 00-031, OPO-3, A4-A31 Read Setup Time 5 ns 13-2,13-3 

t23 00-031, DPO-3, A4-A31 Read Hold Time 3 ns 13-2,13-3 

NOTES: 
1. To be used for 66 MHz IntelDX2 and 100 MHz IntelDX4 OverDrive processors. 
2. Not 100% tested. Guaranteed by design characterization. 
3. All timing specifications assume CL = 50 pF. 

Notes 
1 X Clock Driven to 
OverDrive processor 

Adjacent Clocks 

at2V 

atO.8V 

2Vto 0.8V 

O.8Vto 2V 

(Note 4) 

(Note 2) 

(Note 4) 

(Note 4) 

(Note 2) 

(Note 4) 

(Note 2) 

4. The minimum Intel OverDrive processor output valid delays are hold times provided to external circuitry. 
5. A reset pulse width of 15 ClK cycles is required for warm resets. Power-up resets require RESET to be asserted for at 
least 1 ms after Vee and ClK are stable. 
6. T SINK temperatures are: 

IntelDX2 OverDrive processor: O°C to + 95°C 
IntelDX4 OverDrive processor: O°C to + 95°C 
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Table 13-6. 25 MHz Intel Processor Characteristics(1) 
Vcc = 5V ±5%; Tsink = See Note 6; C, = 50 pF unless otherwise specified(3) 

Symbol Parameter Min Max Unit . Figure 

Frequency 8 25 MHz 

11 CLKPeriod 40 125 ns 13·1 

11a CLK Period Siability 0.1 % A 

12 CLK High Time 14 ns 13·1 

13 CLKLowTime 14 ns 13·1 

14 CLKFallTime 4 ns 13·1 

15 CLK Rise Time 4 ns 13·1 

intel® 

Note. 

1 X Clock Driven 10 
OverDrive Processor 

Adjacenl Clocks 

al2V 

a10.8V 

2VloO.8V 

41 0.8V102V 

Ie A2-A31, PWT, PCD, BEO-3#, MIIO#, 3 19 ns 13.!\"TNole 4) 
D/C#, WIR#, ADS#, LOCK#, 
FERR#, BREQ, HLDA, SMIACT #, 

, 
~# 

~*: Valid Delay . \It 
17 A2-A31, PWT, PCD, BEO-3#, MIIO#, 

.~ 
(Nole2) 

D/C#, WIR#, ADS#, LOCKlI' Floal ~.~~~ " ,.~' ~~ 
Delay ~, 

'\::'~ ~,ct 

Ie PCHK# Valid Delay 
.. ~-'~ • 24 13·4 (Nole4) 

lea BLAST #, PLOCK # Valid Delay .'II~' ~' .·ns '~13·5 (Nole4) 

19 BLAST #, PLOCK # Floal Delay ri"... .., 
,~~, '\ 

, 
2~~ ~~ ~ 13-6 (Nole2) 

110 00-031, DPO-3 Wrile Dala Valid.i.·'· 3 PI:~o '~ ~ 13·5 (Nole4) 

111 00-031, DPO-3 Wrile Dala FIMI QI!a'y .":J~ p'~. 28 ~ ~.r1S 13·6 (Nole2) 

112 EADS # Selup Time /~I , No">' :,~.,," ~~~~~ ns 13·2 

113 EADS# Hold Time J'f. '.,.,'" ~~y ns 13·2 

114 KEN#, BS16#, BS~~pTime ns 13·2 

115 KEN#, BS16#, BS8'!.Hold TIITJt'. "',f.? , . ns 13·2 

116 ROY #, BRDY;4I Selup Time :. ' •. >; .. ".' , ., ns 13·3 

117 ROY #, BRDY # Hold Time,: ". ........... , ,to. 3 ns 13·3 '1." 

11e HOLD, AHOLD, BOFe Til'ft.<\," 8 ns 13·2 

119 HOLD, AHOLD, BOFF T~ ':. 3 ns 13·2 

120 RESET, FLUSIi#"~OM#, NMI, 8 ns 13·2 
SMI#, STPCt~+.$RESET, INTR, 
IGNNE# .§~Tlme 

121 RESET;F.I-~H#, A20M#, NMI, 3 ns 13·2 
SMI#, STPCLK#, SRESET, INTR, 
IGNNE# Hold Time 

122 00-031, DPO-3, A4-A31 Read 5 ns 13·2,13·3 
SelupTime 

123 00-031, DPO-3, A4-A31 Read 3 ns 13·2,13·3 
Hold Time 

NOTES: 
1. To be used for 50 MHz or 60 MHz InlelDX2 and 75 MHz or 100 MHz InlelDX4 OverDrive processors. 
2. Nol 100% lesled. Guaranleed by design characlerization. 
3. All liming specificalions assume CL = 50 pF. 
4. The minimum Inlel OverDrive processor oulpul valid delays are hold limes provided 10 external circuitry. 
5. A resel pulse widlh of 15 CLK cycles is required for warm resels. Power·up resels require RESET 10 be asserted for al 
leasl 1 ms after Vee and CLK are slable. 
6. T SINK lemperalures are: 

InlelDX2 OverDrive processor: O"C 10 + 95'C 
InlelDX4 OverDrive proqessor: O"C 10 + 95'C 
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Table 13-7.20 MHz Intel Processor Characteristics(1) 
VCC = 5V ±5%; TSINK = See Note 6; CI = 50 pF unless otherwise specified(3) 

Symbol Parameter Min Max Unit Figure 
Frequency 8 20 MHz 

tl CLK Period 50 125 ns 13-1 

tla CLK Period Stability 0.1% !l 

t2 CLK High Time 16 ns 13-1 

t3 ClK low Time 16 ns 13-1 

t4 CLK Fall Time 6 ns 13-1 

t5 CLK Rise Time 6 ns 13-1 

t6 A2-A31, PWT, PCD, BEO-3#, M/IO#, 3 23 ns 13-5 
D/C#, W/R#, ADS#, LOCK#, <,:' 

FERR#, BREQ, HLDA, SMIACT# 
Valid Delay 

t7 A2-A31, PWT, PCD, BEO-3#, M/IO#, 37 ns '. ~3-S 
D/C#, W/R#, ADS#, LOCK# 
Float Delay 

ts PCHK# Valid Delay 3 28 ,ris 13-4 

tSa BLAST # , PLOCK# Valid Delay 3 28 
.. 

.AS ,,--, 13·5 

t9 BLAST #, PLOCK # Float Delay 37, , fl.:> , .. .. 13-6 

tID 00-031, DPO-3 Write Data Valid DelaY' 3 26 ' ~ 13-5 

tIl 00-031, DPO-3 Write Data Float £)el&V 37 ':ns 13-6 

t12 EADS# Setup Time 10\ ns 13-2 

t13 EADS# Hold Time $. ns 13-2 

t14 KEN#, BSI6#, BS8#,~pTime 10 ~ 
" ns 13-2 

t15 KEN#, BSI6#, B~# Hold Time ~' ns 13-2 

t16 ROY #, BRDY # Setup Time \J.O. ns 13-3 

t17 ROY #, BRDY # Hold Time 9 ns 13-3 

tIS HOLD, AHOLD, Setup Time 12 ns 13-2 

t19 HOLD, AHOLD, BOFF'f fio1dTi~ . 3 ns 13-2 

t20 RESET, FLUSH#, A20M#, NMI, 12 ns 13-2 
SMI#, STPCLK~,SRESET, INTR, 
IGNNE# S~Tlme 

t21 RESET, FlUSH-#', A20M #, NMI, 3 ns 13-2 
SMI#, STP(;lK#, SRESET, INTR, 
IGNNE# Hold Time 

t22 00-031, DPO-3, A4-A31 Read 6 ns 13.2,13-3 
Setup Time 

t23 00-031, DPO-3, A4-A31 Read 3 ns 13-2,13-3 
Hold Time 

NOTES: 
1. To be used 50 MHz or 60 MHz IntelDX2 and 75 MHz or 100 MHz IntelDX4 OverDrive processors. 
2. Not 100% tested. Guaranteed by design characterization. 
3. All timing specifications assume CL = 50 pF. 

Notes 
1 X Clock Driven to 
OverDrive Processor 

Adjacent Clocks 

at2V 

at 0.8V 

2Vto 0.8V 

0.8Vto 2V 

(Note 4) 

(Note 2) 

(Note 4) 

(Note 4) 

(Note 2) 

(Note 4) 

(Note 2) 

(Note 5) 

(Note 5) 

4. The minimum Intel OverDrive processor output valid delays are hold times provided to external circuitry. 
5. A reset pulse width of 15 CLK cycles is required for warm resets. Power-up resets require RESET to be asserted for at 
least 1 ms after Vee and CLK are stable. 
6. T SINK temperatures are: 

IntelDX2 OverDrive processor: O·C to + 95·C 
IntelDX4 OverDrive processor: O·C to + 95·C 
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Table 13-8. 16 MHz Intel Processor Characteristics(1) 
Vcc = 5V ±5%; TSINK = See Note 6; CI = 50 pF unless otherwise specified 

Symbol Parameter Min Max Unit Figure 

Frequency B 16 MHz 

t1 ClK Period 62.5 125 ns 13-1 

t1a ClK Period Stability 0.1% fl 

t2 ClK High Time 20 ns 13-1 

t3 ClK low Time 20 ns 13-1 

t4 ClK Fall Time 8 ns 13-1 

t5 ClK Rise Time 8 ns 13-1 

t6 A2-A31, PWT, PCD, BEO-3#, M/IO#, 3 26 ns 13-5 
D/C#, W/R#, ADS#, lOCK#, ~ ",~ 

" ,'-. 

FERR#, BREQ, HlDA, SMIACT# 
Valid Delay " 

t7 A2-A31, PWT, PCD, BEO-3#, M/IO#, 4$ ns , .:'~:f6 
D/C#, W/R#, ADS#, lOCK# 

,<.:,,0. 

". " '" Float Delay ,.~.c~' 

ts PCHK# Valid Delay 3~\~ •. \;'35 'fIS."'\ ' 13-4 

tSa BlAST#, PlOCK# Valid Delay .~l" ';t' 

tit 
13-5 

t9 BLAST #, PLOCK # Floal Delay J \~ • 

;>,3 .::" 

13-6 

t10 DO-D31, DPO-3 Write Data vali~ . ,'" 3 13-5 

t11 DO-D31, DPO-3 Write Data Floa ' 
'" 

13-6 

112 EADS# Setup Time ,":. t!~"; .' ", " ns 13-2 

113 EADS' HoId"'!.f ;~ , \t:$/ ,. '":.~S· ns 13-2 

t14 KEN#, BSI6#, BS8# e \;; 12 ' . ns 13-2 

t15 KEN#, BSI6#, B ime " 4~\i '. ns 13-2 

t16 RDY#, BRDY#, ime ,<"." >:,' 1!f, .• , ns 13-3 

117 RDY #, BRDY #' Hold Time -;:,. ,Of':' 
, .. ,'"'" ns 13-3 

t1S HOLD, AHOlD, BOF~''nme '" ",'.: 12 ns 13-2 

119 HOLD, AHOlD, BOFF' li!ml.\'>" ' 4 ns 13-2 

t20 RESET, FLUSH #1 A20M1I', NMI,"\\ '" 14 ns 13-2 
SMI#, STPCl~-#~SRESET, INTR, 
IGNNE#S~'M 

121 RESET,.R~,A20M#, NMI, 4 ns 13-2 
SMI#, Sf1I>ClK#, SRESET, INTR, 
IGNNE# J4'oldTime 

t22 DO-D31, DPO-3, A4-A31 Read 10 ns 13-2,13-3 
Setup Time 

t23 DO-D31, DPO-3, A4-A31 Read 4 ns 13-2,13-3 
Hold Time 

NOTES: 

Notes 
1 X Clock Driven to 
OverDrive Processor 

Adjacent Clocks 

at2V 

atO.BV 

2V10 0.8V 

O.BVto 2V 

(Note 4) 

~> 

(Note 2) 

(Note 4) 

(Note 4) 
(Nole 2) 

(Note 4) 

(Note 2) 

(Note 5) 

(Note 5) 

1. To be used for 50 MHz or 60 MHz IntelDX2 and 75 MHz or 100 MHz IntelDX4 OverDrive processors. 
2. Not 100% tested. Guaranteed by design characterization. 
3. All timing specifications assume CL = 50 pF. 
4. The minimum Intel OverDrive processor output valid delays are hold times provided to external circuitry. 
5. A reset pulse width of 15 ClK cycles is required for warm resets. Power-up resets require RESET to be asserted for at 
least 1 ms after Vee and ClK are stable. 
6. T SINK temperatures are: 

IntelDX2 OverDrive processor: O°C to + 95°C 
IntelDX4 OverDrive processor: O°C to + 95°C 
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1.5V 

\5 

1+----- \1 ----~ 
290436-7 

Figure 13-1, eLK Waveforms 

Tx Tx Tx Tx 

ClK [ 

EADS# [ 

B5B#,8516#, [ KEN# 

BOFF# (1 Ba), AHOlD, [ HOLD 

RESET, FlUSH#, 

[ A20~#, IGNNE#, 
INTR, N~I 

A4-A31 [ (READ) 

290436-8 

Figure 13-2. Input Setup and Hold Timing 

ClK [ 

RDY#, BRDY# [ 

00-031 [ DPO-DP3 

290436-9 

Figure 13-3. Input Setup and Hold Timing 
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Tx Tx Tx 

ClK [ 

BROY#, ROY# [ liololo.»,; ... ___ + __ ..... r.u~ 

00-031 [ 
OPO-OP3 liololO'»'; ... _~_-t-__ ..... r.u~ 

PCHK# [ 

290436-10 

Figure 13-4. PCHK# Valid Delay Timing 

Tx Tx Tx Tx 

ClK [ 
A2-A31, PWT, PCO, 

BEO-3#,II/10#, 

[ O/C#, W/R#, AOS#, 
lOCK#, FERR#, BREO, 

HlOA 

00-D31, OPO-3, [ (WRITE) 

BlAST#, PlOCK# [ 
290436-11 

Figure 13-5. Output Valid Delay Timing 

Tx Tx Tx Tx 

ClK [ 
A2-A31, PWT, PCO, 

BEO-3#,II/10#, 

[ O/C#, W/R#, AOS#, 
lOCK#, FERR#, BREO, 

HlOA 

00-D31, OPO-3, [ (WRITE) 

BlAST#, PlOCK# [ 

290436-12 

Figure 13-6. Maximum Float Delay Timing 
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13.4.3 Pentium® OverDrive® PROCESSOR AC 
SPECIFICATIONS 

Tables 13-9 and 13·10 provide the AC specifications 
for the Pentium OverDrive processor at external 
clock frequencies of 25 MHz and 33 MHz respec· 
tively. They consist of output delays, input setup reo 
quirements, and input hold requirements. All AC 
specifications are relative to the rising edge of the 
input system clock unless otherwise specified. Inter· 
nal core frequencies will be a multiple of the system 
bus frequency. 

INTEL OverDrive® PROCESSORS 

13.4.3.1 Vee Transient Specification 

Due to the on-board voltage regulator, the Vee of 
the Pentium OverDrive processor is allowed to ex· 
ceed the DC Voltage specifications (Vee = 5V + 
5%) when the processor creates a large current 
transient, as would be the case in a full operation to 
Autohalt transition (2.5A to 200 mA lee change). 
The width of the pulse that exceeds 5V + 5% 
should be no wider than 1 ms, and can not exceed 
5.5V. Vee is not allowed to go below the DC specifi· 
cation of 5V - 5% at any time. This specification 
applies to the Pentium OverDrive processor only 
and can not be applied to any other Intel processors. 
Figure 13-7 shows an example of the Vee transient 
specification. 

< 1 ms 

:< >: 
o -----.... -............ --.......... _ .. -.................... -..... __ .. -...... _--_ ...... . 

5Y+ 1 0% 
o 0 

5Y+5% 

5Y-5% ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
290436-47 

Figure 13-7. Vee Transient Example 
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Symbol 

t1 

t1a 

t2 

t3 

t4 

t5 

t6 

t7 

ts 

tSa 

t9 

tlO 

t11 

t12 

t13 

t14 
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Table 13-9. Pentium®. OverOrive® Processor-25 MHz AC Characteristics 
Vee = 5V + 5%; TA(IN) = 10°C to + 55°C; CL = 50 pF (1) Unless Otherwise Specified 

Parameter Min Max Units Figure Notes 

Frequency 8 25 MHz 1 X Clock Input to 
Processor 

ClK Period 40 125 ns 13-8 

ClK Period Stability 250 ps Adjacent Clocks 

ClK High Time 14 ns 13-8 at2V 

ClK low Time 11 ns 13-8 atO.8V 

ClK Fall Time 4 ns 13-8 2Vto 0.8V 

ClK Rise Time 4 ns 13-8 0.8Vto 2V 

A2-A31, PWT, PCO, BEO-3#, MI 3 19 ns 13-10 
10#, O/C#, W/R#, AOS#, 
lOCK #, FERR #, BREQ, HlOA, 
SMIACT#, Valid Delay 

A2-A31, PWT, PCO, BEO-3#, MI 28 ns 13-10 After Clock 
10#, O/C#, W/R#, AOS#, lOCK# Edge(2) 
Float Delay 

PCHK # Valid Delay 3 24 ns 13-10 

BLAST #, PLOCK # Valid Delay 3 24 ns 13-10 

BLAST #. PLOCK # Float Delay 28 ns 13-10 After Clock 
Edge(2) 

00-031, OPO-3 Write Data Valid 3 20 ns 13-10 
Delay 

00-031, OPO-3 Write Data Float 28 ns 13-10 After Clock 
Delay Edge(2) 

EAOS # Setup Time 8 ns 13-9 

EAOS # Hold Time 3 ns 13-9 

KEN#, BS16#, BS8# Setup Time 8 ns 13-9 



Symbol 

t15 

t16 

t17 

t18 

t18a 

t19 

t20 

t21 

t22 

t23 

t38 

t39 

t40 

t41 

t42 

t43 

t44 

t45 

t46 

t47 

NOTES: 

INTEL OverDrive® PROCESSORS 

Table 13-9. Pentium® OverOrive® Processor-25 MHz AC Characteristics (Continued) 
Vcc = 5V + 5%; TA(lN) = 10·Cto + 55·C; CL = 50 pF (1) Unless Otherwise Specified 

Parameter Min Max Units Figure Notes 

KEN#, BS16#, BS8# Hold Time 3 ns 13-9 

ROY #, BROY #, Setup Time 8 ns 13-9 

ROY #, BROY #, Hold Time 3 ns 13-9 

HOLD, AHOLO Setup Time 8 ns 13-9 

BOFF#, SMI# Setup Time 8 ns 13-9 

HOLD, AHOLO, BOFF #, SMI # 3 ns 13-9 
Hold Time 

RESET, FLUSH #, A20M #, NMI, 8 ns 13-9 
INTR, IGNNE#, INIT Setup Time 

RESET, FLUSH #, A20M #, NMI, 3 ns 13-9 
INTR, IGNNE#, INIT Hold Time 

00-031, OPO-3, A4-A31 5 ns 13-9 
Read Setup Time 

00-031,OPO-3,A4-A31 3 ns 13-9 
Read Hold Time 

WB/WT# and EWBE# Setup Time 8 ns 13-9 

WB/WT# and EWBE# Hold Time 3 ns 13-9 

INV Setup Time 8 ns 13-9 

INV Hold Time 3 ns 13-9 

HIT#, HITM# Valid Delay 3 19 ns 13-10 

HIT #, HITM # Float Delay 28 ns 13-10 Only during Three 
State Test Mode 

CACHE# Valid Delay 3 19 ns 13-10 

CACHE # Float Delay 28 ns 13-10 

STPCLK # Setup Time 5 ns 13-9 

STPCLK # Hold Time 3 ns 13-9 

1. All timing specifications assume CL = 50 pF. Section 14.3.1 provides the charts that may be used to determine the delay 
due to derating, depending on the lumped capacitive loading, that must be added to these specification values. 

2. N?t 100% tested, guaranteed by design characterization. 
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Symbol 

t1 

t1a 

t2 

t3 

t4 

t5 

t6 

t7 

Is 

tSa 

t9 

tlO 

111 

2-300 

Table 13-10. Pentium® OverOrive® Processor-33 MHz AC Characteristics 
Vee = 5V + 5%; TA(lN) = 10°C to + 55°C; CL = 50 pF (1) Unless Otherwise Specified 

Parameter Min Max Units Figure Notes 

Frequency S 33 MHz 1 X Clock I npul to 
Processor 

elK Period 30 125 ns 13·S 

ClK Period Stability 250 ps Adjacent Clocks 

ClK High Time 11 ns 13-S AI2V 

ClK Low Time S ns 13·S AIO.SV 

ClK Fall Time 3 ns 13-S 2Vto O.SV 

ClK Rise Time 3 ns 13-S O.SV to 2V 

A2-A31, PWT, PCO, BEO-3#, 3 14 ns 13-10 
MIIO#, O/C#, W/R#, AOS#, 
lOCK#, FERR#, BREQ, HlOA, 
SMIACT #, Valid Delay 

A2-A31, PWT, PCO, BEO-3#, 20 ns 13-10 After Clock 
MIIO#, O/C#, W/R#, AOS#, Edge(2) 
lOCK # BP3, BP2, Float Delay 

PCHI(# Valid Delay 3 14 ns 13-10 

BLAST #, PLOCK # Valid Delay 3 14 ns 13-10 

BLAST #, PLOCK # Float Delay 20 ns 13-10 After Clock 
Edge(2) 

00-031, OPO-3 Write Data Valid 3 14 ns 13-10 
Delay 

00-031, OPO-3 Write Data Float 20 ns 13-10 After Clock 
Delay Edge(2) 
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Table 13·10. Pentlum® OverOrive® Processor-33 MHz AC Characteristics (Continued) 
VCC = 5V + 5%;TA(IN) = 10·CTO +55·C;CL = 50pF(1) Unless Otherwise Specified 

Symbol Parameter Min Max Units Figure Notes 

t12 EAOS# Setup Time 5 ns 13-9 

t13 EAOS# Hold Time 3 ns 13-9 

t14 KEN#, BS16#, BS8# Setup Time 5 ns 13·9 

t15 KEN#, BS16#, BS8# Hold Time 3 ns 13·9 

t16 ROY #, BROY #, Setup Time 5 ns 13-9 

t17 ROY #, BROY #, Hold Time 3 ns 13-9 

t18 HOLO, AHOLO Setup Time 6 ns 13-9 

t18a BOFF #, SMI # Setup Time 7 ns 13-9 

t19 HOLO, AHOLO, BOFF #, SMI # Hold 3 ns 13-9 
Time 

t20 RESET, FLUSH#, A20M#, NMI, 5 ns 13-9 
INTR, IGNNE #, INIT Setup Time 

t21 RESET, FLUSH#, A20M#, NMI, 3 ns 13-9 
INTR, IGNNE#, INIT Hold Time 

t22 00-031, OPO-3, A4-A31 5 ns 13-9 
Read Setup Time 

t23 00-031, OPO-3, A4-A31 3 ns 13-9 
Read Hold Time 

t38 WB/WT# and EWBE# Setup Time 5 ns 13-9 

t39 WB/WT # and EWBE # Hold Time 3 ns 13-9 

t40 INV Setup Time 5 ns 13-9 

t41 INV Hold Time 3 ns 13-9 

t42 HIT#, HITM# Valid Delay 3 14 ns 13-10 

t43 HIT#, HITM# Float Delay 20 ns 13-10 Only during Three 
State Test Mode 

t44 CACHE# Valid Delay 3 14 ns 13-10 

t45 CACHE # Float Delay 20 ns 13-10 

t46 STPCLK # Setup Time 5 ns 13-9 

47 STPCLK # Hold Time 3 ns 13-9 

NOTES: 
1. All signal timings except Boundary Scan timing specifications assume CL = 50 pF. Section 14.3.1 provides the charts 

that may be used to determine the delay due to derating, depending on the lumped capacitive loading, that must be 
added to these specification values. 

2. Not 100% tested, guaranteed by design characterization. 
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Figure 13·8. elK Waveform 

ClK \-----
INPUTS VALID 

Ix = 112, I 14, I 16, t1 8, 1180,120,122,138,140,146 

ly = 113, 115, 117, 119,121,139,141,147 

ClK 

OUTPUTS 
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Figure 13·9. SETUP and HOLD Timings 

Ix = 16, 18, 180, 110,142,144 

ly = 17, 19, 111,143,145 

Figure 13·10. Valid and Float Delay Timings 
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13.4.3.2 Derating 1/0 Specifications 

Figures 13-11 and 13-12 can be used to determine 
the amount of derating necessary for a given 
amount of lumped capacitive load. This delay due to 
derating must be added accordingly to the specifica­
tion values listed in Tables 13-9 and 13-10 for the 
Pentium OverDrive processor. These values are de­
sign estimates. 

INTEL OverDrive® PROCESSORS 

Refer to the Pentium Processor Data Book for more 
information on instruction execution timing and pair­
ing. 

A generic discussion on the operation of cache 
memories can be found in the Intel Cache Tutorial 
available from your Intel sales representative or from 
Intel's Literature department, order #296543-002. 

Loading Delay vs. CapaCitive Loading under worst case concl/lions for a high to low transition 

/ 
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Figure 13-11. Loading Delay vs Load Capacitance (High to Low Transition) 
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Figure 13-12. Loading Delay vs Load Capacitance (Low to High Transition) 
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14.0 MECHANICAL DATA 14.1 Package Dimensions for the 
IntelDX2TM and IntelDX4TM 
OverDrive® Processors The following sections describe the physical dimen­

sions of the OverDrive processor packages and heat 
sinks. Figure 14-1 describes the physical dimensions of the 

PGA packages (168-lead PGA and 169-lead PGA) 
used with the IntelDX2 and IntelDX4 OverDrive proc­
essors. 
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. 1. 1. Pin not present on 168 lead PGA package. \ 

~:;~ REF. SWAGGED ~ 
A, __ L 

BASE = A2 
PLANE -450 CHAMFER PIN 

(INDEX CORNER) (4 PL) 

Family: Ceramic Pin Grid Array Package 

Symbol Millimeters Inches 

Min Max Notes Min Max Notes 

A 3.56 4.57 0.140 0.180 

A1 0.64 1.14 SOLID LID 0.025 0.045 SOLID LID 

A2 2.8 3.5 SOLID LID 0.110 0.140 SOLID LID 

A3 1.14 1.40 0.045 0.055 

B 0.43 0.51 0.017 0.020 

D 44.07 44.83 1.735 1.765 

D1 40.51 40.77 1.595 1.605 

e1 2.29 2.79 0.090 0.110 

L 2.54 3.30 0.100 0.130 

N 168,169 168,169 

S1 1.52 2.54 0.060 0.100 

ISSUE IWS REVX 7/15/88 

Figure 14-1. OverDrive® Processor Package Dimensions 
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14.2 Heat Sink Dimensions 

There are two different passive heat sinks and one 
fan heat sink used on the Intel OverDrive proces­
sors. The IntelDX2 OverDrive processor uses the 
0.25" heat sink. The IntelDX4 OverDrive processor 
uses the 0.6" heat sink. The Pentium OverDrive 
processor uses an integrated fan heat sink. All three 
heat sinks are described in the following sections. 

B 

I- A 

INTEL OverDrive® PROCESSORS 

14.2.1 0.25" PASSIVE HEAT SINK 

Figure 14-2 describes the physical dimensions of the 
0.25" heat sink used with the IntelDX2 OverDrive 
processor. Table 14-1 lists the physical dimensions. 

~C'~ 
t t 

0.25" HEAT SINK D G 

/ADHESIVE ..Ll 
~ 

UPGRADE PROCESSOR. PGA PACKAGE ITT 
I I 1 
I~ II 

290436-19 

Figure 14-2. Dimensions, IntelDX2™ OverDrive® Processor with 0.25" Heat Sink 

Table 14-1.0.25" Heat Sink Dimensions 

Dimension (inches) Minimum Maximum 

A. Heat Sink Width 1.520 1.550 

B. PGA Package Width 1.735 1.765 

C. Heat Sink Edge Gap 0.065 0.155 

D. Heat Sink Height 0.212 0.260 

E. Adhesive Thickness 0.008 0.012 

F. Package Height from Stand-Offs 0.140 0.180 

G. Total Height from Package Stand-Offs to Top of Heat Sink 0.360 0.452 
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14.2.2 0.6" PASSIVE HEAT SINK 

Figure 14-3 describes the physical dimensions of the 
0.6" heat sink used with the IntelDX4 OverDrive 
processors. The maximum and minimum dimensions 
for the PGA package with heat sink are shown in 

8 

I- A 

0.6" HEAT SINK 

/ADHESIVE 

~ 

Table 14-2. As the table shows, the maximum height 
of the IntelDX4 OverDrive processor from the pin 
stand-offs to the top of the heat sink, including the 
adhesive thickness, is 0.780 inches. A minimum 
clearance of 0.25" should be allowed above the· top 
of the heat sink. 

~c'~ 
t t 
D G 

Ll 
UPGRADE PROCESSOR, PGA PACKAGE ITT 

I I t .~ • 
290436-36 

Figure 14·3. Dimensions, IntelDX4TM OverDrive® Processor with 0.6" Heat Sink 

Table 14·2.0.6" Heat Sink Dimensions 

Dimension (inches) Minimum Maximum 

A. Heat Sink Width 1.520 1.550 

B. PGA Package Width 1.735 1.765 

C. Heat Sink Edge Gap 0.065 0.155 

D. Heat Sink Height 0.580 0.600 

E. Adhesive Thickness 0.006 0.012 

F. Package Height from Stand-Offs 0.140 0.180 

G. Total Height from Package Stand-Offs to Top of Heat Sink 0.720 0.780 
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14.2.3 Pentium® OverDrive® PROCESSOR 
ACTIVE HEAT SINK 

The Pentium OverDrive processor is designed to fit 
in a standard 240-lead (19 x 19) PGA socket with 
four corner pins removed. The Pentium OverDrive 
processor will use an active heat sink, and therefore 
requires more vertical clearance. For more discus­
sion on the Pentium OverDrive processor active 
heat sink, please see the following section. 

Table 14-3. Pentium® OverDrive® Processor, 
235-Pin, PGA Package Dimensions with 

Active Heat Sink Attached 

The maximum and minimum dimensions of the Pen­
tium OverDrive processor package with the active 
heat sink are shown in Table 14-3. The active heat 
sink unit is divided into the size of the actual heat 
sink, and the required free space above the heat 
sink. The total height required for the Pentium Over­
Drive processor from the motherboard will depend 
on the height of the PGA socket. The total external 
height given in the table below is only measured 
from the PGA pin stand-ofts. Table 14-3 also details 
the minimum clearance needed around the PGA 
package. 

0.20·~ 
i 

0.40' 

!filii Required Airspace 

Component 
(inches) 

PGA Package 

Adhesive 

Fan/Heat Sink 

Required Airspace 

External Pkg. Total 

Min. Ext. wi 
Airspace Fixture 

4!> 4!> 

'Nominal dimensions, in inches. 

Pentium OverDrive Processor 
Active Fanlheatsink Unit 

Adhesive 

PGA PACKAGE 

Length 
and Width 

Min Max 

1.950 1.975 

N/A N/A 

1.77 1.82 

0.200 N/A 

1.950 1.975 

2.150 

Figure 14-4. 235-Pin, PGA Package with Active Heat Sink Attached 

Height 

Min Max 

0.140 0.180 

0.008 0.012 

0.790 0.810 

0.400 N/A 

0.938 1.002 

1.338 

290436-53 
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14.2.3.1 ACTIVE HEAT SINK DETAILS 

Since the Pentium OverDrive processor dissipates 
more power than the Intel486 Family, it requires a 
larger cooling capacity. To accomplish the task of 
cooling the Pentium OverDrive processor, an active 
heat sink is attached to the top of the part. The ac­
tive heat sink will use a heat sink/fan combination to 
provide airflow at high veloCity to the Pentium Over­
Drive processor. No external connections (Power, 
etc ... ) will be required for the active heat sink. All 
the needed connections will be made through the 
pins of the processor. The amount of extra power 
needed for the fan is taken into account in the Icc 
numbers of the processor. 

The fan/heat sink unit also supports an integrated 
thermal protection mechanism that will allow the fan 
to signal the processor if the speed of the fan should 
become insufficient to cool the processor. Should 
this occur, the processor will modify its internal core 
frequency to match the ClK input in a manner that 

Airflow 

is transparent to the external system. The fan/heat 
sink has been designed so that should the fan stop, 
it will have the capability to properly cool the proces­
sor in a still air environment. The fan unit is remov­
able so that the unit may be easily replaced. If the 
fan is removed, or power to the fan is lost, the proc­
essor will treat these conditions as if the fan has 
failed. Figure 14-5 below gives a functional repre­
sentation of the Pentium OverDrive processor and 
heat sink unit. 

As can be seen in the mechanical dimensions in Ta­
ble 14-3, the actual height required by the heat sink 
is less than the total space allotted. Since the Penti­
um OverDrive processor employs an active heat 
sink, a certain amount of space is required above 
the heat sink unit to ensure that the airflow is not 
blocked. Figure 14-6 shows unacceptable blocking 
of the airflow for the Pentium OverDrive processor 
heat sink unit. Figure 14-7 details the minimum 
space needed around the PGA package to ensure 
proper heat sink airflow. 

Airflow 

Free Space 

Fan 

Heat Sink 

Ceramic PGA 
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Figure 14-5. Active Heat Sink Example 
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Not Acceptable 

Minimum Air 
Space 

Figure 14-6. Active Heat Sink Top Space Requirements 
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Surface Mount 
Component 

A = Space from package (0.200") 

8 = Height from motherboard (Socket Dependent) 

INTEL OverDrive® PROCESSORS 

Heat Sink Unit 

ZIF Socket 

Motherboard 

290436-56 

Figure 14-7. Required Free Space from Sides of PGA Package 

As shown in Figure 14-7, it is acceptable to allow 
any device to enter within the free space distance of 
0.2" from the PGA package if it is not taller than the 
level of the heat sink base. In other words, if a com­
ponent is taller than height "8", it can not be closer 
to the PGA package than distance "A". This applies 
to all four sides of the PGA package, although the 
back and handle sides of a ZIF socket will generally 
automatically meet this specification since they have 
widths larger than distance "A". 

14.3 Pentium® OverDrive® Processor 
Socket 

14.3.1 SOCKET BACKWARD COMPATIBILITY 

The Pentium OverDrive processor socket is de­
signed specifically for the requirements of the Penti­
um OverDrive processor. In addition the socket can 
accept and is pin compatible with the IntelDX2 and 
IntelDX4 OverDrive processors. This added compat­
ibility may be useful during system troubleshooting 
and debug. 

The Pentium OverDrive processor defines a fourth 
row of contacts around the outside of the 169 con­
tacts defined for the IntelDX2 and IntelDX4 Over­
Drive processors. The three inner rows of the socket 
are 100% compatible with the IntelDX2 and In­
telDX4 OverDrive processors. For backward com-

patibility, the inner row key pin location (E5) must be 
included in any socket that is to accept the Pentium 
OverDrive processor. For proper operation of the 
Pentium OverDrive processor, all the power and 
ground pins in the outer row of pins must be con­
nected. 

14.3.2 SOCKET 3 PINOUT 

Socket 3 is the ZIF (Zero Insertion Force) socket 
recommended for the Pentium OverDrive processor. 
To ensure proper orientation, four corner pins have 
been removed from the outer row of pins. Additional­
ly, the three inner rows of pins are compatible with 
the IntelDX2 and IntelDX4 OverDrive processors. 
This includes the "key" pin in the inside corner. 
Figure 14-8 shows an example of the pinout of 
Socket 3. 

Socket 2, a previous ZIF socket definition for the 
Pentium OverDrive processor, is compatible to the 
Inde1DX2, Inte1DX4, and Pentium OverDrive proces­
sors. This definition has been replaced with the 
socket 3 definition so it will not be discussed. 

Product Highlights 

• Distinctive socket with the "Socket 3" marking 

• Rapid end user access to Socket 3 
• Keyed ZIF socket for easy and correct Pentium 

OverDrive processor installation 
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A u 
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Figure 14-8. 237-Pin, PGA ZIF Socket 3 
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Table 15·1. Thermal Resistance, IntelDX2TM OverDrlve® Processor with Attached Heat Sink 

8JS = 2.5°C/W 
Airflow (LFM) 

0 I 200 I 400 I 600 I 800 

8JAeC/W) 14.0 I 10.0 I 7.5 I 6.2 I 5.7 

Table 15·2. Thermal Resistance, IntelDX4™ OverDrlve® Processor with Attached Heat Sink 

8JS = 2.0°C/W 
0 I 

(JJAeC/W) 11.5 I 
15.0 THERMAL MANAGEMENT 

The heat generated by the Intel OverDrive proces­
sor requires that heat dissipation be managed care­
fully. All OverDrive processors are supplied with a 
heat sink attached with adhesive to the package. 
System designs must, therefore, provide sufficient 
clearance (a minimum of 0.25" above the heat sink) 
for the processor and the attached heat sink. 

Section 14 contains the physical dimensions for 
each of the heat sinks and packages used. 

The standard product markings and logo for the Intel 
OverDrive processor with the attached heat sink will 
be included on a 1 in2 plate located on the top, cen­
ter of the heat sink. 

The heat sink is omni-directional, allowing air to flow 
from any direction in order to achieve adequate 
cooling. The thermal resistance values for the Over­
Drive processors with an attached heat sink are 
shown in Table 15-1 through Table 15-3. 

The Pentium OverDrive processor and system chas­
sis have several unique design requirements due to 
the attached active heat sink. The following sections 
provide sample maximum system operating temper­
ature calculations so that systems may be designed 
to comply with the thermal requirements of the Pen­
tium OverDrive processor. 

Airflow (LFM) 

50 I 100 1 200 

10.7 I 9.5 I 7.0 

15.1 Thermal Calculations for a 
Hypothetical System 

The following equation can be used to calculate the 
maximum operating temperature of a system. 

T A(IN) = T SINK - (Power' /lSI) 

The parameters are defined as follows: 

T A(INf The temperature of the air going Into the 
heat sink fan unit. 

T SINK: Temperature of heat sink base, as mea­
sured in the center. 

Power: Dissipation in Watts = Vee • lee 

8SI: Heat Sink to Internal Temperature 
[T A(IN)1 Thermal Resistance 

T A(OUT): The temperature of the air outside the 
system. 

Since the Pentium OverDrive processor uses an ac­
tive heat sink, (JSI is relatively constant, regardless 
of the airflow provided to the processor. The 8S1 is 
provided in Table 15-3. Table 15-4 details the maxi­
mum current requirements of the Pentium OverDrive 
processor. The maximum allowable T A(IN) is 55°C 
for both 25 MHz and 33 MHz with the heat sink at­
tached. 

Table 15·3. Thermal Resistance 
eC/W)(JSI 

Processor Type 

Active Heat Sink 
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Table 15-4. Pentlum® OverDrive®Processor 
Typical and Maximum Icc Values 

System Processor Processor 
Frequency Typical Maximum 

(MHz) ICC (mA) ICC (mA) 

25 TBD 2200 

33 TBD 2600 

IcC is dependent upon the Vcc level of the system, 
processor bus loading, software code sequences, 
and silicon process variations. For the Pentium 
OverDrive processor specifications, the maximum 
Icc value is derived by testing a sample of compo~ 
nents under the following worst case conditions: 
Vce = 5.3V, full DC current loads on all output pins, 
and running a file with th~ predicted worst case soft" 
ware code sequences at the specified frequency. 
The typical Icc value published is the Icc corre­
sponding to the worst observed Icc value for an av­
erage component running under the above worst 
case conditions. No additional margin is added to 
this value. Icc typical is not a guaranteed specifica­
tion. 

Vents 

Fan 

Riser ~ .. 

~~W~ 
Good CPU Airflow 

J.~ , DOve Bays 

;/ 

Vents 

Better Venting and Design = 
Good Air Exchange 

intel® 
15.2 Airflow 

Since the Pentium OverDrive processor employs an 
active heat sink, it is not as important that the proc­
essor heat sink receive direct airflow, rather that the 
system has sufficient capability to remove the warm 
air that the Pentium OverDrive processor will gener­
ate. This implies that enough airflow exists at the 
Pentium OverDrive processor socket site to keep lo­
calized heating from occurring. This can be accom­
plished by a standard power supply fan with a clear 
path to the processor. Figure 15-1 shows how sys­
tem design can cause localized heating to occur by 
limiting the airflow in the area of the processor. The 
airflow supplied in the system should also be 
enough to insure that the OEM processor shipped 
with the system will meet the OEM processor ther­
mal specifications before the system is upgraded 
with the Pentium OverDrive processor. 

Vents 

Fan 

Poor CPU Airflow 

• CPU [Dri:a:J 
Poor Venting and Design = 

Poor Air Exchange 
290436-58 

Figure 15-1. Pentium® OverDrive® Processor Airflow Design Examples 
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APPENDIX A 
CACHE FUNCTIONALITY 

Cache Introduction 

Special hooks are provided to support the Pentium 
OverDrive processor on·chip write back cache and 
to maintain cache consistency. The external envi· 
ronment can dynamically change the caching policy 
of the Pentium OverDrive processor on a line by line 
basis. 

The Pentium OverDrive processor has separate 
code and data caches. Each of the caches are 
16 Kbytes in size and each is organized as a 4·way 
set associative cache. The data cache follows the 
MESI cache consistency protocol while the code 
cache follows a subset of that protocol. For a com· 
plete description of the cache see the Intel486 Mi· 
croprocessor Family Data 8001«2). 

TAG BLOCK 

LRU WAY 0 WAY 1 WAY 2 WAY 3 

~;~d~': ;::2l ~ 
\ ~ 

--

\ '" 
\ ~ 
\ ~ 

NOTE: 
2. A generic discussion on the operation of 
cache memories can be found in the Intel 
Cache Tutorial available from your Intel sales 
representative or from Intel's Literature de· 
partment, order # 296543·002. 

Cache Organization 

The Pentium OverDrive processor includes separate 
code and data caches on chip to meet its perform· 
ance goals. The code and data caches can be ac· 
cessed simultaneously. The code cache can provide 
up to 16 bytes of raw opcodes and the data cache 
can provide data for two data references all in the 
same clock. Each of the caches are accessed with 
physical addresses and each cache has its own TLB 
(translation look aside buffer) to translate linear ad· 
dresses to physical addresses. A cache consistency 
protocol called the MESI protocol is implemented in 
the data cache to ensure data consistency in a multi· 
processor environment. 

s 
S 
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DATA BLOCK 
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I TAG ADDRESS I MESI BITS I I 16 BYTES I 
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Figure A·1. Conceptual Organization of Data Cache 
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Each of the caches are 16 Kbytes in size and each is 
organized as a 4-way set associative cache. There 
are 256 sets in each cache, each set containing 4 
lines. Each cache line is 16 bytes wide. Replace­
ment in both the data and instruction caches is han­
dled by a pseudo LRU mechanism which requires 
three bits per set in each of the caches. A conceptu­
al diagram of the organization of the data cache is 
shown in Figure A-1. 

The data cache can support two data references 
simultaneously in one clock, one from each of the 
two pipelines. It is a write back cache with full sup­
port for data consistency in a multi master environ­
ment. This is implemented with two status bits asso­
ciated with each cache line. The data cache can op­
tionally be configured in write through mode on a 
line by line basis when in write back cache mode. 
The storage array in the data cache is single ported 
but interleaved on 4 byte boundaries to be able to 
provide data for two simultaneous accesses to the 
same cache line. The tags in the data cache are 
triple ported. One of the ports is dedicated to snoop­
ing while the other two are used to lookup two inde­
pendent addresses corresponding to data refer­
ences from each of the pipelines. The code cache 
tags are also triple ported. Again, one port is dedi­
cated to support snooping and other two ports facili­
tate split line accesses (simultaneously accessing 
upper half of one line and lower half of the next line). 

The data cache has a 4-way set associative, 64-en­
try TLB for 4 KB pages and a separate 4-way set 
associative, 8-entry TLB to support 4 MB pages. The 
code cache has one 4-way set associative, 32-entry 
TLB for 4 KB pages as well as 4 MB pages which 
are cached in 4 KB increments. The TLBs associat­
ed with the instruction cache are single ported 
whereas the data cache TLBs are fully dual ported 
to be able to translate two independent linear ad­
dresses for two data references simultaneously. Re­
placement in the TLBs is handled by a pseudo LRU 
mechanism (similar to the Intel486™ CPU) that re-
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quires 3 bits per set. The tag and data arrays of the 
TLBs are parity protected with a parity bit associated 
with each of the tag and data entries in the TLBs. 

State Transition Tables 

Lines cached in the Pentium OverDrive processor 
can change state because of Pentium OverDrive 
processor generated activity or as a result of activity 
on the Pentium OverDrive processor bus generated 
by other bus masters (snooping). As shown in the 
following tables, state transitions occur because of 
Pentium OverDrive processor generated transac­
tions (memory reads/writes) and snooping by the 
external system. This protocol has minor differences 
from the MEl protocol of the Write-Back Enhanced 
IntelDX2 processor as detailed in Appendix B. 

READ CYCLE 

The state transitions for the data cache during reads 
are shown in Table A-1. For a cache line that is in 
the M (Modified), E (Exclusive) or S (Shared) states, 
the data is transferred from the cache to the core, 
with no bus cycle generated. 

Three different cases can occur when a cache read 
occurs for an I-state (Invalid) line. An access to an 
invalid line indicates a miss in the cache, so a read 
cycle will be generated. If the CACHE # and KEN # 
pins are sampled low, and WB/WT# is high, then 
the line will be stored in the E-state in the cache. 
WB/WT# is sampled with the first BRDY# or 
RDY# of the transfer, while KEN# is sampled one 
clock before the first RDY # or BRDY #. If the 
CACHE# and KEN# are low, and WB/WT# is low, 
then the cache will be defined as write-through. If 
PWT is HIGH, cache line fills will always be stored 
as shared lines, even if WB/WT# is high. This will 
cause the line to be stored in a S state. If either 
CACHE# or KEN# is high, then the line is non­
cacheable, so it will remain in the I state. 
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Table A-1. Data Cache State Transitions for Pentium® OverDrive® 
Processor Initiated Unlocked Read Cycles 

Pin Activity 
Next 

Description 
State 

nfa M Read hit; data is provided to the Pentium OverDrive processor 
core by cache. No bus cycle is generated. 

nfa E Read hit; data is provided to the Pentium OverDrive processor 
core by cache. No bus cycle is generated. 

nfa S Read hit; Data is provided to the Pentium OverDrive processor by 
the cache. No bus cycle is generated. 

CACHE# low E Data item does not exist in cache (MISS). A bus cycle (read) will 
AND be generated by the Pentium OverDrive processor. This state 

KEN# low transition will happen if WB/WT # is sampled high with first 

AND BRDY# or RDY#. 

WB/WT# high 
AND 

PWTlow 

CACHE# low S Same as previous read miss case except that WB/WT# is 
AND sampled low with first BRDY # or RDY #. If PWT is high, 

KEN# low WB/WT # is ignored and the resulting line state is always "S". 

AND 
(WB/WT# low 

OR 
PWThigh) 

CACHE# high I KEN # pin inactive; the line is not intended to be cached in the 
OR Pentium OverDrive processor. 

KEN# high 

The transition from I to E or S-states (based on WB/WT#) happens only If the line is cacheable. If KEN# is sampled high, 
the line is not cached and remains in the I-state. 
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WRITE CYCLE 

The state transitions of data cache lines during Pen­
tium OverDrive processor generated write cycles are 
illustrated in Table A-2. Writes to SHARED lines in 
the data cache are always sent out on the bus along 
with updating the cache with the write item. The 
status of the PWT and WB/WT # pins during these 
write cycles on the bus determines the state tran­
sitions in the data cache during writes to S-state 
lines. 

A write to a SHARED line in the data cache will gen­
erate a write cycle on the Pentium OverDrive proc­
essor bus to update memory and lor invalidate the 
contents of other caches. If the PWT pin is driven 
high when the write cycle is run on the bus, the line 
will be updated, and will stay in the S- state regard­
less of the status of the WB/WT # pin that is sam­
pled with the first BRDY # or RDY #. If PWT is driv­
en low, the status of the WB/WT# pin sampled 

along with the first· BRDY # or RDY # for the write 
cycle determines what state (E or S) the line tran­
sitions to. 

The state transition from S to E is the only transition 
in which the data and the status bits are not updated 
at the same time. The data will be updated when the 
cycle is written to the Pentium OverDrive processor 
write buffers. The state transition does not occur un­
til the write has completed on the bus (last BRDY # 
or RDY # has been returned). Writes to the line after 
the transition to the E-state will not generate bus 
cycles. However, it is possible that writes to the 
same line that were buffered before the transition to 
the E-state will generate bus cycles after the tran­
sition to E-state. 

An inactive EWBE # input will stall subsequent 
writes to an E- or an M- state line until EWBE # is 
returned active. 

Table A-2. Data Cache State Transitions for Pentium® OverDrive® Processor Initiated Write Cycles 

Present 
Pin Activity 

Next 
Description 

State State 

M n/a M Write hit; update data cache. No bus cycle generated to update 
memory. 

E n/a M Write hit; update cache only. No bus cycle generated; line is now 
MODIFIED. 

S PWTlow E Write hit; data cache updated with write data item. A write through 
AND cycle is generated on bus to update memory and lor invalidate 

WB/WT# high contents of other caches. All subsequent writes to E- or M-state 
lines are held off until completion of write cycle is known and state 
transition happens. 

S PWTlow S Same as above case of write to S-state line except that WB/WT # 
AND is sampled low. 

WB/WT# low 

S PWThigh S Same as above cases of writes to S-state lines except that this is a 
write hit to a line in a write-through page; status of WB/WT # pin is 
ignored. 

I n/a I Write MISS; a write through cycle is generated on the bus to 
update external memory. No allocation is done. 

NOTE: 
Memory writes are buffered while 1/0 writes are not. There is no guarantee of synchronization between completion of 
memory writes on the bus and instruction execution after the write. 
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INQUIRE CYCLES (SNOOPING) 

The purpose of inquire cycles is to. check whether 
the address being presented is contained within the 
caches in the Pentium OverDrive processor. Inquire 
cycles may be initiated with or without an invalida­
tion request (INV = 1 or 0). The processor samples 
the snoop address during the clock that EADS # is 
active. An inquire cycle is run through the data and 
code caches through a dedicated snoop port to de­
termine if the address is contained in one of the 
Pentium OverDrive processor caches. If the address 
is in a Pentium OverDrive processor cache, the 
HIT # pin is asserted. If the address hits a modified 
line in the processor, the HITM # pin is also assert­
ed and the modified line is then written back to ex­
ternal memory. 

Table A-3 shows the state transitions for inquire cy­
cles. 

Processor Code Cache Consistency 
Protocol 

The Pentium OverDrive processor code cache fol­
lows a subset of the MESI protocol. Access to lines 
in the code cache are either a Hit (Shared) or a Miss 
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(Invalid). In the case of a read hit, the cycle is serv­
iced internally to the Pentium OverDrive processor 
and no bus activity is generated. In the case of a 
read miss, the read is sent to the external bus and 
may be converted to a line fill. 

Lines are never overwritten in the code cache. 
Writes generated by the Pentium OverDrive proces­
sor are snooped by the code cache. If there is a hit, 
the line is invalidated. If there is a miss, no action is 
taken by the code cache. 

Warm Reset Cache Behavior 

The INIT pin can be used to reset the Pentium Over­
Drive processor without invalidating the on-chip 
cache. The Pentium OverDrive processor state after 
INIT is the same as the state after RESET except 
that the internal caches, floating point registers, and 
SMM Base Register retain whatever values they had 
prior to recognition of INIT. The INIT signal can be 
used instead of RESET for warm resets when the 
cache contents need to be maintained. However, 
INIT cannot be used in lieu of RESET after power 
up. For more information on the INIT and the Penti­
um OverDrive processor, please see Section 10.3. 

Table A-3. Cache State Transitions during Inquire Cycles 

Present Next State Next State 
Description 

State INV=1 INV=O 

M I S Snoop hit to a MODIFIED line indicated by HIT# and HITM# 
pins low. Pentium OverDrive processor schedules the writing 
back of the modified line to memory. 

E I S Snoop hit indicated by HIT # pin low; no bus cycle generated. 

S I S Snoop hit indicated by HIT # pin low; no bus cycle generated. 

I I I Address not in cache; HIT # pin high. 
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APPENDIX B 
DESIGNING FOR Write-Back Enhanced IntelDX2™I 
Pentium® OverDrive® PROCESSOR COMPATIBILITY 

End Users have made upgradability an expected 
feature in any personal computer purchase. The 
Pentium OverDrive Processor is the intended up­
grade for systems based on the Write-Back En­
hanced IntelDX2 processor, an IntelDX2 processor 
with an on-board write back cache. When installed in 
a system designed to support a write back proces­
sor cache, the Pentium OverDrive processor can 
reach its full performance potential. 

To make the task of designing an upgradable sys­
tem easier, the Write-Back Enhanced IntelDX2 and 
the Pentium OverDrive processor have been de­
signed to be compatible with one another. However, 
since the Pentium OverDrive processor retains many 
of its Pentium processor features, certain system de­
sign considerations must be taken into account to 
ensure that a Write-Back Enhanced IntelDX2 proc­
essor system can be upgraded seamlessly. 

Throughout this section, a "Single Socket Design" 
will refer to a motherboard design that has only one 
processor site. This means that the Write-Back En­
hanced IntelDX2 processor must be removed from 
the socket before the Pentium OverDrive processor 
can be installed. A "Dual Socket Design" refers to a 
two socket motherboard, one in which the Write­
Back Enhanced IntelDX2 resides in a fixed location, 
and the Pentium OverDrive processor is installed 
into an empty upgrade socket. This section will 
make reference to both types of designs, but con­
centrates on the single socket design strategy. 

The following section provides a list of considera­
tions that must be examined to allow a Pentium 
OverDrive processor to operate properly in a system 
designed to support the Write-Back Enhanced 
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IntelDX2 processor and a write back processor 
cache. The considerations listed here are only in­
tended to be relevant to the Write-Back Enhanced 
IntelDX2 processor Enhanced Bus Mode although 
some may still be valid for the Standard Bus Mode. 
These considerations are provided as guidelines 
only, and should be used in conjunction with the rest 
of this document to ensure proper Pentium Over­
Drive processor operation. 

Pinout Differences 

The Pentium OverDrive processor pinout is based 
on a 19x19 PGA package as opposed to the Write­
Back Enhanced IntelDX2 processor 17x17 PGA 
package. Most of the signals that are common be­
tween the Write-Back Enhanced IntelDX2 processor 
and the Pentium OverDrive processor exist on the 
same pin on both parts (assuming that pin A 1 on the 
Write-Back Enhanced IntelDX2 processor = Pin B2 
on the Pentium OverDrive processor). 

NOTE: 
All references to Pentium OverDrive proces­
sor pins are with respect to a 19x19 grid, 
while references to Write-Back Enhanced 
IntelDX2 processor pins are on a 17x17 grid. 

ADDITIONAL PINS ON THE Pentium® 
OverDrlve® PROCESSOR 

The Pentium OverDrive processor defines Signal 
pins that provide functionality that the Write-Back 
Enhanced IntelDX2 processor does not have. These 
pins are defined in Table B-1. 
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Table B-1. Additional Pentium® OverDrive® Processor Pins 

Pentium® OverDrive® 
Processor Pin/ 

Signal Write-Back 
Comment 

Name Enhanced 
IntelDX2 

Processor Pin 

BLEN# A71N0t Present BLEN # (Burst Length) controls write bursting on the Pentium 
(Input) OverDrive processor. It can not be toggled and should be tied high, 

low, or left unconnected. It must be driven LOW if the system is 
able to accept burst write backs. If BLEN# is driven HIGH to force 
write backs to be written out as four separate write cycles, HOLD 
will not be recognized until all four cycles have completed, even 
though each cycle will have its own ADS # and BLAST # . 

EWBE# P1 /Not Present EWBE # (External Write Buffer Empty) will allow writes to E or M 
(Input) state lines when asserted LOW. If it is sampled HIGH the 

processor will hold off writes to E or M state lines until asserted 
LOW again. 

HIT# U2/Not Present HIT # provides an indication that an external snoop has hit a M,E 
(Output) or 8 state line in the internal cache. 

UP# C15/B14 UP # is driven LOW to indicate to the system that an upgrade 
(Output) processor is installed. In a single socket design, it shares a pin with 

the Write· Back Enhanced IntelDX2 processor signal, TMS. In a 
dual socket design, it should be connected to the Write-Back 
Enhanced IntelDX2 processor UP# (Input). 

Due to its larger package and the ability to consume 
more power, the Pentium OverDrive processor also 
defines a number of extra Vee and Vss pins that the 
Write-Back Enhanced IntelDX2 processor does not 
support. The extra pins are listed in Table B-2. 

PINS NOT SUPPORTED BY THE Pentium® 
OverDrive® PROCESSOR 

The Pentium OverDrive processor supports all of the 
pins on the Write-Back Enhanced IntelDX2 proces­
sor except those required for JT AG boundary scan 
functionality and the UP# input pin. Single socket 
designs should ensure that if boundary scan fea­
tures are implemented, they will not interfere with 
the operation of the Pentium OverDrive processor. 
Dual socket designs should not route the Pentium 
OverDrive processor into the boundary scan chain. 
Table B-3 lists the location of the pins that exist on 
the Write-Back Enhanced IntelDX2 processor, and 
the corresponding different Signals on the Pentium 
OverDrive processor. 

Table B-2. Additional Vee and Vss Pins 

Vee Vss Vss Vee Vss Vss 

A5 U3 K19 G19 

A9 AS U5 L1 H1 

A10 A12 U6 L19 H19 

A11 A13 U7 R1 M1 

A16 A14 US R19 M19 

D1 A15 U12 U4 N19 

D19 A17 U13 U9 01 

J1 C19 U14 U10 019 

J19 E1 U15 U11 81 

K1 E19 U17 U16 819 
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Table B-3. Unsupported Write-Back Enhanced IntelDX2 Processor Pins 

Write-Back 
Pentium® 

Enhanced 
OverDrive® 

IntelDX2 
Processor 

Processor Comment 

Signal 
Signal 

Name/Pin 
Name/Pin 

TCK (Input) INC Pin B4 on the Pentium OverDrive processor is defined as an INC pin so 
PinA3 Pin B4 that TCK can be used by the Write-Back Enhanced IntelDX2 processor 

in a single socket design without requiring a jumper. 

TDI (Input) INC Pin B 15 on the Pentium OverDrive processor is defined as an INC pin so 
PinA14 Pin B15 that TDI Can be used by the Write-Back Enhanced IntelDX2 processor 

in a single socket design without requiring a jumper. 

TDO (Output) INC Pin C17 on the Pentium OverDrive processor is defined as an INC pin 
Pin B16 Pin C17 so that TDO can be used by the Write-Back Enhanced IntelDX2 

processor in a single socket design without requiring a jumper. 

TMS (Input) UP # (Output) If the Write-Back Enhanced IntelDX2 processor boundary scan features 
Pin B14 Pin C15 are used in a single socket design, the design should ensure that TMS 

will not conflict with the Pentium OverDrive processor UP# when the 
upgrade is installed. 

UP# (Input) INC Pin D12 on the Pentium OverDrive Processor is defined as an INC pin 
Pin Cll Pin D12 so that there can be no conflict with UP# (Input). 

SHARED SIGNALS LOCATED ON DIFFERENT 
PINS 

There are several Signals that the Pentium Over­
Drive Processor has in common with the Write-Back 
Enhanced IntelDX2 processor, but which are located 
on different pins. An example of this would be the 
HITM # . signal. On the Pentium OverDrive proces­
sor, it is located in the outer row of pins, while on the 
Write-Back Enhanced IntelDX2 processor, it is locat­
ed on one of the inner row processors. Single socket 
designs require that these signals be tied together 
so that the use of a jumper to reroute the signal is 
unnecessary. This is done through the use of the 
INC pin. 

INC pins, by definition are "internally not connected" 
and may be used for routing of signals. Certain Pen­
tium OverDrive processor INC pins should be con­
nected to the signals that correspond to the Write­
Back Enhanced IntelDX2 processor write back sig­
nals and the SRESET signal. Table B-4 details pins 
that should be routed together. Please note that the 
last two columns in Table B-4 are the pins on the 
Pentium OverDrive socket which must be routed to­
gether. 
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Table B-4. Single Socket Compatibility Signals 

Write-Back 
Pentium® Pentium® 

Enhanced 
OverDrive® OverDrive® 

Signal IntelDX2 
Processor Processor 

Processor 
Signal Pin INC Pins 

Signal Pin 

INV Al0 Nl 811 

HITM# A12 Ul 813 

CACHE # 812 Gl C13 

WB/WT# 813 Tl C14 

INIT Cl0 F19 011 

FERR# C14 814. 015 

Figure B-1 shows an example of how the INC pins 
shown in Table B-4 should be connected together to 
allow single socket compatibility between the Write­
Back Enhanced IntelDX2 processor and the Penti­
um OverDrive processor. The figure is provided as 
an example only and is not intended to be guide for 
how the signals should actually be routed on a moth­
erboard. 
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Figure B-1. Sample Routing of INC Pins 

Functional Differences 

The Pentium OverDrive processor and the Write­
Back Enhanced IntelDX2 processor have been de­
signed to be functionally alike, but because the Pen­
tium OverDrive processor is based on the advanced 
Pentium processor core, there are some minor dif­
ferences that should be accounted for to ensure that 
a Pentium OverDrive processor will operate properly 
in a Write-Back Enhanced IntelDX2 processor­
based system. 

WRITE BACK PROCESSOR CACHE 
CONSIDERATIONS 

Both the Write-Back Enhanced IntelDX2 processor 
and the Pentium OverDrive processor support an in­
ternal write back processor cache. The Pentium 
OverDrive processor carries over the Pentium proc­
essor cache protocol which supports multiple proc­
essors in the same system. The Write-Back En­
hanced IntelDX2 processor cache coherency proto­
col is designed for single processor systems and is a 
subset of the Pentium OverDrive processor MESI 
protocol. If implemented correctly, a system can be 

designed that will support both protocols without 
sacrificing functionality. The differences of the cache 
cycles between the two processors are described 
below in Table B-5. 

For any cache read cycle (read hit or line fill), the 
Pentium OverDrive processor behaves in the same 
manner as the Write-Back Enhanced IntelDX2 proc­
essor. 

As detailed in the Table B-5, the Pentium OverDrive 
processor allows cache transitions on write through 
cycles (write hits to '5' state lines). If PWT is driven 
low, the processor will use the state of WB/WT # to 
determine the final state of the entire cache line, 
even if only part of the line was written out by the 
write through cycle. If WB/WT# is driven HIGH, the 
state of the line will be changed to the 'E' state. If 
driven LOW, the line will remain in the '5' state. This 
differs from the Write-Back Enhanced IntelDX2 
processor and its dedicated '5' state which always 
enforces the write through properties of a line stored 
in the '5' state. If a system allows regions of memory 
to be stored as write through only via the WB/WT # 
pin, and other memory regions are stored as write 
back lines, then WB/WT # must toggle properly to 
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Table B-S. Differences in Cache Cycles 

Pentium® 
Write-Back 

OverDrive® Enhanced 

Type of Cycle Processor 
IntelDX2 

Comments 
Processor 

Line State 
Line State 

Transition 
Transition 

Cache Write '5' to 'E' OR 'S'to '5' The Pentium OverDrive processor samples WB/WT # 
Hit to '5' State '5' to '5' on write through cycles if PWT is lOW to determine 

Line what kind of transition should occur. 

External Snoop 'M'to'S' 'M'to 'E' The assumption that a Write-Back Enhanced IntelDX2 
Hit 'E' to '5' 'E'to 'E' processor will operate in a single processor system 
INV = 0 '5' to '5' '5' to '5' allows for direct transitions to the 'E' state. 

ensure that '5' state lines are never changed to write 
back 'E' lines. If the cache is used in a write back 
mode only (linefills are never stored in the '5' state), 
then there will be no cache coherency issues, but 
there can be a performance issue due to snoop hits 
with INV = lOW. 

For external snoop hits into the cache, the Pentium 
OverDrive processor differs in behavior from the 
Write-Back Enhanced IntelDX2 processor only in ex­
ternal snoop hits that drive INV = lOW. As shown 
in Table 10-5, any time a snoop hit occurs with INV 
= lOW, the Pentium OverDrive processor will 
change the cache line state to '5'. The Write-Back 
Enhanced IntelDX2 processor will allow lines de­
fined as write back ('M' and 'E') to transition to the 
initial write back line state of 'E'. If the line started 
out in the '5' state, the Write-Back Enhanced In­
telDX2 processor will protect the write through 
status of the line by keeping it in the '5' state. On the 
Pentium OverDrive processor,. if a system design 
supports snoop cycles with INV = lOW, this could 
result in write back lines ('M' or 'E') being stored in a 
write through state ('5'). This will not cause memory 
coherency issues, but any time a write cycle to the 
line is generated, the cycle will be driven to the bus, 
rather than simply stored in the cache in the 'M' 
state. To avoid performance issues, systems that 
can drive INV = lOW should drive WB/WT # = 
HIGH when a write through cycle to such a line oc­
curs on the bus. As shown in Table B-5, this will 
ensure that a write back line that has accidentally 
been converted to a write through line will not cause 
more than one unnecessary write cycle on the bus. 
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STANDARD/ENHANCED BUS DIFFERENCES 

Both the Write-Back Enhanced IntelDX2 processor 
and the Pentium OverDrive processor use the 
WB/WT # pin as an initialization input on the falling 
edge of RESET. Several signals behave differently 
depending on if the processors are operating in en­
hanced bus mode or standard bus mode. Some of 
these behaviors are slightly different between the 
Pentium OverDrive processor and the Write-Back 
Enhanced IntelDX2 processor, and are listed below 
in Table B-6. 

Table B-6. Differences in Bus Modes 

Pentium® 
Write-Back 

Functionality OverDrive® 
Enhanced 
IntelDX2 

Processor 
Processor 

Standard Bus 0153xh 0043xh 
Mode x=OtoF x = OtoF 
CPUID 

Enhanced Bus 0153xh 0047xh 
Mode x = OtoF x = OtoF 
CPUID 

Standard Bus INIT is treated SRESET is not 
Mode as an Interrupt an interrupt 
INIT 

Standard Bus FLUSH# will FLUSH# will 
Mode take about 15 take 1 Bus 
FLUSH # BusClKs ClK 

No Write No Write 
Backs Backs 



One item to note in Table B-6 is that the INIT pin on 
the Pentium OverDrive processor is treated as an 
edge triggered interrupt in both the standard and en­
hanced bus modes. This means that INIT will not be 
recognized until instruction boundaries, and after 
INIT has been asserted and recognized, more 
ADS# cycles can be started, even if INIT has not 
been deasserted. 

SOFTWARE DIFFERENCES 

Due to the Pentium processor features found on the 
Pentium OverDrive processor, there are several 
software visible differences that should be account­
ed for in any system specific firmware or BIOS rou­
tines. 

Cache Testing and Test Registers 

The cache of the Pentium OverDrive processor is 
structured as separate code and data caches, each 
16 KBytes in size. Because of this structure, the 
Pentium OverDrive processor supports Model Spe­
cific Registers (MSR's) for cache testing, rather than 
the Write-Back Enhanced IntelDX2 processor Test 
Registers. Any attempt to access the Write-Back En­
hanced IntelDX2 processor test registers on the 
Pentium OverDrive processor will result in invalid op­
code exceptions. For more information on testing 
the caches of the Pentium OverDrive processor, 
please contact Intel. 

Timing Loops 

Timing loops (Le.: executing a tight loop that does 
nothing) are a common method of providing a soft­
ware based delay for 1/0 recovery. Because of the 
Pentium processor core and an increased core 
speed, the Pentium OverDrive processor will be able 
to execute instructions must faster than previous 
generations of processors. It is suggested that tim­
ing loops be avoided, and that a hardware based 
delay scheme be developed, such as writing to a 
dummy 1/0 port that will delay the returning of 
RDY # for a fixed amount of time. 
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EXTERNAL SNOOPING REQUIREMENTS ON 
EADS# 

The speCification set out in the Hardware Design 
Considerations Section (Sections 10.1.1.1 and 
10.1.1.2) must be observed to ensure that EADS # 
will be recognized properly by both the Pentium 
OverDrive processor and the Write-Back Enhanced 
IntelDX2 processor. 

DIFFERENCES IN STOP GRANT STATE 
OPERATION 

If the STPCLK # pin is asserted and the Pentium 
OverDrive processor issues the stop grant special 
cycle, the processor is in the stop grant state. While 
in this state, the following conditions apply: 

1) If any of the following interrupts are asserted, 
they will be latched and serviced as soon as the 
STPCLK # pin is released and the processor ex­
its the stop grant state: 

FLUSH#, SMI#, NMI, INIT 

If an interrupt is asserted and then released while 
the processor is in the stop grant state, it will be 
recognized once the processor exits the stop 
grant state even though the interrupt may be 
deasserted. This behavior is different than that of 
the Write-Back Enhanced IntelDX2 processor, 
which requires these interrupts to be held until 
the processor has exited the stop grant state. 

NOTE: 
INTR is a level triggered interrupt and will 
not be latched. It must be held until the inter­
rupt acknowledge cycle to guarantee recog­
nition. 

2) Unlike the Write-Back Enhanced IntelDX2 proc­
essor, if INIT is asserted while in the stop grant 
state, the processor will not automatically exit the 
stop grant state and perform the INIT. As men­
tioned above, INIT is latched and will be recog­
nized once the processor exits the stop grant 
state when STPCLK # is deasserted. 
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FUTURE PENTIUM® OVERDRIVE® PROCESSOR FOR 

PENTIUM PROCESSOR (510\60, 567\66)-BASED 
SYSTEMS SOCKET SPECIFICATIONS 

1.0 INTRODUCTION 

The Future Pentium® OverDrive® processor is an end user single-chip CPU upgrade prod­
uct for Pentium processor (510\60, 567\66)-based systems. The Future Pentium 
OverDrive processor will speed up most software applications by 40% to 70%. It is binary 
compatible with the Pentium processor (510\60, 567\66). 

An upgrade socket (Socket 4) has been defined along with the Pentium processor (510\60, 
567\66) as part of the processor architecture. The Future Pentium OverDrive processor will 
be socket compatible with' the Pentium processor (510\60, 567\66). The Future Pentium 
OverDrive processor is packaged in a 273-pin ceramic pin grid array package with an at­
tached fan/heatsink present on the turbo upgrade processor component. 

Execution tracing is not supported in the Future Pentium OverDrive processor, and perform­
ance monitoring is implemented differently than in the Pentium processor (510\60, 567\66). 

1.1 Upgrade Objectives 

Systems using the Pentium processor (510\60, 567\66) must use Socket 4 to also accept the 
Future Pentium OverDrive processor. Inclusion of upgrade Socket 4 in Pentium processor 
(510\60, 567\66) systems provides the end user with an easy and cost effective way to 
increase system performance. The process of simply installing an upgrade component into an 
easy to use Zero Insertion Force (ZIF) socket to achieve enhanced system performance is 
familiar to the millions of end users and dealers who have purchased Intel Math CoProcessor 
upgrades to boost system floating-point performance. 

Inclusion of Socket 4 in Pentium processor (510\60, 567\66) systems provides the end-user 
with an easy and cost-effective way to increase system performance. The paradigm of simply 
installing an additional component into an easy to use Zero Insertion Force (ZIF) Socket to 
achieve enhanced system performance is familiar to the millions of end-users and dealers who 
have purchased Intel math coprocessor upgrades to boost system floating point performance. 

The majority of upgrade installations which take advantage of Socket 4 will be performed by 
end users and resellers. Therefore, it is important that the design be "end user easy," and that 
the amount of training and technical expertise required to install the upgrade processors be 
minimized. Upgrade installation instructions should be clearly described in the system user's 
manual. In addition, by making installation simple and foolproof, PC manufacturers can 
reduce the risk of system damage, warranty claims and service calls. 
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Feedback from Intel's Math CoProcessor upgrade customers highlights three main character­
istics of end user easy designs: 
• accessible socket location 
• clear indication of upgrade component orientation 
• minimization of insertion force 

The Future Pentium OverDrive processor will support the Intel 82430 PClset. Unlike the 
Pentium processor (510\60, 567\66), the Future Pentium OverDrive processor will not sup­
port the 82496 Cache Controller and 82491 Cache SRAM chip set. 

1.2 Intel Verification Program 

The Intel Verification Program ensures that a Pentium processor (510\60, 567\66)-based 
personal computer meets a minimum set of design criteria for reliable and straightforward 
CPU upgradability with a Future Pentium OverDrive processor. Testing performed at the 
Intel Verification Labs confirms that future Pentium OverDrive processor specifications for 
mechanical, thermal, electrical, functional, and end-user installation attributes have been 
met. While system designs may exceed these minimum design criteria, the intent is to provide 
end-users with confidence that computer systems based on verified designs can be upgraded 
with Futute Pentium OverDrive processors. 

The OEM submits production-ready designs to one ofIntel's worldwide Verification Labs for 
testing. The OEM benefits from advance testing of the design prior to availability of the 
Future Pentium OverDrive processor. By identifying and resolving upgradability problems 
before a system is introduced, the OEM increases system quality and reduces future support 
costs associated with end-user calls and complications when the CPU upgrade is ultimately 
installed. 

Contact your local Intel representative for more information on the Intel Verification Pro­
gram for Pentium processor (510\60, 567\66)-based systems. 

2.0 Future Pentium® OverDrive® Processor Socket 

The following drawings in Figure 1 show the preliminary worst case socket footprints from 
two qualified Socket 4 vendors, AMP and Yamaichi. OEMs should work directly with socket 
vendors for the most current socket information. 

To order Socket 4 from AMP and Yamaichi, the phone numbers and part numbers are: 

AMP: 
Yamaichi: 

1-800-522-6752 
1-800-769-0797 

Part # : 916510-1 
Part#: NPI1J-273KI3221 

Figure 2 shows the Future Pentium OverDrive processor chip's orientation in the Socket 4. 

For a complete list of Qualified Sockets and Vendor Order Numbers, call the Intel Faxback 
number for your geographical area and have document # 7209 automatically faxed to you. 
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AMP 

r
~69'00*o.~mm~ 

000000000000000000000 
000000000000000000000 
000000000000000000000 
000000000000000000000 

........ - gIl!! I'-11m f 0000 0000 
... 0000 0000 . ~::: ~::: 

aDQUO 0000 
000000000000000000000 
000000000000000000000 
000000000000000000000 

00000000000000000000 

Yamalchl 

r
'~ 6B.97!g:Imm~ 

00000000000000000000°1 000000000000000000000 
000000000000000000000 
000000000000000000000 

67.5UO.5mm g nn EJPEN UH 
57.JUO.4mm ~ UH C ~R ~mJ59'90jo'4mm 

00000 0000 
000000000000000000000 
000000000000000000000 
000000000000000000000 
000000000000000000000 

_UJ u 

7 62 :t. 0 OJ mm 11.00 mm ~ ;£]T . . luuuuuuuuuuuuuuuu ~---.l .... 
5' 9.50mm T~ ~t . :i."unuunnuuu~..J.. 

290484-1 

Figure 1. Socket 4 Footprint Dimensions 
(See socket manufacturer for the most current information.) 
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Figure 2. Chip Orientation in Socket 4 
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3.0 SOCKET 4 PINOUT 

The Future Pentium OverDrive processor pinout is identical to that of the Pentium processor 
(510\60,567\66). Note that all input pins must meet their AC/DC specifications to guaran­
tee proper functional behavior. Figure 3 shows the Socket 4 pinout. 

Locations E17, S17 and S5 should be plugged on Socket 4 in order to ensure that the Pentium 
processor (510\60, 567\66) or OverDrive processor chip is installed in the socket with the 
correct orientation. 
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o 0 0 0 Q 
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Figure 3. Socket 4 Pinout (Top View) 
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4.0 ELECTRICAL SPECIFICATIONS 

The Future Pentium OverDrive processor will have the same power and ground specifica­
tions, decoupling recommendations, connection specifications and maximum ratings as the 
Pentium processor (510\60, 567\66). 

4.1 Absolute Maximum Ratings For Upgrade 

The on-chip voltage regulation and fan/heatsink devices included on the Future Pentium 
OverDrive processor require different stress ratings than the Pentium processor (510\60, 
567\66). The voltage regulator is surface mounted on the Future Pentium OverDrive proces­
sor and is, therefore, an integral part of the assembly. The Future Pentium OverDrive proces­
sor storage temperature ratings area tightened as a result. The fan is a detachable unit, and 
the storage temperature is stated separately in the table below. Functional operation of the 
Future Pentium OverDrive processor remains O°C to 70°C. 

Table 1. Absolute Maximum Ratings 
Future Pentium® OverDrive® Processor and Voltage Regulator Assembly: 

Parameter Min Max Unit Notes 

Storage Temperature -30 100 °C 

Case Temperature Under Bias -30 100 °C 

Fan: 

Parameter Min Max Unit Notes 

Storage Temperature -30 75 °C 

Case Temperature Under Bias -30 75 °C 

WARNING: 
Stressing the devices beyond the "Absolute Maximum Ratings" may cause permanent damage. These are stress 
ratings only. Operation beyond the "Operating Conditions" is not recommended and extended exposure be­
yond the "Operating Conditions" may affect device reliability. 

4.2 DC Specifications 

The Future Pentium OverDrive processor will have the same DC specifications as the 
Pentium processor (510\60, 567\66), including Icc (Power Supply Current) as shown in 
Table 2. 

Table 2. OverDrive® Processor Icc Specifications(2) 
Symbol Parameter Min Max Unit Notes 

ICC Power Supply 3200 mA 66 MHz(1) 

Current 2910 mA 60 MHz(1) 

NOTES: 
1. Worst case average I ee for a mix of test patterns. (The mix of test patterns will be determined after silicon is examined.) 
2. Refer to Pentium processor at iCOMP index 510\60 MHz, and Pentium processor at iCOMP index 567\66 MHz datasheet 

for remaining Pentium processor (510\60,567\66) DC and Vee specifications. 
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Refer to Pentium processor at iCOMP index 510\60 MHz, and Pentium processor at iCOMP 
index 567\66 MHz datasheets for a listing of the remaining DC specifications. 

4.3 AC Specifications 

The Future Pentium OverDrive processor will have the same AC specifications as the 
Pentium processor (510\60, 567\66). Refer to Pentium processor at iCOMP index 
510\60 MHz, and Pentium processor at iCOMP index 567\66 MHz datasheets for a listing 
of the AC specifications. The functional parameters for the Future Pentium OverDrive proc­
essor's AC specifications are the same as those for Pentium processor (510\60, 567\66) 
except T SINK as shown below: 

5.0 MECHANICAL SPECIFICATIONS 

The Future Pentium OverDrive processor for Pentium processor (510\60, 567\66)-based 
systems is packaged in a 273-pin ceramic pin grid array (PGA) with attached fan/heatsink. 
The pins are arranged in a 21 x 21 matrix and the package dimensions will be 2.16" x 2.16" 
(5.49 cm x 5.49 cm). See Table 3. 

Table 3. OverDrive® Processor Package Information Summary 
Package Type Total Pins Pin Array Package Size 

PGA 273 21 x 21 2.16" x2.16" 
(5.49 em x 5.49 em) 

NOTE: 
See DC Specifications for more detailed power specifications. 

As can be seen in the mechanical dimensions in Table 4 and Figure 4, the actual height 
required by the heatsink and fan is less than the total space allotted. Since the Future 
Pentium OverDrive processor for Pentium processor (510\60, 567\66)-based systems em­
ploys a fan/heatsink, a certain amount of space is required above the fan/heatsink unit to 
ensure that the airflow is not blocked. Figure 5 shows unacceptable blocking of the airflow 
for the Future Pentium OverDrive processor fan/heatsink. Figure 6 details the minimum 
space needed around the PGA package to ensure proper heatsink airflow. 

As shown in Figure 6, it is acceptable to allow any device (i.e., add-in cards, surface mount 
device, chassis, etc.) to enter within the free space distance ofO.2" from the PGA package if 
it is not taller than the level of the heatsink base. In other words, if a component is taller than 
height "B," it cannot be closer to the PGA package than distance "A." This applies to three 
of the four sides of the PGA package, although the back and handle sides of a ZIF socket will 
generally automatically meet this specification since they have widths larger than distance 
"A. " 
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Table 4. OverDrive® Processor Mechanical Specifications 
Family: Ceramic Pin Grid Array Package 

Symbol 
Millimeters 

2·330 

A 

A1 

A2 

A3 

A4 

A5 

8 

D 

D1 

E1 

L 

N 

S1 

01.65 
REf. 

Min Max Notes 

33.98 Solid Lid 

2.84 3.50 Solid Lid 

0.33 0.43 Solid Lid 

. 2.51 3.07 

20.32 

10.16 

0.43 0.51 

54.61 55.11 

50.67 50.93 

2.29 2.79 

3.05 3.30 

273 

1.65 2.16 

~-------------o--------------~ 
1---------101---------1 

SI 

0000000000000000000 
000000000000000000000 
000000000000000000000 

00000000000000000000 
0000 0000 
0000 0000 
0000 0000 
0000 0000 
0000 0000 
0000 0000 
0000 0000 
0000 0000 
0000 0000 
0000 0000 

PIN 0000 0000 
D' 0000 0000 

00 0000 
000.00000000000000000 
000000000000000000000 

1 000000000000000000000 
~OOOOOOOOOOOOOOOOOOOOO 

LWREF 1.52 . 
45° CHAWF[R 
(.NDeX CORNU) 

Min 

0.112 

0.013 

0.099 

0.400 

0.017 

2.150 

1.995 

0.090 

0.120 

273 

0.065 

Figure 4. Processor Package Dimensions 

Inches 

Max 

1.338 

0.138 

0.017 

0.121 

0.800 

0.020 

2.170 

2.005 

0.110 

0.130 

0.085 

Notes 

Solid Lid 

Solid Lid 

Solid Lid 
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Minimum Air Space from FanlHeatslnk 

------.--I'JIP---•. --.--.-.-----------.-_.--_.-_.--_-._-.-_~--:~~=:~--.-.----------------1 0.4' 

NOT ACCEPTABLE 

Figure 5, Fan/Heatsink Top Space Requirements 

SUrface Mount I I 
Component --_._ I I 
----..::. .. --1--­

\ I 
B : I 

A = Space from package (0.2') 
B = Height from motherboard (Socket Dependent) 

290484-5 

FanJHeatslnk Unit 

ZIF Socket 

Motherboard 

290484-6 

Figure 6. Required Free Space from Sides of PGA Package 

6,0 THERMAL SPECIFICATIONS 

The fanlheatsink cooling solution will properly cool the Future Pentium OverDrive proces­
sor as long as the maximum air temperature entering the fan/heatsink cooling solution 
(TA(In» does not exceed 45°C. It is left up to the OEM to ensure that TA(In) meets this 
specification by providing sufficient airflow around the Future Pentium OverDrive processor 
heatsink unit. 
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Intel's fan/heatsink will dissipate approximately 1 Wand is powered by the chip such that no 
external wires or connections are required. The extra power needed for the fan/heatsink is 
taken into account in the Icc numbers of the processor. Additionally, Intel is evaluating the 
feasibility of having the Future Pentium OverDrive processor monitor its temperature. No 
BIOS or hardware changes will be needed for this thermal protection mechanism. The shut­
down temperature will be greater than the maximum temperature specification of the proces­
sor. The fan/heatsink unit will be designed to be removable so that if fan failure should occur, 
the unit may be easily replaced. Figure 7 gives a functional representation of the processor 
and fan/heatsink unit. The actual fan/heatsink unit may be different from the one shown in 
the figure. 

Since the Future Pentium OverDrive processor for Pentium processor (510\60, 567\66)­
based systems employs a fan/heatsink, it is not as important that the processor heatsink 
receive direct airflow, rather that the system has sufficient capability to remove the warm air 
that the Future Pentium OverDrive processor will generate. This implies that enough airflow 
exists at the Socket 4 to keep localized heating from occurring. This can be accomplished by a 
standard power supply fan with a clear path to the processor. Figure 8 shows how system 
design can cause localized heating to occur by limiting the airflow in the area of the proces­
sor. The airflow supplied in the system should also be enough to ensure that the OEM 
processor shipped with the system will meet the OEM processor thermal specifications before 
the system is upgraded with the Future Pentium OverDrive processor. 

Free Space 

Fan 

Healsink 

Ceramic PGA 
290484-7 

Figure 7. Fan/Heatsink Example 
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Vents 

Fan 

Good CPU Airflow 

Drive Bays 

Vents 

Adequate venting = 
good air exchange 

Vents 

Figure 8. Airflow Design Examples 

7.0 TESTABILITY 

7.1 Boundary Scan 

Fan 

Poor venting = 
poor air exchange 

290484-8 

The Future Pentium OverDrive processor supports the IEEE Standard 1149.1 boundary scan 
using the Test Access Port (TAP) and TAP Controller. The boundary scan register for the 
Future Pentium OverDrive processor contains a cell for each pin. The turbo upgrade compo­
nent will have a different bit order than the Pentium processor (510\60,567\66). If the TAP 
port on your system will be used by an end user following installation of the Future Pentium 
OverDrive processor, please contact Intel for the bit order of the upgrade processor boundary 
scan register. 
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Pentium® PROCESSOR REFERENCE SHEET 

For more information regarding the Pentium® Proces­
sor, you may obtain the Pentium® Processor Family 
Developer's Manual by calling our toll-free literature 
distribution center at 1-800-548-4725. The Pentium® 
Processor Family Developer's Manual is a three-volume 
set with details on Pentium Processor hardware and 
software design parameters, with specifications also for 
the 82496 Cache Controller/82491 Cache SRAM, and 
82497 Cache Controller/82492 Cache SRAM chipsets. 
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other Pentium Processor peripheral products, induding 
the 82489DX Advanced Interrupt Controller and the 
82430 PCIset. For more information on these products, 
please consult the 1995 Peripherals Handbook. 
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Pentium® PROCESSORS AT iCOMp® INDEX 735\90, 
610\75 MHz WITH VOLTAGE REDUCTION TECHNOLOGY 

SmartDie™ Product Specification 

Compatible with Large Software Base • 4 Mbyte Pages for Increased TLB Hit 
-MS-DOS', Windows', OS/2', UNIX' Rate 

32-Bit CPU with 64-Bit Data Bus • IEEE 1149.1 Boundary Scan 

Superscalar Architecture • Internal Error Detection Features 
- Two Pipelined Integer Units Are • SL Enhanced Power Management 

Capable of Two Instructions Per Features 
Clock - System Management Mode 

- Pipelined Floating Point Unit - Clock Control 
Separate Code and Data Caches • Voltage Reduction Technology 
- 8 Kbyte Code, 8 Kbyte Writeback - 2.9V Vcc for Core Supply 

Data - 3.3V Vcc for I/O Buffer Supply 
- MESI Cache Protocol 

Advanced Design Features • Fractional Bus Operation 
- 75 MHz Core / 50 MHz Bus 

- Branch Prediction - 90 MHz Core / 60 MHz Bus 
- Virtual Mode Extensions 

Low Voltage BiCMOS Silicon • Intel SmartDie Product 
- Full AC/DC Testing at Die Level 

Technology - O°C to 105°C (Junction) Temperature 
Range 

NOTICE: This document contains preliminary information on new products in production. It is valid for the 
devices indicated in the revision history. This specification is subject to change without notice. Verify with your 
local Intel sales office that you have the latest product specification before finalizing a design. 

REFERENCE INFORMATION: The information in this document is provided as a supplement to the Standard 
Package Data Sheet on a specific product. Please reference the Standard Package Data SheetlBook (Order 
No. 242557) for additional product information and specifications not found in this document. 

The Pentium processor is fully compatible with the entire installed base of applications for DOS, Windows', 
OS/2*, and UNIX', and all other software that runs on any earlier Intel 8086 family product. The Pentium 
processor's superscalar architecture can execute two instructions per clock cycle. Branch prediction and 
separate caches also increase performance. The pipelined floating-point unit delivers workstation level per­
formance. Separate code and data caches reduce cache conflicts while remaining software transparent. The 
Pentium processor with voltage reduction has 3.3 million transistors. It is built on Intel's advanced low voltage 
BiCMOS silicon technology, and has full SL Enhanced power management features, including System Man­
agement Mode (SMM) and clock control. The additional SL Enhanced features, 2.9V core operation along with 
3.3V 1/0 buffer operation, and the availability of a SmartDie product version, which are not available in the 
Pentium processor (510\60, 567\66), make the SmartDie product Pentium processor with voltage reduction 
technology ideal for enabling mobile Pentium processor designs. 

December 1995 
Order Number: 272751·002 2·335 
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75 MHz WI"TH VOLTAGE REDUCTION TECHNOLOGY 

SmartDie™ Product Specification 
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Figure 1. Pentium® Processor Die Photo 
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Pentium® Processor 

1.0 DIE SPECIFICATIONS 

The plot and the die photo on the opposite page indicate the orientation of t,he die in the GEL-PAK* (shipping 
container). Die are aligned as shown relative to a 45° notch which is in one corner of the GEL-PAK. An Intel 
internat manufacturing name 80P54LM appears on Pentium processor die. 

GEL-PAK* Notch 
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Figure 2. Pentium® Processor Die/Bond Pad Layout 
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1.1 Pad Description 
Table 1. Pentium® Processor Bond Pad Center Data (Sheet 1 of 11) 

Pad Center 
PAD# SIGNAL Mils (= .001 inch) Microns 

X V X V 
001 D/C# -224.8 221.0 -5710 5614 
002 PWT -224.8 217.3 -5710 5519 
003 PCD -224.8 213.6 -5710 5424 
004 Vcc_ 3.3 -224.8 209.8 -5710 5329 
005 Vss -224.8 206.1 -5710 5234 
006 N.C. -224.8 202.3 -5710 5139 
007 LOCK# -224.8 198.6 -5710 5044 
008 Vss -224.8 194.9 -5710 4949 
009 Vcc_ 2.9 -224.8 191.1 -5710 4854 
010 Vcc_ 2.9 -224.8 187.4 -5710 4759 
011 Vss -224.8 183.6 -5710 4664 
012 Vcc 3.3 -224.8 179.9 -5710 4569 
013 Vss -224.8 176.2 -5710 4474 
014 AP -224.8 172.4 -5710 4379 
015 Vss -224.8 168.7 -5710 4284 
016 Vcc_ 2.9 -224.8 164.9 -5710 4189 
017 Vcc_ 2.9 -224.8 161.2 -5710 4094 
018 Vss -224.8 157.5 -5710 3999 
019 HLDA -224.8 153.7 -5710 3904 
020 BREQ -224.8 150.0 -5710 3809 
021 Vcc_ 3.3 -224.8 146.2 -5710 3714 
022 Vss -224.8 142.5 -5710 3619 
023 APCHK# -224.8 138.8 -5710 3524 
024 PCHK# -224.8 135.0 -5710 3429 
025 PRDY -224.8 131.3 -5710 3334 
026 SMIACT# -224.8 127.5 -5710 3239 
027 Vss -224.8 123.8 -5710 3144 

028 Vcc_ 2.9 -224.8 120.1 -5710 3049 
029 Vcc_ 2.9 -224.8 116.3 -5710 2954 

030 Vss -224.8 112.6 -5710 2859 
031 N.C. -224.8 108.8 -5710 2764 
032 Vcc_3.3 -224.8 105.1 -5710 2669 
033 Vss -224.8 101.4 -5710 2574 
034 N.C. -224.8 97.6 -5710 2479 
035 N.C. -224.8 93.9 -5710 2384 
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Pentium® Processor 

Table 1. Pentium® Processor Bond Pad Center Data (Sheet 2 of 11) 
Pad Center 

PAD# SIGNAL Mils (=.001 inch) Microns 
X y X y 

036 N.C. -224.8 90.1 -5710 2289 
037 HOLD -224.8 86.4 -5710 2194 
038 WB/WT# -224.8 82.6 -5710 2099 
039 Vss -224.8 78.9 -5710 2004 
040 Vcc_2.9 -224.8 75.2 -5710 1909 
041 Vcc_2.9 -224.8 71.4 -5710 1814 
042 Vss -224.8 67.7 -5710 1719 
043 NA# -224.8 63.9 -5710 1624 
044 BOFF# -224.8 60.2 -5710 1529 
045 BRDY# -224.8 56.5 -5710 1434 
046 N.C. -224.8 52.7 -5710 1339 
047 Vss -224.8 49.0 -5710 1244 
048 Vcc_2.9 -224.8 45.2 -5710 1149 
049 . Vcc_2.9 -224.8 41.5 -5710 1054 
050 Vss -224.8 37.8 -5710 959 
051 KEN# -224.8 34.0 -5710 864 
052 AHOLD -224.8 30.3 -5710 769 
053 INV -224.8 26.5 -5710 674 
054 EWBE# -224.8 22.8 -5710 579 
055 Vss -224.8 19.1 -5710 484 
056 Vcc_2.9 -224.8 15.3 -5710 389 
057 Vcc 2.9 -224.8 11.6 -5710 294 
058 Vss -224.8 7.8 -5710 199 
059 Vcc_ 3.3 -224.8 4.1 -5710 104 
060 Vss -224.8 0.4 -5710 9 
061 CACHE# -224.8 -3.4 -5710 -86 

062 M/IO# -224.8 -7.1 -5710 -181 
063 Vcc_3.3 -224.8 -10.9 -5710 -276 
064 Vss -224.8 -14.6 -5710 -371 

065 BP3 -224.8 -18.3 -5710 -466 
066 BP2 -224.8 -22.1 -5710 -561 
067 PM1/BP1 -224.8 -25.8 -5710 -656 
068 PMO/BPO -224.8 -29.6 -5710 -751 
069 FERR# -224.8 -33.3 -5710 -846 
070 Vss -224.8 -37.0 -5710 -941 
071 Vcc_2.9 -224.8 -40.8 -5710 -1036 
072 Vcc 2.9 -224.8 -44.5 -5710 -1131 
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Pentium® Processor 

Table 1. Pentium® Processor Bond Pad Center Data (Sheet 3 of 11) 
Pad Center 

PAD# SIGNAL Mils (= .001 Inch) Microns 
X y X Y 

073 Vss -224.8 -48.3 -5710 -1226 
074 IERR# -224.8 -52.0 -5710 -1321 
075 Vcc_3.3 -224.8 -55.7 -5710 -1416 
076 Vss -224.8 -59.5 -5710 -1511 
077 OP7 -224.8 -63.2 -5710 -1606 
078 063 -224.8 -67.0 -5710 -1701 
079 062 -224.8 -70.7 -5710 -1796 
080 061 -224.8 -74.4 -5710 -1891 
081 Vss -224.8 -78.2 -5710 -1986 
082 Vcc_2.9 -224.8 -81.9 -5710 -2081 
083 Vcc_2.9 -224.8 -85.7 -5710 -2176 
084 Vss -224.8 -89.4 -5710 -2271 
085 Vcc_3.3 -224.8 -93.1 -5710 -2366 
086 Vss -224.8 -96.9 -5710 -2461 
087 060 -224.8 -100.6 -5710 -2556 
088 059 -224.8 -104.4 -5710 -2651 
089 058 -224.8 -108.1 -5710 -2746 
090 057 -224.8 -111.8 -5710 -2841 
091 Vss -224.8 -115.6 -5710 -2936 
092 Vcc_ 2.9 -224.8 -119.3 -5710 -3031 
093 Vcc_ 2.9 -224.8 -123.1 -5710 -3126 
094 Vss -224.8 -126.8 -5710 -3221 
095 Vcc_3.3 -224.8 -130.5 -5710 -3316 
096 Vss -224.8 -134.3 -5710 -3411 
097 056 -224.8 -138.0 -5710 -3506 
098 OP6 -224.8 -141.8 -5710 -3601 
099 055 -224.8 -145.5 -5710 -3696 
100 054 -224.8 -149.2 -5710 -3791 
101 Vss -224.8 -153.0 -5710 -3886 
102 Vcc_2.9 -224.8 -156.7 -5710 -3981 
103 Vcc_2.9 -224.8 -160.5 -5710 -4076 
104 Vss -224.8 -164.2 -5710 -4171 
105 Vcc_3.3 -224.8 -167.9 -5710 -4266 
106 Vss -224.8 -171.7 -5710 -4361 
107 053 -224.8 -175.4 -5710 -4456 
108 052 -224.8 -179.2 -5710 -4551 
109 051 -224.8 -182.9 -5710 -4646 
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Pentium® Processor 

Table 1. Pentium® Processor Bond Pad Center Data (Sheet 4 of 11) 
Pad Center 

PAD# SIGNAL IIIlIs(=.001 inch) Microns 
X y X Y 

110 050 -224.8 -186.6 -5710 -4741 
111 Vss -224.8 -190.4 -5710 -4836 
112 Vcc_2.9 -224.8 -194.1 -5710 -4931 
113 Vcc_2.9 -224.8 -197.9 -5710 -5026 
114 Vss -224.8 -201.6 -5710 -5121 
115 Vcc_3.3 -224.8 -205.3 -5710 -5216 
116 Vss -224.8 -209.1 -5710 -5311 
117 049 -224.8 -212.8 -5710 -5406 
118 048 -224.8 -216.6 -5710 -5501 
119 OP5 -224.8 -220.3 -5710 -5596 
120 047 -224.8 -224.0 -5710 -5691 
121 Vcc_3.3 -205.3 -244.8 -5214 -6217 
122 Vss -201.5 -244.8 -5119 -6217 
123 046 -197.8 -244.8 -5024 -6217 
124 045 -194.1 -244.8 -4929 -6217 
125 044 -190.3 -244.8 -4834 -6217 
126 043 -186.6 -244.8 -4739 -6217 
127 Vcc_3.3 -182.8 -244.8 -4644 -6217 
128 Vss -179.1 -244.8 -4549 -6217 
129 042 -175.4 -244.8 -4454 -6217 
130 041 -171.6 -244.8 -4359 -6217 
131 040 -167.9 -244.8 -4264 -6217 
132 OP4 -164.1 -244.8 -4169 -6217 
133 Vcc_3.3 -160.4 -244.8 -4074 -6217 
134 Vss -156.7 -244.8 -3979 -6217 
135 039 -152.9 -244.8 -3884 -6217 
136 038 -149.2 -244.8' -3789 -6217 
137 037 -145.4 -244.8 -3694 -6217 
138 036 -141.7 -244.8 -3599 -6217 
139 Vcc_3.3 -138.0 -244.8 -3504 -6217 
140 Vss -134.2 -244.8 -3409 -6217 
141 035 -130.5 -244.8 -3314 -6217 
142 034 -126.7 -244.8 -3219 -6217 
143 033 -123.0 -244.8 -3124 -6217 
144 032 -119.3 -244.8 -3029 -6217 
145 Vcc_3.3 -115.5 -244.8 -2934 -6217 
146 Vss -111.8 -244.8 -2839 -6217 
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Pentium® Processor 

Table 1. Pentium® Processor Bond Pad Center Data (Sheet 5 of 11) 
Pad Center 

PAD# SIGNAL Mils (=.001 inch) Microns 
X y X y 

147 OP3 -108.0 -244.8 -2744 -6217 
148 031 -104.3 -244.8 -2649 -6217 
149 030 -100.6 -244.8 -2554 -6217 
150 029 -96.8 -244.8 -2459 -6217 
151 VCc_3.3 -93.1 -244.8 -2364 -6217 
152 Vss -89.3 -244.8 -2269 -6217 
153 028 -85.6 -244.8 -2174 -6217 
154 027 -81.9 -244.8 -2079 -6217 
155 026 -78.1 -244.8 -1984 -6217 
156 025 -74.4 -244.8 -1889 -6217 
157 Vcc_3.3 -70.6 -244.8 -1794 -6217 
158 Vss -66.9 -244.8 -1699 -6217 
159 Vss -63.2 -244.8 -1604 -6217 
160 Vcc_2.9 -59.4 -244.8 -1509 -6217 
161 Vcc_2.9 -55.7 -244.8 -1414 -6217 
162 Vss -51.9 -244.8 -1319 -6217 
163 024 -48.2 -244.8 -1224 -6217 
164 OP2 -44.5 -244.8 -1129 -6217 
165 023 -40.7 -244.8 -1034 -6217 
166 022 -37.0 -244.8 -939 -6217 
167 Vcc_3.3 -33.2 -244.8 -844 -6217 
168 VSS -29.5 -244.8 -749 -6217 
169 021 -25.8 -244.8 -654 -6217 
170 020 -22.0 -244.8 -559 -6217 
171 019 -18.3 -244.8 -464 -6217 
172 018 -14.5 -244.8 -369 -6217 
173 Vcc_3.3 -10.8 -244.8 -274 -6217 
174 Vss -7.1 -244.8 -179 -6217 
175 017 -3.3 -244.8 -84 -6217 
176 016 0.4 -244.8 11 -6217 
177 OP1 4.2 -244.8 106 -6217 
178 015 7.9 -244.8 201 -6217 
179 Vcc_3.3 11.6 -244.8 296 -6217 
180 Vss 15.4 -244.8 391 -6217 
181 014 19.1 -244.8 486 -6217 
182 013 22.9 -244.8 581 -6217 
183 012 26.6 -244.8 676 -6217 
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Pentium® Processor 

Table 1. Pentium® Processor Bond Pad Center Data (Sheet 6 of 11) 
Pad Center 

PAD# SIGNAL Mils (= .001 inch) Microns 
X V X V 

184 011 30.3 -244.8 771 -6217 
185 Vcc_3.3 34.1 -244.8 866 -6217 
186 Vss 37.8 -244.8 961 -6217 
187 010 41.6 -244.8 1056 -6217 
188 09 45.3 -244.8 1151 -6217 
189 08 49.0 -244.8 1246 -6217 
190 OPO 52.8 -244.8 1341 -6217 
191 Vcc_3.3 56.5 -244.8 1436 -6217 
192 Vss 60.3 -244.8 1531 -6217 
193 07 64.0 -244.8 1626 -6217 
194 06 67.7 -244.8 1721 -6217 
195 05 71.5 -244.8 1.816 -6217 
196 04 75.2 -244.8 1911 -6217 
197 Vcc_3.3 79.0 -244.8 2006 -6217 
198 Vss 82.7 -244.8 2101 -6217 
199 03 86.4 -244.8 2196 -6217 
200 02 90.2 -244.8 2291 -6217 
201 01 93.9 -244.8 2386 -6217 
202 00 97.7 -244.8 2481 -6217 
203 Vss 101.4 -244.8 2576 -6217 
204 Vcc_2.9 105.2 -244.8 2671 -6217 
205 Vcc_2.9 108.9 -244.8 2766 -6217 
206 Vss 112.6 -244.8 2861 , -6217 
207 N.C. 116.4 -244.8 2956 -6217 
208 N.C. 120.1 -244.8 3051 -6217 
209 N.C. 123.9 -244.8 3146 -6217 
210 N.C. 127.6 -244.8 3241 -6217 
211 Vcc_3.3 131.3 -244.8 3336 -6217 
212 Vss 135.1 -244.8 3431 -6217 
213 Vcc_3.3 138.8 -244.8 3526 -6217 
214 TCK 224.8 -224.0 5710 -5691 
215 TOO 224.8 -220.3 5710 -5596 
216 TOI 224.8 -216.6 5710 -5501 
217 TMS 224.8 -212.8 5710 -5406 
218 Vss 224.8 -209.1 5710 -5311 
219 Vcc_2.9 224.8 -205.3 5710 -5216 
220 Vcc_2.9 224.8 -201.6 5710 -5121 
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Pentium® Processor 

Table 1. Pentium® Processor Bond Pad Center Data (Sheet 7 of 11) 
Pad Center 

PAD# SIGNAL Mils (= .001 inch) Microns 
X y X Y 

221 VSS 224.8 -197.9 5710 -5026 
222 TRST# 224.8 -194.1 5710 -4931 
223 Vss 224.8 -179.2 5710 -4551 
224 Vcc_ 2.9 224.8 -175.4 5710 -4456 
225 VCC_ 2.9 224.8 -171.7 5710 -4361 
226 Vss 224.8 -167.9 5710 -4266 
227 N.C. 224.8 -153.0 5710 -3886 
228 VCC_3.3 224.8 -149.2 5710 -3791 
229 Vss 224.8 -145.5 5710 -3696 
230 VCC_2.9 224.8 -141.8 5710 -3601 
231 VCc_2.9 224.8 -138.0 5710 -3506 
232 Vss 224.8 -134.3 5710 -3411 
233 N.C. 224.8 -130.5 5710 -3316 
234 N.C. 224.8 -126.8 5710 -3221 
235 Vss 224.8 -111.8 5710 -2841 
236 Vcc_2.9 224.8 -108.1 5710 -2746 
237 VCC_2.9 224.8 -104.4 5710 -2651 
238 VSS 224.8 -100.6 5710 -2556 
239 Vss 224.8 -89.4 5710 -2271 
240 Vss 224.8 -85.7 5710 -2176 
241 VSS 224.8 -81.9 5710 -2081 
242 VSS 224.8 -78.2 5710 -1986 
243 VCc_2.9 224.8 -74.4 5710 -1891 
244 Vcc_2.9 224.8 -70.7 5710 -1796 
245 VSS 224.8 -67.0 5710 -1701 
246 N.C. 224.8 -48.3 5710 -1226 
247 VSS 224.8 -44.5 5710 -1131 
248 VCc_ 2.9 224.8 -40.8 5710 -1036 
249 Vcc_2.9 224.8 -37.0 5710 -941 
250 Vss 224.8 -33.3 5710 -846 
251 VCC_ 3.3 224.8 -14.6 5710 -371 
252 VSS 224.8 -10.9 5710 -276 
253 VCC_2.9 224.8 -7.1 5710 -181 
254 VCC_2.9 224.8 -3.4 5710 -86 
255 Vss 224.8 0.4 5710 9 
256 N.C. 224.8 4.1 5710 104 
257 STPCLK# 224.8 7.8 5710 199 
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Pentium® Processor 

Table 1. Pentium® Processor Bond Pad Center Data (Sheet 8 of 11) 
Pad Center 

PAD# SIGNAL Mils (= .001 inch) Microns 
X y X y 

258 N.C. 224.8 19.1 5710 484 
259 Vss 224.8 22.8 5710 579 
260 Vcc_2.9 224.8 26.5 5710 674 
261 Vcc_2.9 224.8 30.3 5710 769 
262 Vss 224.8 34.0 5710 864 
263 N.C. 224.8 45.2 5710 1149 
264 N.C. 224.8 49.0 5710 1244 
265 SF 224.8 52.7 5710 1339 
266 Vss 224.8 56.5 5710 1434 
267 Vcc_2.9 224.8 60.2 5710 1529 
268 Vcc_2.9 224.8 63.9 5710 1624 
269 Vss 224.8 67.7 5710 1719 
270 Vss 224.8 71.4 5710 1814 
271 N.C. 224.8 82.6 5710 2099 
272 Vss 224.8 86.4 5710 2194 
273 Vcc_2.9 224.8 90.1 5710 2289 
274 Vcc_2.9 224.8 93.9 5710 2384 
275 Vss 224.8 97.6 5710 2479 
276 N.C. 224.8 101.4 5710 2574 
277 PEN# 224.8 105.1 5710 2669 
278 INIT 224.8 108.8 5710 2764 
279 IGNNE# 224.8 112.6 5710 2859 
280 Vss 224.8 116.3 5710 2954 
281 Vcc_2.9 224.8 120.1 5710 3049 
282 Vcc_2.9 224.8 123.8 5710 3144 
283 Vss 224.8 127.5 5710 3239 
284 SMI# 224.8 131.3 5710 3334 
285 INTR 224.8 135.0 5710 3429 
286 RIS# 224.8 138.8 5710 3524 
287 NMI 224.8 142.5 5710 3619 
288 N.C. 224.8 150.0 5710 3809 
289 A21 224.8 153.7 5710 3904 
290 A22 224.8 157.5 5710 3999 
291 A23 224.8 161.2 5710 4094 
292 Vss 224.e 164.9 5710 4189 
293 Vcc_3.3 224.8 168.7 5710 4284 
294 A24 224.8 172.4 5710 4379 
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Pentium® Processor 

Table 1. Pentium® Processor Bond Pad Center Data (Sheet 9 of 11) 
Pad Center 

PAD# SIGNAL Mils (= .001 inch) Microns 
X y X y 

295 A25 224.8 176.2 5710 4474 
2913 A26 224.8 179.9 5710 4569 
297 A27 224.8 183.6 5710 4664 
298 Vss 224.8 187.4 5710 4759 
299 Vcc_3.3 224.8 191.1 5710 4854 
300 A28 224.8 194.9 5710 4949 
301 A29 224.8 198.6 5710 5044 
302 A30 224.8 202.3 5710 5139 
303 A31 224.8 206.1 5710 5234 
304 Vss 224.8 209.8 5710 5329 
305 Vcc_3.3 224.8 213.6 5710 5424 
306 Vcc_2.9 224.8 217.3 5710 5519 
307 Vss 224.8 221.0 5710 5614 
308 A3 206.2 244.8 5238 6217 
309 Vss 202.5 244.8 5143 6217 
310 Vcc_3.3 198.8 244.8 5048 6217 
311 A4 195.0 244.8 4953 6217 
312 A5 191.3 244.8 4858 6217 
313 Vss 187.5 244.8 4763 6217 
314 Vcc_3.3 183.8 244.8 4668 6217 
315 A6 180.1 244.8 4573 6217 
316 A7 176.3 244.8 4478 6217 
317 Vss 172.6 244.8 4383 6217 
318 Vcc_3.3 168.8 244.8 4288 6217 
319 A8 165.1 244.8 4193 6217 
320 Vss 161.4 244.8 4098 6217 
321 Vcc_2.9 157.6 244.8 4003 6217 
322 Vcc_2.9 153.9 244.8 3908 6217 
323 Vss 150.1 244.8 3813 6217 
324 A9 146.4 244.8 3718 6217 
325 Vss 142.6 244.8 3623 6217 
326 Vcc_3.3 138.9 244.8 3528 6217 
327 A10 135.2 244.8 3433 6217 
328 A11 131.4 244.8 3338 6217 
329 Vss 127.7 244.8 3243 6217 
330 Vcc_3.3 123.9 244.8 3148 6217 
331 A12 120.2 244.8 3053 6217 

2-347 



Pentium® Processor 

Table 1. Pentium® Processor Bond Pad Center Data (Sheet 10 of 11) 
Pad Center 

PAD# SIGNAL Mils (=.001 inch) Microns 
X y X Y 

332 Vss 116.5 244.8 2958 6217 
333 Vcc_2.9 112.7 244.8 2863 6217 
334 Vcc_2.9 109.0 244.8 2768 6217 
335 Vss 105.2 244.8 2673 6217 
336 A13 101.5 244.8 2578 6217 
337 Vss 97.8 244.8 2483 6217 

338 Vcc_3.3 94.0 244.8 2388 6217 
339 A14 90.3 244.8 2293 6217 
340 Vss 86.5 244.8 2198 6217 
341 Vcc_2.9 82.8 244.8 2103 6217 
342 Vcc_2.9 79.1 244.8 2008 6217 
343 Vss 75.3 244.8 1913 6217 
344 A15 71.6 244.8 1818 6217 

345 Vss 67.8 244.8 1723 6217 
346 Vcc_3.3 64.1 244.8 1628 6217 
347 A16 60.4 244.8 1533 6217 
348 A17 56.6 244.8 1438 6217 
349 Vss 52.9 244.8 1343 6217 

350 Vcc_3.3 49.1 244.8 1248 6217 
351 A18 45.4 244.8 1153 6217 
352 Vss 41.7 244.8 1058 6217 
353 Vcc_2.9 37.9 244.8 963 6217 

354 Vcc_2.9 34.2 244.8 868 6217 

355 Vss 30.4 244.8 773 6217 
356 A19 26.7 244.8 678 6217 
357 Vss 23.0 244.8 583 6217 
358 Vcc_3.3 19.2 244.8 488 6217 

359 A20 15.5 244.8 ,393 6217 

360 Vss 11.7 244.8 298 6217 
361 Vcc_2.9 8.0 244.8 203 6217 
362 Vcc_2.9 4.3 244.8 108 6217 

363 Vss 0.5 244.8 13 6217 
364 Vcc_2.9 -3.2 244.8 -82 6217 
365 Vss -7.0 244.8 -177 6217 

366 RESET -10.7 244.8 -272 6217 
367 N.C. -108.0 244.8 -2744 6217 

368 ClK -111.8 244.8 -2839 6217 
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Table 1. Pentium® Processor Bond Pad Center Data (Sheet 11 of 11) 
Pad Center 

PAD# SIGNAL Mils (= .001 inch) 
X y X 

369 SCYC -115.5 244.8 -2934 
370 Vss -119.3 244.8 -3029 
371 Vcc_3.3 -123.0 244.8 -3124 
372 BE7# -126.7 244.8 -3219 
373 BE6# -130.5 244.8 -3314 
374 BE5# -134.2 244.8 -3409 
375 BE4# -138.0 244.8 -3504 
376 Vss -141.7 244.8 -3599 
377 Vcc_3.3 -145.4 244.8 -3694 
378 BE3# -149.2 244.8 -3789 
379 BEU -152.9 244.8 -3884 
380 BE1# -156.7 244.8 -3979 
381 BEO# -160.4 244.8 -4074 
382 A20M# -164.1 244.8 -4169 
383 FLUSH# -167.9 244.8 -4264 
384 BUSCHK# -171.6 244.8 -4359 
385 W/R# -175.4 244.8 -4454 
386 Vss -179.1 244.8 -4549 
387 Vcc_3.3 -182.8 244.8 -4644 
388 HIT# -186.6 244.8 -4739 
389 HITM# -190.3 244.8 -4834 
390 Vss -194.1 244.8 -4929 
391 Vcc_3.3 -197.8 244.8 -5024 

392 ADS# -201.5 244.8 -5119 
393 EADS# -205.3 244.8 -5214 

NOTES: 
1. N.C. signifies No Connect. These pads must not be connected. 
2. The symbol • #' is used at the end of the signal to denote an active low signal. 
3. X-Y pad coordinates represent bond pad centers and are relative to the center of the die. 
4. Boundary Scan (JTAG) is implemented through the following pads: 

214 (TCK). 215 (TOO). 216 (TOI). 217 (TMS). 222 (TRST). 

Microns 
Y 

6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
6217 
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2.0 INTEL DIE PRODUCTS 
PROCESSING 

2.1 Test Procedure 

Intel has instituted full-speed functional testing at 
the die level for all SmartDie products. This level of 
testing is ordinarily performed only after assembly 
into a package. Each die is tested to the same elec­
trical limits as the equivalent packaged unit. 

2.2 Wafer Probe 

Wafer probing is performed on every wafer pro­
duced in Intel Fabs. The process consists of specific 
electrical tests and device-specific functionality 
tests. 

At the wafer level, built-in test structures are probed 
to verify that device electrical characteristics are in 
control and meet specifications. Measurements are 
made of transistor threshold voltages and current 
characteristics; poly and contact resistance; gate ox­
ide and junction integrity; and specific parameters 
critical to the particular technology and device type. 
Wafer-to-wafer, across-the-wafer run-to-run varia­
tion and conformance to spec limits are checked. 

The actual devices on each wafer are then probed 
for both functionality and performance to specifica­
tions. Additional reliability tests are also included in 
the probe steps. 

2.3 Wafer Saw 

Probed wafers are transferred to Intel's assembly 
sites to be sawed. The saw cuts totally through the 
wafer. 

2.4 Ole Inspection 

Upon completion of the wafer saw, the die are 
moved to pick and place equipment that removes 
reject die. The remaining die are submitted to the 
same visual inspection as standard packaged prod­
uct. The compliant die are then transferred to GEL­
PAKs for shipment. 

2.5 Packing Procedure 

Intel will ship all Intel die products in GEL-PAKs·. 
GEL-PAKs eliminate the die edge damage usually 
associated with die cavity plates or chip trays. 
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The backside of each die adheres to the gel mem­
brane in the GEL-PAK, eliminating the risk of dam­
age to the active die surface. A simple vacuum re­
lease mechanism allows for pick and place removal 
at the customer's site. 

Only die from the same wafer lot are packaged to­
gether in a GEL-PAK, and all die are placed in the 
GEL-PAKs with a consistent orientation. The GEL­
PAKs are then sealed and labeled with the following 
information: 

• Intel SmartDie 

• Intel Part Number 

• Assembly Process Order / Spec 

• ROM Code (if applicable) 

• Customer Part Number (if applicable) 

• Assembly Lot Traveler Number 

• Finished Product Order Number 

• Quantity 

• Seal Date 

• Country of Origin 

NOTE: 
GEL-PAKs require a Vacuum Release Sta­
tion. Contact Vichem Corporation for more 
information. 

2.6 Inspection Steps 

Multiple inspection steps are performed during the 
die fabrication and packing flow. These steps are 
performed according to the same specifications and 
criteria established for Intel's standard packaged 
product. Specific inspection steps include a wafer 
saw visual as well as a final die visual just before die 
are sealed in .moisture barrier bags. 

2.7 Storage Requirements 

Intel die products will be shipped in GEL-PAKs and 
sealed in a moisture-barrier anti-static bag with a de­
siccant. No special storage procedures are required 
while the bag is still unopened. Once opened, the 
GEL-PAK should be stored in a dry, inert atmo­
sphere to prevent corrosion of the bond pads. 

2.8 Electro-Static Discharge (ESD) 

Components are ESD sensitive. 
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3.0 SPECIFICATIONS 3.1 Physical Specifications 

Specifications within this document are specific to a 
particular die revision and are subject to change 
without notice. Verify with your local Intel Sales Of­
fice that you have the latest data before finalizing a 
design. 

Table 2 defines Pentium processor physical specifi­
cations. 

Table 2. Pentlum® Processor Physical Specifications 

Die Revision: A-1 

Post-Saw Die Dimensions: Mils: X = 463 ± 0.5, Y = 503 ± 0.5 
See associated Die/Bond Pad Layout for X, Yorientation. 

Die Thickness: 17 ± 1 mils 

Minimum Pad Pitch: Pads may not be evenly pitched. 
Minimum pitch is: 95 microns (3.7 mils) 

Pad Passivation Opening Size: Mils: 2.8 x 5.0 (single pads) 
Microns: 71 x 128 (single pads) 

Bond Pad Metallization: 14,000 Angstroms AI (0.5% Cu), 1000 Angstroms Ti, 
(outermost layer first) 365 Angstroms TiN 

Pads per Die: 393 

Die Backside Material: 1600 Angstroms Gold, 150 Angstroms Chrome 
(outermost layer first) 

Passivation: 6.13 microns polyimide, 0.45 microns nitride 
(outermost layer first) 

Intel Fabrication Process: BiCMOS (min. feature size 0.6 microns) 
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Pentium® Processor 

3.2 DC Specifications 

ABSOLUTE MAXIMUM RATINGS' 

GEl·PAK Storage Temperature ......... O°C to + 70°C 

Junction Temperature Under Bias ... -65°C to + 110°C 
3V Supply Voltage wrt. Vss .......... -0.5V to +4.6V 
2.9V Supply Voltage wrt. Vss .. ; ..... -0.5V to +4.1V 
3V Only Buffer DC Input Voltage. -0.5V to VCC3 + 0.5V; 

not to exceed 4.6V(1) 
5V Safe Buffer DC Input Voltage . ... - 0.5V to + 6.5V(2) 

OPERATING CONDITIONS' 

VCC3(I/OSupplyVoltage) .......... .. 3.3V ± 165mV 
VCC2 (Core Supply Voltage) .......... . 2.9V ± 165 mV 
TJ (Junction Temperature Under Bias) .. O°C to 105°C(3) 
Core Operating Frequency ................ 75, 90 MHz 

(50, 60 MHz Bus) 
Substrate Bias ............................ DriveVss 

NOTES: 

NOTICE: This data sheet contains preliminary infor· 
mation on new products in production. The specifica· 
tions are subject to change without notice. Verify with 
your local Intel Sales 'office that you have the latest 
data sheet before finalizing a design. 

• WARNING: Stressing the device beyond the "Absolute 
Maximum Ratings" may cause permanent damage. 
These are stress ratings only. Operation beyond the 
"Operating Conditions" is not recommended and ex· 
tended exposure beyond the "Operating Conditions" 
may affect device reliability. 

1. Applies to all Pentium processors with Voltage Reduction Technology inputs except elK. 
2. Applies to ClK. . 
3. Average die surtace temperature. 

4.0 DEVICE NOMENCLATURE 

Valid Combinations: 
X805025075 
X805026090 

Busspee~ 
X = Die (MHz) CI I 

Pentium Processor Core Speed 
Base Number (MHz) 

5.0 REFERENCE INFORMATION 
Document Title 

I I I I 

272751-2 

Pentium® Processors at iComp® Index 735/90, 610175 MHz with Voltage Reduction Technology 

Pentium® Processors and Related Products 

AP·479 Pentium® Processor Clock Design (Application Note) 

Ap·480 Pentium® Processor Thermal Design Guidelines (Application Note) 

6.0 REVISION HISTORY 
Revision Date Description 

-001 7/95 Initial Release 

Order # 

242557 

241732 

241574 

241575 

-002 10/95 Pads 228, 239, 240, 241-8ignal names modified. 
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intel® 
82437MX SYSTEM CONTROLLER (MTSC) 
AND 82438MX DATA PATH UNIT (MTDP) 

• Supports the Pentium Processor at 
iCOMPTM Index 1000/120 MHz, iCOMP 
Index 735/90 MHz and the 610175 MHz 
Pentium Processor 

• Integrated Second Level Cache 
Controller 
- Direct Mapped Organization 
- Write-Back Cache Policy 
- Cacheless, 256 Kbyte, and 

512 Kbyte 
- Standard, Burst and Pipelined Burst 

SRAMs 
- Cache Hit Read/Write Cycle Timings 

at 3-1-1-1 with Burst or Pipelined 
Burst SRAMs 

- Back-to-Back Read Cycles at 
3-1-1-1-1-1-1-1 with Burst or 
Pipelined Burst SRAMs 

-Integrated Tag/Valid Status Bits for 
Cost Savings and Performance 

- Supports 3.3V SRAMs for Tag 
Address 

• Integrated DRAM Controller 
- 64-Bit Data Path to Memory 
- 4 Mbytes to 128 Mbytes Main 

Memory 
- EDO/Hyper Page Mode DRAM 

(x-2-2-2 Reads) Provides Superior 
Cacheless Designs 

- Standard Page Mode DRAMs 
-4 RAS Lines 

- 4 Qword Deep Buffer for 3-1-1-1 
Posted Write Cycles 

- Symmetrical and Asymmetrical 
DRAMs 

- 3V or 5V DRAMs 

• Power Management 
- DRAM Refresh During Suspend 
- Self Refresh and Extended Refresh 

• Fully Synchronous 25/30/33 MHz PCI 
Bus Interface 
-100 MB/s Instant Access Enables 

native signal processing on Pentium 
Processors 

- Synchronized CPU-to-PCI Interface 
for High Performance Graphics 

- PCI Bus Arbiter: MPIIX and Three PCI 
Bus Masters Supported 

- CPU-to-PCI Memory Write Posting 
with 4 Dword deep buffers 

- Converts Back-to-Back Sequential 
CPU to PCI Memory Writes to PCI 
Burst Writes 

- PCI-to-DRAM Posting of 12 Dwords 
- PCI-to-DRAM up to 120 Mbytes/Sec 

Bandwidth Utilizing Snoop Ahead 
Feature 

• NAND Tree for Board-Level ATE 
Testing 

• 208 Pin QFP for the 82437MX System 
Controller (MTSC); 100 Pin TQFP for 
Each 82438MX Data Path (MTDP) 

The 82430MX PClset consists of the 82437MX System Controller (MTSC), two 82438MX Data Paths (MTDP), 
and the 82371 MX PCIIO IDE Xcelerator (MPIIX). The MTSC/MTDP form a Host-to-PCI bridge and provide the 
second level cache control and a full function 64-bit data path to main memory. The MTSC integrates the 
cache and main memory DRAM control functions and provides bus control for transfers between the CPU, 
cache, main memory, and the PCI Bus. The second level (L2) cache controller supports a write-back cache 
policy for cache sizes of 256 KBytes and 512 KBytes. Cacheless designs are also supported. The cache 
memory can be implemented with either standard, burst, or pipelined burst SRAMs. An external Tag RAM is 
used for the address tag and an internal Tag RAM for the cache line status bits. For the MTSC's DRAM 
controller, four rows are supported for up to 128 MBytes of main memory. The MTSC's optimized PCI interface 
allows the CPU to sustain the highest possible bandwidth to the graphics frame buffer at all frequencies. Using 
the snoop ahead feature, the MTSC allows PCI masters to achieve full PCI bandwidth. The MTDPs provide the 
data paths between the CPU/cache, main memory, and PCI. For increased system performance, the MTDPs 
contain read prefetch and posted write buffers. 

December 1995 
Order Number: 290524-1)01 2-353 
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82371MX PCII/O IDE XCELERATOR (MPIIX) 

• Provides a Bridge between the PCI Bus • Plug-n-Play Port for Motherboard 
and Extended I/O Bus Devices 
- PCI Bus; 25 MHz-33 MHz - 3 Steerable DMA Channels 
- Extended I/O Bus; 7.5 MHz-8.33 MHz - 1 Steerable Interrupt Line (Plus 2 

• System Power Management (Intel SMM Steerable PCI Interrupts) 

Support) - 1 Programmable Chip Select 

- Programmable System Management • Functionality of One 82C54 Timer 
Interrupt (SMI)- Hardware/Software - System Timer 
Events, EXTSMI # - Refresh Request 

- Programmable CPU Clock Control - Speaker Tone Output 
(STPCLK #) With Auto Clock Throttle • Functionality of Two 82C59 Interrupt 

- Peripheral Device Power Controllers 
Management (Local Standby) - 14 Interrupts Supported 

- Suspend State Support (Suspend-to- -Independently Programmable for 
DRAM and Suspend-to-Disk) Edge/Level Sensitivity 

• Enhanced DMA Functions • X-Bus Peripheral Support 
- Two 8237 DMA Controllers - Chip Select Decode 
- Compatible DMA Transfers - Controls Lower X-Bus Data Byte 
- PC/PCI DMA Expansion for Docking Transceiver 

Support 
Non-Maskable Interrupts (NMI) 

Fast IDE Interface • • - PCI System Error Reporting 
- PIO Mode 4 Transfers 
- 2x16 Bit Posted Write Buffer and • NAND Tree for Board-Level ATE 

1x32 bit Read Prefetch Buffer Testing 

• 176-Pin TQFP 

The 82371 MX PCI 110 IDE Xcelerator (MPIIX) provides the bridge between the PCI bus and the ISA-like 
Extended I/O expansion bus. In addition, the 82371 MX has an IDE interface that supports two IDE devices 
providing an interface for IDE hard disks and CD ROMs. The MPIIX integrates many common I/O functions 
found in ISA based PC systems-a seven channel DMA controller, two 82C59 interrupt controllers, an 8254 
timer/counter, Intel SMM power management support, and control logic for NMI generation. Chip select 
decoding is provided for BIOS, real time clock, and keyboard controller. Edge/Level interrupts and interrupt 
steering are supported for PCI plug and play compatibility. 

The MPIIX also provides the Extended 110 Bus for a direct connection to Super I/O devices providing a 
complete PC compatible 1/0 solution. MPIIX also provides support for the "Mobile PC/PCI" DMA Expansion 
protocol that enables the implementation of Docking Stations with full ISA and PCI capability without running 
the fuiliSA bus across the docking connector. For motherboard plug and play compatibility, the 82371 MX also 
provides three steerable DMA channels, up to three steerable interrupt lines, and a programmable chip select. 
The interrupt lines can be routed to any of the available ISA interrupts. 

The MPIIX's power management function supports SMI # interrupt sources, extensive clock control (including 
Auto Clock Throttling), peripheral power idle detection with access traps, system Suspend-to-DRAM and 
Suspend-to-Disk. 

December 1995 
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82430FX PClset OAT ASHEET 82437FX 
SYSTEM CONTROLLER (TSC) AND 
82438FX DATA PATH UNIT (TOP) 

Supports the Pentium® Processor at - Symmetrical and Asymmetrical 
iCOMP® Index 1110\ 133 MHz, iCOMP DRAMs 
Index 1000\ 120 MHz, iCOMP Index - 3V or 5V DRAMs 
815\ 100 MHz, iCOMP Index 735\90 MHz • EDO DRAM Support 
and the iCOMP Index 610\75 MHz - Highest Performance with Burst or 
Integrated Second Level Cache Pipelined Burst SRAMs 
Controller - Superior Cacheless Designs 
- Direct Mapped Organization • Fully Synchronous 25/30/33 MHz PCI 
- Write-Back Cache Policy Bus Interface 
- Cache less, 256-Kbyte, and 512-Kbyte -100 MB/s Instant Access Enables 
- Standard Burst and Pipelined Burst Native Signal Processing (NSP) on 

SRAMs Pentium Processors 
- Cache Hit Read/Write Cycle Timings - Synchronized CPU-to-PCI Interface 

at 3-1-1-1 with Burst or Pipelined for High Performance Graphics 
Burst SRAMs - PCI Bus Arbiter: PIIX and Four PCI 

- Back-to-Back Read Cycles at 3-1-1-1- Bus Masters Supported 
1-1-1-1 with Burst or Pipelined Burst - CPU-to-PCI Memory Write Posting 
SRAMs with 4 Dword Deep Buffers 

-Integrated Tag/Valid Status Bits for - Converts Back-to-Back Sequential 
Cost Savings and Performance CPU to PCI Memory Writes to PCI 

- Supports 5V SRAMs for Tag Address Burst Writes 
Integrated DRAM Controller - PCI-to-DRAM Posting of 12 Dwords 
- 64-Bit Data Path to Memory - PCI-to-DRAM up to 120 Mbytes/Sec 
- 4 Mbytes to 128 Mbytes Main Bandwidth Utilizing Snoop Ahead 

Memory Feature 
- EDO/Hyper Page Mode DRAM • NAND Tree for Board-Level ATE 

(x-2-2-2 Reads) or Standard Page Testing 
Mode DRAMs 

-5 RAS Lines • 208 Pin QFP for the 82437FX System 
- 4 Qword Deep Buffer for 3-1-1-1 Controller (TSC); 100 Pin QFP for Each 

Posted Write Cycles 82438FX Data Path (TOP) 

The 82430FX PClset consists of the 82437FX System Controller (TSC) , two 82438FX Data Paths (TOP), and 
the 82371 FB PCI ISA IDE Xcelerator (PIIX). The PClset forms a Host-to-PCI bridge and provides the second 
level cache control and a full function 64-bit data path to main memory. The TSC integrates the cache and 
main memory DRAM control functions and provides bus control for transfers between the CPU, cache, main 
memory, and the PCI Bus. The second level (L2) cache controller supports a write-back cache policy for cache 
sizes of 256 Kbytes and 512 Kbytes. Cacheless designs are also supported. The cache memory can be 
implemented with either standard, burst, or pipelined burst SRAMs. An external Tag RAM is used for the 
address tag and an internal Tag RAM for the cache line status bits. For the TSC's DRAM controller, five rows 
are supported for up to 128 Mbytes of main memory. The TSC's optimized PCI interface allows the CPU to 
sustain the highest possible bandwidth to the graphics frame buffer at all frequencies. Using the snoop ahead 
feature, the TSC allows PCI masters to achieve full PCI bandwidth. The TOPs provide the data paths between 
the CPU/cache, main memory, and PCI. For increased system performance, the TOPs contain read prefetch 
and posted write buffers. 

December 1995 
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1.0 ARCHITECTURE OVERVIEW OF 
TSC/TDP 

The 82430FX PClset (Figure 1) consists of the 
82437FX System Controller (TSC) , two 82438FX 
Data Path (TOP) units, and the 82371 FB PCI IDE 
ISA Xcelerator (PIIX). The TSC and two TOPs form a 
Host-to-PCI bridge. The PIIX is a multi-function PCI 
device providing a PCI-to-ISA bridge and a fast IDE 
interface. The PIIX also provides power manage­
ment and has a plug and play port. 

82437FX TSC AND 82438FX TOP 

The two TOPs provide a 64-bit data path to the host 
and to main memory and provide a 16-bit data path 
(PLINK) between the TSC and TOP. PLINK provides 
the data path for CPU to PCI accesses and for PCI 
to main memory accesses. The TSC and TOP bus 
interfaces are designed for 3V and 5V busses. The 
TSC/TOP connect directly to the Pentium® proces­
sor 3V host bus; The TSC/TOP connect directly to 
5V or 3V main memory DRAMs; and the TSC con­
nects directly to the 5V PCI Bus. 

Pentium" Processor 

Host Bus 

(\ ! 

\/ Second Level 
Cache 

~f(;-l- !+-_C_nt_1 -l 
Addr 

Cntl 
TSC 

! r-:=I Tag Cntl TOP Cntl 

Control 

Address 

Data 

Main 
Memory 
(DRAM) 

Data. ,..-IC::===:;-
~ 

TIOP 

~ ~ nO[7:0] PUNK (Data) 
L _____________________ .~=-~~--..:.=::::..~-+L-

PCI Bus 

1\ 

CD ROM 
Hard 
Disk 

= 

Control 

Address/Oata 

Fast IDE 
r"·---.. --_ .. -_ .. --.. -------: 

Audio t--_Plu--=g,---n_-p_la~y _PO_rl---t 
PIIX ! : ! ISA Device(s) ! 

: : 1_ ................ _ ...... _______ .... : 

ISABus ! 
Figure 1. 82430FX PClset System 

290518-3 

2-361 



82437FX TSC AND 82438FX TOP 

DRAM Interface 

The DRAM interface is a 64-bit data path that sup­
ports both standard page mode and Extended Data 
Out (EDO) (also known as Hyper Page Mode) mem­
ory. The DRAM interface supports 4 Mbytes to 
128 Mbytes with five RAS lines available and also 
supports symmetrical and asymmetrical addressing 
for 512K, 1M, 2M, and 4M deep DRAMs. 

Second Level Cache 

The TSC supports a write-back cache policy provid­
ing all necessary snoop functions and inquire cycles. 
The second level cache is direct mapped and sup­
ports both a 256-Kbyte or 512-Kbyte SRAM configu­
ration using either burst, pipelined burst, or standard 
SRAMs. The burst 256-Kbyte configuration perform­
ance is 3-1-1-1 for read/write cycles; pipelined back­
to-back reads can maintain a 3-1-1-1-1-1-1-1 trans­
fer rate. 

TDP 

Two TOPs create a 64-bit CPU and main memory 
data path. The TOP's also interface to the TSC's 
16-bit PLINK inter-chip bus for PCI transactions. The 
combination of the 64-bit memory path and the 
16-bit PLINK bus make the TOP's a cost effective 
solution, providing optimal CPU-to-main memory 
performance while maintaining a small package 
footprint (100 pins each). 

PCI Interface 

The PCI interface is 2.0 compliant and supports up 
to 4 PCI bus masters in addition to the PIIX bus mas­
ter requests. While the TSC and TOP's together pro­
vide the interface between PCI and main memory, 
only the TSC connects to the PCI Bus. 

Buffers 

The TSC and TOP's together contain buffers for op­
timizing data flow. A four Qword deep buffer is pro­
vided for CPU-to-main memory writes, second level 
cache write back cycles, and PCI-to-main memory 
transfers. This buffer is used to achieve 3-1-1-1 
posted writes to main memory. A four Dword buffer 
is used for CPU-to-PCI writes. In addition, a four 
Dword PCI Write Buffer is provided which is com­
bined with the DRAM Write Buffer to supply a 12 
Dword deep buffering for PCI to main memory 
writes. 
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System Clocking 

The processor, second level cache, main memory 
subsystem, and PLINK bus all run synchronous to 
the host clock. The PCI.clock runs synchronously at 
half the host clock frequency. The TSC and TOP's 
have a host clock input and the TSC has a PCI clock 
input. These clocks are derived from an external 
source and have a maximum clock skew require­
ment with respect to each other. 

2.0 SIGNAL DESCRIPTION 

This section provides a detailed description of each 
signal. The signals are arranged in functional groups 
according to their associated interface. 

The "#" symbol at the end of a signal name indi­
cates that the active, or asserted state occurs when 
the signal is at a low voltage level. When" #" is not 
present after the signal name, the signal is asserted 
when at the high voltage level. 

The terms assertion and negation are used exten­
sively. This is done to avoid confusion when working 
with a mixture of "active-low" and "active-high" sig­
nals. The term assert, or assertion indicates that a 
signal is active, independent of whether that level is 
represented by a high or low Voltage. The term ne­
gate, or negation indicates that a signal is inactive. 

The following notations are used to describe the sig­
nal type. 

I Input is a standard input-only signal. 

o Totem pole output is a standard active driver. 

old Open drain. 

tis Tri-State is a bi-directional, tri-state input/out­
put pin. 

sltls Sustained tri-state is an active low tri-state 
signal owned and driven by one and only one 
agent at a time. The agent that drives a slt/s 
pin low must drive it high for at least one 
clock before letting it float. A new agent can 
not start driving a s/t/s signal any sooner 
than one clock after the previous owner tri­
states it. An external pull-up is required to 
sustain the inactive state until another agent 
drives it and must be provided by the central 
resource. 
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2.1 TSC Signals 

2.1.1 HOST INTERFACE (TSC) 

Signal 
Type Description 

Name 

A[31 :3] I/03V ADDRESS BUS: A[31 :3] connect to the address bus of the CPU. During CPU 
cycles A[31 :3] are inputs. These signals are driven by the TSC during cache 
snoop operations. Note that A[31 :28] provide poweron/reset strapping options 
for the second level cache. 

BE[7:0] # 13V BYTE ENABLES: The CPU byte enables indicate which byte lane the current 
CPU cycle is accessing. All eight byte lanes are provided to the CPU if the cycle 
is a cacheable read regardless of the state of BE[7:0] #. 

ADS# 13V ADDRESS STATUS: The CPU asserts ADS# to indicate that a new bus cycle is 
being driven. 

BRDY# 03V BUS READY: The TSC asserts BRDY # to indicate to the CPU that data is 
available on reads or has been received on writes. 

NA# 03V NEXT ADDRESS: When burst SRAMs are used in the second level cache or the 
second level cache is disabled, the TSC asserts NA# in T2 during CPU write 
cycles and with the first assertion of BRDY # during CPU linefills. NA # is never 
asserted if the second level cache is enabled with asynchronous SRAMs. NA # 
on the TSC must be connected to the CPU NA# pin for all configurations. 

AHOLD 03V ADDRESS HOLD: The TSC asserts AHOLD when a PCI master is accessing 
main memory. AHOLD is held for the duration of the PCI burst transfer. The TSC 
negates AHOLD when the PCI to main memory read/write cycles complete and 
during PCI peer transfers. 

EADS# 03V EXTERNAL ADDRESS STROBE: Asserted by the TSC to inquire the first level 
cache when servicing PCI master accesses to main memory. 

BOFF# 03V BACK OFF: Asserted by the TSC when required to terminate a CPU cycle that 
was in progress. 

HITM# 13V HIT MODIFIED: Asserted by the CPU to indicate that the address presented with 
the last assertion of EADS# is modified in the first level cache and needs to be 
written back. 

M/IO#, D/C#, 13V MEMORY /10; DATA/CONTROL; WRITE/READ: Asserted by the CPU with 
W/R# ADS# to indicate the type of cycle on the host bus. 

HLOCK# 13V HOST LOCK: All CPU cycles sampled with the assertion of HLOCK# and 
ADS#, until the negation of HLOCK# must be atomic (i.e., no PCI activity to 
main memory is allowed). 

CACHE# 13V CACHEABLE: Asserted by the CPU during a read cycle to indicate the CPU can 
perform a burst line fill. Asserted by the CPU during a write cycle to indicate that 
the CPU will perform a burst write-back cycle. If CACHE # is asserted to indicate 
cacheability, the TSC asserts KEN # either with the first BRDY # , or with NA # , if 

I NA # is asserted before the first BRDY # . 
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Signal 
Type Description 

Name 

KEN#/INV 03V CACHE ENABLEIINVALIDATE: KEN#/INV functions as both the KEN# signal 
during CPU read cycles and the INV signal during first level cache snoop cycles. 
During CPU cycles, KEN # /INV is normally low. The TSC drives KEN # high during the 
first BRDY# or NA# assertion of a non-cacheable (in first level cache) CPU read 
cycle. 

The TSC drives INV high during the EADS# assertion of a PCI master DRAM write 
snoop cycle and low during the EADS# assertion of a PCI master DRAM read snoop 
cycle. 

SMIACT# 13V SYSTEM MANAGEMENT INTERRUPT ACTIVE: The CPU asserts SMIACT# when it 
is in system management mode as a result of an SMI. After SMM space (located at 
AOOOOh) is loaded and locked by BIOS, this signal must be sampled active with ADS# 
for the processor to access the SMM space of DRAM. 

2.1.2 DRAM INTERFACE (TSC) 

Signal 
Type Description 

Name 

RAS[4:0] # 03V ROW ADDRESS STROBE: These pins select the DRAM row. 

CAS[7:0]# 03V COLUMN ADDRESS STROBE: These pins always select which bytes are affected by 
a DRAM cycle. 

MA[11:2] 03V MEMORY ADDRESS: This is the row and column address for DRAM. 

MAA[1:0] 03V MEMORY ADDRESS COPY A: One copy of the MAs that change during a burst read 
or write of DRAM. 

MAB[1:0] 03V MEMORY ADDRESS COpy B: A second copy of the MAs that change during a burst 
read or write of DRAM. 
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2.1.3 SECONDARY CACHE INTERFACE (TSC) 

Signal 
Type Description 

Name 

CADV#/ 03V CACHE ADVANCE/CACHE ADDRESS 4 (COPY A): This pin has two modes of 
CAA4 operation depending on the type of SRAMs selected via hardware strapping 

options or programming the CC Register. The CAA4 mode is used when the L2 
cache consists of asynchronous SRAMs. CAA4 is used to sequence through the 
awords in a cache line during a burst operation. 

CADV # mode is used when the L2 cache consists of burst SRAMs. In this mode, 
assertion causes the burst SRAM in the L2 cache to advance to the next aword 
in the cache line. 

CADS#/CAA3 03V CACHE ADDRESS STROBE/CACHE ADDRESS 3 (COPY A): This pin has two 
modes of operation depending on the type of SRAMs selected via hardware 
strapping options or programming the CC Register. The CAA3 mode is used 
when the L2 cache consists of asynchronous SRAMs. CAA3 is used to sequence 
through the awords in a cache line during a burst operation. 

CADS# mode is used when the L2 cache consists of burst SRAMs. In this mode 
assertion causes the burst SRAM in the L2 cache to load the BSRAM address 
register from the BSRAM address pins. 

CAB3 03V CACHE ADDRESS 3 (COpy B): CAB3 is used when the L2 cache consists of 
asynchronous SRAMs. CAB3 is used to sequence through the awords in a 
cache line during a burst operation 

CCS#/CAB4 03V CACHE CHIP SELECT/CACHE ADDRESS (COpy B): This pin has two modes 
of operation depending on the type of SRAMs selected via hardware strapping 
options or programming the CC Register. The CAB4 mode is used when the L2 
cache consists of asynchronous SRAMs. CAB4 is used to sequence through the 
awords in a cache line during a burst operation. 

A L2 cache consisting of burst SRAMs will power up, if necessary, and perform 
an access if CCS # is asserted when CADS # is asserted. A L2 cache consisting 
of burst SRAMs will power down if CCS # is negated when CADS # is asserted. 
When CCS# is negated, a L2 cache consisting of burst SRAMs ignores ADS#. If 
CCS# is asserted when ADS# is asserted, a L2 cache consisting of burst 
SRAMs will power up, if necessary, and perform an access. 

COE# 03V CACHE OUTPUT ENABLE: The secondary cache data RAMs drive the CPU's 
data bus when COE # is asserted. 

CWE[7:0] # 03V CACHE WRITE ENABLE: Each CWE # corresponds to one byte lane. Assertion 
causes the byte lane to be written into the secondary cache data RAMs if they 
are powered up. 

TIO[7:0] I/05V TAG ADDRESS: These are inputs during CPU accesses and outputs during L2 
cache line fills and L2 cache line invalidates due to inquire cycles. TIO[7:0] 
contain the L2 tag address for 256-Kbyte L2 caches. TIO[6:0] contains the L2 
tag address and TI07 contains the L2 cache valid bit for 512-Kbyte caches. 

TWE# 05V TAG WRITE ENABLE: When asserted, new state and tag addresses are written 
into the external tag. 
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2.1.4 PCI INTERFACE (TSC) 

Signal 
Type Description 

Name 

AD[31:0] 1/05V ADDRESS DATA BUS: The standard PCI address and data lines. The address is 
driven with FRAME # assertion and data is driven or received in following clocks. 

C/BE[3:0] # 1/05V COMMAND, BYTE ENABLE: The command is driven with FRAME # assertion. 
Byte enables corresponding to supplied or requested data are driven on following 
clocks. 

FRAME# 1/05V FRAME: Assertion indicates the address phase of a PCI transfer. Negation 
indicates that one more data transfer is desired by the cycle initiator. 

DEVSEL# 1/05V DEVICE SELECT: The TSC drvies DEVSEL# when a PCI initiator attempts to 
access main memory. DEVSEL# is asserted at medium decode time. 

IRDY# 1/05V INITIATOR READY: Asserted when the initiator is ready for a data transfer. 

TRDY# 1/05V TARGET READY: Asserted when the target is ready for a data transfer. 

STOP # 1I05V STOP: Asserted by the target to request the master to stop the current transaction. 

LOCK# 1/05V LOCK: Used to establish, maintain, and release resource locks on PCI. 

REQ[3:0]# 15V REQUEST: PCI master requests for PCI. 

GNT[3:0]# 05V GRANT: Permission is given to the master to use PCI. 

PHLD# 15V PCI HOLD: This signal comes from the PIIX. PHLD# is the PIIX request for the PCI 
Bus. The TSC flushes the DRAM Write Buffers and acquires the host bus before 
granting PIIX via PHLDA #. This ensures that the guaranteed access time is met for 
ISA masters. 

PHLDA# 05V PCI HOLD ACKNOWLEDGE: This signal is driven by the TSC to grant PCI to the 
PIIX. 

PAR 1/05V PARITY: A single parity bit is provided over AD[31 :0] and C/BE[3:0J. 

RST# 15V RESET: When asserted, RST# resets the TSC and sets all register bits to the 
default value. 
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2.1.5 TOP INTERFACE (TSC) 

Signal 
Type Description 

Name 

PLlNK[15:0] I/03V PCI LINK: These signals are connected to the PLINK data bus on the TOP. This is 
the data path between the TSC and TOP. Each TOP connects to one byte of the 
16-bit bus. 

MSTB# 03V MEMORY STROBE: Assertion causes data to be posted in the DRAM Write Buffer. 

MADV# 03V MEMORY ADVANCE: For memory write cycles, assertion causes a aword to be 
drained from the DRAM Write Buffer and the next data to be made available to the 
MD pins of the TOPs. For memory read cycles, assertion causes a aword to be 
latched in the DRAM Input Register. 

PCMD[1:0] 03V PLINK COMMAND: This field controls how data is loaded into the PLINK input and 
output registers. 

HOE# 03V HOST OUTPUT ENABLE: This signal is used as the output enable for the Host 
Data Bus. 

MOE# 03V MEMORY OUTPUT ENABLE: This signal is used as the output enable for the 
memory data bus. A buffered copy of MOE # also serves as a WE # select for the 
DRAM array. 

POE# 03V PLINK OUTPUT ENABLE: This signal is used as the output enable for the PLINK 
Data Bus. 

2.1.6 CLOCKS (TSC) 

Signal 
Type Description 

Name 

HCLKIN 15V HOST CLOCK IN: This pin receives a buffered host clock. This clock is used by all of the 
TSC logic that is in the Host clock domain. This should be the same clock net that is 
delivered to the CPU. The net should tee and have equal lengths from the tee to the CPU 
and the TSC. 

PCLKIN 15V PCI CLOCK IN: This pin receives a buffered divide-by-2 host clock. This clock is used by 
all of the TSC logic that is in the PCI clock domain. 
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2.2 TOP Signals 

2.2.1 DATA INTERFACE SIGNALS (TOP) 

Signal 
Type Description 

Name 

HO[31 :0] I/03V HOST DATA: These signals are connected to the CPU data bus. The CPU data 
bus is interleaved between the two TOPs for every byte, effectively creating an 
even and an odd TOP. 

MO[31:0] I/03V/5V MEMORY DATA: These signals are connected to the DRAM data bus. The 
DRAM data bus is interleaved between the two TOPs for every byte, effectively 
creating an even and an odd TOP. 

PLlNK[7:0] I/03V PCI LINK: These' signals are connected to the PLINK data bus on the TSC. This 
is the data path between the TSC and TOP. Each TOP connects to one byte of 
the 16-bit bus. 

2.2.2 TSC INTERFACE SIGNALS (TDP) 

Signal 
Type Description 

Name 

MSTB# 13V MEMORY STROBE: Assertion causes data to be posted in the DRAM Write Buffer. 

MADV# 13V MEMORY ADVANCE: For memory write cycles, assertion causes a Qword to be 
flushed from the DRAM Write Buffer and the next data to be made available to the MD 
pins of the TOPs. For memory read cycles, assertion causes a Qword to be latched in 
the DRAM Input register. 

PCMD[1:0] 13V PLINK COMMAND: This field controls how data is loaded into the PLINK input and 
output registers. 

HOE# 13V HOST OUTPUT ENABLE: This signal is used as the output enable for the Host Data 
Bus. 

MOE# 13V MEMORY OUTPUT ENABLE: This signal is used as the output enable for the Memory 
Data Bus. 

POE# 13V PLINK OUTPUT ENABLE: This signal is used as the output enable for the PLINK 
Data Bus. 

2.2.3 CLOCK SIGNAL (TOP) 

Signal 
Type Description 

Name 

HCLK 15V HOST CLOCK: Primary clock input used to drive the part. 
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2.3 Signal State During Reset 

Table 1 shows the state of all TSC and TOP output and bi-directional signals during a hard reset (RST # 
asserted). The TSC samples the strapping options on the A [31 :28] signal lines on the rising edge of RST #. 
When RST # is asserted, the TSC enables the TOP outputs via the HOE #, MOE #, and POE # TSC/TOP 
interface signals. When RST # is negated, the TSC resets the TOP logic by driving HOE #, MOE # , and POE # 
inactive for two HCLKs. 

Table 1. Output and 1/0 Signal States During Hard Reset 

Signal State Signal State Signal State 

TSC CCS#/CAB4 High PAR Low 

A[31:28] Input CAB3 High PLlNK[15:0] Low 

A[27:3] Low COE# High MSTB# High 

BROY# High CWE[7:0] # High MAOV# High 

NA# High TIO[7:0]# Tri-state PCMO[1:0] High 

AHOLO High TWE# High HOE# High 

EAOS# High AO[31:0] Low MOE# Low 

BOFF# High C/BE[3:0] # Low POE# Low 

KEN#/INV Low FRAME# Tri-state TOP 

RAS[4:0] # Low OEVSEL# Tri-state HO[31:0] Tri-state Low 

CAS[7:0]# Low IROY# Tri-state MO[31:1] Tri-state Low 

MA[11 :2] Low TROY# Tri-state MOO NANOTree 

MAA[1:0] Low STOP # Tri-state Output 

MAB[1:0] Low LOCK# Tri-state PLlNK[7:0] Tri-state Low 

CAOV#/CAA4 High GNT[3:0]# Tri-state 

CAOS#/CAA3 High PHLOA# Tri-state 
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3.0 REGISTER DESCRIPTION 

The TSC contains two sets of software accessible 
registers (Control and Configuration registers), ac­
cessed via the Host CPU 110 address space. Con­
trol Registers control access to PCI configuration 
space. Configuration Registers reside in PCI config­
uration space and specify PCI configuration, DRAM 
configuration, cache configuration, operating param­
eters, and optional system features. 

The TSC internal registers (both I/O Mapped and 
Configuration registers) are only accessible by the 
Host CPU and cannot be accessed by PCI masters. 
The registers can be accessed as Byte, Word 
(16-bit), or Dword (32-bit) quantities, with the excep­
tion of CONFADD which can only be accessed as a 
Dword. All multi-byte numeric fields use "little-endi­
an" ordering (Le., lower addresses contain the least 
significant parts of the field). The following nomen­
clature is used for access attributes. 

RO Read Only. If a register is read only, writes 
to this register have no effect. 

R/W Read/Write. A register with this attribute 
can be read and written. 

R/WC Read/Write Clear. A register bit with this at­
tribute can be read and written. However, a 
write of 1 clears (sets to 0) the correspond­
ing bit and a write of 0 has no effect. 

Some of the TSC registers described in this section 
contain reserved bits. Software must deal correctly 
with fields that are reserved. On reads, software 
must use appropriate masks to extract the defined 
bits and not rely on reserved bits being any particu­
lar value. On writes, software must ensure that the 
values of reserved bit positions are preserved. That 
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is, the values of reserved bit positions must first be 
read, merged with the new values for other bit posi­
tions and then written back. 

In addition to reserved bits within a register, the TSC 
contains address locations in the PCI configuration 
space that are marked "Reserved" (Table 2). The 
TSC responds to accesses to these address loca­
tions by completing the Host cycle. Software should 
not write to reserved TSC configuration locations in 
the device-specific region (above address offset 
3Fh). 

During a hard reset (RST # asserted), the TSC sets 
its internal configuration registers to predetermined 
default states. The default state represents the min­
imum functionality feature set required to success­
fully bring up the system. Hence, it does not repre­
sent the optimal system configuration. It is the re­
sponsibility of the system initialization software (usu­
ally BIOS) to properly determine the DRAM configu­
rations, cache configuration, operating parameters 
and optional system features that are applicable, 
and to program the TSC registers accordingly. 

3.1 Control Registers 

The TSC contains two registers that reside in the 
CPU I/O address space-the Configuration Address 
(CONFADD) Register and the Configuration Data 
(CONFDATA) Register. These registers can not re­
side in PCI configuration space because of the spe­
cial functions they perform. The Configuration Ad­
dress Register enables/disables the configuration 
space and determines what portion of configuration 
space is visible through the Configuration Data win­
dow. 
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3.1.1 CONFADD-CONFIGURATION ADDRESS REGISTER 

I/O Address: OCF8h (Dword access only) 

Default Value: OOOOOOOOh 

Access: Read/Write 

CONFADD is a 32-bit register accessed only when referenced as a Dword. A Byte or Word reference will 
"pass through" the Configuration Address Register to the PCI Bus. The CONFADD Register contains the Bus 
Number, Device Number, Function Number, and Register Number for which a subsequent configuration ac­
cess is intended. 

Bit Descriptions 

31 Configuration Enable (CONE): 1 = Enable; 0 = Disable. 

30:24 Reserved. 

23:16 Bus Number (BUSNUM): When BUSNUM is programmed to OOh, the target of the configuration 
cycle is either the TSC or the PCI Bus that is directly connected to the TSC, depending on the 
Device Number field. If the Bus Number is programmed to OOh and the TSC is not the target, a type 
o configuration cycle is generated on PCI. If the Bus Number is non-zero, a type 1 configuration 
cycle is generated on PCI with the Bus Number mapped to AD[23:16] during the address phase. 

15:11 Device Number (DEVNUM): This field selects one agent on the PCI Bus selected by the Bus 
Number. During a Type 1 Configuration cycle, this field is mapped to AD[15:11]. During a Type 0 
configuration cycle, this field is decoded and one of AD [31: 11] is driven to 1. The TSC is always 
Device Number O. 

10:8 Function Number (FUNCNUM): This field is mapped to AD[10:8] during PCI configuration cycles. 
This allows the configuration registers of a particular function in a multi-function device to be 
accessed. The TSC responds to configuration cycles with a function number of OOOb; all other 
function number values attempting access to the TSC (Device Number = 0, Bus Number = 0) 
generate a type 0 configuration cycle on the PCI Bus with no IDSEL asserted, which results in a 
master abort. 

7:2 Register Number (REGNUM): This field selects one register within a particular bus, device, and 
function as specified by the other fields in the Configuration Address Register. This field is mapped 
to AD[7:2] during PCI configuration cycles. 

1:0 Reserved. 

3.1.2 CONFDATA-CONFIGURATION DATA REGISTER 

I/O Address: CFCh 

Default Value: OOOOOOOOh 

Access: Read/Write 

CONFDATA is a 32-bit read/write window into configuration space. The portion of configuration space that is 
referenced by CONFDATA is determined by the contents of CONFADD. 

Bit Descriptions 

31:0 Configuration Data Window (COW): If bit 31 of CONFADD is 1, any I/O reference in the 
CONFDATA I/O space is mapped to configuration space using the contents of CONFADD. 
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3.2 PCI Configuration Registers 

The PCI Bus defines a slot based "configuration 
space" that allows each device to contain up to 256 
8-bit configuration registers. The PCI specification 
defines two bus cycles to access the PCI configura­
tion space-Configuratlon Read and Configura­
tion Write. While memory and I/O spaces are sup­
ported by the Pentium microprocessor, configuration 
space is not supported. The PCI specification de­
fines two mechanisms to access configuration 
space, Mechanism #1 and Mechanism #2. The 
TSC only supports Mechanism #1. Table 2 shows 
the TSC configuration. space. 

The configuration access mechanism makes use of 
the CONFADD Register and CONFDATA Register. 
To reference a configuration register, a Dword I/O 
write cycle is used to place a value into CONFADD 
that specifies the PCI Bus, the device on that bus, 
the function within the device, and a specific config­
uration register of the device function being ac­
cessed. CONFADD[31] must be 1 to enable a con­
figuration cycle. Then, CONFDATA becomes a win­
dow onto four bytes of configuration space speci-
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fied by the c,:ontents of CONFADD. Read/write ac­
cesses to CONFDATA generates a PCI configura­
tion cycle to the address specified by CONFADD. 

Type 0 Access 

If the Bus Number field of CONFADD is 0, a type 0 
configuration cycle is generated on PCI. 
CONFADD[10:2] is mapped directly to AD[10:2]. 
The Device Number field of CONFADD is decoded 
onto AD[31:11]. The TSC is Device #0 and does 
not pass its configuration cycles to PCI. Thus, AD11 
is never asserted. (For accesses to device # 1, 
AD12 is asserted, etc., to Device #20 which asserts 
AD31.) Only one AD line is asserted at a time. All 
device numbers higher than 20 cause a type 0 con­
figuration access with no IDSEL asserted, which re­
sults in a master abort. 

Type 1 Access 

If the Bus Number field of CONFADD is non-zero, a 
type' 1 configuration cycle is generated on PCI. 
CONFADD[23:2] are mapped directly to AD[23:2]. 
AD[1 :0] are driven to 01 to indicate a Type 1 Config­
uration cycle. All other lines are driven to O. 
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Table 2. TSC Configuration Space 

Address Offset Symbol Register Name Access 

0O-01h VID Vendor Identification RO 

02-03h DID Device Identification RO 

04-05h PCICMD Command Register R/W 

06-07h PCISTS Status Register RO, R/WC 

08h RID Revision Identification RO 

09h Reserved 

OAh SUBC Sub-Class Code RO 

OBh BCC Base Class Code RO 

OCh Reserved 

ODh MLT Master Latency Timer R/W 

OEh Reserved 

OFh BIST BIST Register R/W 

10-49h Reserved 

50h PCON PCI Control Register R/W 

51h Reserved 

52h CC Cache Control R/W 

53-56h Reserved 

57h DRAMC DRAM Control R/W 

58h DRAMT DRAM Timing R/W 

59-5Fh PAM [6:0j Programmable Attribute Map (7 registers) R/W 

60-64h DRB[4:0j DRAM Row Boundary (5 registers) R/W 

65-67h Reserved 

68h DRT DRAM Row Type R/W 

69-71h Reserved 

72h SMRAM System Management RAM Control R/W 

73-FFh Reserved 
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3.2.1 VID-VENDOR IDENTIFICATION REGISTER 

Address Offset: 00-01 h ' 

Default Value: 8086h 

Attribute: Read Only 

The VID Register contains the vendor identification number. This 16-bit register combined with the Device 
Identification Register uniquely identify any PCI device. Writes to this register have no effect. 

Description 

Vendor Identification Number: This is a 16-bit value assigned to Intel. 

3.2.2 DID-DEVICE IDENTIFICATION REGISTER 

Address Offset: 02-03h 

Default Value: 122h 

Attribute: Read Only 

This 16·bit register combined with the Vendor Identification register uniquely identifies any PCI device. Writes 
to this register have no effect. 

Description 

Device Identification Number. This is a 16-bit value assigned to the TSC. 

3.2.3 PCICMD-PCI COMMAND REGISTER 

Address Offset: 04-05h 

Default: 06h 

Access: Read/Write 

This register controls the TSC's ability to respond to PCI cycles. 

Bit Descriptions 

15:10 Reserved. 

9 Fast Back-to-Back: (Not Implemented) This bit is hardwired to O. 

8 SERR# Enable (SERRE): (Not Implemented) This bit is hardwired to O. 

7 Address/Data Stepping: (Not Implemented) This bit is hardwired to O. 

6 Parity Error Enable (PERRE): (Not Implemented) This bit is hardwired to O. 

5:3 Reserved: These bits are hardwired to O. 

2 Bus Master Enable (BME): (Not Implemented) The TSC does not support disabling of its bus 
master capability on the PCI Bus. This bit is hardwired to 1 . 

1 Memory Access Enable (MAE): 1 = Enable PCI master access to main memory. if the PCI address 
selects enabled DRAM space; 0= Disable (TSC does not respond to main memory accesses). 

0 I/O Access Enable (IOAE): (Not Implemented) This bit is hardwired to O. The TSC does not 
respond to PCI I/O cycles. 
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3.2.4 PCIST5-PCI STATUS REGISTER 

Address Offset: 06-07h 

Default Value: 0200h 

Access: Read Only, Read/Write Clear 

PCISTS reports the occurrence of a PCI master abort and PCI target abort. PCISTS also indicates the 
DEVSEL # timing that has been set by the TSC hardware. 

Bit Descriptions 

15 Detected Parity Error (OPE): (Not Implemented) This bit is hardwired to 1. 

14 Signaled System Error (SSE)R/WC: This bit is hardwired to o. 
13 Received Master Abort Status (RMAS)-R/WC: When the TSC terminates a Host-to-PCI 

transaction (TSC is a PCI master) with an unexpected master abort, this bit is set to 1 . 

NOTE: 
Master abort is the normal and expected termination of PCI special cycles. Software sets this 
bit to 0 by writing 1 to it. 

12 Received Target Abort Status (RTAS)-R/WC: When a TSC-initiated PCI transaction is 
terminated with a target abort, RT AS is set to 1. Software sets RT AS to 0 by writing 1 to it. 

11 Signaled Target Abort Status (STAS): This bit is hardwired to O. The TSC never terminates a PCI 
cycle with a target abort. 

10:9 DEVSEL# Timing (DEVT)-RO: This 2-bit field indicates the timing of the DEVSEL# signal when 
the TSC responds as a target, and is hard-wired to the value 01 b (medium) to indicate the slowest 
time that DEVSEL # is generated. 

8 Data Parity Detected (DPD)-R/WC: This bit is hardwired to 0 

7 Fast Back-to-Back (FB2B): (Not Implemented) This bit is hardwired to O. 

6:0 Reserved. 

3.2.5 RID-REVISION IDENTIFICATION REGISTER 

Address Offset: 08h 

Default Value: See stepping information document 

Access: Read Only 

This register contains the revision number of the TSC. 

Bit Description 

7:0 Revision Identification Number: This is an 8-bit value that indicates the revision identification 
number for the TSC. 
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3.2.6 SUBC-SUB-CLASS CODE REGISTER 

Address Offset: OAh 

Default Value: OOh 

Access: Read Only 

This register indicates the function sub-class in relation to the Base Class Code. 

Sub-Class Code (SUBC): OOh = Host bridge. 

3.2.7 BCC-BASE CLASS CODE REGISTER 

Address Offset: OBh 

Default Value: 06h 

Access: Read Only 

Description 

This register contains the Base Class Code of the TSC. 

Description 

Base Class Code (BASE C): 06h = Bridge device. 

3.2.8 MLT-MASTER LATENCY TIMER REGISTER 

Address Offset: ODh 

Default Value: OOh 

Access: Read/Write 

ML T is an a-bit register that controls the amount of time the TSC, as a bus master, can burst data on the PCI 
Bus. The Count Value is an a-bit quantity. However, ML T[2:0] are hardwired to O. ML T is also used to 
guarantee the host CPU a minimum amount of the system resources as described in the PCI Bus Arbitration 
section. 

Bit Description 

7:3 Master Latency Timer Count Value: The number of clocks programmed in the ML T represents the 
minimum guaranteed time slice (measured in PCI clocks) allotted to the TSC, after which it must 
surrender the bus as soon as other PCI masters are granted the bus. The default value of ML Tis OOh 
or 0 PCI clocks. The ML T should always be programmed to a non-zero value. 

2:0 Reserved: Hardwired to o. 
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3.2.9 BIST -BIST REGISTER 

Address Offset: OFh 

Default: 

Access: 

OOh 

Read/Write 

The Built In Self Test (BIST) function is not supported by the TSC. Writes to this register have no affect. 

Bit Descriptions 

7 BIST Supported-RO: OOh = Disable BIST function. 

6 Start BIST: This function is not supported and writes have no affect. 

5:4 Reserved. 

3:0 Completion Code-RO: This field always returns 0 when read and writes have no affect. 

3.2.10 PCON-PCI CONTROL REGISTER 

Address Offset: 50h 

Default: OOh 

Read/Write Access: 

The PCON Register enables and disables features related to the PCI unit operation not already covered in the 
PCI required configuration space. 

Bit Descriptions 

7:5 CPU Inactivity Timer Bits: This field selects the value used in the CPU Inactivity Timer. This timer 
counts CPU inactivity in PCI clocks. The inactivity window is defined as the last BRDY # to the next 
ADS #. When active, the CPU is default owner of the PCI Bus. If the CPU is inactive, PHOLD and the 
REQx# lines are given priority. 

Bits[7:S] PCI Clocks 

000 1 
001 2 
010 3" 
011 4 
100 5" 
101 6 
110 7 
111 8 

• Recommended settings 

4 Reserved. 

3 Peer Concurrency Enable Bit (PC E): 1 = Peer Concurrency enabled. 0 = Peer Concurrency disabled. 
This bit is normally programmed to 1 . 

2 CPU-to-PCI Write Bursting Disable Bit: 0 = CPU-to-PCI Write bursting enabled. 1 = CPU-to-PCI Write 
bursting disabled. 

1 PCI Streaming Bit: 0 = PCI streaming enabled. 1 = PCI streaming disabled. 

0 Bus Concurrency Disable Bit: 0 = Bus concurrency enabled. 1 = Bus concurrency disabled. 
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3.2.11 CC-CACHE CONTROL REGISTER 

Address Offset: 52h 

Default: SSSS0010 (S = Strapping option) 

Read/Write Access: 

The CC Register seleots the secondary cache operations. This register enables/disables the L2 cache, ad­
justs cache size, defines the cache SRAM type, and controls tag initialization. After a hard reset, CC[7:4) 
reflect the inverted signal levels on the host address lines A[31 :28). 

Bit Description 

7:6 Secondary Cache Size (SCS): This field reflects the inverted signal level on the A[31 :30) pins at the 
rising edge of the RESET signal (default). The default values can be overwritten with subsequent 
writes to the CC Register. The options for this field are: 

Bits [7:6) Secondary Cache Size 

0 0 Cache not populated 
0 1 256 Kbytes 
1 0 512 Kbytes 
1 1 Reserved 

NOTE: 
1. When SCS = 00, the L2 cache is disabled and the cache tag state is frozen. 
2. To enable the L2 cache, SCS must be non·zero and the FLCE bit must be 1. 

5:4 SRAM Type (SRAMT): This field reflects the inverted signal level on the A[29:28) pins at the rising 
edge of the RESET signal (default). The default values can be overwritten with subsequent writes to 
the CC Register. The options for this field are: 

Blts[5:4) SRAMType 

0 0 Pipelined Burst 
0 1 Burst 
1 0 Asynchronous 
1 1 Pipelined Burst for 512K/Dual-bank inplementations. Selects 3·1·1·1-2-1·1·1 instead of 

3-1·1·1·1·1·1-1 back-to-back burst timings with NA # enabled. An extra clock is inserted 
for bank turnaround. SCS must be set to 10. 

3 NA# Disable Bit: 0= NA# will be asserted as appropriate by the TSC (default). 1 =TCS's NA# signal 
is never asserted. This bit should be configured as desired before either the L 1 or L2 caches are 
enabled. 

2 Reserved. 

1 Secondary Cache Force Miss or Invalidate (SCFMI): When SCFMI = 1, the L2 hit/miss detection is 
disabled, and all tag lookups result in a miss. If the L2 is enabled, the cycle is processed as a miss. If 
the L2 is populated but disabled (FLCE = 0) and SCFMI = 1, any CPU read cycle invalidates the 
selected tag entry. When SCFMI = 0, normal L2 cache hit/miss detection and cycle processing occurs. 

Software can flush the cache (cause all modified lines to be written back to main memory) by setting 
SCFMI to 1 with the L2 cache enabled (SCS*OO and FLCE= 1), and reading all L2 cache tag address 
locations. 
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Bit Description 

0 First Level Cache Enable (FLCE): FLCE enables/ disables the first level cache. When FLCE = 1, the 
TSC responds to CPU cycles with KEN # asserted for cacheable memory cycles. When FLCE = 0, 
KEN # is always negated and line fills to either the first level or L2 cache are prevented. Note that, 
when FLCE = 1 and SCFMI = 1, writes to the cache are also forced as misses. Thus, it is possible to 
create incoherent data between main memory and the L2 cache. A summary of FLCE/SCFMI bit 
interactions is as follows: 

FLCE SCFMI L2 Cache Result 

0 0 Disabled 
0 1 Disabled; tag invalidate on reads 
1 0 Normal L2 cache operation (dependent on SCS) 
1 1 Enabled; miss forced on reads/writes 

3.2.12 DRAMC-ORAM CONTROL REGISTER 

Address Offset: 57h 

Default Value: 01 h 

Access: Read/Write 

This a·bit register controls main memory DRAM operating modes and features. 

Bit Description 

7:6 Hole Enable (HEN): This field enables a memory hole in main memory space. CPU cycles matching 
an enabled hole are passed on to PCI. PCI cycles matching an enabled hole are ignored by the TSC 
(no DEVSEL #). Note that a selected hole is not remapped. Note that this field should not be changed 
while the L2 cache is enabled. 

Bits [7:6) Hole Enabled 

00 None 
01 512 Kbytes -640 Kbytes 
10 15 Mbytes -16 Mbytes 
11 Reserved 

5:4 Reserved. 

3 EDO Detect Mode Enable (EDME): This bit, if set to 1, enables a special timing mode for BIOS to 
detect EDO DRAM type on a bank·by·bank basis. Once all DRAM row banks have been tested for 
EDO, the EDME bit should be set to o. Otherwise, performance will be seriously impacted. An 
algorithm for using the EDME bit 3 follows the table. 

2:0 DRAM Refresh Rate (DRR): The DRAM refresh rate is adjusted according to the frequency selected 
by this field. Note that refresh is also disabled via this field, and that disabling refresh results in the 
eventual loss of DRAM data. 

Bits [2:0) Host Bus Frequency 

000 Refresh Disabled 
001 50 MHz 
010 60 MHz 
011 66 MHz 
1XX Reserved 
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DRAM Type Detection 

The EDO Detect Mode Enable field (bit 3) provides a special timing mode that allows BIOS to determine the 
DRAM type in each of the banks of main memory DRAM. To exploit the performance improvements from EDO 
DRAMs, the BIOS should provide for dynamic detection of any EDO DRAMs in the DRAM rows. 

3.2.13 DRAMT-DRAM TIMING REGISTER 

Address Offset: 58h 

Default Value: OOh 

Access: Read/Write 

This 8-bit register controls main memory DRAM timings. While most system designs will be able to use one of 
the faster burst mode timings, slower rates may be required in certain system designs to support layouts with 
longer trace lengths or slower DRAMs. 

Bit Description 

7 Reserved. 

6:5 DRAM Read Burst Timing (DRBT): The DRAM read burst timings are controlled by the DRBT field. 
The timing used depends on the type of DRAM on a per-bank basis, as indicated by the DRT register. 

DRBT 
EDO Burst Standard Page 

Rate Mode Rate 

00 x444 x444 
01 x333 x444 
10 x222 x333 
11 Reserved Reserved 

This field is typically set to "01" or "10" depending on the system configuration. 

4:3 DRAM Write Burst Timing (DWBT): The DRAM write burst timings are controlled by the DWBT field. 
Slower rates may be required in certain system designs to support layouts with longer trace lengths or 
slower DRAMs. Most system designs will be able to use one of the faster burst mode timings. 

DWBT Standard Page Mode Rate 

00 x444 
01 x333 
10 x222 (see notes 1 and 2) 
11 Reserved 

NOTES: 
1. Minimum 3-Clock CAS # Cycle Time for Single Writes. The DWBT field controls the 
minimum GAS # cycle time for single and burst write cycles, except for the x222 programming 
case in which the minimum cycle time for single writes is limited to 3-clocks. 
2. Two clock writes should not be programmed at 66 MHz. 

2 RAS to CAS Delay (RCD): RGD controls the DRAM page miss and row miss leadoff timings. When 
RGD = 1, the RAS active to GAS active delay is 2 clocks. When RGD = 0, the timing is 3 clocks. Note 
that RGD timing adjustments are independent to DL T timing adjustments. 

RCD RAS to CAS Delay 

0 3 
1 2 
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Bit Description 

1:0 DRAM Leadoff Timing (DLT): The DRAM leadoff timings for page/row miss cycles are controlled by 
the DL T bits. DL T controls the MA setup to the first CAS # assertion. The DL T bits do not effect page 
hit cycles. 

DLT Read Leadoff Write Leadoff RAS# Precharge 

00 8 6 3 
01 7 5 3 
10 8 6 4 
11 7 5 4 

Note that the DL T field and RCD bit have cumulative affects (i.e., setting DL TO = 0 and RCD = 0 results 
in two additional clocks betwwen RAS# assertion and CAS# assertion). 
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3.2.14 PAM-PROGRAMMABLE ATTRIBUTE MAP REGISTERS (PAM[6:0l) 

Address Offset: PAMO (S9h)-PAM6 (SFh) 

Default Value: OOh 

Attribute: Read/Write 

The TSC allows programmable memory and cacheability attributes on 14 memory segments of various sizes in 
the 640-Kbyte to 1-Mbyte address range. Seven Programmable Attribute Map (PAM) Registers are used to 
support these features. Three bits are used to specify L 1 cacheability and memory attributes for each memory 
segment. These attributes are: 

RE Read Enable. When RE = 1, the CPU read accesses to the corresponding memory segment are directed 
to main memory. Conversely, when RE = 0, the CPU read accesses are directed to PCI. 

WE Write Enable. When WE = 1, the CPU write accesses to the corresponding memory segment are direct­
ed to main memory. Conversely, when WE = 0, the CPU write accesses are directed to PCI. 

CE Cache Enable. When CE = 1 , the corresponding memory segment is L 1 cacheable. CE must not be set 
to 1 when RE = 0 for any particular memory segment. When CE = 1 and WE = 0, the corresponding 
memory segment is cached in the first level cache only on CPU code read cycles. 

The RE and WE attributes permit a memory segment to be Read Only, Write Only, Read/Write, or disabled 
(Table 3.). For example, if a memory segment has RE = 1 and WE = 0, the segment is Read Only. 

Table 3. Attribute Definition 

Read/Write Attribute Definition 

Read Only Read cycles: CPU cycles are serviced by the main memory or second level cache 
in a normal manner. 

Write cycles: CPU initiated write cycles are ignored by the DRAM interface as well 
as the second level cache. Instead, the cycles are passed to PCI for termination. 

Areas marked as read only are L 1 cacheable for code accesses only. These 
regions are not cached in the second level cache. 

Write Only Read cycles: All read cycles are ignored by main memory as well as the second 
level cache. CPU-initiated read cycles are passed onto PCI for termination. The 
write only state can be used while copying the contents of a ROM, accessible on 
PCI, to main memory for shadowing, as in the case of BIOS shadowing. 

Write cycles: CPU write cycles are serviced by main memory and L2 cache in a 
normal manner. 

Read/Write This is the normal operating mode of main memory. Both read and write cycles 
from the CPU and PCI are serviced by main memory and L2 cache interface. 

Disabled All read and write cycles to this area are ignored by the main memory and cache 
interface. These cycles are forwarded to PCI for termination. 
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Each PAM Register controls two regions, typically 
16-Kbyte in size. Each of these regions has a 4-bit 
field. The four bits that control each region have the 
same encoding and are defined in Table 4. 

PCI master access to main memory space is also 
controlled by the PAM Registers. If the PAM pro­
gramming indicates a region is writeable, then PCI 
master writes are accepted (DEVSEL# generated). 
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If the PAM programming indicates a region is read­
able, PCI master reads are accepted. If a PCI write 
to a non-writeable main memory region or a PCI 
read of a non-readable main memory region occurs, 
the TSC does not accept the cycle (DEVSEL # is not 
asserted). PCI master accesses to enabled memory 
hole regions are not accepted by the TSC. 

Table 4. Attribute Bit Assignment 

Bits [7,3] Bits [6,2] Bits [5,11 Bits [4,01 
Description Reserved Cache Enable Write Enable Read Enable 

x x 0 0 Main memory disabled; accesses directed to 
PCI 

x 0 0 1 Read only; main memory write protected; 
non-cacheable 

x 1 0 1 Read only; main memory write protected; L 1 
cacheable for code accesses only 

x 0 1 0 Write only 

x 0 1 1 Read/write; non-cacheable 

x 1 1 1 Read/write; cacheable 
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As an example, consider a BIOS that is implemented 
on the expansion bus. During the initialization pro­
cess, BIOS can be shadowed in main memory to 
increase the system pekormance. To shadow BIOS, 
the attributes for that address range should be set to 
write only. BIOS is shadowed by first performing a 

read of that address. This read is forwarded to the 
expansion bus. The CPU then performs a write of 
the same address, which is directed to main memo­
ry. After BIOS is shadowed, the attributes for that 
memory area are set to read only so that all writes 
are forwarded to the expansion bus . 

. Table 5. PAM Registers and Associated Memory Segments 

PAM Reg Attribute Bits Memory Segment Comments Offset 

PAMO[3:0] Reserved 59h 

PAMO[7:4] R CE WE RE OFOOOO-OFFFFFh BIOS Area 59h 

PAM1 [3:0] R CE WE RE OCOOOO:"'OC3FFFh ISA Add-on BIOS 5Ah 

PAM 1 [7:4] R CE WE RE OC4000-0C7FFFh ISA Add-on BIOS 5Ah 

PAM2[3:0] R CE WE RE OCSOOO-OCBFFFh ISA Add-on BIOS 5Bh 

PAM2[7:4] R CE WE RE OCCOOO-OCFFFFh ISA Add-on BIOS 5Bh 

PAM3[3:0] R CE WE RE ODOOOO-OD3FFFh ISA Add-on BIOS 5Ch 

PAM3[7:4] R CE WE RE OD4000-0D7FFFh ISA Add-on BIOS 5Ch 

PAM4[3:0] R CE WE RE ODSOOO-ODBFFFh ISA Add-on BIOS 5Dh 

PAM4[7:4] R CE WE RE ODCOOO-ODFFFFh ISA Add-on BIOS 5Dh 

PAM5[3:0] R CE WE RE OEOOOO-OE3FFFh BIOS Extension 5Eh 

PAM5[7:4] R CE WE RE OE4000-0E7FFFh BIOS Extension 5Eh 

PAM6[3:0] R CE WE RE OESOOO-OEBFFFh BIOS Extension 5Fh 

PAM6[7:4] R CE WE RE OECOOO -OEFFFFh BIOS Extension 5Fh 

NOTE: 
The CE bit should not be changed while the L2 cache is enabled. 

DOS Application Area (OOOOO-9FFFh) 

Read, write, and cacheability attributes are always 
enabled and are not programmable for the 0-640-
Kbyte DOS application region. 

Video Buffer Area (AOOOO-BFFFFh) 

This 12S-Kbyte area is not controlled by attribute 
bits. CPU-initiated cycles in this region are always 
forwarded to PCI for termination. This area is not 
cacheable. See section 3.2.16 for details on the use 
of this range as SMRAM. 
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Expansion Area (COOOO-DFFFFh) 

This 12S-Kbyte area is divided into eight 16-Kbyte 
segments. Each segment can be assigned one of 
four read/write states: read-only, write-only, read I 
write, or disabled memory that is disabled is not re­
mapped. Cacheability status can also be specified 
for each segment. 

Extended System BIOS Area (EOOOO-EFFFFh) 

This 64-Kbyte area is divided into four 16-Kbyte seg­
ments. Each segment can be assigned independent 
cacheability, read, and write attributes. Memory seg­
ments that are disabled are not remapped else­
where. 



System BIOS Area (FOOOO-FFFFFh) 

This area is a single 64-Kbyte segment. This seg­
ment can be assigned cacheability, read, and write 
attributes. When disabled, this segment is not re­
mapped. 

Extended Memory Area (100000-FFFFFFFFh) 

The extended memory area can be split into several 
parts; 

• Flash BIOS area from 4 Gbyte to 4 Gbyte 
512 Kbyte (aliased on ISA at 16 Mbyte -
15.5 Mbyte) 

• Main Memory from 1 Mbyte to a maximum of 
128 Mbytes 

• PCI Memory space from the top of main memory 
to 4 Gbyte - 512 Kbyte 

3.2.15 DRB-DRAM ROW BOUNDARY REGISTERS 

Address Offset: 60h(DRBO)-64h(DRB4) 

Default Value: 02h 

Access: Read/Write 
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On power-up or reset the CPU vectors to the Flash 
BIOS area, mapped in the range of 4 Gbyte to 
4 Gbyte - 512 Kbyte. This area is physically mapped 
on the expansion bus. Since these addresses are in 
the upper 4 Gbyte range, the request is directed to 
PCI. 

The main memory space can occupy extended 
memory from a minimum of 1 Mbyte up to 
128 Mbytes. This memory is cacheable. 

PCI memory space from the top of main memory to 
4Gbytes is always non-cacheable. 

The TSC supports 5 rows of DRAM. Each row is 64 bits wide. The DRAM Row Boundary Registers define 
upper and lower addresses for each DRAM row. Contents of these 8-bit registers represent the boundary 
addresses in 4-Mbyte granularity. Note that bit 0 of each ORB must always be programmed to 0 for proper 
operation. 

DRBO = Total amount of memory in row 0 (in 4 Mbytes) 
DRB1 = Total amount of memory in row 0 + row 1 (in 4 Mbytes) 
DRB2 = Total amount of memory in row 0 + row 1 + row 2 (in 4 Mbytes) 
DRB3 = Total amount of memory in row 0 + row 1 + row 2 + row 3 (in 4 Mbytes) 
DRB4 = Total amount of memory in row 0 + row 1 + row 2 + row 3 + row4 (in 4 Mbytes) 

The DRAM array can be configured with 512Kx32, 1 Mx32, 2Mx32, and 4Mx32 SIMMs. Each register defines 
an address range that causes a particular RAS# line to be asserted (e.g., if the first DRAM row is 8 Mbytes in 
size then accesses within the 0 to 8-Mbyte range causes RASO # to be asserted). 

Bit Description 

7:6 Reserved. 

5:0 Row Boundary Address: This 6-bit field is compared against address lines A[27:22j to determine 
the upper address limit of a particular row (i.e., ORB minus previous ORB = row size). 

2-385 



82437FX TSC AND 82438FX TOP 

Row Boundary Address 

These 6-bit values represent the upper address lim­
its of the 5 rows (Le., this row minus previous row = 
row size). Unpopulated rows have a value equal to 
the previous row (row size = 0). DRB4 reflects the 
maximum amount of DRAM in the system. The top 
of memory is determined by the value written into 
DRB4. If DRB4 is greater than 128 Mbytes, then 
128 Mbytes of DRAM are available. 

RAS4# ---. SIMM-5 Back -------
RAS3# ---. SIMM-5 Front 

RAS2# ---. SIMM-3 Back -------
RAS1# ---. SIMM-3 Front 

As an example of a general purpose configuration 
where 4 physical rows are configured for either sin­
gle-sided or double-sided SIMMs, the memory array 
would be configured like the one shown Figure 2. In 
this configuration, the TSC drives two RAS# signals 
directly to the SIMM rows. If single-sided SIMMs are 
populated, the even RAS# signal is used and the 
odd RAS# is not connected. If double-sided SIMMs 
are used, both RAS# signals are used. 

-~~~--:::I::: I 
SIMM-4 Front 

- ~~~'"- -:: I ::: I 
SIMM-2 Front 

r------------------,- --- roRBoI 
RASO# ---. ~ 

CAS3# 1 J. 1 
CAS6# CAS4# CAS2# CASO# 

290518-4 

Figure 2. SIMMs and Corresponding ORB Registers 
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The following 2 examples describe how the ORB 
Registers are programmed for cases of single-sided 
and double-sided SIMMs on a motherboard having a 
total of four 8-byte or eight 4-byte SIMM sockets. 

Example #1 

The memory array is populated with four single-sid­
ed 1 MB x 32 SIMMs, a total of 16 Mbytes of DRAM. 
Two SIMMs are required for each populated row 
making each populated row 8 Mbytes in size. 

DRBO = 02h populated (2 SIMMs, 8 Mbyte this 
row) 

DRB1 = 04h populated (2 SIMMs, 8 Mbyte this 
row) 

DRB2 = 04h 

DRB3 = 04h 

DRB4 = 04h 

empty row 

empty row 

empty row 

3.2.16 DRT-DRAM ROW TYPE REGISTER 

Address Offset: 68h 

Default Value: OOh 

Access: Read/Write 
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Example #2 

The memory array is populated with two 2-Mbyte x 
32 double-sided SIMMs (one row), and four 4-Mbyte 
x 32 single-sided SIMMs (two rows), yielding a total 
of 96 Mbytes of DRAM. The ORB Registers are pro­
grammed as follows: 

DRBO = 04h populated with 16 Mbytes, % of 
double-sided SIMMs 

DRB1 = 08h 

DRB2 = 10h 

DRB3 = 18h 

DRB4 = 18h 

the other 16 Mbytes of the dou­
ble-sided SIMMs 

populated with 32 Mbytes, one of 
the sided SIMMs 

the other 32 Mbytes of single-sid­
ed SIMMs 

empty row 

This 8-bit register identifies the type of DRAM (EDO or page mode) used in each row, and should be pro­
grammed by BIOS for optimum performance if EDO DRAMs are used. The TSC uses these bits to determine 
the correct cycle timing on DRAM cycles. 

Bit Description 

7:5 Reserved. 

4:0 DRAM Row Type (DRT[4:0)): Each bit in this field corresponds to the DRAM row identified by the 
corresponding ORB Register. Thus, DRTO corresponds to row 0, DRT1 to row 1, etc. When DRTx = 0, 
page mode DRAM timings are used for that bank. When DRTx = 1, EDO DRAM timings are used for 
that bank. 
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3.2.17 SMRAM-SYSTEM MANAGEMENT RAM CONTROL REGISTER 

Address Offset: 72h 

Default Value: 02h 

Access: Read/Write 

The System Management RAM Control Register controls how accesses to this space are treated. The Open, 
Close, and Lock SMRAM Space bits function only when the SMRAM enable bit is set to 1. AlsO, the OPEN bit 
(DOPEN) should be set to 0 before the LOCK bit (DLCK) is set to 1. 

Bit Description 

7 Reserved. 

6 SMM Space Open (DOPEN): When DOPEN = 1 and DLCK = 0, SMM space DRAM is made visible, 
even when SMIACT # is negated. This is intended to help BIOS initialize SMM space. Software should 
ensure that DOPEN = 1 is mutually exclusive with DCLS = 1. When DLCK is set to 1, DOPEN is set to 0 
and becomes read only. 

5 SMM Space Closed (DCLS): When DCLS = 1, SMM space DRAM is not accessible to data 
references, even if SMIACT # is asserted. Code references may still access SMM space DRAM. This 
allows SMM software to reference "through" SMM space to update the display, even when SMM 
space is mapped over the VGA range. Software should ensure that DOPEN = 1 is mutually exclusive 
with DCLS = 1 . 

4 SMM Space Locked (DLCK): When DLCK is set to 1, the TSC sets DOPEN to 0 and both DLCK and 
DOPEN become read only. DLCK can be set to 1 via a normal configuration space write but can only 
be cleared by a power-on reset. The combination of DLCK and DOPEN provide convenience with 
security. The BIOS can use the DOPEN function to initialize SMM space and then use DLCK to "lock 
down" SMM space in the future so that no application software (or BIOS itself) can violate the integrity 
of SMM space, even if the program has knowledge of the DOPEN function. 

3 SMRAM Enable (SMRAME): When SMRAME = 1, the SMRAM function is enabled, providing 
128 Kbytes of DRAM accessible at the AOOOOh address while in SMr,A (ADS# with SMIACT#). 

2:0 SMM Space Base Segment (DBASESEG): This field selects the location of SMM space. "SMM 
DRAM" is not remapped. It is simply "made visible" if the conditions are right to access SMM space. 
Otherwise, the access is forwarded to PCI. DBASESEG = 01 0 is the only allowable setting and selects 
the SMM space as AOOOO- BFFFFh. All other values are reserved. PCI masters are not allowed 
access to SMM space. 
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Table 6 summarizes the operation of SMRAM space cycles targeting SMI space addresses (A and B seg-
ments): . 

Table 6. SMRAM Space Cycles 

SMRAME DLCK DCLS DOPEN SMIACT# Code Fetch Data Reference 

0 X X X X PCI PCI 

1 0 0 0 0 DRAM DRAM 

1 0 X 0 1 PCI PCI 

1 0 ,0 1 X DRAM DRAM 

1 0 1 0 0 DRAM PCI 

1 0 1 1 X INVALID INVALID 

1 1 0 X 0 DRAM DRAM 

1 1 X X 1 PCI PCI 

1 1 1 X 0 DRAM PCI 
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4.0 FUNCTIONAL DESCRIPTION 

This section provides a functional description of the 
TSC and TOP. 

4.1 Host Interface 

The Host Interface of the TSC is designed to sup­
port the Pentium processor. The host interface of 
the TSC supports 50 MHz, 60 MHz, and 66 MHz bus 
speeds. The 82430FX PClset supports the Pentium 
processor with a full 64-bit data bus, 32-bit address 
bus, and associated internal write-back cache logic. 
Host bus addresses are decoded by the TSC for 
accesses to main memory, PCI memory, and PCII/ 
O. The TSC also supports the pipelined addressing 
capability of the Pentium processor. 

4.2 PCI Interface 

The 82437FX integrates a high performance inter­
face to the PCI local bus taking full advantage of the 
high bandwidth and low latency of PCI. Five PCI 
masters are supported by the integrated arbiter in­
cluding a PCI-to-ISA bridge and four general PCI 
masters. The TSC acts as a PCI master for CPU 
accesses to PCI. The PCI Bus is clocked at one half 
the frequency of the CPU clock. This divided syn­
chronous interface minimizes latency for CPU-to-PCI 
cycles and PCI-to-main memory cycles. 

The TSC/TOPs integrate posted write buffers for 
CPU memory writes to PCI. Back-to-back sequential 
memory writes to PCI are converted to burst writes 
on PCI. This feature allows the CPU to continue 
posting dword writes at the maximum bandwidth for 
the Pentium processor for the highest possible 
transfer rates to the graphics frame buffer. 

Read prefetch and write posting buffers in the TSC/ 
TOPs enable PCI masters to access main memory at 
up to 120 MB/second. The TSC incorporates a 
snoop-ahead feature which allows PCI masters to 
continue bursting on both reads and writes even as 
the bursts cross cache line boundaries. 

4.3 Secondary Cache Interface 

The TSC integrates a high performance second lev­
el cache controller using internal/external tags and 
provides a full first level and second level cache co­
herency mechanism. The second level cache is di­
rect mapped, non-sectored, and supports a write­
back cache policy. Cache lines are allocated on 
read misses (no write allocate). . 

The second level cache can be configured for either 
256-Kbyte or 512-Kbyte cache sizes using either 
synchronous burst or pipelined burst SRAMs, or 
standard asynchronous SRAMs. For the 256-Kbyte 
configurations, an 8kx8 standard SRAM is used to 
store the tags. For the 512-Kbyte configurations, a 
16kx8 standard SRAM is used to store the tags and 
the valid bits. A 5V SRAM is used for the Tag. 

A second level cache line is 32 bytes wide. In the 
256-Kbyte configurations, the second level cache 
contains 8K lines, while the 512-Kbyte configura­
tions contain 16K lines. Valid and modified status 
bits are kept on a per-line basis. Cacheability of the 
entire memory space in the first level cache is sup­
ported. For the second level cache, only the lower 
64 Mbytes of main memory are cacheable (only 
main memory controlled by the TSC OR AM interface 
is cached). PCI memory is not cached. Table 7 
shows the different standard SRAM access time re­
quirements for different host clock frequencies. 

Table 7. SRAM Access Time Requirements 

Standard Burst 
Host Clock Standard SRAM BurstSRAM 
Frequency Access Time Clock-to-Output Tag RAM Tag RAM 

(MHz) (ns) Access Time (ns) Access Access 
Time (ns) Time (ns) 

50 20 (17 ns Buffer) 13.5 30 20 

60 17 (10 ns Buffer) 10 20 15 

66 15 (7 ns Buffer) 8.5 15 15 
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4.3.1 CLOCK LATENCIES 

Table B and Table 9 list the latencies for various 
processor transfers to and from the second level 
cache for standard and burst SRAM. The clock 
counts are identical for pipelined and non·pipelined 
burst SRAM. 

Table 8. Second Level Cache 
Latencies with Standard SRAM 

Cycle Type HCLKCount 

Burst Read 3·2-2-2 

Burst Write 4-3-3-3 
(Write Back) 

Single Read 3 

Single Write 4 

Table 9. Second Level Cache 
Latencies with Burst SRAM 

Cycle Type HCLKCount 

Burst Read 3-1-1-1 

Burst Write 3-1-1-1 
(Write Back) 

Single Read 3 

Single Write 3 

Pipelined Back-to-Back 3-1-1-1, 
Burst Reads 1-1-1-1 

4.3.2 SNOOP CYCLES 

Snoop cycles are used to maintain coherency be­
tween the caches (first and second level) and main 
memory. The TSC generates a snoop (or inquire) 
cycle to probe the first level and second level 
caches when a PCI master attempts to access main 
memory. Snoop cycles are performed by driving the 
PCI master address onto the host address bus and 
asserting EADS # . 

To maintain optimum PCI bandwidth to main memo­
ry, the TSC utilizes a "snoop ahead" algorithm. 
Once the snoop for the first cache line of a transfer 
has completed, the TSC automatically snoops the 
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next sequential cache line. This algorithm enables 
the TSC to continue burst transfers across cache 
line boundaries. 

Reads 

If the snoop cycle generates a first level cache hit to 
a modified line, the line in the first level cache is 
written back to main memory (via the DRAM Posted 
Write Buffers). The line in the second level cache (if 
it exists) is invalidated. Note that the line in the first 
level cache is not invalidated if the INV pin on the 
CPU is tied to the KEN # signal from the TSC. The 
TSC drives KEN#/INV low with EADS# assertion 
during PCI master read cycles. 

At the same time as the first level snoop cycle, the 
TSC performs a tag look-up to determine whether 
the addressed memory is in the second level cache. 
If the snoop cycle generates a second level cache 
hit to a modified line and there was not a hit in the 
first level cache (HITM # not asserted), the second 
level cache line is written back to main memory (via 
the DRAM Posted Write Buffers) and changed to the 
"clean" state. The PCI master read completes after 
the data has been written back to main memory. 

Writes 

PCI Master write cycles never result in a write direct­
ly into the second level cache. A snoop hit to a modi­
fied line in either the first or second caches results in 
a write-back of that line to main memory. If both the 
first and second level caches have modified lines, 
the line is written back from the first level cache. In 
all cases, lines in the first and second level caches 
are invalidated and the PCI write to main memory 
occurs after the write back completes. A PCI master 
write snoop hit to an unmodified line in either the first 
or second level caches results in the line being inval­
idated. The TSC drives KEN#/INV with EADS# as­
sertion during PCI master write cycles. 

4.3.3 CACHE ORGANIZATION 

Figure 3, Figure 4, Figure 5, Figure 6, and Figure 7 
show the connections between the TSC and the ex­
ternal tag RAM and data SRAM. A 512K standard 
SRAM cache is implemented with 64KxB data 
SRAMs and a 16KxB tag RAM. The second ADS# 
pin from the CPU should be used to drive the 
ADSP# pin on Burst or Pipelined Burst SRAMs. 
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Figure 3. 25S-Kbyte Second Level Cache (Standard SRAM) 
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Figure 7. Two Bank 512-Kbyte Second Level Cache (Pipelined Burst SRAM) 
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4.4 DRAM Interface 

The 82430FX PClset's main memory DRAM inter­
face supports a 64-bit wide memory array and main 
memory sizes from 4 to 128 Mbytes. The TSC gen­
erates the RAS#, CAS#, WE# (using MOE#) and 
multiplexed addresses for the DRAM array and con­
trols the data flow through the 82438FX TDP's. For 
CPU-to-DRAM cycles the address flows through the 
TSC and data flows through the TDP's. For PCI or 
ISA cycles to memory the address flows through the 
TSC and data flows to the TDP's through the TSC 
and PLINK bus. The TSC and TDP DRAM interfaces 
are synchronous to the CPU clock. 

The 82430FX PClset supports industry standard 
32-bit wide memory modules with fast page-mode 
DRAMs and EDO (Extended Data Out) DRAMs (also 
known as Hyper Page mode). With twelve multi­
plexed address lines (MA[11 :0]), the TSC supports 
512Kx32, 1 M32, 2Mx32, and 4Mx32 SIMM's (both 
symmetrical and asymmetrical addressing). Five 
RAS# lines permit up to five rows of DRAM and 
eight CAS # line.!) provide byte write control over the 
array. The TSC supports 60 ns and 70 ns DRAMs 
(both single and double-sided SIMM's). The TSC 
also provides an automatic RAS# only refresh, at a 
rate of 1 refresh per 15.6 ms at 66 MHz, 60 MHz, 
and 50 MHz. A refresh priority queue and "smart 
refresh" algorithm are used to minimize the perform­
ance impact due to refresh. 

The DRAM controller interface is fully configurable 
through a set of control registers (see Register De­
scription section for programming details). The 
DRAM interface is configured by the DRAM Control 
Mode Register, the five DRAM Row Boundary (DR B) 
Registers, and the DRAM Row Type (DRT) Register. 
The DRAM Control Mode Registers configure the 
DRAM interface to select fast page-mode or EDO 
DRAMs, RAS timings, and CAS rates. The five DRB 
Registers define the size of each row in the memory 
array, enabling the TSC to assert the proper RAS# 
line for accesses to the array. 

Seven Programmable Attribute Map (PAM) Regis­
ters are used to specify the cacheability, PCI enable, 
and read/write status of the memory space between 
640 Kbytes and 1 Mbyte. Each PAM Register de­
fines a specific address area enabling the system to 
selectively mark specific memory ranges as cache­
able, read-only, write-only, read/write, or disabled. 
When a memory range is disabled, all CPU access­
es to that range are forwarded to PCI. 
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The TSC also supports one of two memory holes; 
either from 512 Kbytes-640 Kbytes or from 15 
Mbytes-16 Mbytes in main memory. Accesses to 
the memory holes are forwarded to PCI. The memo­
ry hole can be enabled/disabled through the DRAM 
Control Register. All other memory from 1 Mbyte to 
the top of main memory is read/write and cache­
able. 

The SMRAM memory space is controlled by the 
SMRAM Control Register. This r~ister selects if the 
SMRAM space is enabled, opened, closed, or 
locked. SMRAM space is between 640 Kbytes and 
768 Kbytes. See section 3.2.17 for more details on 
SMRAM. 

4.4.1 DRAM ORGANIZATION 

Figure 8 illustrates a 4-SIMM configuration that sup­
ports 4 double-sided SIMM's and motherboard 
DRAM. RASO# is used for motherboard memory. 
This memory should not be implemented with 
SIMMs. 

Except for motherboard memory, a row in the DRAM 
array is made up of two SIMM's that share a com­
mon RAS# line. Within any given row, the two 
SIMMs must be the same size. For different rows, 
SIMM densities can be mixed in any order. Each row 
is controlled by 8 CAS lines. EDO and Standard 
page mode DRAM's can be mixed between rows or 
within a row. When DRAM types are mixed (EDO 
and standard page mode), each row will run opti­
mized for that particular type of DRAM. If DRAM 
types are mixed within a row, page mode timings 
must be selected. 

SIMMs can be used for the sockets connected to 
RAS[2:1] # and RAS[4:3] #. The two RAS lines per­
mit double-sided SIMMs to be used in these socket 
pairs. The following rules apply to the SIMM configu­
ration. 

1. SIMM sockets can be populated in any order. 

2. SIMM socket pairs need to be populated with the 
same densities. For example, SIMM sockets 
RAS[2:1] # should be populated with identical 
densities. However, SIMM sockets using 
RAS[4:3] # can be populated with different den­
sities than the SIMM socket pair using 
RAS[2:1]#. 



3. The TSC only recognizes a maximum of 
128 Mbytes of main memory, even if populated 
with more memory. 

4. EDO's and standard page mode can both be 
used. 

4.4.2 MAIN MEMORY ADDRESS MAP 

The main memory organization (Figure 9) represents 
the maximum 128 Mbytes of address space. Ac­
cesses to memory space above the top of main 
memory, video buffer range, or the memory gaps (if 
enabled) are not cacheable and are forwarded to 
PCI. Below 1 Mbyte, there are several memory seg­
ments with selectable cacheability. 
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4.4.3 DRAM ADDRESS TRANSLATION 

The multiplexed row/column address to the DRAM 
memory array is provided by MA[11 :0] which are de­
rived from the host address bus or PCI address as 
defined by Table 10. The TSC has a 4-Kbyte page 
size. The page offset address is driven on the 
MA[8:0] lines when driving the column address. The 
MA[11 :0] lines are translated from the address lines 
A[24:3] for all memory accesses. 

Table 10. DRAM Address Translation 

Memory 
Address, 11 10 9 8 7 6 5 4 3 2 1 0 
MA[11:0] 

Row A24 A23 A21 A20 A19 A18 A17 A16 A15 A14 A13 A12 
Address 

Column X A24 A22 A11 A10 A9 A8 A7 A6 A5 A4 A3 
Address 

The types of DRAMs depth configuration supported are: 

Depth Row Width Column Width 

512K 10 9 

1M 10 10 

2M 11 10 

4M 11 11 

4M 12 10 
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4.4.4 DRAM PAGE MODE 

For any row containing standard page mode DRAM on read cycles, the TSC keeps CAS[7:0] # asserted until 
data is sampled by the TOPs. 
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Figure 9. Memory Space Organization 

290516-11 

2-399 



82437FX TSC AND 82438FX TOP 

4.4.5 EDO MODE 

Extended Data Out (or Hyper Page Mode) DRAM is 
designed to improve the DRAM read performance. 
EDO DRAM holds the memory data valid until the 
next CAS# falling edge. Note that standard page 
mode DRAM tri-states the memory data when 
CAS# negates to precharge. With EDO, the CAS# 
precharge overlaps the memory data valid time. This 
allows CAS# to negate earlier while still satisfying 
the memory data valid window time. 

The EDO Detect Mode Enable bit in the DRAM Con· 
trol Register enables a special timing mode for BIOS 
to detect the DRAM type on a row by row basis. 

4.4.6 DRAM PERFORMANCE 

The DRAM performance is controlled by the DRAM 
Timing Register, processor pipelining, and by the 
type of DRAM used (EDO or standard page mode). 
Table 11 lists both EDO and standard page mode 
optimum timings. 

Table 11. CPU to DRAM Performance Summary 

Processor Cycle Type (Plpellned) Clock Count (ADS# to BRDY #) Comments 

Burst read page hit 7-2-2-2 EDO 

Read row miss 9-2-2-2 (note 1) EDO 

Read page miss 12-2-2-2 EDO 

Back-to-back burst reads page hit 7-2-2-2-3-2-2-2 EDO 

Burst read page hit 7-3-3-3 Standard page mode 

Burst read row miss 9-3-3-3 (note 1) Standard page mode 

Burst read page miss 12-3-3-3 Standard page mode 

Back-to-back burst read page hit 7-3-3-3-3-3-3-3 Standard page mode 

Posted write 3-1-1-1 EDO/Standard page mode 

Retire data for posted write Every 3 clocks EDO/Standard page mode 

NOTES: 
1. Due to the MA[11 :21 to RAS# setup requirements, if a page is open, two clocks are added to the leadoff. 
2. Read and write rates to DRAM are programmable via the DRAMT Register. 
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4.4.7 DRAM REFRESH 

The TSC supports RAS# only refresh and gener­
ates refresh requests. The rate that requests are 
generated is determined by the ORAM Control Reg­
ister. When a refresh request is generated, the re­
quest is placed in a four entry queue. The ORAM 
controller services a refresh request when the re­
fresh queue is not empty and the controller has no 
other requests pending. When the refresh queue is 
full, refresh becomes the highest priority request and 
is serviced next by the ORAM controller, regardless 
of other pending requests. When the ORAM control­
ler begins to service a refresh request, the request is 
removed from the refresh queue. 

There is also a "smart refresh" algorithm imple­
mented in the refresh controller. Except for Bank 0, 
refresh is only performed on banks that are populat­
ed. For bank 0, refresh is always performed. If only 
one bank is populated, using bank 0 will result in 
better performance. 

4.4.8 SYSTEM MANAGEMENT RAM 

The 82430FX PClset support the use of main memo­
ry as System Management RAM (SMRAM), enabling 
the use of System Management Mode. When this 
function is disabled, the TSC memory map is defined 
by the ORB and PAM Registers. When SMRAM is 
enabled, the TSC reserves the A and B segments of 
main memory for use as SMRAM. 

HD[63:56, 47:40, 31 :23, 15:8] 

HD[31 :0] Odd 
MD[63:56, 47:40, Order 

31 :23, 15:8] TDP 

PLlNK[15:8] PLlNK[7:0] 

HOE# HOE# 
MOE# MOE# 
POE# POE# 

PCMD[1:0] PCMD[1:0] 
MSTB# MSTB# 
MADV# MADV# 

HCLK 
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SMRAM is placed at AOOOO-BFFFFh via the 
SMRAM Space Register. Enhanced SMRAM fea­
tures can also be enabled via this register. PCI mas­
ters can not access SMRAM when it is programmed 
to the A and B segments. 

When the TSC detects a CPU stop grant special cy­
cle, it generates a PCI Stop Grant Special cycle with 
0002h in the message field (AO[15:01) and 0012h in 
the message dependent data field (AO[31 :16]) dur­
ing the first data phase (IROY # asserted). 

4.5 82438FX Data Path (TOP) 

The TOP's provide the data path for host-to-main 
memory, PCI-to-main memory, and host-to-PCI cy­
cles. Two TOP's are required for the 82430FX PCI­
set system configuration. The TSC controls the data 
flow through the TOP's with the PCMO[1:01, HOE#, 
POE #, MOE #, MSTB #, and MAOV # signals. 

The TOP's have three data path interfaces; the host 
bus (HO[63:0]). the memory bus (MO[63:0]), and the 
PLlNK[15:0] bus between the TOP and TSC. The 
data paths for the TOP's are interleaved on byte 
boundaries (Figure 10). Byte lanes 0, 2, 4, and 6 
from the host CPU data bus connects to the even 
order TOP and byte lanes 1, 3, 5, and 7 connect to 
the odd order TOP. PLlNK[7:0] connects to the even 
order TOP and PLlNK[15:8] connect to the odd or­
der TOP. 

HD[56:48, 39:32, 23: 16, 7:0] 

HD[31 :0] 
Even 

MD[56:48, 39:32, MD[31 :0] Order 23:16,7:0] TDP 
PLlNK[7:0] PLINK[7:0] 

HOE# HOE# 
MOE# MOE# 
POE# POE# 

PCMD[1 :0] PCMD[1:0] 
MSTB# MSTB# 
MADV# MADV# 

HCLK 
290518-12 

Figure 10. TOP 64·Bit Data Path Partitioning 
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4.6 PCI Bus Arbitration 

The TSC's PCI Bus arbiter allows PCI peer-to-peer 
traffic concurrent with CPU main memory/second 
level cache cycles. The arbiter supports five PCI 
masters (Figure 11). REQ[3:0j#/GNT[3:0j# are 
used by PCI masters other than the PCI-to-ISA 
expansion bridge (PIIX). PHLD#/PHLDA# are the 
arbitration request/grant signals for the PIIX and 
provide guaranteed access time capability for ISA 
masters. PHLD#/PHLDA# also optimize system 
performance based on PIIX known policies. 

PHLD# 

REQO# 
RE01# 
RE02# 
RE03# 

~ ~
PHLDA# 
GNTO# 

Arbiter GNT1# 
GNT2# 
GNT3# 

'-----' 
290518-13 

Figure 11. Arbiter 

4.6.1 PRIORITY SCHEME AND BUS GRANT 

The arbitration mechanism employs two interacting 
priority queues; one for the CPU and one for the PCI 
agents. The CPU queue guaranatees that the CPU is 
explicity granted the bus on every fourth arbitration 
event. The PCI priority queue determines which PCI 
agent is granted when PCI wins the arbitration event. 

A rotating priority scheme is used to determine the 
highest priority requester in the case of simulta-

2-402 

neous requests. If the highest priority input at arbitra­
tion time does not have an active request, the next 
priority active requester is granted the bus. Granting 
the bus to a lower priority requester does not change 
the rotation order, but it does advance the priority 
rotation. The rotation priority chain is fixed (Figure 
12). If the highest priority agent does not request the 
bus, the next agent in the chain is the highest priori­
ty, and so forth down the chain. 

When no PCI agents are requesting the bus, the 
CPU is the default owner of the bus. CPU cycles 
incur no additional delays in this state. 

The grant signals (GNTx#) are normally negated af­
ter FRAME # assertion or 16 PCLKs from grant as­
sertion, if no cycle has started. Once asserted, 
PHLDA# is only negated after PHLD# has been 
negated. 

4.6.2 CPU POLICIES 

The CPU never explicitly requests the bus. Instead, 
the arbiter grants the .bus to the CPU when: 

• the CPU is the highest priority 

• PCI agents do not require main memory (peer-to­
peer transfers or bus idle) and the PCI Bus is not 
currently locked by a PCI master 

When the CPU is granted as highest priority, the 
ML T timer is used to guarantee a minimum amount 
of system resources to the CPU before another re­
questing PCI agent is granted. 

An AHOLD mechanism controls granting the bus to 
the CPU. 



82437FX TSC AND 82438FX TOP 

CPu/PCI Priority Queue PCI Priority Queue 

290518-14 

NOTES: 
1. For the CPU/PCI priority queue, the CPU is granted the PCI Bus after three consecutive PCI grants. 
2. For the PCI priority queue, the last agent granted is always dropped to the bottom of the queue for the next arbitra­

tion cycle. However, the order of the chain is always preserved. 

Figure 12. Arbitration Priority Rotation 

4.7 Clock Generation and Distribution 

The TSC and CPU should be clocked from one clock 
driver output to minimize skew between the CPU 
and TSC. The TOPs should share another clock driv­
er output. 

4.7.1 RESET SEQUENCING 

The TSC is asynchronously reset by the PCI reset 
(RST #). After RST # is negated, the TSC resets the 
TOP by driving HOE #, MOE #, and POE # to 1 for 
two HCLKs. The TSC changes HOE#, MOE#, and 
POE# to their default value after the TOP is reset. 

Arbiter (Central Resource) Functions on Reset 

The TSC arbiter includes support for PCI central re­
source functions. These functions include driving the 
AO[31 :0], C/BE[3:0] #, and PAR signals when no 
agent is granted the PCI Bus and the bus is idle. The 
TSC drives O's on these signals during reset and 
drives valid levels when no other agent is granted 
and the bus is idle. 
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5.0 PINOUT AND PACKAGE INFORMATION 

5.1 82437FX Pinout 

vss 
vss 
ADo 

TIOO 
TlOl 
TI02 
Tl07 
TIDe 
TlOS 
TI04 
TI03 

TWEI 
CADVIICAA4 
CAOS.ICAA3 

COE. 
CWE4t 
CWE6I 
CWEU 
CWE7. 
CWEO. 
CWE" 
CWE2t 
CWE3I 

CCSt/CAB4 
CAB3 

VSS 
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VDD3 
A23 
A21 
1024 
1027 
1022 
1028 
AU 
1028 
1031 

103 
1030 
1021 

104 
107 
AI 
AS A, 

All 
Al0 
1018 
1017 
All 
1018 
VSS 
VSS 

. 
~~ : ~ o_~".~= =::_ :.;=.~ •• _N_ "= •• ~._o_~. 
ggaga~~~@a~g·DaaOQO;~ge~g=~~=;DOOQ3ggg=S@ssSSSSgsgg 
»ccc~cc.ucc>~cc~.ccu~~.o»~$~uc.ccccc»cuccccc •• c» 

Figure 13. 82437FX Pin Assignment 

GNT1t 
REQ2. 
GNT2t 
REQaI 
GNT3. 
CAS2. 

8m: 
CAS4t 
CAS1t 
CAS5I 
CASal 
CAS7. 
RASlI 
RASO. 
RAS3I 
RASU 
VSS 
VoD3 
RAS4t 
MA11 
MAlO 
MAl 
MAl 
MA7 
MAS 
MA5 
MA4 
MA3 
MA2 
MABl 
i!ABO 
MAAl 
MAAO 

~81: 
~~~~. 
MSTI. 
PCMDl 
PCMDO 
PLlNK15 
VSS 
VSS 
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Table 12. 82437FX Alphabetical Pin Assignment 

Name Pln# Type Name Pin# Type Name Pin # Type 

A3 37 I/O ADO 3 I/O AD29 161 I/O 

A4 40 I/O AD1 206 I/O AD30 160 I/O 

A5 43 I/O AD2 205 I/O AD31 159 I/O 

A6 42 I/O AD3 204 I/O ADS# 70 I 

A7 41 I/O AD4 203 I/O AHOLD 65 0 

AS 44 I/O AD5 202 I/O BEO# 80 I 

A9 56 I/O AD6 201 I/O BE1# 81 I 

A10 46 I/O AD7 200 I/O BE2# 82 I 

A11 45 I/O AD8 198 I/O BE3# 83 I 

A12 57 I/O AD9 197 I/O BE4# 84 I 

A13 59 I/O AD10 194 I/O BE5# 85 I 

A14 58 I/O AD11 193 I/O BE6# 86 I 

A15 60 I/O AD12 192 I/O BE7# 87 I 

A16 47 I/O AD13 191 I/O BOFF# 68 0 

A17 48 I/O AD14 190 I/O BRDY# 66 0 

A18 49 I/O AD15 189 I/O C/BEO# 199 I/O 

A19 50 I/O AD16 177 I/O C/BE1 # 188 I/O 

A20 55 I/O AD17 176 I/O C/BEU 178 I/O 

A21 29 I/O AD18 175 I/O C/BE3# 167 I/O 

A22 32 I/O AD19 174 I/O CAB3 25 0 

A23 28 I/O AD20 173 I/O CACHE# 63 I 

A24 30 I/O AD21 172 I/O CADS#/ 14 0 

A25 34 I/O AD22 171 I/O CAA3 

A26 33 I/O AD23 168 I/O CADV#/ 13 0 
CAA4 

A27 31 I/O AD24 166 I/O 
CASO# 141 0 

A28 35 I/O AD25 165 I/O 
CAS1# 139 0 

A29 39 I/O AD26 164 I/O 
CASU 143 0 

A30 38 I/O AD27 163 I/O 
CASU 137 0 

A31 36 I/O AD28 162 I/O 
CAS4# 140 0 
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Table 12. 82437FX Alphabetical Pin Assignment (Continued) 

Name Pln# Type Name Pln# Type Name Pin# Type 

CAS5# 138 0 MA3 120 0 PLlNK8 96 110 

CAS6# 142 0 MA4 121 0 PLlNK9 97 110 

CASH 136 0 MA5 122 0 PLlNK10 98 1/0 

CCS#! 24 0 MA6 123 0 PLlNK11 99 1/0 
CAB4 MA7 124 0 PLlNK12 100 1/0 
COE# 15 0 MA8 125 0 PLlNK13 101 110 
CWEO# 20 0 MA9 126 0 PLlNK14 102 110 
CWE1# 21 0 MA10 127 0 PLlNK15 107 1/0 
CWEU 22 0 MA11 128 0 POE# 113 0 
CWE3# 23 0 MAAO 115 0 RASO# 134 0 
CWE4# 16 0 MAA1 116 0 RAS1# 135 0 
CWE5# 17 0 MABO 117 0 RASU 132 0 
CWE6# 18 0 MAB1 118 0 RAS3# 133 0 
CWE7# 19 0 MAOV# 111 0 RAS4# 129 0 
O/C# 71 I MOE# 114 0 REQO# 151 I 
OEVSEL# 184 110 MSTB# 110 0 REQ1# 149 I 
EAOS# 69 0 NA# 67 0 REQ2# 147 I 
FRAME# 179 110 PAR 187 1/0 REQ3# 145 I 
GNTO# 150 0 PCLKIN 154 I RST# 77 I 
GNT1# 148 0 PCMOO 108 0 SMIACT# 74 I 
GNTU 146 0 PCM01 109 0 STOP# 185 1/0 
GNT3# 144 0 PHLO# 153 I TIOO 4 1/0 
HCLKIN 76 I PHLOA# 152 0 TI01 5 1/0 
HITM# 72 I PLiNKO 88 1/0 TI02 6 1/0 
HLOCK# 61 I PLlNK1 89 1/0 TI03 11 1/0 
HOE# 112 0 PLlNK2 90 1/0 TI04 10 1/0 
IROY# 180 110 PLlNK3 91 1/0 TI05 9 110 
KEN# 64 0 PLlNK4 92 1/0 TI06 8 ·1/0 
LOCK# 186 1/0 PLlNK5 93 110 TI07 7 1/0 
M/IO# 62 I PLlNK6 94 110 TROY# 181 1/0 
MA2 119 0 PLlNK7 95 1/0 TWE# 12 0 
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Table 12. 82437FX Alphabetical Pin Assignment (Continued) 

Name Pin# Type Name Pln# Type Name Pln# Type 

VDD3 27 V VDD5 183 V VSS 79 V 
VDD3 53 V VDD5 196 V VSS 105 V 

VDD3 104 V VDD5 207 V VSS 106 V 

VDD3 130 V VDD5 208 V VSS 131 V 
VDD5 54 V VSS 1 V VSS 155 V 
VDD5 78 V VSS 2 V VSS 156 V 

VDD5 103 V VSS 26 V VSS 169 V 
VDD5 157 V VSS 51 V VSS 182 V 
VDD5 158 V VSS 52 V VSS 195 V 
VDD5 170 V VSS 75 V W/R# 73 I 
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5.2 82438FX Pinout 

NOTES: 

VSS 
V003 

H05 
HOS 

, H07 
H08 
HOg 

H010 
HOll 
H012 
H013 
H014 
H015 
H016 
H017 
H018 
H019 
H020 

VSS 
H021 
H022 
H023 
H024 
V003 
H025 
H026 
H027 

VSS 
V005 
HClK 

12 
13 
14 
15 
16 
17 
18 
19 
20 

23 
24 
25 
26 
27 
28 
29 
30 

I 

~N~~~w~oomO~N~~~w~oomo 
MMMMMMMMMvvv~~v~vvv~ 

80 
79 
78 
77 
76 
75 
74 
73 
72 
71 
70 
69 
68 
67 
66 
65 
64 
63 
62 
61 
60 
59 
58 
57 
56 
55 
54 
53 
52 
51 

VSS 
V003 
POEt 
MOE# 
VOO3l5 
M015 
M031 
M07 
M023 
M014 
M030 
M06 
M022 
M013 
M029 
VSS 
VOO3l5 
M05 
M021 
M04 
M020 
M012 
M028 
M03 
M019 
MOll 
M027 
VSS 
V005 
M02 

290518-16 

VD03 is connected to the 3.3V rail; VDD5 is connected to the 5V, VDD3/5 is connected to the 3.3V rail for 3.3V DRAMs 
and to the 5V rail for 5V DRAMs. 

Figure 14. 82438FX Pin Assignment 
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Table 13. 82438FX Alphabetical Pin Assignment 

Name Pin# Type Name Pin# Type Name Pin# Type 

HCLK 30 I HD29 33 I/O MD25 42 liD 

HDO 96 I/O HD30 34 I/O MD26 46 liD 

HD1 97 liD HD31 35 liD MD27 54 liD 

HD2 98 liD HOE# 81 I MD28 58 I/O 

HD3 99 liD MADV# 82 I MD29 66 liD 

HD4 100 liD MDO 41 liD MD30 70 liD 

HD5 3 liD MD1 45 liD MD31 74 liD 

HD6 4 liD MD2 51 liD MOE# 77 I 

HD7 5 liD MD3 57 liD MSTB# 83 I 

HD8 6 liD MD4 61 liD PCMDO 85 I 

HD9 7 liD MD5 63 liD PCMD1 84 I 

HD10 8 liD MD6 69 liD PLiNKO 95 liD 

HD11 9 I/O MD7 73 liD PLlNK1 94 liD 

HD12 10 I/O MD8 39 liD PLlNK2 93 liD 

HD13 11 liD MD9 43 liD PLlNK3 92 liD 

HD14 12 liD MD10 47 liD PLlNK4 91 liD 

HD15 13 liD MD11 55 liD PLlNK5 90 liD 

HD16 14 I/O MD12 59 liD PLlNK6 89 liD 

HD17 15 liD MD13 67 liD PLlNK7 88 liD 

HD18 16 liD MD14 71 liD POE# 78 I 

HD19 17 liD MD15 75 liD VDD3 2 V 

HD20 18 I/O MD16 40 liD VDD3 24 V 

HD21 20 liD MD17 44 liD VDD5 29 V 

HD22 21 liD MD18 50 liD VDD3 36 V 

HD23 22 liD MD19 56 liD VDD3/5 48 V 

HD24 23 I/O MD20 60 liD VDD5 52 V 

HD25 25 liD MD21 62 liD VDD3/5 64 V 

HD26 26 liD MD22 68 liD VDD3/5 76 V 

HD27 27 liD MD23 72 liD VDD3 79 V 

HD28 32 liD MD24 38 liD VDD5 86 V 
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Table 13. 82438FX Alphabetical Pin Assignment (Continued) 

Name Pin# Type Name Pin# 

VSS 1 V VSS 37 

VSS 19 V VSS 49 

VSS 28 V VSS 53 

VSS 31 V VSS 65 

5.3 82437FX Package Dimensions 

~--------------IO--------------~ 

14------------01-------------+1 

157 

208 

• Note' Height Measurements same 
as Width Measur~ments 

J GoU.~ 

52 

Type Name 

V VSS 

V VSS 
V 

V 

T 

/ 
104 "\ 

Ll~ 

y 

53 

Figure 15.208 Pin Quad Flat Pack (QFP) Dimensions 
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Table 14.208 Pin Quad Flat Pack (QFP) Dimensions 

Symbol Description Value (mm) 

A Seating Height 4.25 (max) 

Al Stand-off 0.05 (min); 0.40 (max) 

b Lead Width 0.2 ± 0.10 

C Lead Thickness 0.15 +0.1/-0.05 

D Package Length and Width, including pins 30.6 ± 0.4 

Dl Package Length and Width, excluding pins 28 ± 0.2 

el Linear Lead Pitch 0.5 ± 0.1 

Y Lead Coplanarity 0.08 (max) 

Ll Foot Length 0.5 ± 0.2 

T Lead Angle O· _10· 
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5.4 82438FX Package Dimensions 

~--------IO----------~ 

1+------'---101--------+1 
T 

I 

E1 E 

ow.uP l 

Figure 16. 100 Pin Plastic Quad Flat Pack (PQFP) Dimensions 
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Units: mm 
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Table 15.100 Pin Quad Flat Pack (QFP) 
Dimensions 

Symbol Description Value (mm) 

A Seating Height 3.3 (max) 

A1 Stand-off 0.0 (min); 
0.50 (max) 

b Lead Width 0.3 ± 0.10 

C Lead Thickness 0.15 +0.1/-0.05 

0 Package Width, 17.9 ± 0.4 
including pins 

01 Package Width, 140.2 
excluding pins 

E Package Length, 23.9 ± 0.4 
including pins 

E1 Package Length, 20 ± 0.2 
excluding pins 

e1 Linear Lead Pitch 0.65 ± 0.12 

Y Lead Coplanarity 0.1 (max) 

l1 Foot Length 0.80.2 

T Lead Angle O· ·10· 

82437FX TSC AND 82438FX TOP 

6.0 82437FX· TSC TESTABILITY 

6.1 Test Mode Description 

The test modes are decoded from the REQ# [3:0] 
and qualified with the RESET# pin. Test mode se­
lection is asynchronous, these signals need to re­
main in their respective state for the duration of the 
test modes. The test modes are defined as follows. 

Test 
RST# REQO# REQ1# REQ2# REQ3# 

Mode 

NAND 
0 0 0 0 0 

Tree 

6.2 NAND Tree Mode 

Tri-states all outputs and bi-directional buffers ex­
cept for RST#, REQ#[3:01, GNT#[3:1]. The NAND 
tree follows the pins sequentially around the chip 
skipping only RESET#, REQ#[3:0], and 
GNT#[3:1]. The first input of the NAND chain 
GNTO#, and the NAND chain is routed counter­
clockwise around the chip (e.g., GNTO#, PHLDA#, 
... ). The only valid outputs during NAND tree mode 
are GNT1 #, GNT2#, and GNT3#. GNT1 # and 
GNT # 3 are both final outputs of the NAND tree, and 
GNT2# is the halfway point of the NAND tree. 

To perform a NAND tree test, all pins included in the 
NAND tree should be driven to 1 with the exception 
of PCLKIN which should be driven to o. 

Beginning with GNTO# and working counter-clock­
wise around the chip, each pin can be toggled with a 
resulting toggle observed on GNT3#, GNT2#, and 
GNT1 #. The GNT2 # output is provided so that the 
NAND tree test can be divided into two sections. 
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Table 16. NAND Tree Cell Order for the 82437FX 

Pin # Pin Name Notes Pin # Pin Name Notes 

77 RST# Must be 0 to enter NAND 171 AD22 
tree mode. This signal must 
remain 0 during the entire 172 AD21 

NAND tree test. 173 AD20 

145 REQ3# Must be 0 to enter NAND 174 AD19 
tree mode. This signal must 
remain 0 during the entire 175 AD18 

NAND tree test. 176 AD17 

147 REQU Must be 0 to enter NAND 177 AD16 
tree mode. This signal must 
remain 0 during the entire 178 C/BE2# 
NAND tree test. 179 FRAME# 

149 REQ1# Must be 0 to enter NAND 
tree mode. This signal must 
remain 0 during the entire 

180 IRDY# 

181 TRDY# 
NAND tree test. 184 DEVSEL# 

151 REQO# Must be 0 to enter NAND 
tree mode. This signal must 

185 STOP # 

remain 0 during the entire 186 LOCK # 
NAND tree test. 

187 PAR 
150 GNTO# Start of the NAND tree 

chain. 188 C/BE1 # 

152 PHLDA# 189 AD15 

153 PHOLD# 190 AD14 

154 PCLKIN PCLKIN needs to be 0 to 191 AD13 

pass the NAND-tree chain, a 192 AD12 
logic 1 will block the NAND-
tree chain. 193 AD11 

159 AD31 194 AD10 

160 AD30 197 AD9 

161 AD29 198 AD8 

162 AD28 199 C/BEO# 

163 AD27 200 AD7 

164 AD26 201 AD6 

165 AD25 202 AD5 

166 AD24 203 AD4 

167 C/BE3# 204 AD3 

168 AD23 205 AD2 
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Table 16. NAND Tree Cell Order for the 82437FX (Continued) 

Pin # Pin Name Notes Pin # Pin Name Notes 

206 AD1 33 A26 

3 ADO 34 A25 

4 TIOO 35 A28 

5 TI01 36 A31 

6 TI02 37 A3 

7 TI07 38 A30 

8 TI06 39 A29 

9 TI05 40 A4 

10 TI04 41 A7 

11 TI03 42 A6 

12 TWE# 43 A5 

13 CADV#/ 44 A8 
CAA4 45 A11 

14 CADS#/ 
CAA3 

46 A10 

15 COE# 
47 A16 

16 CWE4# 
48 A17 

17 CWE5# 
49 A18 

18 CWE6# 
50 A19 

19 CWE7# 
55 A20 

20 CWEO# 
56 A9 

21 CWE1# 
57 A12 

22 CWE2# 
58 A14 

23 CWE3# 
59 A13 

24 CCS#/ 
60 A15 

CAB4 61 HLOCK# 

25 CAB3 62 MIIO# 

28 A23 63 CACHE # 

29 A21 64 KEN# 

30 A24 65 AHOLD 

31 A27 66 BRDY# 

32 A22 
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Table 16. NAND Tree Cell Order for the 82437FX (Continued) 

Pin # Pin Name Notes Pin # Pin Name Notes 

67 NA# 101 PLlNK13 

68 BOFF# 102 PLlNK14 

69 EADS# 107 PLlNK15 

70 ADS# 108 PCMDO 

71 D/C# 109 PCMD1 

72 HITM# 110 MSTB# 

73 W/R# 111 MADV# 

74 SMIACH 112 HOE# 

76 HCLKIN 113 POE# 

80 BEO# 114 MOE# 

81 BE1# 115 MAAO 

82 BE2# 116 MAA1 

83 BE3# 117 MABO 

84 BE4# 118 MAB1 

85 BE5# 119 MA2 

86 BE6# 120 MA3 

87 BEU 121 MA4 

88 PLiNKO 122 MA5 

89 PLlNK1 123 MA6 

90 PLlNK2 124 MA7 

91 PLlNK3 125 MA8 

92 PLlNK4 126 MA9 

93 PLlNK5 127 MA10 

94 PLlNK6 128 MA11 

95 PLlNK7 129 RAS4# 

96 PLlNK8 132 RAS2# 

97 PLlNK9 133 RAS3# 

98 PLlNK10 134 RASO# 

99 PLlNK11 135 RAS1# 

100 PLlNK12 136 CASU 
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Table 16. NAND Tree Cell Order for the 82437FX (Continued) 

Pin # Pin Name Notes Pin # Pin Name Notes 

137 CAS3# 143 CAS2# 

138 CAS5# 144 GNT3# Final output of the NAND 

139 CAS1# 
tree chain. 

140 CAS4# 
146 GNT2# Half way point of the NAND 

tree chain. 
141 CASO# 148 GNT1# Final output of the NAND-
142 CAS6# tree chain. 
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82437FX TSC AND 82438FX TOP 

Figure 17 is a schematic of the NAND tree circuitry. 
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Figure 17. 82437FX NAND Tree Circuitry 
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NAND Tree Timing Requirements 

Allow 800 ns for the input signals to propagate to the 
NAND tree outputs (input-to-output propagation de­
lay specification). 

7.0 82438FX TOP TESTABILITY 

7.1 Test Mode Description 

The test modes are decoded from HOE #, MOE # , 
POE#, and MSTB#. HCLK must be active for at 
least one clock to sample the above signals. Once 
these signals are sampled then HCLK must be as­
serted to 0 for the duration of the NAND tree test. 
The test modes are defined as follows. 

NAND tree mode is exited by starting HCLK with 
HOE#, MOE#, and POE# not equal to "111". 

82437FX TSC AND 82438FX TOP 

7.2 NAND Tree Mode 

T ri-states all outputs and bidirectional buffers except 
for MDO which is the output of the NAND tree. The 
NAND tree follows the pins sequentially around the 
chip skipping only HCLK and MDO. The first input of 
the NAND chain is HD5, and the NAND chain is rout­
ed counter-clockwise around the chip (e.g., HD5, 
HD6 ... ). The only valid output during NAND tree 
mode is MDO. 

To perform a NAND tree test, all pins included in the 
NAND tree should be driven to 1, with the exception 
of HCLK and MDO. Beginning with HD5 and working 
counter-clockwise around the chip, each pin can be 
toggled with a resulting toggle observed on MDO. 
After changing an input pin to 0, keep it at 0 for the 
remainder of the NAND tree test. 
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82437FX TSC AND 82438FX TDP 

Table 17. NAND Tree Cell Order for the 82438FX 

Pin # Pin Name Notes Pin # Pin Name Notes 

77 MOE# Must be 1 to enter NAND 13 HD15 
tree mode. This pin is 
included in the NAND tree 14 HD16 

mode input pin sequence. 15 HD17 

78 POE# Must be 1 to enter NAND 16 HD18 
tree mode. This pin is 
included in the NAND tree 17 HD19 

mode input pin sequence. 18 HD20 

81 HOE# Must be 1 to enter NAND 20 HD21 
tree mode. This pin is 
included in the NAND tree 21 HD22 
mode input pin sequence. 22 HD23 

83 MSTB# Must be 1 to enter NAND 
tree mode. This pin is 
included in the NAND tree 

23 HD24 

25 HD25 
mode input pin sequence. 26 HD26 

30 HCLK HCLK must clock at least 
once to sample MOE #, 

27 HD27 

POE#, HOE#, and MSTB# 32 HD28 
to select NAND tree mode. 
Then to enter NAND tree 33 H029 

mode HCLK must remain O. 34 H030 
To exit NAND tree mode 
HCLK must be started. 35 HD31 

41 MOO Output of the NAND tree 38 M024 

chain. 39 MD8 

3 HD5 First signal in the NAND tree 40 MD16 
chain. 

42 MD25 
4 HD6 

43 M09 
5 HD7 

44 M017 
6 HD8 

45 MD1 
7 HD9 

46 MD26 
8 HD10 

47 M010 
9 HD11 

50 MD18 
10 HD12 

51 MD2 
11 , HD13 

54 MD27 
12 HD14 

55 MD11 
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82437FX TSC AND 82438FX TDP 

Table 17. NAND Tree Cell Order for the 82438FX (Continued) 

Pin # Pin Name Notes Pin # Pin Name Notes 

56 MD19 81 HOE# Must be 1 to enter NAND 

57 MD3 
tree mode. This pin is 
included in the NAND tree 

58 MD28 mode input pin sequence. 

59 MD12 82 MADV# 

60 MD20 83 MSTB# Must be 1 to enter NAND 

61 MD4 
tree mode. This pin is 
included in the NAND tree 

62 MD21 mode input pin sequence. 

63 MD5 84 PCMD1 

66 MD29 85 PCMDO 

67 MD13 88 PlINK7 

68 MD22 89 PlINK6 

69 MD6 90 PlINK5 

70 MD30 91 PlINK4 

71 MD14 92 PlINK3 

72 MD23 93 PlINK2 

73 MD7 94 PlINK1 

74 MD31 95 PliNKO 

75 MD15 96 HDO 

77 MOE# Must be 1 to enter NAND 97 HD1 
tree mode. This pin is 98 HD2 
included in the NAND tree 
mode input pin sequence. 99 HD3 

78 POE# Must be 1 to enter NAND 100 HD4 Final signal in the NAND tree 
tree mode. This pin is chain. 
included in the NAND tree 
mode input pin sequence. 
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82437FX TSC AND 82438FX TDP 

Figure 18 is a schematic of the NAND tree circuitry. 
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Figure 18. 82438FX NAND Tree Circuitry 

NAND Tree Timing Requirements 

Allow 500 ns for the input signals to propagate to the 
NAND tree outputs (input-to-output propagation de­
lay specification). 
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82371FB PCIISA IDE XCELERATOR (PIIX) 

• Provides a Bridge Between the PCI Bus • Functionality of Two 82C59 Interrupt 
and ISA Bus Controllers 

• PCI and ISA Master/Slave Interface -14 Interrupts Supported 

- PCI from 25 to 33 MHz -Independently Programmable for 

-ISA from 7.5 to 8.33 MHz Edge/Level Sensitivity 

- Five ISA Slots • Enhanced DMA Functions 

• Fast IDE Interface - Two 8237 DMA Controllers 

- Supports PIO and Bus Master IDE - Fast Type F DMA 

- Supports Up to Mode 4 Timings - Compatible DMA Transfers 

- Transfer Rates to 22 Mbytes/Sec - Seven Independently Programmable 

- 8 x 32-Bit Buffer for Bus Master IDE Channels 

PCI Burst Transfers • X-Bus Peripheral Support 

• Plug-and-Play Port for Motherboard - Chip Select Decode 

Devices - Controls Lower X-Bus Data Byte 

- 2 Steerable DMA Channels Transceiver 

- Fast DMA with 4-Byte Buffer • System Power Management (Intel SMM 
- Up to 2 Steerable Interrupt Lines Support) 
- 1 Programmable Chip Select - Programmable System Management 

• Steerable PCI Interrupts for PCI Device Interrupt (SMI)Hardware Events, 

Plug-and-Play Software Events, EXTSMI # 
- Programmable CPU Clock Control 

• Functionality of One 82C54 Timer (STPCLK#) 
- System Timer - Fast-On/Off Mode 
- Refresh Request • Non-Maskable Interrupts (NMI) - Speaker Tone Output 

- PCI System Error Reporting 

• NAND Tree for Board-Level ATE 
Testing 

• 208-Pin QFP 

The 82371 FB PCI ISA IDE Xcelerator (PIIX) is a mUlti-function PCI device implementing a PCI-to-ISA bridge. In 
addition, the PIIX has an IDE interface with both programmed I/O (PIO) and Bus Master functions. As a PCI-to­
ISA bridge, the PIIX integrates many common I/O functions found in ISA-based PC systems-a seven channel 
DMA controller, two 82C59 interrupt controllers, an 8254 timer/counter, Intel SMM power management sup­
port, and control logic for NMI generation. In addition to compatible transfers, each DMA channel supports 
type F transfers. Chip select decoding is provided for BIOS, real time clock, and keyboard controller. Edge/lev­
el interrupts and interrupt steering are supported for PCI plug and play compatibility. 

For motherboard plug-and-play compatibility, the PIIX also provides two steerable DMA channels (including 
type F transfers), up to two steerable interrupt lines, and a programmable chip select. The interrupt lines can 
be routed to any of the available ISA interrupts. 

The PIIXs fast IDE interface supports two IDE connectors for up to four IDE devices providing an interface for 
IDE hard disks and CD ROMs. 
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1.0 SIGNAL DESCRIPTION 

This section contains a detailed description of each 
signal. The signals are arranged in functional groups 
according to their interface. 

The "#" symbol at the end of a signal name indi­
cates that the active or asserted state occurs when 
the signal is at a low voltage level. When" #" is not 
present after the signal name, the signal is asserted 
when at the high voltage level. 

The terms assertion and negation are used exten­
sively. This is done to avoid confusion when working 
with a mixture of "active-low" and "active-high" sig­
nals. The term assert, or assertion indicates that a 
signal is active, independent of whether that level is 
represented by a high or low voltage. The term ne­
gate, or negation indicates that a signal is inactive. 

Certain signal pins provide two separate functions. 
At the system level, these pins drive other signals 
with different functions through external buffers or 
transceivers. These pins have two different signal 
names depending on the function. These signal 
names have been noted in the signal description ta­
bles, with the signal whose function is being de-

1.1 PCllnterface Signals 

Signal Name Type 

82371FB (PIIX) 

scribed in bold font. (For example, LA23/CS1S is in 
the section describing CS1S and LA23/CS1S is in 
the section describing LA23). 

The following notations are used to describe the sig­
nal type: 

I Input is a standard input-only signal. 

o Totem Pole Output is a standard active driv­
er. 

1/0 Input/Output is a bi-directional, tri-state sig­
nal. 

od Open Drain allows multiple devices to share 
as a wire-OR. 

tIs Tri-state is a bi-directional, tri-state input! 
output pin. 

sltls Sustained Tri-state is an active low tri-state 
signal owned and driven by one agent at a 
time. The agent that drives a slt!s pin low 
must drive it high for at least one clock be­
fore letting it float. A new agent can not 
start driving a slt!s signal any sooner than 
one clock after the previous owner tri-states 
it. An external pull-up is required to sustain 
the inactive state until another agent drives 
it and must be provided by the central re­
source. 

Description 

PCICLK I PCI CLOCK: PCICLK provides timing for all transactions on the PCI Bus. All other 
PCI signals are sampled on the rising edge of PCICLK, and all timing parameters 
are defined with respect to this edge. PCI frequencies of 25-33 MHz are 
supported. 

AD[31:0) 1/0 PCI ADDRESS/DATA: The standard PCI address and data lines. The address is 
driven with FRAME# assertion and data is driven or received in following clocks. 

C/BE[3:0)# 110 BUS COMMAND AND BYTE ENABLES: The command is driven with FRAME# 
assertion. Byte enables corresponding to supplied or requested data is driven on 
following clocks. 

FRAME# 1/0 FRAME: Assertion indicates the address phase of a PCI transfer. Negation 
(s/t/s) indicates that one or more data transfer is desired by the cycle initiator. 

TRDY# 1/0 TARGET READY: Asserted when the target is ready for a data transfer. 
(s/t/s) 

IRDY# 1/0 INITIATOR READY: Asserted when the initiator is ready for a data transfer. 
(s/t/s) 

STOP # 1/0 STOP: Asserted by the target to request the master to stop the current transaction. 
(s/t/s) 

IDSEL I INITIALIZATION DEVICE SELECT: IDSEL is used as a chip select during 
configuration read and write transactions. 
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Signal Name Type Description 

DEVSEL# I/O DEVICE SELECT: The PIIX asserts DEVSEL# to claim a PCI transaction through 
(s/t/s) positive or subtractive decoding. 

PAR 0 CALCULATED PARITY SIGNAL: PAR is "even" parity and is calculated on 36 
bits-AD [31 :0] plus C/BE[3:0] #. 

SERR# I SYSTEM ERROR: SERR # can be pulsed active by any PCI device that detects a 
system error condition. Upon sampling SERR # active, the PIIX can be 
programmed to generate a non-maskable interrupt (NMI) to the CPU. 

PHOLD# 0 PCI HOLD: The PIIX asserts this signal to request the PCI Bus. 

PHLDA# I PCI HOLD ACKNOWLEDGE: The TSC asserts this signal to grant the PCI Bus to 
the PIIX. 

1.2 Motherboard 1/0 Device Interface Signals 

Signal Name Type Description 

MDRQ[1:0] I MOTHERBOARD DEVICE DMA REQUEST: The signals can be connected 
internally to any of DREQ[3:0,7:5]. Each pair of request/ acknowledge signals is 
controlled by a separate register. Each signal can be configured as steerable 
interrupts for motherboard devices. 

MDAK[1:0]# 0 MOTHERBOARD DEVICE DMA ACKNOWLEDGE: These signals can be 
connected internally to any of DACK[3:0,7:5]. Each pair of request/acknowledge 
signals is controlled by a separate register. Each signal can be configured as 
steerable interrupts for motherboard devices. 

MIRQ[1:0] I MOTHERBOARD DEVICE INTERRUPT REQUEST: The MIRQ signals can be 
internally connected to interrupts IRQ[15, 14, 12:9,7:3]. Each MIRQx line has a 
separate Route Control Register. If MIRQx and PIRQx are steered to the same ISA 
interrupt, the device connected to the MIRQx should produce active high, level-
sensitive interrupts. If the Bus Master mode of the IDE interface is used and the 
secondary IDE channel is used, the interrupt for that channel must be connected to 
MIRQO. 

If an MIRQ line is steered to a given IRQ input to the internal 8259, the 
corresponding ISA IRQ is masked, unless the Route Control Register is 
programmed to allow the interrupts to be shared. The should only be done if the 
device connected to the MIRQ line and the device connected to the ISA IRQ line 
both produce active high level interrupts. 
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1.3 IDE Interface Signals 

Signal Name Type Description 

00[15:0]1 I/O DISK DATA: These signals directly drive the corresponding signals on up to two IDE 
PCS#, 0 connectors (primary and secondary). In addition, these signals are buffered (using 
SBHE#, 1/0 2xALS245's on the motherboard) to produce the SA[19:8] and PCS# and SBHE# 

SA[19:8] 1/0 signals (see separate descriptions). 

OIOR# 0 DISK I/O READ: This signal directly drives the corresponding signal on up to two 
IDE connectors (primary and secondary). 

OIOW# 0 DISK I/O WRITE: This signal directly drives the corresponding signal on up to two 
IDE connectors (primary and secondary). 

00RO[1:0] I DISK DMA REQUEST: These input signals are directly driven from the ORO signals 
on the primary (OOROO) and secondary (00R01) IDE connectors. They are used in 
conjunction with any ISA-Compatible OMA channel. 

00AK[1:0]# 0 DISK DMA ACKNOWLEDGE: These signals directly drive the OAK# signals on the 
primary (OOAKO#) and secondary (00AK1 #) IDE connectors. These signals are 
used in conjunction with the PCI Bus Master IDE function and are not associated 
with any ISA-Compatible OMA channel. 

10ROY I 10 CHANNEL READY: This input signal is directly driven by the corresponding 
signal on up to two IDE connectors (primary and secondary). 

SOE# 0 SYSTEM ADDRESS TRANSCEIVER OUTPUT ENABLE: This signal controls the 
output enables of the 245 transceivers that interface the 00[15:0] signals to the 
SA[19:81, SBHE#, and PCS# signals. 

SOIR 0 SYSTEM ADDRESS TRANSCEIVER DIRECTION: This signal controls the direction 
of the '245 transceivers that interface the 00[15:0] signals to the SA[19:81, 
SBHE # , and PCS # signals. Default condition is high (transmit). When an ISA Bus 
Master is granted use of the bus, the transceivers are turned around to drive the ISA 
address [19:8] on 00[15:3]. The address can then be latched by the PIIX. In this 
case, the SOIR signal is low (receive). The SOE # and SOIR signals taken together 
as a group can assume one of three states: 

SOE# SDIR State 
0 1 PCI to ISA transaction 
1 1 PCI to IDE 
0 0 ISA Bus Master 
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Signals Buffered from LA[23:17] 

These signals are buffered from the LA[23: 17] lines by an ALS244 tri-state buffer. The output enable of this 
buffer is tied asserted. These signals are set up with respect to the I DE command strobes (DIOR # and lOW #) 
and are valid throughout I/O transactions targeting the ATA Register clock{s). 

Signal Name Type Description 
, 

LA231 I/O CHIP SELECT: CS1S is for the ATA command register block and corresponds to 
CS1S the inverted CS1 FX # on the secondary IDE connector. CS1 S is inverted externally 

(see PCI Local Bus IDE section). 

LA221 1/0 CHIP SELECT: CS3S is for the ATA control register block and corresponds to the 
CS3S inverted CS3FX # on the st;)condary IDE connector. CS35 is inverted externally (see 

PCI Local Bus IDE section). 

LA21 I 1/0 CHIP SELECT: CS1 Pis for the ATA command register block and corresponds to 
CS1P the inverted CS3FX# on the primary IDE connector. CS1 P is inverted externally 

(see PCI Local Bus IDE section). 

LA201 1/0 CHIP SELECT: CS3P is for the AT A control register block and corresponds to the 
CS3P inverted CS3FX# on the primary IDE connector. CS3P is inverted externally (see 

PCI Local Bus IDE section). 

LA[19:17]1 1/0 DISK ADDRESS: DA[2:0] are used to indicate which byte in either the ATA 
DA[2:0] command block or control block is being addressed. 

1.4 ISA Interface Signals 

Signal Name Type Description 

BALE 0 BUS ADDRESS LATCH ENABLE: BALE is an active high signal asserted by the 
PIIX to indicate that the address (SA[19:0], LA[23:17j) and SBHE # signal lines are 
valid. 

AEN 0 ADDRESS ENABLE: AEN is asserted during DMA cycles to prevent 1/0 slaves from 
misinterpreting DMA cycles as valid 1/0 cycles. This signal is also driven high during 
PIIX initiated refresh cycles. 

When TC is sampled low on the assertion of PWORK (external DMA mode), the PIIX 
tri-states this signal. 

SYSCLK 0 ISA SYSTEM CLOCK: SYSCLK is the reference clock for the ISA Bus and drives 
the bus directly. SYSCLK is generated by dividing PCICLK by 3 or 4. The SYSCLK 
frequencies supported are 7.5 MHz and 8.33 MHz. SYSCLK is a divided down 
version of PCICLK. 

Hardware Strapping Option 

SYSCLK is tri-stated when PWROK is negated. The value of SYSCLK is sampled on 
the assertion of PWROK: If sampled high, the ISA clock divisor is 3 (for 25 MHz 
PCI). If sampled low, the divisor is 4 (for 30 and 33 MHz PCI). 

10CHRDY 1/0 1/0 CHANNEL READY: Resources on the ISA Bus negate 10CHRDY to indicate 
that additional time (wait states) is required to complete the cycle. This signal is 
normally high on the ISA Bus. 10CHRDY is an input when the PIIX owns the ISA Bus 
and the CPU or a PCI agent is accessing an ISA slave or during DMA transfers. 
10CHRDY is output when an externallSA Bus Master owns the ISA Bus and is 
accessing DRAM or a PIIX register. 
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Signal Name Type Description 

IOCS16# I 16·BIT I/O CHIP SELECT: This signal is driven by I/O devices on the ISA Bus to 
indicate that they support 16-bit I/O bus cycles. 

10CHK# I I/O CHANNEL CHECK: 10CHK # can be driven by any resource on the ISA Bus. 
When asserted, it indicates that a parity or an uncorrectable error has occurred for a 
device or memory on the ISA Bus. If enabled, a NMI is generated to the CPU. 

10R# I/O I/O READ: 10R# is the command to an ISA I/O slave device that the slave may 
drive data on to the ISA data bus (SO[15:0]). 

10W# I/O I/O WRITE: lOW # is the command to an ISA I/O slave device that the slave may 
latch data from the ISA data bus (SO[15:0]). 

LA[23:17]1 1/0/ UNLATCHED ADDRESS: The LA[23:17] address lines are bi-directional. These 
CS1S# 0 address lines allow accesses to physical memory on the ISA Bus up to 16 Mbytes. 
CS3S# 0 The LA[23:17] are also used to drive the IDE interface chip selects and address 
CS1P# 0 lines via an external ALS244 buffer. See the IDE Interface signal descriptions. 
CS3P# 0 
OA[2:0] 0 

SA[7:01, I/O, SYSTEM ADDRESS BUS: These bi-directional address lines define the selection 
SA[19:S]1 I/O, with the granularity of one byte within the one Mbyte section of memory defined by 
00[11:0] I/O, the LA[23:17] address lines. The address lines SA[19:17] that are coincident with 

LA[19:17] are defined to have the same values as LA[19:17] for all memory cycles. 
For I/O accesses, only SA[15:0] are used. 

SBHE#/ I/O SYSTEM BYTE HIGH ENABLE: SBHE # indicates, when asserted, that a byte is 
0012 110 being transferred on the upper byte (SO[15:8]) of the data bus. SBHE# is negated 

during refresh cycles. 

MEMCS16# od MEMORY CHIP SELECT 16: MEMCS16# is a decode of LA[23:17] without any 
qualification of the command signal lines. ISA slaves that are 16-bit memory devices 
drive this signal low. The PIIX drives this signal low during ISA master to DRAM 
Cycles. 

MEMR# I/O MEMORY READ: MEMR # is the command to a memory slave that it may drive data 
onto the ISA data bus. This signal is also driven by the PIIX during refresh cycles. 

MEMW# I/O MEMORY WRITE: MEMW # is the command to a memory slave that it may latch 
data from the ISA data bus. 

SMEMR# 0 STANDARD MEMORY READ: The PIIX asserts SMEMR# to request an ISA 
memory slave to drive data onto the data lines. If the access is below 1 Mbyte 
(OOOOOOOO-OOOFFFFFh) during OMA compatible, PIIX master, or ISA master 
cycles, the PIIX asserts SMEMR #. SMEMR # is a delayed version of MEMR #. 

SMEMW# 0 STANDARD MEMORY WRITE: The PIIX asserts SMEMW # to request an ISA 
memory slave to accept data from the data lines. If the access is below 1 Mbyte 
(OOOOOOOO-OOOFFFFFh) during OMA compatible, PI IX master, or ISA master 
cycles, the PIIX asserts SMEMW #. SMEMW # is a delayed version of MEMW #. 
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Signal Name Type Description 

ZEROWS# I ZERO WAIT -STATES: An ISA slave asserts ZEROWS # after its address and 
command signals have been decoded to indicate that the current cycle can be 
shortened. A 16-bit ISA memory cycle can be reduced to two SYSCLKs. An 8-bit 
memory or I/O cycle can be reduced to three SYSCLKs. ZEROWS# has no effect 
during 16-bit I/O cycles. 

SD[15:0] I/O SYSTEM DATA: SD[15:0] provide the 16-bit data path for devices residing on the 
ISA Bus. SD[15:8] correspond to the high order byte and SD[7:0] correspond to the 
low order byte. SD [15:0] are undefined during refresh. 

1.5 DMA Signals 

Signal 
Type Description 

Name 

DREQ I DMA REQUEST: The DREQ lines are used to request DMA service from the PIIXs 
[7:5,3:0] DMA controller or for a 16-bit master to gain control of the ISA expansion bus. The 

active level (high or low) is programmed via the DMA Command Register. The 
request must remain active until the appropriate DACKx# signal is asserted. 

DACK 0 DMA ACKNOWLEDGE: The DACK output lines indicate that a request for DMA 
[7:5,3:0]# service has been granted by the PI IX or that a 16-bit master has been granted the 

bus. The active level (high or low) is programmed via the DMA Command Register. 
These lines should be used to decode the DMA slave device with the lOR # or lOW # 
line to indicate selection. If used to signal acceptance of a Bus Master request, this 
signal indicates when it is legal to assert MASTER #. 

When TC is sampled low on the assertion of PWORK (external DMA mode), the PIIX 
tri-states these signals. 

TC 0 TERMINAL COUNT: The PIIX asserts TC to DMA slaves as a terminal count 
indicator. When all the DMA channels are not in use, TC is negated (low). 

Hardware Strapping Option 
This strapping option selects between the internallSA DMA mode and external DMA 
mode. When TC is sampled high on the assertion of PWROK (ISA DMA mode), the 
PIIX drives the AEN, TC, and DACK # [7:5,3:0] normally. When TC is sampled low on 
the assertion of PWROK (external DMA mode), the PIIX tri-states the AEN, TC, and 
DACK[7:5,3:0] # signals, and also forwards PCI masters I/O accesses to location 
OOOOh to ISA. TC has an internal pull-up resistor. For normal operation, this pin is 
pulled high by the internal pull-up. 

REFRESH# I/O REFRESH: As an output, REFRESH # indicates when a refresh cycle is in progress. 
It should be used to enable the SA[15:0] address to the row address inputs of all 
banks of dynamic memory on the ISA Bus. Thus, when MEMR # is asserted, the 
entire expansion bus dynamiC memory is refreshed. Memory slaves must not drive 
any data onto the bus during refresh. As an output, this signal is driven directly onto 
the ISA Bus. This signal is an output only when the PIIX DMA refresh controller is a 
master on the bus responding to an internally generated request for refresh. As an 
input, REFRESH# is driven by 16-bit ISA Bus Masters to initiate refresh cycles. 
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1.6 Timer/Counter Signals 

Signal 
Type Description 

Name 

SPKR 0 SPEAKER DRIVE: The SPKR signal is the output of counter 2. 

OSC I OSCILLATOR: OSC is the 14.31818 MHz ISA clock signal. It is used by the internal 8254 
Timer. 

1.7 Interrupt Controller Signals 

Signal Type Description 
Name 

IRQ[15,14, I INTERRUPT REQUEST: The IRQ signals provide both system board components 
11 :9,7:3,11 and ISA Bus 1/0 devices with a mechanism for asynchronously interrupting the CPU. 

The assertion mode of these inputs depends on the programming of the two ELCR 
Registers. The IRQ14 signal (pin 83) must be used by the Bus Master IDE interface 
function to signal interrupts on the primary IDE channel. 

IRQ8# I INTERRUPT REQUEST EIGHT SIGNAL: IRQ8# is always an active low edge 
triggered interrupt input (Le., this interrupt can not be modified by software). Upon 
PCIRST #, IRQ8 # is placed in active low edge sensitive mode. 

IRQ12/M I INTERRUPT REQUEST IMOUSE INTERRUPT: In addition to providing the standard 
interrupt function (see IRQ[15, 14, 11 :9,7:3,11 signal description), this pin can be 
programmed (via X-Bus Chip Select Register) to provide a mouse interrupt function. 

PIRQ[3:o1# I PROGRAMMABLE INTERRUPT REQUEST: The PIRQx# signals can be shared 
with interrupts IRQ[15, 14, 12:9,7:3] as described in the Interrupt Steering section. 
Each PIRQx# line has a separate Route Control Register. These signals require 
external pull-up resisters. 

INTR od CPU INTERRUPT: INTR is driven by the PIIX to signal the CPU that an interrupt 

I 
request is pending and needs to be serviced. The i'1terrupt controller must be 
programmed following PCIRST# to ensure that INTR is at a known state. 

NMI od NON-MASKABLE INTERRUPT: NMI is used to force a non-maskable interrupt to the 
CPU. The PIIX generates an NMI when either SERR# or 10CHK# is asserted, 
depending on how the NMI Status and Control Register is programmed. 

1.8 System Power Management (SMM) Signals 

Signal 
Type Description 

Name 

SMI# od SYSTEM MANAGEMENT INTERRUPT: SMI# is an active low synchronous output 
that is asserted by the PIIX in response to one of many enabled hardware or software 
events. 

STPCLK# od STOP CLOCK: STPCLK # is an active low synchronous output that is asserted by the 
PIIX in response to one of many hardware or software events. STPCLK # connects 
directly to the CPU and is synchronous to PCICLK. 

EXTSMI# I EXTERNAL SYSTEM MANAGEMENT INTERRUPT: EXTSMI # is a falling edge 
triggered input to the PIIX indicating that an external device is requesting the system to 
enter SMM mode. An external pullup should be placed on this signal if it is not used or 
it is not guaranteed to be always driven. 
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1.9 X-Bus Signals 

Signal 
Type Description 

Name 

XDIR# 0 X-BUS DIRECTION: XDIR# is tied directly to the direction control of a 74F245 that 
buffers the X·Bus data (XD[7:0J). XDIR# is asserted for all 1/0 read cycles, regardless 
if the accesses are to a PIIX supported device. XDIR # is only asserted for memory 
cycles if BIOS space has been decoded. For PCI Master and ISA master-initiated read 
cycles, XDIR # is asserted from tho falling edge of either lOR # or MEMR # (from 
MEMR # only if BIOS space has been decoded), depending on the cycle type. When 
the rising edge of lOR II' or MEMR # OCClJrs, the PIIX negates XDIR #. For DMA read 
cycles from the X-Bus, XDIH # is asserted from DACKx# failing and negated from 
DACKx# rising. At all other times, XDIR # is negated. 

XOE# 0 X-BUS OUTPUT ENABLE: XOE # is tied directly to the output enable of a 74F245 that 
buffers the X-Bus data (XDl7:0l) from the system data bus (SD[7:0)). XOE# is 
asserted when a PIIX supported X-Bus deVice IS decoded, and the devices decode is 
enabled in thEel X·.sus Chip Select Enable Register (XBCS Register). XOE# is asserted 
from the falling edge of the ISA commands (lOR #, lOW #, MEMR #, or MEMW #) for 
PCI Master and ISA master-initiated cycles. XOE# is negated from the rising edge of 
the ISA command signals for CPU and PCI Master-initiated cycles and the SA[16:0] 
and LA[23:H] address for ISA master-initiated cycles. XOE# is not generated during 
any access to an X-Bus peripheral in which it's decode space has been disabled. 

---
DD151 0 PROGRAMMABLE CHIP SELECT: PCS# is asserted for ISA 1/0 cycles that are 
PCS# generated by PCI masters and subtractively decoded to ISA, if the access hits the 

address range programmed into the PCSC Register. The X-Bus buffer signals are 
enabled when the chip select is asserted (i.e., it is assumed that the peripheral that is 
selected via this pin resides on the X-Bus). 

BIOSCS# 0 BIOS CHIP SELECT: BIOSCS # is asserted during read or write accesses to BIOS. 
BIOSCS# is driven combinatorially from the ISA addresses SA[16:0] and LA [23:17], 
except during DMA. During DMA cycles, BIOSCS# is not generated . 

. --.--
KBCS# 0 KEYBOARD CONTROLLER CHIP SELECT: KBCS# is asserted during 110 read or 

write accesses to KBC locations 60h and 64h. This signal is driven combinatorially from 
the ISA addresses SA[16:0] and LA [23:17]. For DMA cycles, KBCS# IS never 
asserted. 1- - ---------~~------

RTCCS# 0 REAL TIME CLOCK CHIP SELECT: RTCCS# is asserted during read or write 
accesses to RTC location 71 h. FlTCCS # Cem be tied to a pair of external OR gates to t I geo",," ,"e ,e.1 Ume "nok ,,_ad ,,' write oomma'" "9oal,. 

RTCALE 0 REAL TIME CLOCK ADDRESS LATCH: RTCALE is used to latch the appropriate 
memory address into the RTC. A write to port 70h with the appropriate RTC memory 
address that will be wntten to or read from, causes RTCALE to be asserted. RTCALE is 
asserted based 0'1 lOW </ failing and remains asserted for two SYSCLKs. 

f----- - ,--------- - -- -- - - - --
FERR# od NUMERIC COPROCESSOR ERROR: This signal is tied to the coprocessor error 

signal on the CPU. IGNNE# is only used if the PI/X coprocessor error reporting 
I function is enabled in the XBCSA Register. If FERR # IS asserted, the PI/X generates 

an InternallRQ13 to it's interrupt controller unit. The PIIX then asserts the INTR output 

not asserted to the CPU unless FERR# is active. FERR# has a weak internal pull-up 
J to the CPU. FERR # is also used to gate the IGNNE # signal to ensure that IGNNE # is 

L ____ ~ ~se.9~o ensure a high level ~hen thf.l coprocessor error function is disabled. 
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Signal 
Type Description 

Name 

iGNNE# od IGNORE ERROR: This signal is connected to the ignore error pin on the CPU. IGNNE# 
is only used if the PIIX coprocessor error reporting function is enabled in the XBCSA 
Register. If FERR # is asserted, indicating a coprocessor error, a write to the 
Coprocessor Error Register (FOh) causes the IGNNE# to be asserted. IGNNE# remains 
asserted until FERR # is negated. If FERR # is not asserted when the Coprocessor Error 
Register is written, the IGNNE # signal is not asserted. 

1.10 System Reset Signals 

Signal 
Type Description 

Name 

PWROK I POWER OK: When asserted, PWROK is an indication to the PIIX that power and 
PCICLK have been stable for at least 1 ms. PWROK can be driven asynchronously. 
When PWROK transitions from low to high, the PIIX asserts CPURST, PCIRST # and 
RSTDRV. 

CPURST od CPU RESET: The PIIX asserts CPURST to reset the CPU. The PIIX asserts CPURST 
during power-up and when a hard reset sequence is initiated through the RC Register. 
CPURST is driven synchronously to the rising edge of PCICLK. If a hard reset is initiated 
through the RC Register, the PIIX resets it's internal registers to the default state. 

PCIRST# 0 PCI RESET: The PIIX asserts PCIRST # to reset devices that reside on the PCI Bus. 
The PIIX asserts PCIRST # during power-up and when a hard reset sequence is 
initiated through the RC Register. PCI RST # is driven inactive a minimum of 1 ms after 
PWROK is driven active. PCIRST # is driven active for a minimum of 1 ms when 
initiated through the RC Register. PCIRST # is driven asynchronously relative to 
PCICLK. 

INIT 0 INITIALIZATION: The PIIX asserts INIT if it detects a shut down special cycle on the 
PCI Bus or if a soft reset is initiated via the RC Register. 

RSTDRV 0 RESET DRIVE: The PIIX asserts this signal during a hard reset and during power-up to 
reset ISA Bus devices. RSTDRV is also asserted for a minimum of 1 ms if a hard reset 
has been programmed in the RC Register. 

1.11 Test Signals 

Signal 
Type Description 

Name 

TESTIN# I TEST INPUT: The Test signal is used to tri-state all of the PIIX outputs. This input 
contains an internal pull-up resistor. 
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1.12 Signal State During Reset 

Table 1 shows the state of all PIIX output and bi-directional signals during a hard reset. A hard reset is initiated 
when PWROK is asserted or.by programming a hard reset through the RC Register. 

Table 1. Output and I/O Signal States During Hard Reset 

Signal State Signal State . Signal State 

AO[31:0] Low LA22/CS3S Undefined TC High' 

C/BE[3:0]# Low LA21/CS1P Undefined REFRESH# Tri-state 

FRAME# Tri-state LA20/CS3P Undefined SPKR Low 

TROY# Tri·state LA[19:17]1 Undefined INTR Open drain 

IROY# Tri-state OA[2:0] NMI Open drain 

STOP # Tri-state BALE Low SMI# Open drain 

OEVSEL# Tri-state 

PAR Input 

PHOLO# High 

AEN Oependson 
strapping option 

SYSCLK Strapping option 

lOCH ROY Tri-state 

STPCLK# Open drain 

XOIR# High 

XOE# High 

MOAK[1:0]# High 

00[15:0]1 Tri-state 
PCS # ,SBHE #, 
SA[19:8] 

IOR# High 

IOW# High 

MEMCS16# Open drain 

BIOSCS# High 

KBCS# High 

RTCCS# High 

SA[7:0] Undefined MEMR# Tri-state 
RTCALE Low 

OIOR# High 

OIOW# High 

00AK[1:0]# High' 

SOE# High 

MEMW# Tri-state 

SMEMR# High 

SMEMW# High 

SO[15:0] Tri-state 

FERR# Open drain 

IGNNE# Open drain 

CPURST Open drain 

PCIRST# Low 

SOIR High OACK[7:5, Oependson 
INIT Open drain 

LA23/CS1S Undefined 3:0]# strapping option RSTORV High 

• DDAK[O] and TC are pulled high with an internal pull-up. 
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2.0 REGISTER DESCRIPTION 

The PIIX internal registers are organized into five 
groups-PCI Configuration Registers (function 0), 
PCI Configuration Registers (function 1), ISA-Com­
patible Registers, PCI Bus Master IDE Registers, 
and Power Management Registers. These registers 
are discussed in this section. 

Some of the PIIX registers contain reserved bits. 
Software must deal correctly with fields that are re­
served. On reads, software must use appropriate 
masks to extract the defined bits and not rely on 
reserved bits being any particular value. On writes, 
software must ensure that the values of reserved bit 
positions are preserved. That is, the values of re­
served bit positions must first be read, merged with 
the new values for other bit positions and then writ­
ten back. 

During a hard reset, the PIIX sets its internal regis­
ters to predetermined default states. The default 
values are indicated in the individual register de­
scriptions. 

The following notation is used to describe register 
access attributes: 

RO Read Only. If a register is read only, writes 
have no effect. 

WO Write Only. If a register is write only, reads 
have no effect. 

R/W Read/Write. A register with this attribute 
can be read and written. Note that individu­
al bits in some read/write registers may be 
read only. 

R/WC Read/Write Clear. A register bit with this 
attribute can be read and written. However, 
a write of 1 clears (sets to 0) the corre­
sponding bit and a write of 0 has no effect. 

2.1 Register Access 

Table 2, Table 3, and Table 4, show the I/O assign­
ments for the PCI Configuration Registers (function 
0), ISA Compatible Registers, and PCI Configuration 
Registers (function 1). The CPU and PCI masters 
have access to all PIIX internal registers. In addition, 
ISA masters have access to some of the ISA-Com­
patible Registers (see Table 4). Table 5 show the 
I/O assignments for the Bus Master IDE Interface 
Registers. 

82371FB (PIIX) 

PCI Configuration Registers (Functions 0 and 1) 

The PIIX is a multi-function device on the PCI Bus 
implementing two functions-PCI-to-ISA Bridge 
(function 0) and IDE Interface (function 1). These 
functions can be independently configured with two 
sets of PCI Configuration Registers in compliance 
with the PCI Local Bus Specification, Revision 2.0. 
The two sets of configuration registers are accessed 
by the CPU through a mechanism defined for multi­
functional PCI devices. The PIIX does not assert 
DEVSEL# for PCI Configuration cycles that target 
functions 2 through 7. 

ISA Compatible Registers 

The ISA-Compatible Registers (e.g., DMA Registers, 
timer/counter registers, X-Bus Registers, and NMI 
Registers) are accessed through normal I/O space. 
Except for the DMA Registers, the PIIX positively 
decodes accesses to the ISA-Compatible Registers. 
The PIIX subtractively decodes accesses to all I/O 
space registers contained within the ISA-Compatible 
DMA function. This permits another device in the 
system to implement the compatible DMA function. 

PCI master accesses to the ISA-Compatible Regis­
ters can be 8, 16, 24, or 32 bits. However, the PIIX 
only responds to the least significant byte. On writes 
the other bytes are not loaded and on reads the 
other bytes have invalid data. The PIIX responds as 
an 8-bit ISA I/O slave when accessed by an ISA 
master. See the PCI Local Bus IDE section for ac­
cesses to the IDE Register blocks located in the IDE 
device. 

In general, accesses from CPU or PCI masters to 
the internal PIIX registers are not broadcast to the 
ISA Bus. Exceptions to this are read/write accesses 
to 70h and FOh and write accesses to 80h, 84-86h, 
88h, 8C-8Eh, 90h, 94-96h, 98h, and 9C-9Eh. 
These accesses are broadcast to the ISA Bus. Note 
that aliasing of the 90-9Fh to 80-8Fh can be en­
abled/ disabled via the ISA Controller Recovery Tim­
er Register. 

Power Management Registers 

There are two power management registers located 
in normal I/O space. These registers are accessed 
(by PCI Bus Masters) with 8-bit accesses. The other 
power management registers are located in PCI con­
figuration space for function O. 
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PCI Bus Master IDE Registers 

The PCI Bus Master IDE function uses 16 bytes located in normal 1/0 space, allocated via the BMIBA Register 
(a PCI base address register). All Bus Master IDE 110 space registers can be accessed as 8, 16, or 32 bit 
quantities. 

Table 2. PCI Configuration Registers-Function 0 (PCI to ISA Bridge) 

Configuration 
Mnemonic Register 

Register 
Offset Access 

00-01h VID Vendor Identification RO 

02-03h DID Device Identification RO 

04-0Sh PCICMD PCI Command R/W 

06-07h PCISTS PCI Device Status R/WC 

08h RID Revision Identification RO 

09h PI Programming Interface RO 

OAh SUBC Sub Class Code RO 

OBh BCC Base Class Code RO 

OC-ODh Reserved 

OEh HEDT Header Type RO 

OF-4Bh Reserved 

4Ch 10RT ISA 1/0 Controller Recovery Timer R/W 

4Dh Reserved 

4Eh XBCS X-Bus Chip Select Enable R/W 

4F-SFh Reserved 

60-63h PIRQRC[A:D] PCI IRQ Route Control R/W 

64-68h Reserved 

69h TOM Top of Memory R/W 

6A-6Bh MSTAT Miscellaneous Status R/W 

6C-6Fh Reserved 

70-71h MBIRQ[1:0] Motherboard IRQ Route Control R/W 

72-7Sh Reserved 

76-77h MBDMA[1:0] Motherboard Device DMA Control R/W 

78-79h PCSC Programmable Chip Select Control R/W 

7A-9Fh Reserved 

AOh SMICNTL SMI Control R/W 

A1h Reserved 

A2-A3h SMIEN SMI Enable R/W 

A4-A7h SEE System Event Enable R/W 
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Table 2. PCI Configuration Registers-Function 0 (PCI to ISA Bridge) (Continued) 

Configuration 
Mnemonic Register 

Register 
Offset Access 

ASh FTMR Fast·Off Timer R/W 

A9h Reserved 

AA-ABh SMIREQ SMI Request R/W 

ACh CTLTMR Clock Scale STPCLK# Low Timer R/W 

ADh Reserved 

AEh CTHTMR Clock Scale STPCLK# High Timer R/W 

AF-FFh Reserved 

Table 3. PCI Configuration Registers-Function 1 (IDE Interface) 

Configuration 
Mnemonic Register 

Register 
Offset Access 

0O-01h VID Vendor Identification RO 

02-03h DID Device Identification RO 

04-05h PCICMD Command R/W 

06-07h PCISTS PCI Device Status R/WC 

OSh RID Revision Identification RO 

09h PI Programming Interface RO 

OAh SUBC Sub Class Code RO 

OBh BCC Base Class Code RO 

OCh Reserved 

ODh MLT Master Latency Timer R/W 

OEh HEDT Header Type RO 

OF-1Fh Reserved 

20-23h BMIBA Bus Master Interface Base Address R/W 

24-3Fh Reserved 

40-43h IDETIM IDE Timing Modes R/W 

44-FFh Reserved 
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Table 4. ISA-Compatible and Power Management Registers 

Address Address (bits) 
Type Name Access 

(hex) FEDC BA9S 7654 3210 

0000h3 0000 0000 OOOx 0000 r/w DMA 1 CHO Base and Current Address PCI 

0001h3 0000 0000 OOOx 0001 r/w DMA 1 CHO Base and Current Count PCI 

0002h3 0000 0000 OOOx 0010 r/w DMA 1 CH 1 Base and Current Address PCI 

0003h3 0000 0000 OOOx 0011 r/w DMA1 CH1 Base and Current Count PCI 

0004h3 0000 0000 OOOx 0100 r/w DMA 1 CH2 Base and Current Address PCI 

0005h3 0000 0000 OOOx 0101 r/w DMA 1 CH2 Base and Current Count PCI 

0006h3 0000 0000 OOOx 0110 r/w DMA 1 CH3 Base and Current Address PCI 

0007h3 0000 0000 OOOx 0111 r/w DMA 1 CH3 Base and Current Count PCI 

0008h3 0000 0000 OOOx 1000 r/w DMA 1 Status(r) Command(w) Register PCI 

0009h3 0000 0000 OOOx 1001 wo DMA 1 Write Request PCI 

000Ah3 0000 0000 OOOx 1010 wo DMA 1 Write Single Mask Bit PCI 

000Bh3 0000 0000 OOOx 1011 wo DMA 1 Write Mode PCI 

000Ch3 0000 0000 OOOx 1100 wo DMA 1 Clear Byte Pointer PCI 

000Dh3 0000 0000 OOOx 1101 wo DMA 1 Master Clear PCI 

000Eh3 0000 0000 OOOx 1110 wo DMA 1 Clear Mask PCI 

000Fh3 0000 0000 OOOx 1111 r/w DMA 1 Read/Write All Mask Register Bits PCI 

0020h 0000 0000 001x xxOO r/w INT 1 Control PCI/ISA 

0021h 0000 0000 001x xx01 r/w INT 1 Mask PCI/ISA 

0040h 0000 0000 010x 0000 r/w Timer Counter 1 - Counter 0 Count PCIIISA 

0041h 0000 0000 010x 0001 r/w Timer Counter 1 - Counter 1 Count PCIIISA 

0042h 0000 0000 010x 0010 r/w Timer Counter 1 - Counter 2 Count PCI/ISA 

0043h 0000 0000 010x 0011 wo Timer Counter 1 Command Mode PCI/ISA 

0060h1 0000 0000 0110 0000 r Reset XBus IRQ12/M and IRQ1 PCI/ISA 

0061h 0000 0000 0110 0001 r/w NMI Status and Control PCI/ISA 

0070h1 0000 0000 0111 OxxO wo CMOS RAM Address and NMI Mask Reg PCI/ISA 

0080h2,3 0000 0000 100x 0000 r/w DMA Page (Reserved) PCI/ISA 

0081 h3 0000 0000 100x 0001 r/w DMA Channel 2 Page PCI/ISA 

0082h3 0000 0000 1000 0010 r/w DMA Channel 3 Page PCI/ISA 

0083h3 0000 0000 100x 0011 r/w DMA Channel 1 Page PCI/ISA 

0084h2,3 0000 0000 100x 0100 r/w DMA Page (Reserved) PCI/ISA 

0085h2,3 0000 0000 100x 0101 r/w DMA Page (Reserved) PCI/ISA 
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Table 4. ISA-Compatlble and Power Management Registers (Continued) 

Address Address (bits) 
Type Name Access 

(hex) FEDC BA98 7654 3210 

00B6h2,3 0000 0000 100x 0110 r/w DMA Page (Reserved) PCIIiSA 

00B7h3 0000 0000 100x 0111 r/w DMA Channel 0 Page PCI/ISA 

00BBh2,3 0000 0000 100x 0100 r/w DMA Page (Reserved) PCI/ISA 

00B9h3 0000 0000 100x 1001 r/w DMA Channel 6 Page PCI/ISA 

00BAh3 0000 0000 100x 1010 r/w DMA Channel 7 Page PCI/ISA 

00BBh3 0000 0000 100x 1011 r/w DMA Channel 5 Page PCI/ISA 

00BCh2,3 0000 0000 100x 1100 r/w DMA Page (Reserved) PCI/ISA 

00BDh2,3 0000 0000 100x 1101 r/w DMA Page (Reserved) PCI/ISA 

00BEh2,3 0000 0000 100x 1110 r/w DMA Page (Reserved) PCI/ISA 

00BFh3 0000 0000 100x 1111 r/w DMA Low Page Register Refresh PCI/ISA 

OOAOh 0000 0000 101x xxOO r/w INT 2 Control PCIIiSA 

00A1h 0000 0000 101x xx01 r/w INT 2 Mask PCI/ISA 

00B2h 0000 0000 1011 0010 r/w Advanced Power Management Control PCI 

00B3h 0000 0000 1011 0011 r/w Advanced Power Management Status PCI 

00COh3 0000 0000 1100 OOOx r/w DMA2 CHO Base and Current Address PCI 

00C2h3 0000 0000 1100 001x r/w DMA2 CHO Base and Current Count PCI 

00C4h3 0000 0000 1100 010x r/w DMA2 CH1 Base and Current Address PCI 

00C6h3 0000 0000 1100 011x r/w DMA2 CH1 Base and Current Count PCI 

00CBh3 0000 0000 1100 100x r/w DMA2 CH2 Base and Current Address PCI 

00CAh3 0000 0000 1100 101x r/w DMA2 CH2 Base and Current Count PCI 

00CCh3 0000 0000 1100 110x r/w DMA2 CH3 Base and Current Address PCI 

00CEh3 0000 0000 1100 111x r/w DMA2 CH3 Base and Current Count PCI 

00DOh3 0000 0000 1101 OOOx r/w DMA2 Status(r) Command(w) PCI 

00D2h3 0000 0000 1101 001x wo DMA2 Wnte Request PCI 

00D4h3 0000 0000 1101 010x wo DMA2 Write Single Mask Bit PCI 

00D6h3 0000 0000 1101 011x wo DMA2 Write Mode PCI 

00DBh3 0000 0000 1101 100x wo DMA2 Clear Byte Pointe; PCI 

00DAh3 0000 0000 1101 101x wo DMA2 Master Clear PCI 

00DCh3 0000 0000 1101 110x wo OMA2 Clear Mask PCI 

00DEh3 0000 0000 1101 111x r/w DMA2 Read/Write All Mask Register Bits PCI 

OOFOh1 0000 0000 111 i 0000 wo Coprocessor Error PCI/ISA 

04DOh 0000 0100 1101 0000 r/w INT-1 Edge/Level Control PCI/ISA 
--
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Table 4. ISA-Compatible and Power Management Registers (Continued) 

Address Address (bits) 
Type Name Access (hex) FEDC BA98 7654 3210 

04D1h 0000 0100 1101 0001 r/w INT-2 Edge/Level Control PCI/ISA 

OCF9h 0000 1100 1111 1001 r/w Reset Control PCI 

NOTES: 
1. Read and write accesses to these locations are always broadcast to the ISA Bus. 
2. Write accesses to these locations are broadcast to the ISA Bus. Read Accesses are not. If programmed In the ISA 

Controller Recovery Timer Register, the PIIX will not alias the 90h-9Fh address range with the following addresses; 80h, 
84h-86h, 88h, and 8C-8Eh. In this case, accesses to the 90h-9Fh address range for the previously specified addresses 
are forwarded to the ISA Bus for both reads and writes and are ignored during ISA Master cycles (i.e., they are nO-longer 
considered PIIX registers). Note that port 92 is always a distinct ISA Register and is always forwarded to the ISA Bus. 

3. ISA-Compatible DMA Register 1/0 space accesses are always subtractively decoded. 

Table 5. PCI Bus Master IDE 1/0 Registers 

Offset From 
Mnemonic Register 

Register 
Base Address Access 

OOh BMICP Bus Master IDE Command (Primary) R/W 

01h Reserved 

02h BMISP Bus Master IDE Status (Primary) R/WC 

03h Reserved 

04-07h BMIDTPP Bus Master IDE Descriptor Table Pointer (Primary) R/W 

08h BMICS Bus Master IDE Command (Secondary) R/W 

09h Reserved 

OAh BMISS Bus Master IDE Status (Secondary) R/WC 

OBh Reserved 

OC-OFh BMIDTPS Bus Master IDE Descriptor Table Pointer (Secondary) R/W 

NOTE: 
The base address is programmable via the BMIBA Register (20-23h; function 1). 
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2.2 PCI Configuration Registers-Function 0 (PCI to ISA Bridge) 

2.2.1 VID-VENDOR IDENTIFICATION REGISTER (FUNCTION 0) 

Address Offset: 00-01 h 

Default Value: 8086h 

Attribute: Read Only 

The VID Register contains the vendor identification number. This register, along with the Device Identification 
Register, uniquely identifies any PCI device. Writes to this register have no effect. 

Bit Description 

15:0 Vendor Identification Number: This is a 16·bit value assigned to Intel. 

2.2.2 DID-DEVICE IDENTIFICATION REGISTER (FUNCTION 0) 

Address Offset: 02-03h 

Default Value: 122Eh 

Attribute: Read Only 

The DID Register contains the device identification number. This register, along with the VID Register, define 
the PIIX. Writes to this register have no effect. 

Bit Description 

15:0 Device Identification Number: This is a 16·bit value assigned to the PIIX. 

2.2.3 PCICMD-COMMAND REGISTER (FUNCTION 0) 

Address Offset: 04-05h 

Default Value: 0007h 

Attribute: Read/Write 

Bit Description 

15:10 Reserved: Read as O. 

9 Fast Back-to-Back Enable: (Not Implemented). This bit is hardwired to O. 

8:5 Reserved: Read as O. 

4 Postable Memory Write Enable: (Not Implemented). This bit is hardwired to o. 
3 Special Cycle Enable (SCE): 1 = Enable (the PIIX recognizes shutdown special cycle). 0 = Disable 

(the PIIX ignores all PCI special cycles). 

2 Bus Master Enable (BME): (Not Implemented). The PIIX does not support disabling it's Bus Master 
capability. This bit is hardwired to 1. 

1 Memory Access Enable (MAE): (Not Implemented). The PIIX does not support disabling access to 
main memory. This bit is hardwired to 1. 

0 1/0 Space Access Enable (lOSE): The PIIX does not support disabling it's response to PCII/O 
cycles. This bit is hardwired to 1. 
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2.2.4 PCISTS-PCI DEVICE STATUS REGISTER (FUNCTION 0) 

Address Offset: 06-07h 

Default Value: 0200h 

Attribute: Read/Write, Read Only 

The PCISTS Register reports the occurrence of a PCI master-abort by the PIIX or a PCI target-abort when the 
PIIX is a master. The register also indicates the PIIX DEVSEL# signal timing. 

Bit Description 

15 Detected Parity Error (PERR): (Not Implemented). Read as O. 

14 Signaled SERR# Status (SERRS): (Not Implemented). Read as O. 

13 Master-Abort Status (MA)-R/W: When the PIIX, as a master (for the ISA bridge function), 
generates a master-abort, MA is set to 1. Software sets MA to 0 by writing 1 to this bit location. 

12 Received Target-Abort Status (RTA)-R/W: When the PIIX is a master on the PCI Bus (for the ISA 
bridge function) and receives a target-abort, this bit is set to 1. Software sets RT A to 0 by writing 1 to 
this bit location. 

11 Signaled Target-Abort Status (STA)-R/W: This bit is set when the PIIX ISA bridge function is 
targeted with a transaction that the PIIX terminates with a target abort. Software sets STA to 0 by 
writing 1 to this bit location. 

10:9 DEVSEL# Timing Status (DEVT)-RO: The PIIX always generates DEVSEL# with medium timing 
for ISA functions. Thus, DEVT = 01. This DEVSEL # timing does not include configuration cycles. 

S PERR # Response: (Not Implemented). Read as O. 

7 Fast Back to Back-RO: This bit indicates to the PCI Master that PIIX as a target is capable of 
accepting fast back-to-back transactions. 

6:0 Reserved: Read as Os. 

2.2.5 RID-REVISION IDENTIFICATION REGISTER (FUNCTION 0) 

Address Offset: OSh 

Default Value: Refer to stepping information 

Attribute: Read Only 

This 8 bit register contains device stepping information. Writes to this register have no effect. 

Description 

Revision ID Byte: This register is hardwired to the default value. 
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2.2.6 PI-PROGRAMMING INTERFACE REGISTER (FUNCTION 0) 

Address Offset: 09h 

Default Value: OOh 

Attribute: Read Only 

82371FB (PIIX) 

This register contains the device programming interface information related to the Sub Class Code Register 
and Base Class Code Register definition for this function. 

Description 

Programming Interface: OOh-hardwired as a PCI-to-ISA bridge. 

2.2.7 SUBc-5UB CLASS CODE REGISTER (FUNCTION 0) 

Address Offset: OAh 

Default Value: 01 h 

Attribute: Read Only 

This register indicates the function sub class in relation to the Base Class Code Register. 

Description 

Sub-Class Code (SCC): 01 h = PCI-to-ISA bridge. 

2.2.8 BCC-BASE CLASS CODE REGISTER (FUNCTION 0) 

Address Offset: OBh 

Default Value: 06h 

Attribute: Read Only 

This register contains the Base Class Code of the PIIX. 

Description 

Base Class Code (BASEC): 06h = bridge device. 

2.2.9 HEDT-HEADER TYPE REGISTER (FUNCTION 0) 

Address Offset: OEh 

Default Value: BOh 

Attribute: Read Only 

The HEDT Register identifies the PIIX as a multi-function device. 

Description 

Device Type (DEVCET): BOh = multi-function device. 
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2.2.10 10RT -ISA I/O RECOVERY TIMER REGISTER (FUNCTION 0) 

Address Offset: 4Ch 

Default Value: 4Dh 

Attribute: ReadlWrite 

The 110 recovery mechanism in the PIIX is used to add additional recovery delay between CPU or PCI master 
originated 8-bit and 16-bit 110 cycles to the ISA Bus. The PIIX automatically forces a minimum delay of 3.5 
SYSCLKs between back-to-back 8- and 16-bit 1/0 cycles to the ISA Bus. This delay is measured from the 
rising edge of the 110 command (lOR # or lOW #) to the falling edge of the next 110 command. If a delay of 
greater than 3.5 SYSCLKs is required, the ISA 1/0 Recovery Time Register can be programmed to increase 
the delay in increments of SYSCLKs. No additional delay is inserted for back-to-back 1/0 "sub cycles" 
generated as a result of byte assembly or disassembly. This register defaults to 8 and 16-bit recovery enabled 
with one SYSCLK clock added to the standard 1/0 recovery. 

Bit Description 

7 DMA Reserved Page Register Aliasing Control (DMAAC): When DMAAC = 0, the PIIX alias,es 1/0 
accesses in the 90-9Fh range to the 80-8Fh range. In this case, the PIIX only forwards write 
accesses to these locations to the ISA Bus. When DMAAC = 1 , the PIIX disables aliasing for the 
following registers; 80h, 84-86h, 88h, and 8C-8Eh. When disabled, the PIIX forwards read and write 
accesses to those registers to the ISA Bus. Note that port 92h is always a distinct ISA RegiSter in the 
90-9Fh range and is always forwarded to the ISA Bus. When DMAAC= 1, ISA master accesses to the 
90-9Fh range are ignored by the PIIX. Also, when DMAAC= 1, the PIIX does not re-Ioad the power 
management Fast-Oft-Timer with its original value for accesses to the 90-9Fh address range. 

6 8-Bit I/O Recovery Enable: 1 = Enable the recovery time programmed in bits[5:3]. 0= Disable 
recovery times in bits[5:3] and the recovery timing of 3.5 SYSCLKs is inserted. 

5:3 8-Bit 1/0 Recovery Times: When bit 6 = 1, this 3-bit field defines the recovery time for 8-bit 1/0. 

Bit[5:3] SYSCLK Bit[5:3] SYSCLK 

001 1 101 5 
010 2 110 6 
011 3 111 7 
100 4 000 8 

2 16-Bit I/O Recovery Enable: 1 = Enable, the recovery times programmed in bits[1:0]. 0= Disable, 
programmable recovery times in bits[1 :0] and the recovery timing of 3.5 SYSCLKs is inserted. 

1:0 16-Bit 1/0 Recovery Times: When bit 2 = 1, this 2-bit field defines the recovery time for i6-bit 1/0. 

Bit[1:0] SYSCLK 

01 1 
10 2 
11 3 
00 4 
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2.2.11 XBCS-X-BUS CHIP SELECT REGISTER (FUNCTION 0) 

Address Offset: 4Eh 

Default Value: 03h 

Attribute: Read/Wnte 

This register enables/disables accesses to the ATC, kevboa~d Gr,n:~:!ks' 2"td B'OS Disabling any of these bits 
prevents the chip select and X-Bus output enable control signal (XOl": 1m l~al, device from being generated, 
This register also provides coprocessor error and rnouse functions, 

Bit 

7 

6 

5 

4 

3 

2 

1 

0 

,-~------~- .. 

Oeser! ption 

Extended BIOS Enable: When bit 7 = 1 (enabled), PCI master accesses to locations FFFBOOOO­
eneratlon 0' BIOSCS# and XOE#. When FFFDFFFFh are forwarded to ISA and result In the g 

forwarding the additional 384-Kbyte region at the top oj 4 Gbytes, the Pill( allows the PCI address 
A[23:20] to propagate to the ISA LA[23:20] linE'S as all 1 's, al:85lng this 384-Kbyte region to the top of 

memory musi not be present in this region the 16-Mbyte space. To avoid contention, ISA add-In 
(OOFBOOOO-OOFDFFFFh). When bit 7 = 0, the PIIX d oes not genera:a BiOSeS # or XOE #. 

Lower BIOS Enable: When bit 6 = 1 (enabled), PCI master, or iSt'\, '1'>a"ter accesses 10 the lower 
64-Kbyte BIOS block (EOOOO-EFFFFh) at the lop 0' tho s, :Else" at the top of 4 Gbyte 
(FFFEOOOO-FFFEFFFFh) result In lhe generation or if and XOE # VVhen ':Jrwardlng the 
region at the top of 4 Gbytes to the ISA Bus. the ISA 
the top of the 16 Mbyte space. To avoid contention, I 

LA [23 20! !ines "ye all 1 's, aliaSing thiS region to 
SA addln rnerTlory must not be present in this 
PIIX does not gene(ate BIOSCS # or XOE # 

esses to I!:"A. 
region (OOFBOOOO-OOFDFFFFh). When bit 6 =, 0, the 
during these accesses and does not forward the ace 

Coprocessor Error Function Enable: 1 = Enable, t 
(internal). FERR # is also used to gate the IGNNE # , 

he FEliR # Input, when asserted, tnggers IRQ13 
output. 

IRQ12/M Mouse Function Enable: 1 = Mouse func lion; 0 = Standard 1,1Q12 Inierrupt function. 
,-

Reserved. 
--------

BIOSCS# Write Protect Enable: 1 = Enable (BIOS CS# IS asserted for BIOS memory read and write 
S# I,; only asserted for BIOS read cycles). cycles in decoded BIOS region); 0 = Disable (BIOSC 

Keyboard Controller Address Location Enable: 1 = i::nable KBCS # and XOE # for address 
or accesses to these locations. locations 60h and 64h. 0 = Disable KBCS # /XOE # I 

RTC Address Location Enable: 1 = Enable RTCC S# IRTCALE and XOE # fN accesses to address 
10 ;(OE # for thebe ac.-:eS;j8S. locations 70-77h. 0 = Disable RTCCS# IRTeAlE a1 

---

2.2.12 PIRQRC[A:Dj--PIRQx ROUTE CONTROL REGISTERS (FUNCTION OJ 

AddressOffset: 60h (PIRORCA#)-63h (PIRQRCD#j 

Default Value: SOh 

Attribute: Read/Write 

These registers control the routing ot the PIRQ[A:Dl # Signals to the IFlQ inputs of the Interrupt controller. 
Each PIROx# can be Independently routed to anyone of 11 IntEirrupts. All foUi' PIRQx# lines can be routed to 
the same IRQx input. Note that the IRQ that is selected thrrJugh 0Its[3:0] must be set to level senSitive mode in 
the corresponding ELCR Register. When a PIRO 51gn;:111s : outed to an interrupt c('ntroller IRQ, the PIIX masks 
the corresponding IRQ signal. 
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Bit Description 

7 Interrupt Routing Enable: 0 = Enable; 1 = Disable 

6:4 Reserved. Read as Os. 

3:0 Interrupt Routing: When bit 7 = 0, this field selects the routing of the PIROx to one of the interrupt 
controller interrupt inputs. 

Bits[3:0] IRQ Routing Bits [3:0] IRQ Routing Bits[3:0] IRQ Routing 

0000 Reserved 0110 IR06 1011 IR011 
0001 Reserved 0111 IR07 1100 IR012 
0010 Reserved 1000 Reserved 1101 Reserved 
0011 IR03 1001 IR09 1110 IR014 
0100 IR04 1010 IR010 1111 IR015 
0101 IR05 

2.2.13 TOM-TOP OF MEMORY REGISTER (FUNCTION 0) 

Address Offset: 69h 

Default Value: 02h 

Attribute: Read/Write 

This register enables the forwarding of ISA and DMA memory cycles to the PCI Bus and sets the top of main 
memory accessible by ISA or DMA devices. In addition, this register controls the forwarding of ISA or DMA 
accesses to the lower BIOS region (EOOOO-EFFFFh) and the 512-640-Kbyte main memory region (80000-
AOOOOh). The Top of Memory Configuration Register must be set by the BIOS. 

Bit Description 

7:4 Top Of Memory: The top of memory can be assigned in 1-Mbyte increments from 1-16 Mbytes. ISA 
or DMA accesses within this region, and not in the memory hole region, are forwarded to PCI. 

Bits[7:4] Top of Memory Bits [7:4] Top of Memory Bits[7:4] Top of Memory 

0000 1 Mbyte 0110 7 Mbyte 1011 12 Mbyte 
0001 2 Mbyte 0111 8 Mbyte 1100 13 Mbyte 
0010 3 Mbyte 1000 9 Mbyte 1101 14 Mbyte 
0011 4 Mbyte 1001 10 Mbyte 1110 15 Mbyte 
0100 5 Mbyte 1010 11 Mbyte 1111 16 Mbyte 
0101 6 Mbyte 

NOTE: 
The PI IX only supports a main memory hole at the top of 16 Mbytes. Thus, if a 1-Mbyte memory 
hole is created for the TSC's DRAM controller between 15 and 16 Mbytes, the PIIX Top of 
Memory should be set at 15 Mbytes. 

3 ISAIDMA Lower BIOS Forwarding Enable: 1 = Enable (forwarded to PCI, if XBCS Register bit 6 = 0); 
0= Disable (contained to ISA). Note that if the XBCS Register bit 6 = 1, ISA/DMA accesses in this 
region are always contained to ISA. 

2 Reserved. 

1 ISAIDMA 512-640 Kbyte Region Forwarding Enable: 1 = Enable (forwarded to PCI); 0 = Disable 
(contained to ISA). 

0 Reserved. 
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2.2.14 MSTAT-MISCELLANEOUS STATUS REGISTER (FUNCTION 0) 

Address Offset: 6B-6Ah 

Default Value: Undefined 

Attribute: Read Only (bit 2 read/write) 

This register reports the hardware strapping options selected for internal ISA DMA or external DMA mode and 
the ISA clock divisor. 

Bit Description 

15:3 Reserved. 

2 PCI Header Type Bit Enable: This bit controls the "Header Type Bit" in PIIX register OEh which 
defines the PIIX as a multifunction device. This bit defaults to 1 (multifunction device), and should be 
left in the default state. This bit is read/write. 

1 InternallSA DMA or External DMA Mode Status (IEDMAS): This bit reports the strapping option 
selected on the TC signal. This bit is 0 for normal DMA operation. This bit indicates strapping at the 
TC pin during reset (pulled high at reset for a value of 0). 

0 ISA Clock Divisor Status: This bit reports the strapping option on the SYSClK signal. 1 = clock 
divisor of 3 (PCIClK = 25 MHz). 0 = Clock divisor of 4 (PCIClK = 33 MHz). Note that, for 
PCIClK = 30 MHz, a clock divisor of 4 must be selected and produces a SYSClK of 7.5 Mhz. 

2-451 



82371FB (PIIX) 

2.2.15 MBIRQ[1:0]-MOTHERBOARD DEVICE IRQ ROUTE CONTROL REGISTERS (FUNCTION 0) 

Address Offset: 70h-MBIRQO; 71 h-MBIRQ1 

Default Value: 80h 

Attribute: Read/Write 

These registers control the routing of motherboard device interrupts (MIRQ[1:0l) to the internal IRQ inputs of 
the interrupt controller. Each MIRQx# can be independently routed to anyone of the interrupts. If the Bus 
Master mode of the IDE interface is used and there is a secondary IDE channel, the interrupt for that channel 
must be connected to MIRQO. 

Note that when a MIRQ line and a PIRQ# line are steered to the same ISA interrupt, the device connected to 
the MIRQ line must be set for active high, level··sensitive interrupts. In this case, the ISA interrupt will be 
masked. Bit 6 of that Motherboard Device IRQ Route Control Register must be programmed to O. 

Bit Description 

7 Interrupt Routing Enable: 0 = Enable routing; 1 = Disable routing. 

6 MIRQx/lRQx Sharing Enable: 0 = Disable sharing; 1 = Enable sharing. When sharing is disabled and 
bit 7 of this register is 0, the interrupt specified by bits[3:0] is masked. Interrupt sharing should only be 
enabled when the device connected to the MIRQ line and the device connected to the ISA IRQ line 
both produce active high, level·sensitive interrupts. 

5:4 Reserved: Read as Os. 

3:0 Interrupt Routing: When bit 7 = 0, this field selects the routing of the MBIRQx to one of the interrupt 
controller interrupt inputs. 

Bits[3:0] IRQ Routing Bits [3:0] IRQ Routing Bits [3:0] IRQ Routing 

0000 Reserved 0110 IRQ6 1011 IRQ11 
0001 Reserved 0111 IRQ7 1100 IRQ12 
0010 Reserved 1000 Reserved 1101 Reserved 
0011 IRQ3 1001 IRQ9 1110 IRQ14 
0100 IRQ4 1010 IRQ10 1111 IRQ15 
0101 IRQ5 
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2.2.16 MBDMA[1:0]-MOTHERBOARD DEVICE DMA CONTROL REGISTERS (FUNCTION 0) 

Address Offset: 76h-MBDMAO#; 77h-MBDMA1 # 

Default Value: 04h 

Attribute: Read/Write 

These registers control the routing of motherboard device DMA Signals (MDRQ[1:0] and MDAK[1:0l) to the 
DREQ and DACK# signals on the 8237 DMA controller unit. This register also enables a fast transfer mode 
(type F, 3 SYSCLK) for motherboard devices. 

When a MDRQ/MDAK # pair is programmed for a given 8237 DMA channel and DMC = 1, the MDRQI 
MDAK # signals are masked. If both motherboard DMAs are used, the motherboard DMAs should be pro­
grammed to different compatible DMA channels. Programming both motherboard DMAs to the same compati­
ble DMA channel results in unpredictable device operation. 

When DMC = 1, this register enables type F transfers and the 4-byte DMA buffer for an ISA peripheral on a 
given channel. When DMC=O, this register steers the corresponding MDRQ/MDAK# signals to a compatible 
ISA channel for a motherboard peripheral and also enable type F transfers and the 4-byte DMA buffer. 

Bit Description 

7 Type F and DMA Buffer Enable (FASn: 1 = Enable for the channel selected by bits[2:0]. 0 = Disable 
for the channel selected by bits[2:0]. 

6:4 Reserved. Read as Os. 

3 Disable Motherboard Channel (DMC): When this bit 3 = 0, the MDRQ/MDAK # pair associated with 
this channel is routed to the compatible ISA channel determined by the CHNL field (bits[2:0l). When 
bit 3 = 1, the ISA DREQ/DACK # pair is used for that channel. 

2:0 DMA Channel Select (CHNL): This field selects the DMA channel connected to the MDRQ/MDAK # 
pair. 

Bits [2:0] DMAChannel Bits [2:0] DMAChannel 

000 0 100 default (disabled) 
001 1 101 5 
010 2 110 6 
011 3 111 7 
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2.2.17 PCSc-PROGRAMMABLE CHIP SELECT CONTROL REGISTER (FUNCTION 0) 

Address Offset: 78-79h 

Default Value: 0002h 

Attribute: Read/Write 

This register controls the assertion of the PCS# programmable chip select signal. The PCS# signal is assert­
ed for subtractively decoded I/O cycles generated by PCI masters that fall in the range specified by this 
register. The address is programmable to any 16 bit I/O space location and the range is programmable to be 
4,8 or 16 bytes. A split range is precluded. The upper 16 address bits (AD[31 :16]) must be 0 for the address to 
be decoded and the PCS# signal asserted. The PCS# signal is never asserted for ISA Bus Masters access. 

Bit Description 

15:2 PCS Address (PCSADDR): This field defines a 16 bit I/O space address (4 byte range) that causes 
the PCS# signal to assert. Address bits [3:2] may be masked (considered "don't care") by 
programming bits [1 :0] of this register. 

1:0 PCS Address Mask: When bit 1 = 1 , PCSADDR3 is masked. When bit 0 = 1, PCSADDR2 is masked. 

Bits[1:0] Range 

00 4 bytes (default) 
01 8 bytes, contiguous 
10 Disabled 
11 16 bytes, contiguous 
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2.2.18 SMICNTL-SMI CONTROL REGISTER (FUNCTION 0) 

Address Offset: AOh 

Default Value: 08h 

Attribute: Read/Write 

The SMICNTL Register provides Fast-Off Timer control, STPCLK# enable/disable, and CPU clock scaling. 
This register also enables/disables the system management interrupt (SMI). 

Bit Description 

7:5 Reserved. 

4:3 Fast-Off Timer Freeze (CTMRFRZ): This field enables/disables the Fast-Off Timer and when 
enabled, selects the timer count granularity as shown below: 

Bits [4:3] Count Granularity Count Granularity Count Granularity 
(33 MHz PCICLK) (30 MHz PCICLK) (25 MHz PCICLK) 

00 1 Minute 1.1 Minute 1.32 Minute 
01 Disabled (default) Disabled (default) Disabled (default) 
10 1 PCICLK 1 PCICLK 1 PCICLK 
11 1 msec 1.1 msec 1.32 msec 

2 STPCLK # Scaling Enable (CSTPCLKSC): 1 = Enable; 0 = Disable. When enabled (and bit 1 = 1), the 
high and low times for the STPCLK # signal are controlled by the Clock Scaling STPCLK # High Timer 
and Clock Scaling STPCLK # Low Timer Registers. 

1 STPCLK # Signal Enable (CSTPCLKE): 1 = Enable; 0 = Disable. When enabled, an APMC Register 
read causes STPCLK # to be asserted. When disabled, the STPCLK # signal is disabled and is 
negated (high). Software can set this bit to 0 by writing 0 to it. 

0 SMI# Gate (CSMIGATE): 1 = Enable; 0= Disable. When enabled, a system management interrupt 
condition asserts the SMI # signal. When disabled, the SMI # signal is masked and negated. This bit 
only affects the SMI # signal and does not affect the detection/recording of SMI events (i.e., this bit 
does not affect the SMI status bits in the SMIREQ Register). Thus, if an SMI is pending when this bit is 
set to 1, the SMI # signal is asserted. 
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2.2.19 SMIEN-SMI ENABLE REGISTER (FUNCTION 0) 

Address Offset: A2-A3h 

Default Value: OOOOh 

Attribute: Read/Write 

This register enables the generation of SMI (asserting the SMI # signal) for the associated hardware events 
(bits[5:0)), and software events (bit 7). When a hardware event is enabled, the occurrence of a corresponding 
event results in the assertion of SMI#, if enabled via the SMICNTL Register. The SMI# is asserted indepen­
dent of the current power state (Power-On or Fast-Off). The default for all sources in this register is disabled. 

Bit Description 

15:8 Reserved. 

7 APMC Write SMI Enable: 1 = Enable; 0 = Disable. 

6 EXTSMI # SMI Enable: 1 = Enable; 0 = Disable. 

5 Fast-Off Timer SMI Enable: 1 = Enable; 0 = Disable. When enabled, the timer generates an SMI 
when it decrements to O. 

4 IRQ12 SMI Enable (PS/2 Mouse Interrupt): 1 = Enable; 0 = Disable. 

3 IRQ8 SMI Enable (RTC Alarm Interrupt): 1 = Enable; 0 = Disable. 

2 IRQ4 SMI Enable (COM2/COM4 Interrupt or Mouse): 1 = Enable; 0 = Disable. 

1 IRQ3 SMI Enable (COMlICOM3 Interrupt or Mouse): 1 = Enable; 0 = Disable. 

0 IRQ1 SMI Enable (Keyboafd Interrupt): 1 = Enable; 0 = Disable. 
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2.2.20 SEE-SYSTEM EVENT ENABLE REGISTER (FUNCTION 0) 

Address Offset: A4-A7h 

Default Value: OOOOOOOOh 

Attribute: Read/Write 

This register enables hardware events as system events and break events for power management control. 
The default for each system/break event in this register is disabled. Bits[31,29,15:3,1 :0] generate both system 
and break events and bit 30 generates break events only. 

System Events: Activity by these events can keep the system from powering down. When a system event is 
enabled, the corresponding hardware event activity prevents a Fast-Off power-down condition by reloading 
the Fast-Off Timer with its initial count. 

Break Events: These events can awaken a powered down system. When a break event is enabled, the 
corresponding hardware event activity powers up the system by negating STPCLK # . 

Bit Description 

31 Fast-Off SMI Enable (FSMIEN): 1 = Enable; 0 = Disable. 

30 INTR Enable (FINTREN): 1 = Enable; 0 = Disable. When enabled, INTR is used as a global break 
event. In this case, any IRQ that is generated causes the system to powerup via the negation of 
STPCLK#, regardless of the state of bits[15:3,1 :0] in this register. 

29 Fast-Off NMI Enable (FNMIEN): 1 = Enable; 0 = Disable. 

28:16 Reserved. 

15:3 Fast-Off IRQ[15:3] Enable (FIRQ[15:3]EN): 1 = Enable; 0 = Disable. 

2 Reserved. 

1:0 Fast-Off IRQ[1:0] Enable (FIRQ[1:0]EN): 1 = Enable; 0= Disable. 

2.2.21 FTMR-FAST-OFF TIMER REGISTER (FUNCTION 0) 

Address Offset: A8h 

Default Value: OFh 

Attribute: Read/Write 

The Fast-Off Timer indicates (through an SMI) that the system has been idle for a preprogrammed period of 
time. When the timer expires, an SMI special cycle is generated. The count time interval is programmable (via 
the SMICNTL Register). The granularity of the counter is programmable via the SMICNTL Register. 

NOTE: 
1. Before writing to the FTMR Register, the Fast-Off Timer must be stopped via bits[4:3] of the 

SMICNTL Register. 

Bit Description 

7:0 Fast-Off Timer Value: Bits[7:0] contain one less than the actual count-down value. Thus, if X is 
programmed into this register, the countdown value is X + 1. The X + 1 value is loaded into the counter 
when an enabled system event occurs. When the Fast-Off Timer reaches OOh, an SMI is generated 
and the timer is re-Ioaded with the X + 1 value. When the Fast-Off Timer is enabled (via the SMICNTL 
Register), the timer counts down from this value. A read from the FTMR Register returns the value last 
written. 
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2.2.22 SMIREQ-SMI REQUEST REGISTER (FUNCTION 0) 

Address Offset: AA-ABh 

Default Value: OOh 

Attribute: Read/Write 

The SMIREQ Register contains status bits indicating which enabled event caused a SMI. 

NOTES: 

1. The SMIREQ bits are set, cleared, or read independently of each other and independently of the 
CSMIGATE bit in the SMICNTL Register. 

2. If software attempts to set a status bit to 0 at the same time that the PIIX is setting it to 1, the bit is set 
to 1. 

3. Each of the SMIREQ bits is set by the PIIX in response to the activation of the corresonding SMI 
event. If the SMI event is still active when the corresponding SMIREQ bit is set to 0, the PIIX does not' 
set the status bit back to 1 (i.e., there is only one status indication per active SMI event). 

4. When an IRQx signal is asserted, the corresponding IRQx status bit is set to 1. If the IRQx signal is 
still active when software sets the corresponding status bit to 0, the status bit is not 'set back to 1. 
The IRQx may be negated before software sets the status bit to O. However, if the status bit is set to 
o at the same time a new IRQx is activated, the status bit remains at 1. This indicates to the SMI 
handler that a new SMI event has been detected. 

5. If an IRQx is set in level mode and shared by two devices, the IRQ should not be enabled as an 
SMI# event. The PIIX's SMIREQ bits are essentially set with an edge. When the second IRQ occurs 
on a shared IRQ, there is not second edge and the SMI# will not be generated for the second IRQ. 

Bit Description 

15:8 Reserved. 

7 APM SMI Status (RAPMC): The PIIX sets this bit to 1 to indicate that a write to the APM Control 
Register caused an SMI. Software sets this bit to 0 by writing 0 to it. 

6 EXTSMI# SMI Status (REXT): The PIIX sets this bit to 1 to indicate that EXTSMI# caused an SMI. 
Software sets this bit to 0 by writing 0 to it. 

5 Fast-Off Timer Expired Status (RFOT): The PIIX sets this bit to 1 to indicate that the Fast-Off Timer 
expired and caused an SMI. Software sets this bit to 0 by writing 0 to it. Note that the timer re-starts 
counting 1 the next clock after it expires. 

4 IRQ12 Request SMI Status (RIRQ12): The PIIX sets this bit to 1 to indicate that IRQ12 caused an 
SMI. Software sets this bit to 0 by writing 0 to it. 

3 IRQ8# Request SMI Status (RIRQ8): The PIIX sets this bit to 1 to indicate that IRQ8# caused an 
SMI. Software sets this bit to 0 by writing 0 to it. 

2 IRQ4 Request SMI Status (RIRQ4): The PIIX sets this bit to 1 to indicate that IRQ4 caused an SMI. 
Software sets this bit to 0 by writing 0 to it. 

1 IRQ3 Request SMI Status (RIRQ3): The PIIX sets this bit to 1 to indicate that IR03 caused an SMI. 
Software sets this bit to 0 by writing 0 to it. 

0 IRQ1 Request SMI Status (RIRQ1): The PIIX sets this bit to 1 to indicate that IR01 caused an SMI. 
Software sets this bit to 0 by writing 0 to it. 
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2.2.23 CTL TMR-CLOCK SCALE STPCLK # LOW TIMER (FUNCTION 0) 

Address Offset: ACh 

Default Value: OOh 

Attribute: Read/Write 

82371FB (PIIX) 

The value in this register defines the duration of the STPCLK# asserted period when bit 2 in the SMICNTL 
Register is set to 1. The value in this register is loaded into the STPCLK # Timer when STPCLK # is asserted. 
The STPCLK# timer i$ a divide of PCI clocks and is, therefore, frequency dependent. 

The base count for a value of 0 is as follows: 

50.0 MHz timebase is 42 microseconds 
60.0 MHz timebase is 35 microseconds 
66.6 MHz timebase is 32 microseconds 

The numbers above are derived from the formula: # of PCI clocks STPCLK# asserted (or negated) = 1 + 
1056* (programmed value + 1) where "programmed value" = the value programmed in the clock scale 
STPCLK # low or high timers, register offset OACh and OAEh. 

Bit Description 

7:0 Clock Scaling STPCLK# Low Timer Value: Bits[7:0] define the duration of the STPCLK# asserted 
period during clock throttling. 

2.2.24 CTHTMR-CLOCK SCALE STPCLK # HIGH TIMER (FUNCTION 0) 

Address Offset: AEh 

Default Value: OOh 

Attribute: Read/Write 

The value in this register defines the duration of the STPCLK# negated period when bit 2 in the SMICNTL 
Register is set to 1. The value in this register is loaded into the STPCLK# timer when STPCLK# is negated. 
The STPCLK# timer is a divide of PCI clicks and is, therefore, frequency dependent. See the STPCLK# Low 
Timer description in Section 2.2.23 .. 

Bit Description 

7:0 Clock Scaling STPCLK# High Timer Value: Bits[7:0] define the duration of the STPCLK# negated 
period during clock throttling. 

2-459 



82371FB (PIIX) 

2.3 PCI Configuration Registers-Function 1 (IDE Interface) 

The PI/X is a multi-function device, as indicated by bit 7 of the Header Type Register. The PCI IDE interface 
function uses Function 1. 

2.3.1 VID-VENDOR ID REGISTER (FUNCTION 1) 

Address Offset: 00-01 h 

Default Value: 8086h 

Attribute: Read Only 

The VID Register contains the vendor identification number. This register, along with the Device Identification 
Register, uniquely identify any PCI device. Writes to this register have no effect. 

Description 

Vendor Identification Number: This is a 16-bit value assigned to Intel. 

2.3.2 DID-DEVICE IDENTIFICATION REGISTER (FUNCTION 1) 

Address Offset: 02-03h 

Default Value: 1230h 

Attribute: Read Only 

The DID Register contains the device identification number. This register, along with the VID Register, define 
the PI/X. Writes to this register have no effect. 

Description 

Device Identification Number: This is a 16-bit value assigned to the PI/X. 
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2.3.3 PCICMD-COMMAND REGISTER (FUNCTION 1) 

Address Offset: 04-05h 

Default Value: OOOOh 

Attribute: Read/Write 

The PCICMD Register controls access to the I/O Space Registers. 

Bit Description 

15:10 Reserved: Read O. 

9 Fast Back to Back Enable (FBE): (Not Implemented). This bit is hardwired to O. 

8:5 Reserved: Read as O. 

4 Memory Write and Invalidate Enable (MWI): (Not Implemented). This bit is hardwired to O. 

3 Special Cycle Enable (SCE): (Not Implemented). This bit is hardwired to O. 

2 Bus Master Enable (BME): 1 = Enables the PIIX to be an IDE Bus Master. 0 = Disables the PIIX 
from generating PCI accesses for the IDE Bus Master function. This bit must be programmed to 1 by 
BIOS for Bus Master IDE operation. 

1 Memory Space Enable (MSE): (Not Implemented). This bit is hardwired to 1. 

0 1/0 Space Enable (lOSE): This bit controls access to the I/O Space Registers. When lOSE = 1, 
access to the Legacy IDE ports (both primary and secondary) and the PCI Bus Master IDE I/O 
Registers is enabled. The Base Address Register for the PCI Bus Master IDE I/O Registers should 
be programmed before this bit is set to 1 . 
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2.3.4 PCISTs-PCI DEVICE STATUS REGISTER (FUNCTION 1) 

Address Offset: 06-07h 

Default Value: 0280h 

Attribute: Read/Write 

PCISTS is a 16-bit status register for the IDE interface function. The register also indicates the PIIX's 
DEVSEL# signal timing. 

Bit Description 

15 Detected Parity Error (PERR): (Not Implemented). Read as O. 

14 SERR # Status (SERRS): (Not Implemented). Read as O. 

13 Master-Abort Status (MAS)-R/W: When the Bus Master IDE interface function, as a master, 
generates a master abort, MA is set to 1. Software sets MA to 0 by writing 1 to this bit. 

12 Received Target-Abort Status (RTA)-R/W: When the Bus Master IDE interface function is a 
master on the PCI Bus and receives a target abort, this bit is set to 1 . Software sets RT A to 0 by 
writing 1 to this bit. 

11 Signaled Target Abort Status (STA)-R/W: This bit is set when the PIIX IDE interface function is 
targeted with a transaction that the PUX terminates with a target abort. Software resets STA to 0 by 
writing 1 to this bit. 

10:9 DEVSEL # Timing Status (DEVT)-RO: For the PIIX, DEVT = 01 indicating medium timing for 
DEVSEL# assertion when performing a positive decode. DEVSEL# timing does not include 
configuration cycles. 

8 Data Parity Detected (DPD): (Not Implemented). Read as O. 

7 Fast Back-to-Back Capable (FBC)-RO: Hardwired to 1. This bit indicates to the PCI Master that 
PIIX, as a target, is capable of accepting fast back-to-back transactions. 

6:0 Reserved: Read as Os. 

2.3.5 RID-REVISION IDENTIFICATION REGISTER (FUNCTION 1) 

Address Offset: 08h 

Default Value: Refer to stepping information 

Attribute: Read Only 

This 8-bit register contains device stepping information. Writes to this register have no effect. 

Description 

Revision ID Byte: The register is hardwired to the default value during manufacturing. 
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2.3.6 PI-PROGRAMMING INTERFACE REGISTER (FUNCTION 1) 

Address Offset: 09h 

Default Value: BOh 

Attribute: Read Only 
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This register contains the device programming interface information related to the Sub Class Code Register 
and Base Class Code Register definition for this function. 

Description 

Programming Interface: BOh = Capable of IDE Bus Master operation. 

2.3.7 SUBC-SUB CLASS CODE REGISTER (FUNCTION 1) 

Address Offset: OAh 

Default Value: 01 h 

Attribute: Read Only 

This register indicates the function sub-class in relation to the Base Class Code Register. 

Description 

Sub Class Code (SUBC): 01 h = IDE controller. 

2.3.8 BCC-BASE CLASS CODE REGISTER (FUNCTION 1) 

Address Offset: OBh 

Default Value: 01 h 

Attribute: Read Only 

This register contains the Base Class Code of the IDE function on the PIIX. 

Description 

Base Class Code (BASEC): 01 h = Mass storage device. 
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2.3.9 MLT-MASTER LATENCY TIMER REGISTER (FUNCTION 1) 

Address Offset: ODh 

Default Value: OOh 

Attribute: Read/Write 

ML T controls the amount of time PIIX, as a Bus Master, can burst data on the PCI Bus. The count value is an B 
bit quantity. However, ML T[3:0] are reserved and 0 when determining the count value. ML T is cleared and 
suspended when PIIX is not asserting FRAME#. When PIIX asserts FRAME#, the counter begins counting. If 
PIIX finishes its transaction before the count expires, the ML T count is ignored. If the count expires before the 
transaction completes (count = # of clocks programmed in ML T), PIIX initiates a transaction termination as 
soon as its PHLDA# is removed. The number of clocks programmed in the ML T represents the guaranteed 
time slice (measured in PCI clocks) allotted to PIIX. The default value of ML T is OOh, or 0 PCI clocks. 

Bit Description 

7:4 Master Latency Timer Count Value: PIIX-initiated PCI burst cycles can last indefinitely, as long as 
PHLDA# remains active. However, if PHLDA# is negated after the burst cycle is initiated, PIIX limits 
the burst cycle to the number of PCI Bus clocks specified by this field. 

3:0 Reserved. 

2.3.10 HEDT-HEADER TYPE REGISTER (FUNCTION 1) 

Address Offset: OEh 

Default Value: BOh 

Attribute: Read Only 

The HEDT Register identifies the PIIX as a multi-function device. 

Description 

Device Type (DEVICET): BOh = Multi-function device. 

2.3.11 BMIBA-BUS MASTER INTERFACE BASE ADDRESS REGISTER (FUNCTION 1) 

Address Offset: 20-23h 

Default Value: 00000001 h 

Attribute: Read/Write 

This register selects the base address of a 16-byte I/O space to provide a software interface to the Bus 
Master functions. Only 12 bytes are actually used (6 bytes for primary and 6 bytes for secondary). 

Bit Description 

31:16 Reserved: Hardwired to O. 

15:4 Bus Master Interface Base Address: These bits provide the base address for the Bus Master 
Interface Registers and correspond to AD[15:4]. 

3:2 Reserved: Hardwired to O. 

1 Reserved. 

0 Resource Type Indicator (RTE)-RO: This bit is hardwired to 1 indicating that the base address 
field in this register maps to 110 space. 
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2.3.12 IDETM-IDE TIMING REGISTER (FUNCTION 1) 

Address Offset: Primary Channel = 40-41 h; Secondary Channel = 42-43h 

Default Value: OOOOh 

Attribute: ReadlWrite Only 

This register controls the PIIX's IDE interface and selects the timing characteristics of the PCI Local Bus IDE 
cycle. 

Bit Description 

15 IDE Decode Enable (IDE): 1 = Enable; 0 = Disable. When enabled, 1/0 transactions on PCI 
targeting the IDE ATA Register blocks (command block and control block) are positively decoded 
on PCI and driven on the PIIX IDE interface. When disabled, PIIX subtractively decodes these 
accesses to ISA. 

14 Reserved. 

13:12 10RDY Sample Point (ISP): This field selects the number of clocks between DIOx # assertion and 
the first 10RDY sample point. 

Bits[13:12] Number Of Clocks 

00 5 
01 4 
10 3 
11 2 

11 :10 Reserved. 

9:8 Recovery Time (RTC): This field selects the minimum number of clocks between the last 10RDY # 
sample point and the DIOx # strobe of the next cycle. 

Bits[9:S] Number Of Clocks 

00 4 
01 3 
10 2 
11 1 

7 DMA Timing Enable Only (DTE1): When DTE1 = 1, fast timing mode is enabled for DMA data 
transfers for drive 1. Note that PIO transfers to the IDE data port still run in compatible timing. 

6 Prefetch and Posting Enable (PPE1): When PPE1 = 1, prefetch and posting to the IDE data port is 
enabled for drive 1. 

5 10RDY Sample Point Enable Drive Select 1 (IE1): When IE1 =0, 10RDY sampling is disabled for 
Drive 1. The internallORDY signal is forced asserted guaranteeing that IORDY is sampled asserted 
at the first sample point as specified by the ISP field in this register. 

When IE1 = 1 and the currently selected drive (via a copy of bit 4 of 1x6h) is Drive 0, all accesses to 
the enabled 1/0 address range sample IORDY. The 10RDY sample point is specified by the ISP field 
in this register. 
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Bit Description 

4 Fast Timing Bank Drive Select 1 (TIME1): When TIME1 =0, accesses to the data port of the 
enabled 110 address range use the 16 bit compatible timing PCllocal bus path. 

When TIME1 = 1 and the currently selected drive (via a copy of bit 4 of 1 x6h) is Drive 1, accesses to 
the data port of the enabled 110 address range use the fast timing bank PCllocal bus IDE path. 
Accesses to ~he data port use fast timing only if bit 7 of this register (DTE1) is zero. Accesses to all 
non-data ports of the enabled 110 address range use the 8 bit compatible timing PCllocal bus path. 

3 DMA Timing Enable Only (DTEO): When DTEO = 1, fast timing mode is enabled for DMA data 
transfers for drive O. Note that PIO transfers to the IDE data port still run in compatible timing. 

2 Prefetch and ,Posting Enable (PPEO): l' = Enable; 0 = Disable. When enabled, prefetch and posting to 
the IDE data port is enabled for drive O. 

1 IORDY sample Point Enable Drive Select 0 (lEO): When lEO = 0, 10RDY sampling is disabled for 
Drive O. The internallORDY signal is forced aS,serted guaranteeing that 10RDY is sampled asserted at 
the first sample point as specified by the ISP field in this register. 

When lEO = 1 and the currently selected drive (via a copy of bit 4 of 1 x6h) is Drive 0, all accesses to the 
enabled I/O address range sample 10RDY. The 10RDY sample point is specified by the ISP field in this . 
register. 

0 Fast Timing Bank Drive Select 0 (TIMEO): When TIMEO = 0, accesses to the data port of the 
~nabled I/O address range uses the 16 bit compatible timing PCllocal bus path. 

When TIMEO= 1 and the currently selected drive (via a copy of bit 4 of 1x6h) is Drive 0, accesses to 
the data port of the enabled I/O address range use the fast timing bank PCllocal bus IDE path. 
'Accesses to the data port use fast timing only if bit 3 of this register (DTEO) is O. Accesses to all non-
data ports of the enabled I/O address range use the 8 bit compatible timing PCllocal bus path. 

2.4 ISA-Compatible Registers 

The ISA-Compatible Registers contain the DMA, timerlcounter, and interrupt registers. This group also con-
tains the X-Bus, coprocessor, NMI, and reset registers. . 

2.4.1 DMA REGISTERS 

The PIIX contains DMA circuitry that incorporates the functionality of two 82C37 DMA controllers (DMA1 and 
DMA2). The DMA Registers control the operation of the DMA controllers and are all accessible from the Host 
CPU via the PCI Bus interface. In addition, some of the registers are accessed from the ISA Bus via ISA I/O 
space. Unless otherwise stated, a CPURST sets each register to its default value. 
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2.4.1.1 DCOM-DMA Command Register 

liD Address: Channels 0-3-08h; Channels 4-7-ODOh 

Default Value: OOh (CPURST or Master Clear) 

Attribute: Write Only 

This 8·bit register controls the configuration of the DMA. Note that disabling channels 4·7 also disables 
channels 0-3, since channels 0-3 are cascaded into channel 4. 

Bit Description 

7 DACK # ACTIVE Level (DACK # [3:0,{7:5)l): 1 = Active high; 0 = Active low. 

6 DREQ Sense Assert Level (DREQ[3:0,{7:5)l): 1 = Active low; 0 = Active high. 

5 Reserved: Must be O. 

4 DMA Group Arbitration Priority: 1 = Rotating priority; 0 = Fixed priority 

3 Reserved: Must be O. 

2 DMA Channel Group Enable: 1 = Disable; 0 = Enable. 

1:0 Reserved: Must be O. 

2.4.1.2 DCM-DMA Channel Mode Register 

liD Address: Channels 0-3 = OBh; Channels 4-7 = OD6h 

Default Value: Bits[7:2] = 0, Bits[1 :0] = undefined (CPURST or Master Clear) 

Attribute: Write Only 

Each channel has a 16-bit DMA Channel Mode Register. The Channel Mode Registers provide control over 
DMA transfer type, transfer mode, address increment/decrement, and autoinitialization. 

Bit Description 

7:6 DMA Transfer Mode: Each DMA channel can be programmed in one of four different modes: 

Bits[7:6] Transfer Mode 

00 Demand mode 
01 Single mode 
10 Block mode 
11 Cascade mode 

5 Address Increment/Decrement Select: 0= Increment; 1 = Decrement. 

4 Autoinitialize Enable: 1 = Enable; 0 = Disable. 
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Bit Description 

3:2 DMA Transfer Type: When Bits[7:6] = 11, the transfer type bits are irrelevant. 

Bits[3:2] Transfer Type 

00 Verify transfer 
01 Write transfer 
10 Read transfer 
11 Illegal 

1:0 DMA Channel Select: Bits[1 :0] select the DMA Channel Mode Register written to by bits[7:2]. 

Blts[1:0] Channel 

00 Channel 0 (4) 
01 Channel 1 (5) 
10 Channel 2 (6) 
11 Channel 3 (7) 

2.4.1.3 .DR-DMA Request Register 

1/0 Address: Channels 0-3-09h; Channels 4-7-OD2h 

Default Value: Bits[ 1 :0] = undefined, Bits[7:2] = 0 (CPURST or Master Clear) 

Attribute: Write Only 

The Request Register is used by software to initiate a DMA request. The DMA responds to the software 
request as though DREQx is asserted. These requests are non-maskable and subject to prioritization by the 
priority encoder network. For a software request, the channel must be in Block Mode. The Request Register 
status for DMA1 and DMA is output on bits[7:4] of a Status Register read. 

Bit Description 

7:3 Reserved: Must be O. 

2 DMA Channel Service Request: 0 = Resets the individu·al software DMA channel request bit. 1 = Sets 
the request bit. Generation of a TC also sets this bit to O. 

1:0 DMA Channel Select: Bits[1 :0] select the DMA channel mode Register to program with bit 2. 

Bits[1:0] Channel 

00 Channel 0 
01 Channel 1 (5) 
10 Channel 2 (6) 
11 Channel 3 (7) 
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2.4.1.4 Mask Register-Write Single Mask Bit 

I/O Address: Channels 0-3-OAh; Channels 4-7-OD4h 

Default Value: Bits[1 :0] = undefined; Bit 2 = 1; Bits[7:3] =0 (CPURST or a Master Clear) 

Attribute: Write Only 

A channel's mask bit is automatically set when the Current Byte/Word Count Register reaches terminal count 
(unless the channel is programmed for autoinitialization). Setting the entire register disables all DMA requests 
until a clear mask register instruction allows them to occur. This instruction format is similar to the format used 
with the DMA Request Register. Masking DMA channel 4 (DMA controller 2, channel 0) also masks DMA 
channels [3:0]. 

Bit Description 

7:3 Reserved: Must be O. 

2 Channel Mask Select: 1 = Disable DREQ for the selected channel. 0 = Enable DREQ for the selected 
channel. 

1:0 DMA Channel Select: Bits[1 :0] select the DMA Channel Mode Register for bit 2. 

Bits[1:0] Channel 

00 Channel 0 (4) 
01 Channel 1 (5) 
10 Channel 2 (6) 
11 Channel 3 (7) 

2.4.1.5 Mask Register-Write All Mask Bits 

I/O Address: Channels 0-3-OFh; Channels 4-7-ODEh 

Default Value: Bit[3:0] = 1; Bit[7:4] = 0 (CPURST or Master Clear) 

Attribute: Read/Write 

A channel's mask bit is automatically set to 1 when the Current Byte/Word Count Register reaches terminal 
count (unless the channel is programmed for autoinitialization). Setting bits[3:0] to 1 disables all DMA requests 
until a clear mask register instruction enables the requests. Note that, masking DMA channel 4 (DMA control­
ler 2, channel 0), masks DMA channels [3:0]. Also note that masking DMA controller 2 with a write to port 
ODEh also masks DREQ assertions from DMA controller 1. 

Bit Description 

7:4 Reserved: Must be O. 

3:0 Channel Mask Bits: 1 = Disable the corresponding DREQ(s); 0 = Enable the corresponding DREQ(s). 

Bit Channel 

0 0(4) 
1 1 (5) 
2 2 (6) 
3 3 (7) 
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2.4.1.6 D5-DMA Status Register 

I/O Address: Channels 0-3-08h; Channels 4-7-ODOh 

Default Value: OOh 

Attribute: Read Only 

Each DMA controller has a read-only DMA Status Register that indicates which channels have reached 
terminal count and which channels have a pending DMA request. 

Bit Description 

7:4 Channel Request Status: When a valid DMA request is pending for a channel (on its DREQ signal 
line), ti'le corresponding bit is set to 1. When a DMA request is not pending for a particular channel, the 
corresponding bit is set to O. The source of the DREQ may be hardware or a software request. Note 
that channel 4 does not have DREQ or DACK lines, so the response for a read of DMA2 status for 
channel 4 is irrelevant. 

Bit Channel 

4 0 
5 1 (5) 
6 2 (6) 
7 3 (7) 

3:0 Channel Terminal Count Status: 1 = TC is reached; 0 = TC is not reached. 

Bit Channel 

0 0 
1 1 (5) 
2 2 (6) 
3 3 (7) 

2.4.1.7 DMA Base and Current Address Registers (8237 Compatible Segment) 

I/O Address: DMA Channel OOOOh 

DMA Channel 1002h 

DMA Channel 2004h 

DMA Channel 3006h 

DMA Channel 40COh 

DMA Channel 50C4h 

DMA Channel 60C8h 

DMA Channel 70CCh 

Default Value: XXXXh (CPURST o~ Master Clear) 

Attribute: Read/Write 

This register works in conjunction with the Low Page Register. After an autoinitialization, this register retains 
the original programmed value. Autoinitialize takes place after a TC. The address register is automatically 
incremented or decremented after each transfer. This register is read/written in successive 8-bit bytes. The 
programmer must issue the "Clear Byte Pointer Flip-Flop" command to reset the internal byte pointer and 
correctly align the write prior to programming the Current Address Register. Autoinitialize takes place only after 
a TC. 

Bit Description 

15:0 Base and Current Address [15:01: These bits represent address bits[15:01 used when forming the 
24-bit address for DMA transfers. 
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2.4.1.8 DMA Base and Current Byte/Word Count Registers (Compatible Segment) 

I/O Address: DMA Channel 0001 h 

DMA Channel 100Sh 

DMA Channel 2005h 

DMA Channel S007h 

DMA Channel 40C2h 

DMA Channel 50CSh 

DMA Channel SOCAh 

DMA Channel 70CEh 

Default Value: XXXXh (CPURST or Master Clear) 

Attribute: Read/Write 

82371FB (PIIX) 

This register determines the number of transfers to be performed. The actual number of transfers is one more 
than the number programmed in the Current Byte/Word Count Register When the value in the register is 
decremented from zero to FFFFh, a TC is generated. Autoinitialize can only occur when a TC occurs. If it is not 
autoinitialized, this register has a count of FFFFh after TC. 

For transfers to/from an 8-bit I/O, the Byte/Word count indicates the number of bytes to be transferred. This 
applies to DMA channels O-S. For transfers to/from a 1S-bit I/O, with shifted address, the Byte/Word count 
indicates the number of 1S-bit words to be transferred. This applies to DMA channels 5-7. 

Bit Description 

15:0 Base and Current Byte/ Word Count: These bits represent the 1S byte/word count bits used when 
counting down a DMA transfer. 

2.4.1.9 DMA Memory Low Page Registers 

I/O Address: DMA Channel 0087h 

DMA Channel 108Sh 

DMA Channel 2081h 

DMA Channel S082h 

Default Value: XXh (CPURST or Master Clear) 

Attribute: Read/Write 

DMA Channel 508Bh 

DMA Channel S089h 

DMA Channel 708Ah 

This register works in conjunction with the Current Address Register. After an autoinitialization, this register 
retains the original programmed value. Autoinitialize takes place after a TC. 

Description 

DMA Low Page [23:16]: These bits represent address bits[2S:1S] of the 24-bit DMA address. 
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2.4.1.10 DMA Clear Byte Pointer Register 

I/O Address: Channels 0-3-00Ch; Channels 4-7-OD8h 

Default Value: All bits undefined 

Attribute: Write Only 

Writing to this register executes the Clear Byte Pointer Command. This command is executed prior to reading/ 
writing a new address or word count to the DMA. The command initializes the byte pointer flip-flop to a known 
state so that subsequent accesses to register contents address upper and lower bytes in the correct se­
quence. The Clear Byte Pointer Command (or CPURST or the Master Clear Command) clears the internal 
latch used to address the upper or lower byte of the 16-bit Address and Word Count Registers. 

Description 

Clear Byte Pointer: No specific pattern. Command enabled with a write to the I/O port address. 

2.4.1.11 DMC-DMA Master Clear Register 

I/O Address: Channel 0-3-00Dh; Channel 4-7-0DAh 

Default Value: All bits undefined 

Attribute: Write Only 

This software instruction has the same effect as the hardware reset. 

Description 

Master Clear: No specific pattern. Command enabled with a write to the I/O port address. 

2.4.1.12 DCLM-DMA Clear Mask Register 

I/O Address: Channel 0-3-00Eh; Channel 4-7-ODCh 

Default Value: All bits undefined 

Attribute: Write Only 

Description 

Clear Mask Register: No specific pattern. Command enabled with a write to the I/O port address. 

2-472 



82371FB (PIIX) 

2.4.2 TIMER/COUNTER REGISTER DESCRIPTION 

2.4.2.1 TCW-Timer Counter Control Word Register 

1/0 Address: 043h 

Default Value: All bits undefined 

Attribute: Write Only 

The Timer Control Word Register specifies the counter selection, the operating mode, the counter byte pro­
gramming order and size of the count value, and whether the counter counts down in a 16-bit or binary-coded 
decimal (BCD) format. After writing the control word, a new count can be written at any time. The new value 
takes effect according to the programmed mode. 

Bit Description 

7:6 Counter Select: The Read Back Command is selected when bits[7:6] are both 1. 

Bit[7:6] Function 

00 Counter 0 
01 Counter 1 
10 Counter 2 
11 Read Back Command 

5:4 Read/Write Select: The Counter Latch Command is selected when bits[5:4] are both O. 

BIt[5:4] Function 

00 Counter Latch Command 
01 RIW Least Significant Byte 
10 RIW Most Significant Byte 
11 RIW LSB then MSB 

3:1 Counter Mode Selection: Bits[3:1] select one of six possible counter modes. 

Bit[3:1] Mode Function 

000 0 Out signal on end of count ( = 0) 
001 1 Hardware retriggerable one-shot 
X10 2 Rate generator (divide by n counter) 
X11 3 Square wave output 
100 4 Software triggered strobe 
101 5 Hardware triggered strobe 

0 Binary/BCD Countdown Select: 0= Binary countdown. The largest possible binary count is 216. 
1 = Binary coded decimal (BCD) count is used. The largest BCD count allowed is 104. 

Read Back Command 

The Read Back Command is used to determine the count value, programmed mode, and current states of the 
OUT pin and Null count flag of the selected counter or counters. The Read Back Command is written to the 
Timer Control Word Register which latches the current states of the above mentioned variables. The value of 
the counter and its status may then be read by 1/0 access to the counter address. Note that the Timer Counter 
Register bit definitions are different during the Read Back Command than for a normal Timer Counter Register 
write. 
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Bit Description 

7:6 Read Back Command: When bits[7:6] = 11, the Read Back Command is selected during a write to 
the Timer Control Word Register. Following the Read Back Command, I/O reads from the selected 
counter's I/O addresses produce the current latch status, the current latched count, or both if bits 4 
and 5 are both 0. 

5 Latch Count of Selected Counters: When bit 5 = 0, the current count value of the selected counters 
will be latched. When bit 5 = 1, the count will not be latched. 

4 Latch Status of Selected Counters: When bit 4 = 0, the status of the selected counters will be 
latched. When bit 4 = 1, the status will not be latched. The status byte format is described in Section 
4.3.3, Interval Timer Status Byte Format Register. 

3 Counter 2 Select: When bit 3 = 1, Counter 2 is selected for the latch command selected with bits 4 
and 5. When bit 3 = 0, status and/or count will not be latched. 

2 Counter 1 Select: When bit 2 = 1, Counter 1 is selected for the latch command selected with bits 4 
and 5. When bit 2 = 0, status and/or count will not be latched. 

1 Counter 0 Select: When bit 1 = 1, Counter ° is selected for the latch command selected with bits 4 
and 5. When bit 1 = 0, status and/or count will not be latched. 

0 Reserved: Must be 0. 

Counter Latch Command 

The Counter Latch Command latches the current count value at the time the command is received. If a 
Counter is latched once and then, some time later, latched again before the count is read, the second Counter 
Latch Command is ignored. The count read will be the count at the time the first Counter Latch Command was 
issued. If the counter is programmed for two byte counts, two bytes must be read. The two bytes do not have 
to be read successively (read, write, or programming operations for other counters may be inserted between 
the reads). Note that the Timer Counter Register bit definitions are different during the Counter Latch Com­
mand than for a normal Timer Counter Register write. Note that if a counter is programmed to read/write two­
byte counts, a program must not transfer control between reading the first and second byte to another routine 
that also reads from that same counter. Otherwise, an incorrect count will be read. 

Bit Description 

7:6 Counter Selection: Bits 6 and 7 are used to select the counter for latching. 

Bit [7:6] Function 

00 latch counter 0 
01 latch counter 1 
10 latch counter 2 
11 Read Back Command 

5:4 Counter Latch Command: When bits[5:4] = 00, the Counter Latch Command is selected during a 
write to the Timer Control Word Register. Following the Counter Latch Command, I/O reads from the 
selected counter's I/O addresses produce the current latched count. 

3:0 Reserved: Must be O. 
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2.4.2.2 Interval Timer Status Byte Format Register 

1/0 Address: Counter 0-040h; Counter 1-041 h; Counter 2-042h 

Default Value: Bits[6:0) = X; Bit 7 = 0 

Attribute: Read Only 

Each counter's status byte can be read following an Interval Timer Read Back Command. If latch status is 
chosen (bit 4 = 0, Read Back Command) as a read back option for a given counter, the next read from the 
counter's Counter Access Ports Register returns the status byte. 

Bit Description 

7 Counter OUT Pin State: 1 = Pin is 1; 0 = Pin is O. 

6 Count Register Status: This bit indicates when the last count written to the Count Register (CR) has 
been loaded into the counting element (CE). 0 = Count has been transferred from CR to CE and is 
available for reading. 1 = Count has not been transferred from CR to CE and is not yet available for 
reading. 

5:4 ReadlWrite Selection Status: Bits[5:4) reflect the readlwrite selection made through bits[5:4) of the 
Control Register. 

Bit[5:4) Function 

00 Counter Latch Command 
01 R/W Least Significant Byte (LSB) 
10 R/W Most Significant Byte (MSB) 
11 R/W LSB then MSB 

3:1 Mode Selection Status: Bits[3:1) return the counter mode programming. 

Bit[3:1) Mode Selected Bit[3:1) Mode Selected 

000 0 X11 3 
001 1 100 4 
X10 2 101 5 

0 Countdown Type Status: 0 = Binary countdown; 1 = Binary coded decimal (BCD) countdown. 

2.4.2.3 Counter Access Ports Register 

1/0 Address: 

Default Value: 

Attribute: 

Counter 0-040h; Counter 1-041 h; Counter 2-042h 

All bits undefined 

Read/Write 

Each of these 1/0 ports is used for writing count values to the Count Registers; reading the current count value 
from the counter by either an 1/0 read, after a counter-latch command, or after a Read Back Command; and 
reading the status byte following a Read Back Command. 

Bit Description 

7:0 Counter Port bit[x): Each counter 1/0 port address is used to program the 16-bit Count Register. The 
order of programming, either LSB only, MSB only, or LSB then MSB, is defined with the Interval 
Counter Control Register. The counter 1/0 port is also used to read the current count from the Count 
Register and return counter programming status following a Read Back Command. 

2-475 



82371FB (PIIX) 

2.4.3 INTERRUPT CONTROLLER REGISTERS 

The PIIX contains an ISA-Compatible interrupt controller that incorporates the functionality of two 82C59 
interrupt controllers. The interrupt registers control the operation of the interrupt controller. 

2.4.3.1 ICW1-lnitialization Command Word 1 Register 

I/O Address: INT CNTRL-1-020h; INT CNTRL-2-OAOh 

Default Value: All bits undefined 

Attribute: Write Only 

A write to Initialization Command Word 1 starts the interrupt controller initialization sequence. Addresses 020h 
and OAOh are referred to as the base addresses of CNTRL-1 and CNTRL-2, respectively. An 110 write to the 
CNTRL-1 or CNTRL-2 base address with bit 4 equal to 1 is interpreted as ICW1. For PIIX-based ISA systems, 
three I/O writes to "base address + 1" must follow the ICW1. The first write to "base address + 1" performs 
ICW2, the second write performs ICW3, and the third write performs ICW4. 

ICW1 starts the initialization sequence during which the following automatically occur: 

1. The Interrupt Mask Register is cleared. 

2. IRQ7 input is assigned priority 7. 

3. The slave mode address is set to 7. 

4. Special Mask Mode is cleared and Status Read is set to IRA. 

5. If IC4 was set to 0, then all functions selected by ICW4 are set to O. However, ICW4 must be programmed 
in the PIIX implementation of this interrupt controller, and IC4 must be set to 1. 

Bit Description 

7:5 ICW/OCW Select: These bits should be 000 when programming the PI IX. 

4 ICW /OCW Select: Bit 4 must be 1 to select ICW1. After the fixed initialization sequence to ICW1, 
ICW2, ICW3, and ICW4, the controller base address is used to write to OCW2 and OCW3. Bit 4 is 0 on 
writes to these registers. A 1 on this bit at any time will force the interrupt controller to interpret the 
write as an ICW1. The controller will then expect to see ICW2, ICW3, and ICW4. 

3 Edge/Level Bank Select (L TIM): This bit is disabled. Its function is replaced by the Edge/Level 
Triggered Control (ELCR) Registers. 

2 ADI: Ignored for the PIIX. 

1 Single or Cascade (SNGL): This bit must be programmed to O. 

0 ICW4 Write Required (IC4): This bit must be set to 1. 
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2.4.3.2 ICW2-lnitialization Command Word 2 Register 

I/O Address: INT CNTRL-1-021 h; INT CNTRL-2-OA 1 h 

Default Value: All bits undefined 

Attribute: Write Only 

ICW2 is used to initialize the interrupt controller with the five most significant bits of the interrupt vector 
address. 

Bit Description 

7:3 Interrupt Vector Base Address: Bits[7:3] define the base address in the interrupt vector table for 
the interrupt routines associated with each interrupt request level input. 

2:0 Interrupt Request Level: Must be programmed to all Os. 

2.4.3.3 ICW3-lnitlalization Command Word 3 Register (Master Controller) 

I/O Address: INT CNTRL-1-021h 

Default Value: All bits undefined 

Attribute: Write Only 

The meaning of ICW3 differs between CNTRL-1 and CNTRL-2. On CNTRL-1, the master controller, ICW3 
indicates which CNTRL-1 IRQ line physically connects the INTR output of CNTRL-2 to CNTRL-1. 

Bit Description 

7:3 Reserved: Must be programmed to all Os. 

2 Cascaded Mode Enable: This bit must be programmed to 1 selecting cascade mode. 

1:0 Reserved: Must be programmed to all Os. 

2.4.3.4 ICW3-lnitialization Command Word 3 Register (Slave Controller) 

I/O Address: INT CNTRL-2-OA1h 

Default Value: All bits undefined 

Attribute: Write Only 

On CNTRL-2, the slave controller, ICW3 is the slave identification code broadcast by CNTRL-1. 

Bit Description 

7:3 Reserved: Must be programmed to all Os. 

2:0 Slave Identification Code: Must be programmed to 01 Ob. 
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2.4.3.5 ICW4-lnltiallzatlon Command Word 4 Register 

I/O Address: INT CNTRL-1-Q21h; INT CNTRL-2-QA1h 

Default Value: 01 h 

Attribute: Write Only 

Both PIIX interrupt controllers must have ICW4 programmed as part of their initialization sequence. 

Bit Description 

7:5 Reserved: Must be programmed to all Os. 

4 Special Fully Nested Mode (SFNM): Bit 4, SFNM, should normally be disabled by writing 0 to this bit. 
If SFNM = 1, the special fully nested mode is programmed. 

3 Buffered Mode (BUF): Must be programmed to 0 selecting non-buffered mode. 

2 Master/Slave in Buffered Mode: Should always be programmed to o. Bit not used. 

1 AEOI (Automatic End of Interrupt): This bit should normally be programmed to O. This is the normal 
end of interrupt. If this bit is 1, the automatic end of interrupt mode is programmed. 

0 Microprocessor Mode: Must be programmed to 1 indicating an Intel Architecture-based system. 

2.4.3.6 OCW1-operational Control Word 1 Register 

I/O Address: INT CNTRL-1-Q21 h; INT CNTRL-2-0A 1 h 

Default Value: OOh 

Attribute: Read/Write 

OCW1 sets and clears the mask bits in the Interrupt Mask Register (IMR). Each interrupt request line may be 
selectively masked or unmasked any time after initialization. The IMR stores the interrupt line mask bits. The 
IMR operates on the IRR. Masking of a higher priority input does not affect the interrupt request lines of lower 
priority. Unlike status reads of the ISR and IRR, for reading the IMR, no OCW3 is needed. The output data bus 
contains the IMR when an I/O read is active and the I/O address is 021 h or OA 1 h (OCW1). All writes to OCW1 
must occur following the ICW1-ICW4 initialization sequence, since the same I/O ports are used for OCW1, 
ICW2, ICW3 and ICW4. 

Bit Description 

7:0 Interrupt Request Mask (Mask [7:0]): When 1 is written to any bit in this register, the corresponding 
IRQx line is masked. For example, if bit 4 is set to 1, then IRQ4 is masked. Interrupt requests on IRQ4 
do not set channel4's Interrupt Request Register (IRR) bit as long as the channel is masked. When 0 
is written to any bit in this register, the corresponding IRQx is unmasked. Note that masking IRQ2 on 
CNTRL-1 also masks the interrupt requests from CNTRL-2, which is physically cascaded to IRQ2. 

2-478 



82371FB (PIIX) 

2.4.3.7 OCW2-operational Control Word 2 Register 

I/O Address: INT CNTRL-1-020h; INT CNTRL-2-OAOh 

Default Value: Bits[4:0] = undefined; Bits[7:5] = 001 

Attribute: Write Only 

OCW2 controls both the Rotate Mode and the End of Interrupt Mode. Following a CPURST or ICW initializa­
tion, the controller enters the fully nested mode of operation. Both rotation mode and specific EOI mode are 
disabled following initialization. 

Bit , Description 

7:5 Rotate and EOI Codes: R, SL, EOI - These three bits control the Rotate and End of Interrupt modes 
and combinations of the two. A chart of these combinations is listed above under the bit definition. 

Bits[7:S] Function Bits [7:S) Function 

001 Non-specific EOI Cmd 000 Rotate in Auto EOI Mode (Clear) 
011 Specific EOI Cmd 111 'Rotate on Specific EOI Cmd 
101 Rotate on Non-Specific EOI Cmd 110 'Set Priority Cmd 
100 Rotate in Auto EOI Mode (Set) 010 No Operation 

• LO - L2 Are Used 

4:3 OCW2 Select: Must be programmed to 00 selecting OCW2. 

2:0 Interrupt Level Select (L2, L 1, LO): L2, L 1, and LO determine the interrupt level acted upon when the 
SL bit is active (bit 6). When the SL bit is inactive, bits[2:0) do not have a defined function; 
programming L2, L 1 and LO to 0 is sufficient in this case. 

Bits[2:0) Interrupt Level Bits [2:0) Interrupt Level 

000 IRQO(S) 100 IRQ 4(12) 
001 IRQ 1(9) 101 IRQ 5(13) 
010 IRQ 2(10) 110 IRQ 6(14) 
011 IRQ3(11) 111 IRQ 7(15) 

2.4.3.8 OCW3-operational Control Word 3 Register 

I/O Address: INT CNTRL-1-020h; INT CNTRL-2-OAOh 

Default Value: Bits[6,O) = 0; Bits[7,4:2) = Undefined; Bits[5, 1) = 1 

Attribute: Read/Write 

OCW3 serves three important functionsEnable Special Mask Mode, Poll Mode control, and IRR/ISR Register 
read control. 

Bit Description 

7 Reserved: Must be O. 

6 Special Mask Mode (SMM): If ESMM = 1 and SMM = 1, the interrupt controller enters Special Mask 
Mode. If ESMM = 1 and SMM = 0, the interrupt controller is in normal mask mode. When ESMM = 0, 
SMM has no effect. 

5 Enable Special Mask Mode (ESMM): 1 = Enable SMM bit; 0 = Disable SMM bit. 

4:3 OCW3 Select: Must be programmed to 01 selecting OCW3. 
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Bit Description 

2 Poll Mode Command: 0 = Disable Poll Mode Command. When bit 2 = 1, the next I/O read to the 
interrupt controller is treated as an interrupt acknowledge cycle indicating highest priority request. 

1:0 Register Read Command: Bits[1 :01 provide control for reading the In-Service Register (ISR) and the 
Interrupt Request Register (IRR). When bit 1 = 0, bit 0 doesl not affect the register read selection. 
When bit 1 = 1, bit 0 selects the register status returned following an OCW3 read. If bit 0 = 0, the IRR 
will be read. If bit 0 = 1, the ISR will be read. Following ICW initialization, the default OCW3 port 
address read will be "read IRR". To retain the current selection (read ISR or read IRR), always write 0 
to bit 1 when programming this register. The selected register can be read repeatedly without 
reprogramming OCW3. To select a new status register, OCW3 must be reprogrammed prior to 
attempting the read. 

Bits[1:o1 Function 

00 No Action 
01 No Action 
10 Read IRQ Register 
11 Read IS Register 

2.4.3.9 ElCR1-Edge/level Triggered Register 

110 Address: INT CNTRL-1-4DOh 

Default Value: OOh 

Attribute: Read/Write 

ELCR1 Register allows IRQ3-IRQ? to be edge or level programmable on an interrupt-by-interrupt basis. IRQO, 
IRQ1 and IRQ2 are not programmable and are always edge sensitive. 

Bit Description 

? IRQ7 ECl: 0 = edge triggered mode; 1 = level sensitive mode. 

6 IRQ6 ECl: 0 = edge triggered mode; 1 = level sensitive mode. 

S IRQ5 ECl: 0 = edge triggered mode; 1 = level sensitive mode. 

4 IRQ4 ECl: 0 = edge triggered mode; 1 = level sensitive mode. 

3 IRQ3 ECl: 0 = edge triggered mode; 1 = level sensitive mode. 

2:0 Reserved: Must be O. 
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2.4.3.10 ElCR2-Edge/level Triggered Register 

I/O Address: INT CNTRL-2-4D1 h 

Default Value: OOh 

Attribute: Read/Write 

ELCR2 Register allows IRQ[15,14,12:9j to be edge or level programmable on an interrupt by interrupt basis. 
Note that IRQ[13,8#j are not programmable and are always edge sensitive. 

Bit Description 

7 IRQ15 ECl: 0 = edge triggered mode; 1 = level sensitive mode. 

6 IRQ14 ECl: 0 = edge triggered mode; 1 = level sensitive mode. 

5 Reserved: Must be o. 
4 IRQ12 ECl: 0 = edge triggered mode; 1 = level sensitive mode. 

3 IRQ11 ECl: 0 = edge triggered mode; 1 = level sensitive mode. 

2 IRQ10 ECl: 0 = edge triggered mode; 1 = level sensitive mode. 

1 IRQ9 ECl: 0 = edge triggered mode; 1 = level sensitive mode. 

0 Reserved: Must be o. 

2.4.4 X-BUS, COPROCESSOR, AND RESET REGISTERS 

2.4.4.1 Reset X-Bus IRQ12 and IRQ1 Register 

I/O Address: 60h 

Default Value: N/ A 

Attribute: Read Only 

This register clears the mouse interrupt function and the keyboard interrupt (IRQ1). Reads to this address are 
monitored by the PIIX. When the mouse interrupt function is enabled (X-Bus Chip Select Register), the mouse 
interrupt function is provided on the IRQ12/M input signal. In this mode, a mouse interrupt generates an 
interrupt through IRQ12 to the Host CPU. A read of 60h releases IRQ12. Reads/writes flow through to the ISA 
Bus. 

Description 

Reset IRQ12 and IRQ1: No specific pattern. A read of address 60h executes the command. 
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2.4.4.2 Coprocessor Error Register 

I/O Address: FOh 

Default Value: N/ A 

Attribute: Write Only 

Writing to this register causes the PI/X to assert IGNNE #. The PI/X also negates IRQ13 (internal to the PI/X). 
Note that IGNNE # is not asserted unless FERR # is active. Reads/writes flow through to the ISA Bus. 

Description 

No special pattern required: A write to address FOh executes the command. 

2.4.4.3 RC-Reset Control Register 

I/O Address: CF9h 

Default Value: OOh 

Attribute: Read/Write 

Bits 1 and 2 in this register are used by the PI/X to generate a hard reset or a soft reset. 

Bit Description 

7:4 Reserved. 

3 Reserved. 

2 Reset CPU (RCPU): This bit is used to initiate a hard or soft reset to the CPU. To perform a reset, this 
bit-should be set to 0 and then set to 1. This "0" to "1" transition initiates the reset. During a hard 
reset, the PI/X asserts CPURST, PCIRST #, and RSTDRV. The PI/X initiates a hard reset when this 
register is programmed for a hard reset or PWROK transitions from low to high. This bit cannot be read 
as 1. 

1 System Reset (SRST): This bit is used in conjunction with bit 2 in this register to initiate a hard reset. 
When SRST = 1, the PI/X initiates a hard reset to the CPU when bit 2 in this register transitions from 0 
to 1. When SRST = 0, the PI/X initiates a soft reset when bit 2 in this register transitions from 0 to 1. 

0 Reserved. 
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2.4.5 NMI REGISTERS 

The NMI logic incorporates two different 8-bit registers. The CPU reads the NMISC Register to determine the 
NMI source (bits set to 1). After the NMI interrupt routine processes the interrupt, software clears the NMI 
status bits by setting the corresponding enable/disable bit to 1. The NMI Enable and Real-Time Clock Register 
can mask the NMI signal and disable/enable all NMI sources. 

To ensure that all NMI requests are serviced, the NMI service routine software flow should be as follows: 

1. NMI is detected by the processor on the rising edge of the NMI input. 

2. The processor will read the status stored in port 061 h to determine what sources caused the NMI. The 
processor may then set to 0 the register bits controlling the sources that it has determined to be active. 
Between the time the processor reads the NMI sources and sets them to 0, an NMI may have been 
generated by another source. The level of NMI will then remain active. This new NMI source will not be 
recognized by the processor because there was no edge on NMI. 

3. The processor must then disable all NMls by setting bit 7 of port 070H to 1 and then enable all NMls by 
setting bit 7 of port 070H to O. This will cause the NMI output to transition low then high if there are any 
pending NMI sources. The CPU's NMI input logic will then register a new NMI. 

2.4.5.1 NMISC-NMI Status Control Register 

I/O Address: 061 h 

Default Value: OOh 

Attribute: Read/Write, Read Only 

This register reports the status of different system components, control the output of the speaker counter 
(Counter 2), and gate the counter output that drives the SPKR signal. 

Bit Description 

7 SERR # NMI Source Status-RO: Bit 7 is set if a system board agent (PCI devices or main memory) 
detects a system board error and pulses the PCI SERR # line. This interrupt source is enabled by 
setting bit 2 to O. To reset the interrupt, set bit 2 to 0 and then set it to 1. When writing to port 061 h, bit 
7 must be O. 

6 IOCHK # NMI Source Status-RO: Bit 6 is set if an expansion board asserts 10CHK # on the ISA 
Bus. This interrupt source is enabled by setting bit 3 to O. To reset the interrupt, set bit 3 to 0 and then 
set it to 1. When writing to port 061 h, bit 6 must be o. 

5 Timer Counter 2 OUT Status-RO: The Counter 2 OUT Signal state is reflected in bit 5. The value on 
this bit following a read is the current state of the Counter 2 OUT signal. Counter 2 must be 
programmed following a CPURST for this bit to have a determinate value. When writing to port 061 h, 
bit 5 must be o. 

4 Refresh Cycle Toggle-RO: The Refresh Cycle Toggle signal toggles from either 0 to 1 or 1 to 0 
following every refresh cycle. When writing to port 061 h, bit 4 must be O. 

3 IOCHK# NMI Enable-R/W: 1 = Clear and disable; 0= Enable 10CHK# NMls. 

2 PCI SERR # Enable-R/W: 1 = Clear and Disable; 0 = Enable. 

1 Speaker Data Enable-R/W: 0 = SPKR output is 0; 1 = the SPKR output is the Counter 2 OUT signal 
value. 

0 Timer Counter 2 Enable-R/W: 0 = Disable; 1 = Enable. 

2-483 



82371FB (PIIX) 

2.4.5.2 NMI Enable and Real-Time Clock Address Register 

110 Address: 070h 

Default Value: Bit[6:0] = undefined; Bit 7 = 1 

Attribute: Write Only 

This port is shared with the real-time clock. Do not modify the contents of this register without considering the 
effects on the state of the other bits. Reads and writes to this register address flow through to the ISA Bus. 

Bit Description 

7 NMI Enable: 1 = Disable; 0 = Enable. 

6:0 Real Time Clock Address: Used by the Real Time Clock on the Base I/O component to address 
memory locations. Not used for NMI enabling/disabling. 

2.5 System Power Management Registers 

This section describes two power management registers-APMS and APMC Registers. These registers are 
located in normal I/O space and must be accessed (via the PCI Bus) with 8 bit accesses. 

2.5.1 APMC-ADVANCED POWER MANAGEMENT CONTROL PORT 

I/O Address: OB2h 

Default Value: OOh 

Attribute: Read/Write 

This register passes data (APM Commands) between the OS and the SMI handler. In addition, writes can 
generate an SMI,and reads can cause STPCLK# to be asserted. The PIIX operation is not affected by the 
data in this register. 

Bit Description 

7:0 APM Control Port (APMC): Writes to this register store data in the APMC Register and reads return 
the last data written. In addition, writes generate an SMI, if bit 7 of the SMIEN Register and bit 0 of the 
SMICNTL Register are both is set to 1. Reads cause the STPCLK # signal to be asserted, if bit 1 of the 
SMICNTL Register is set to 1. Reads do not generate an SM!. 

2.5.2 APMS-ADVANCED POWER MANAGEMENT STATUS PORT 

110 Address: OB3h 

Default Value: OOh 

Attribute: Read/Write 

This register passes status information between the OS and the SMI handler. The PIIX operation is not 
affected by the data in this register. 

Description 

APM Status Port (APMS): Writes store data in this register,and reads return the last data written. 
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2.6 PCI Bus Master IDE Registers 

The PCI Bus Master IDE function uses 16 bytes of I/O space, allocated via the BMIBA Register (A PCI Base 
Address Register). All Bus Master IDE I/O Space Registers can be accessed as byte, word, or Dword quanti­
ties. The description of the 16 bytes of I/O registers follows: 

2.6.1 BMICOM-BUS MASTER IDE COMMAND REGISTER 

Address Offset: Primary Channel-Base + OOh; Secondary Channel-Base + 08h 

Default Value: OOh 

Attribute: Read / Write 

Bit Description 

7:4 Reserved 

3 Bus Master Read/Write Control (RWCON): 0 = Reads; 1 = Writes. This bit must NOT be changed 
when the Bus Master function is active. 

2:1 Reserved 

0 Start/Stop Bus Master (SSBM): 1 = Start; 0 = Stop. When this bit is set to 1 , Bus Master operation 
starts. The controller transfers data between the IDE device and memory only when this bit is set. 
Master operation can be stopped by writing 0 to this bit. This results in all state information being lost 
(i.e., master mode operation cannot be stopped and then resumed). 

If this bit is set to 0 while Bus Master operation is still active (i.e., Bit 0 = 1 in the Bus Master IDE Status 
Register for that IDE channel) and the drive has not yet finished its data transfer (bit 2= 0 in the 
channel's Bus Master IDE Status Register), the Bus Master command is aborted and data transferred 
from the drive may be discarded before being written to system memory. This bit is intended to be set 
to 0 after the data transfer is completed, as indicated by either bit 0 or bit 2 being set in the IDE 
Channel's Bus Master IDE Status Register. 

2.6.2 BMISTA-BUS MASTER IDE STATUS REGISTER 

Address Offset: Primary Channel-Base + 02h; Secondary Channel-Base + OAh 

Default Value: OOh 

Attribute: Read/Write Clear 

This register provides status information about the IDE device and state of the IDE DMA transfer. Table 6 
describes IDE Interrupt Status and Bus Master IDE Active bit states after a DMA transfer has been started. 

Bit Description 

7 Reserved: This bit is hardwired to O. 

6 Drive 1 DMA Capable (DMA 1CAP)-R/W: 1 = Drive 1 is capable of DMA transfers. This bit is a 
software controlled status bit that indicates IDE DMA device capability and does not affect hardware 
operation. 

5 Drive 0 DMA Capable (DMAOCAP)-R/W: 1 = Drive 0 is capable of DMA transfers. This bit is a 
software controlled status bit that indicates IDE DMA device capability and does not affect hardware 
operation. 

4:3 Reserved. 
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Bit Description 

2 IDE Interrupt Status-R/WC: This bit, when set to 1, indicates when an IDE device has asserted its 
interrupt line. When bit 2 = 1, all read data from the IDE device has been transferred to main memory 
and all write data has been transferred to the IDE device. Software sets this bit to 0 by writing 1 to it. 
The IRQ14 signal (pin 83) must be used for the primary channel and MIRQO is used for the 
secondary channel. If the interrupt status bit is set to 0 by writing 1 to this bit while the interrupt line 
(IRQ14 or MIRQO) is still at the active level, this bit remains 0 until another assertion edge is detected 
on the interrupt line. 

1 IDE DMA Error-R/WC: This bit is set to 1 when the PIIX encounters a target abort or master abort 
while transferring data on the PCI Bus. Software sets this bit to 0 by writing 1 to it. 

0 Bus Master IDE Active (BMIDEA)--RO: The PIIX sets this bit to 1 when bit 0 in the BMICOM Register 
is set to 1. The PIIX sets this bit to 0 when the last transfer for a region is performed (where EOT for 
that region is set in the region descriptor). The PIIX also sets this bit to 0 when bit 0 of the BMICOM 
Register is set to O. When this bit is read as 0, all data transferred from the drive during the previous 
Bus Master command is visible in system memory, unless the Bus Master command was aborted. 

Table 6. InterruptI Activity Status Combinations 

Bit2 Bit a Description 

0 1 DMA transfer is in progress. No interrupt has been generated by the IDE device. 

1 0 The IDE device generated an interrupt and the Physical Region Descriptors exhausted. This 
is normal completion where the size of the physical memory regions is equal to the IDE 
device transfer size. 

1 1 The IDE device generated an interrupt. The controller has not reached the end of the physical 
memory regions. This is a valid completion case when the size of the physical memory 
regions is larger than the IDE device transfer size. 

0 0 Error condition. If the IDE DMA Error bit is 1, there is a problem transferring data to/from 
memory. Specifics of the error have to be determined using bus-specific information. If the 
Error bit is 0, the PRO's specified a smaller size than the IDE transfer size. 

2.6.3 BMIDTP-BUS MASTER IDE DESCRIPTOR TABLE POINTER REGISTER 

Address Offset: Primary Channel-Base + 04h; Secondary Channel-Base + OCh 

Default Value: OOOOOOOOh 

Attribute: Read/Write 

This register provides the base memory address of the descriptor table. The Descriptor Table must be Dword 
aligned and not cross a 4-Kbyte boundary in memory. 

Bit Description 

31:2 Descriptor Table Base Address: Bits[31 :21 correspond to A [31 :21. 

1:0 Reserved. 
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3.0 FUNCTIONAL DESCRIPTION 

This section describes each of the major functions 
on the PIIX including the memory and liD address 
map, DMA controller, interrupt controller, timerl 
counter, and power management. The PCI, ISA, 
X-Bus, and IDE interfaces. 

3.1 Memory and I/O Address Map 

The PIIX interfaces to two system buses-PC I and 
ISA Buses. The PIIX provides positive decode for 
certain liD and memory space accesses on these 
buses as described in this section. ISA masters and 
DMA devices have access to PCI memory and some 
of the internal PIIX registers as described in the Reg­
ister Description section. ISA masters and DMA de­
vices do not have access to host or PCI liD space. 

3.1.1 I/O ACCESSES 

The PIIX positively decodes accesses to the PCI 
Configuration Registers (PCI only), power manage­
ment registers (PC I only), and Bus Master IDE inter­
face registers (PCI only). The PIIX also positively de­
codes the ISA-Compatible Registers (PCI and ISA), 
except for the DMA Register liD space which is sub­
tractively decoded. For details concerning accessing 
these registers, see Register Description section. 
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The PIIX also provides positive decode for BIOS, 
X-Bus, and system event decode for SMM support. 
In addition, the PIIX positively decodes PCI Bus ac­
cesses to registers located on the IDE device, when 
enabled. For IDE port accesses, see PCI Local Bus 
IDE section. 

3.1.2 MEMORY ADDRESS MAP 

For PCI accesses to ISA memory, accesses below 
16 Mbyte (including BIOS space) that are not 
claimed by a PCI device (subtractive decode) are 
forwarded to ISA. For write accesses that are not 
claimed by an ISA slave, the cycle completes nor­
mally (Le. 8-bit, 6 SYSCLK cycle). For read accesses 
that are not claimed by an ISA slave, the PIIX returns 
data corresponding to the state of the ISA Bus and 
completes the cycle normally (Le. 8-bit, 6 SYSCLK 
cycle). 

For ISA/DMA accesses to main memory, all access­
es to memory locations 0-512 Kbytes 
(512-640 Kbytes, if enabled), or accesses above 1 
Mbyte and below the top of memory are forwarded 
to the PCI Bus (Table 7). The Top of Memory is 
equal to the value programmed in the Top of Memo­
ry Register (bits [7:3]). All remaining ISA originated 
accesses are confined to the ISA Bus. 

Table 7. DMA and ISA Master Accesses to Main Memory 

Memory Space Response 

Top of main memory to 128 Mbytes Confine to ISA 

1 Mbyte to top of main memory Forward to main memory1 

1 Mbyte minus 128 Kbytes to 1 Mbyte minus 64 Kbytes Confine to ISA2 

640 Kbytes to 1 Mbyte minus 128 Kbytes Confine to ISA 

512-640 Kbytes Confine to ISA3 

0-512 Kbytes Forward to PCI 

NOTES: 
1. Except accesses to programmed memory hole. 
2. Forward to main memory if bit 6 = 0 in the XBCS Register and bit 3 = 1 in the TOM Register. 
3. Forward to main memory if bit 1 = 0 in the TOM Register. 
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3.1.3 BIOS MEMORY 

The PIIX supports 512 Kbytes of BIOS space. This 
includes the normal 128-Kbyte space plus an addi­
tional 384-Kbyte BIOS space (known as the extend­
ed BIOS area). The XBCS Register provides BIOS 
space access control. Access to the lower 64-Kbyte 
block of the 128-Kbyte space and the extended 
BIOS space can be individually enabled/disabled. In 
addition. write protection can be programmed for the 
entire BIOS space. 

PCI Access to BIOS Memory 

The 128-Kbyte BIOS memory space is located at 
OOOEOOOO-OOOFFFFFh (top of 1 Mbyte) and is ali­
ased at FFFEOOOOh (top of 4 Gbytes). This 
128-Kbyte block is split into two 64-Kbyte blocks. 
Accesses to the top 64 Kbytes (OOOFOOOO­
OOOFFFFFh) are forwarded to the ISA Bus and 
BIOSCS# is always generated. Accesses to the bot­
tom 64 Kbytes (OOOEOOOO-OOOEFFFFh) are for­
warded to the ISA Bus and BIOSCS# is only gener­
ated when this BIOS region is enabled. If this BIOS 
region is Eilnabled (bit 6 = 1 in the XBCS Register). 
accesses to the aliased region at the top of 4 Gbytes 
(FFFEOOOOh - FFFEFFFFh) are forwarded to ISA 
and BIOSCS# generated. If disabled. these access­
es are not forwarded to ISA and BIOSCS# is not 
generated. 

The additional 384-Kbyte region resides at 
FFF80000-FFFDFFFFh. If this BIOS region is en­
abled (bit 7= 1 in the XBCS Register). these access­
es (FFF80000h-FFFDFFFFh) are forwarded to ISA 
and BIOSCS# generated. If disabled. these access­
es are not forwarded to ISA and BIOSCS# not gen­
erated. 

ISA Access to BIOS Memory 

The PIIX confines alllSA-initiated BIOS accesses to 
the top 64 Kbytes of the 128-Kbyte region (FOOOO­
FFFFFh) to the ISA Bus. even if BIOS is shadowed 
in main memory. Accesses to the bottom 64 Kbytes 
of the 128-Kbyte BIOS region (EOOOO-EFFFFh) are 
confined to the ISA Bus. when this region is enabled. 
When the BIOS region is disabled. accesses are for­
warded to main memory. 

Accesses to the top 64-Kbyte BIOS region always 
generates BIOSCS #. Accesses to the bottom 
64-Kbyte BIOS region generate BIOSCS#. when 
this region is enabled. 
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3.2 PCI Interface 

The PIIX incorporates a fully PCI Bus-compatible 
master and slave interface. As a PCI master. the 
PIIX runs cycles on behalf of DMA. ISA masters. or a 
Bus Master IDE. As a PCI slave. the PIIX accepts 
cycles initiated by PCI masters targeted for the 
PIIX's internal register set or the ISA Bus. The PIIX 
directly supports the PCI interface running at either 
25 MHz. 30 MHz. or 33 MHz. 

3.2.1 PCI COMMAND SET 

Bus commands indicate to the slave the type of 
transaction the master is requesting. Bus commands 
are encoded on the C/BE[3:0] # lines during the ad­
dress phase of a PCI cycle. 

Table 8. PCI Commands 

C/BE[3:0]# 
Command Type Supported Supported 

As Slave As Slave As Master 

0000 Interrupt Yes No 
Acknowledge 

0001 Special Cycle Yes4 No 

0010 1/0 Read Yes No 

0011 1/0 Write Yes No 

0100 Reserved N03 No 

0101 Reserved N03 No 

0110 Memory Read Yes Yes 

0111 Memory Write Yes Yes 

1000 Reserved N03 No 

1001 Reserved N03 No 

1010 Configuration Read Yes No 

1011 Configuration W~ite Yes No 

1100 Memory Read N02 No 
Multiple 

1101 Reserved N03 No 

1110 Memory Read Line N02 No 

1111 Memory Write N01 No 
and Invalidate 

NOTES: 
1. Treated as Memory Write. 
2. Treated as Memory Read. 
3. Reserved cycles are considered invalid by the PIIX and 

are completely ignored. All internal address decoding is 
ignored and DEVSEL# is never to be asserted. 

4. The PIIX responds to 1 type of special cyclea Shut 
Down special cycle. All other special cycles are ignored 
by the PIIX. 



3.2.2 TRANSACTION TERMINATION 

The PI IX supports the standard PCI cycle termina­
tions as described in the PCI Local Bus specifica­
tion. 

PIIX as a Master-Master-Initiated Termination 

The PIIX supports three forms of master-initiated ter­
mination: 

1. Normal termination of a completed transaction. 

2. Normal termination of an incomplete transaction 
due to timeout (applies to line buffer operations­
IDE Bus Master). 

3. Abnormal termination due to the slave not re­
sponding to the transaction (Abort). 

PIIX as a Master-Response to Target-Initiated 
Termination 

As a master, the PIIX responds in one of three ways 
to a target-termination-Target-Abort, Retry, or Dis­
connect. 

PIIX as a Target-Target-Initiated Termination 

The PIIX supports three forms of target-initiated ter­
mination-Disconnect, Retry, Target Abort. 

3.2.3 PARITY SUPPORT 

As a master, the PIIX generates address parity for 
read/write cycles and data parity when the PIIX is 
providing the data. As a slave, the PIIX generates 
data parity for read cycles. The PIIX does not check 
parity and does not generate SERR #. However, the 
PI IX does generate an NMI when another PCI device 
asserts SERR # (if enabled). 

PAR is the calculated parity signal. PAR is even pari­
ty and is calculated on 36 bitsAD[31 :0] signals plus 
C/BE[3:0] #. PAR is always calculated on 36 bits, 
regardless of the valid byte enables. PAR is only 
guaranteed to be valid one PCI clock after the corre­
sponding address or data phase. 
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3.2.4 PCI ARBITRATION 

The PI IX requests the use of the PCI Bus on behalf 
of ISA devices (Bus Masters and OM A) and IDE 
DMA slave devices using the PHOLD # and 
PHLDA# signals. These signals connect to the TSC 
where the PCI arbiter is located. 

ISA devices (Bus Master or DMA) assert DREQ to 
gain access to the ISA Bus. In response, the PIIX 
asserts PHOLD#. The PIIX keeps DACK negated 
until the PIIX has ownership of the PCI Bus and 
Memory. The PCI arbiter asserts PHLDA# to the 
PIIX when the above conditions are met. The PIIX 
gives ownership of the ISA Bus (PCI and Memory) to 
the ISA device after sampling PHLDA# asserted. 

3.3 ISA Interface 

The PIIX incorporates a fully ISA Bus compatible 
master and slave interface. The PIIX directly drives 
five ISA slots without external data buffers. External 
transceivers are used on the SA[19:8] and SBHE# 
signals to permit these signals to be used with the 
IDE interface (Figure 1). The ISA interface also pro­
vides byte swap logic, I/O recovery support, wait 
state generation, and SYSCLK generation. 

The ISA interface supports the following types of cy­
cles: 

• PCI master-initiated I/O and memory cycles to 
the ISA Bus 

• DMA compatible cycles between main memory 
and ISA I/O and between ISA I/O and ISA mem­
ory 

• Enhanced DMA cycles between PCI memory and 
ISA I/O (for motherboard devices only) 

• ISA refresh cycles initiated by either the PIIX or 
an external ISA master 

• ISA master-initiated memory cycles to PCI and 
ISA master-initiated I/O cycles to the internal 
PI IX registers, as shown in ISA-Compatible Reg­
ister table in the Register Description section. 
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PIIX BIOSCS#, 
RTCCS#, SOE#, 
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Figure 1. ISA Interface 

3.4 DMA Controller 

The DMA circuitry incorporates the functionality of 
two 82C37 DMA controllers with seven indepen­
dently programmable channels (Channels 0-3 and 
Channels 5-7). DMA Channel 4 is used to cascade 
the two controllers and defaults to cascade mode in 
the DMA Channel Mode (DCM) Register. In addition 
to accepting requests from DMA slaves, the DMA 
controller also responds to requests that are initiat­
ed by software. Software may initiate a DMA service 
request by setting any bit in the DMA Channel Re­
quest Register to 1. The DMA controller for Chan­
nels 0-3 is referred to as "DMA-1" and the control­
ler for Channels 4:"'7 is referred to as "DMA-2". 

Channel 0 -
Channel 4 

DMA-l U DMA-2 
Channell - ChannelS -

Channel2 - Channel 6 -

Channel 3 - Channel? -

290519-3 

Figure 2. Internal DMA Controller 
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Each OMA channel is hardwired to the compatible 
settings for OMA device size; channels [3:0] are 
hardwired to 8-bit count-by-bytes transfers and 
channels [7:51 are hardwired to 16-bit count-by­
words (address shifted) transfers. The PIIX provides 
the timing control and data size translation neces­
sary for the DMA transfer between the memory (ISA 
or main memory) and the ISA Bus device. ISA-Com­
patible DMA timing is supported. Type F transfers 
are supported for motherboard devices and ISA add­
in cards, when programmed via the MBDMAx Regis­
ter. 

The PIIX provides 24-bit addressing in compliance 
with the ISA-Compatible specification. Each channel 
includes a 16-bit ISA-Compatible Current Register 
that contains the 16 least-significant bits of the 
24-bit address, an ISA Compatible Page Register 
that contains the eight next most significant bits of 
address. The DMA controller also features refresh 
address generation, and auto-initialization following 
a DMA termination. 

The DMA controller is either in master or slave 
mode. In master mode, the DMA controller is either 
servicing a DMA slave's request for DMA cycles or 
allowing a 16-bit ISA master to use the bus (via a 



cascaded DREQ signal). In slave mode, the PIIX 
monitors both the ISA Bus and PCI, decoding and 
responding to 1/0 read and write commands that 
address its registers. 

Note that a DMA device (1/0 device) is always on 
the ISA Bus, but the memory referenced is located 
on either an ISA Bus device or on PCI. When the 
PIIX is running a compatible DMA cycle, it drives the 
MEMR# or MEMW# strobes if the address is less 
than 16 Mby1es (OOOOOO-FFFFFFh). These memory 
strobes are generated regardless of whether the cy­
cle is decoded for PCI or ISA memory. The 
SMEMR# and SMEMW# are generated if the ad­
dress is less than 1 Mbytes (OOOOOOO-OOFFFFFh). 
If the address is greater than 16 Mbytes (1000000-
7FFFFFFh), the MEMR# or MEMW# strobe is not 
generated in order to avoid aliasing problems. 

The PIIX drives the AEN signal asserted (high) dur­
ing DMA cycles to prevent the 1/0 devices from mis­
interpreting the DMA cycle as a valid 1/0 cycle. The 
BALE signal is also driven high during DMA cycles. 
Also, during DMA memory read cycles to the PCI 
Bus, the PIIX return all 1s to the ISA Bus if the PCI 
cycle is either target aborted or master aborted. 

NOTES: 

1. For type F timing mode DMA transfers, the 
channel must be programmed with a 
memory range that will be forwarded to 
PCI. This means that if BIOS detects that 
ISA memory is used in the system (i.e., 
that the top of memory reported to the op­
erating system is higher than the top of 
memory programmed in the PIIX Top of 
Memory Register), the BIOS should not 
enable type F for any channel. 

2. All DMA channels support type F trans­
fers. However, only two channels can be 
programmed for type F transfers at the 
same time. 

3. In external DMA mode (selected via a 
strapping option on the TC signal) the PIIX 
tri-states the AEN, TC, and DACK[7:5, 
3:0) # signals, and also forwards PCI mas­
ter 1/0 accesses to location OOOOh to ISA. 
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3.4.1 TYPE F TIMING 

The type F DMA cycles can be used with mother­
board devices and ISA add-in cards, through the use 
of the MDRQ[1 :0) and MDAK[1 :0) # signals. The 
type F cycles occur back to back at a minimum repe­
tition rate of 3 SYSCLKs (360 ns minimum). The type 
F cycles are always performed using the 4-byte 
DMA buffer. 

DMA Buffer for Type F Transfers 

The PIIX has a 4-byte buffer that is used to reduce 
the PCI utilization resulting from DMA transfers by 
motherboard devices. The DMA buffer is always 
used in conjunction with the type F transfers. The 
type F transfers and the use of the DMA buffer are 
invoked in the MBDMAx Register. The 4-byte buffer 
and the type F timings may be used only when the 
DMA channel is programmed to increment mode 
(not decrement), and cannot be used when the 
channel is programmed to operate in block mode 
(single transfer mode and demand mode are legal). 
In addition, verify transfers are not supported with 
type F DMA. 

3.4.2 ISA REFRESH CYCLES 

Refresh cycle requests are generated by two sourc­
es-the refresh controller inside the PIIX component 
or ISA Bus Masters other than the PIIX. In both cas­
es, the PIIX generates the ISA memory refresh. The 
PIIX enables address lines SA[7:0). Thus, when 
MEMR# goes active, the entire ISA system memory 
is refreshed at one time. Memory slaves on the ISA 
Bus must not drive any data onto the data bus during 
the refresh cycle. The PIIX maintains a four deep 
buffer to record internally generated refresh re­
quests that have not been serviced. Counter 1 in the 
timer register set should be programmed to provide 
a request for refresh about every 1 5 MS. 

PIIX Initiated Refresh Cycle 

The PIIX asserts REFRESH# to indicate a refresh 
cycle and then drives the address lines SA[7:0) onto 
the ISA Bus and generates MEMR # and SMEMR #. 
The PIIX drives AEN and BALE high for the entire 
refresh cycle. The memory device may extend this 
refresh cycle by pulling 10CHRDY low. 
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ISA Bus refresh cycles are completely decoupled 
from DRAM Refresh. Transactions driven by PCI 
masters that target ISA or IDE resources while re­
fresh is active are held off with wait states until the 
refresh is complete. 

ISA Master Initiated Refresh Cycle 

If an ISA Bus Master holds the ISA Bus longer than 
15 J.ts, the ISA master must initiate memory refresh 
cycles. If the ISA Bus Master initiates a refresh cycle 
before it relinquishes the bus, it floats the address 
lines and control signals and asserts the 
REFRESH # to the PI/X. The PI/X drives address 
lines SA[7:0] and MEMR # onto the ISA Bus. BALE 
is driven high and AEN is driven low for the entire 
refresh cycle. 

If the ISA Bus Master holding the bus does not a 
generate a refresh request and the PI/X's internal 
refresh request is not serviced within the normal 
15 J.ts, a refresh queue counter is incremented. The 
counter records up to four incomplete refresh cy­
cles, which are all executed as soon as PI/X gets the 
ISA Bus. 

3.4.3 ISA DATA RETURNED ON A MASTER 
ABORT CYCLE 

The PI/X will return random data to an ISA device on 
a Master Abort Cycle (Le., ISA DMA access to main 
memory). 
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3.5 PCI Local Bus IDE 

The PI/X integrates a high-performance interface 
from PCI to IDE. This interface is capable of acceler­
ated Pia data transfers as well as acting as a PCI 
Bus Master on behalf of an IDE DMA slave device. 
The PIIX provides an interface for both primary and 
secondary IDE connectors (Figure 3). 

The IDE data transfer command strobes, DMA re­
quest and grant signals, and 10RDY signal interface 
directly to the PI/x. The IDE data lines interface di­
rectly to the PI/X, and are buffered to provide part of 
the ISA address bus as well as the X-Bus chip select 
signals. The IDE address and chip select signals are 
multiplexed onto the LA[23:17] lines. The IDE con­
nector signals are driven from the LA [23: 17] lines by 
an ALS244 buffer. 

NOTE: 
The IRQ14 signal (pin 83) must be used to 
signal interrupts for the primary channel 
in Bus Master mode, MIRQ[O] must be 
used for the secondary channel. 

Only PCI masters have access to the IDE port. ISA 
Bus Masters cannot access the IDE 1/0 port ad­
dresses. Memory targeted by the IDE interface act­
ing as a PCI Bus Master on behalf of IDE DMA 
slaves must reside on PCI, usually main memory im­
plemented by the host-to-PCI bridge. 
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Support for Older Drives: There are cases where the PIIX asserts both IDE chip selects (CS1x and CS3x). Some older 
drives may not operate properly when both chip selects are asserted. Because the IDE chip selects are muxed with the 
ISA LA lines, the 74ALSOO in the figure is used to ensure proper operation of older drives by gating the LA signals with 
SOE#. 

Figure 3. PIIX IDE Interface 

3.5.1 ATA REGISTER BLOCK DECODE 

The IDE ATA I/O ports are decoded by the PIIX 
when enabled in the PCICMD and IDETIM Registers 
for function 1 (ATA stands for "AT Attachment"­
the specification for AT compatible drive interfaces). 
The actual ATA Registers are implemented in the 
drive itself. An access to the IDE R·egisters results in 
the assertion of the appropriate chip select for the 
register. The transaction is then run using compati­
ble timing and using the IDE command strobes 
(DIOR#,DIOW#). 

For each cable (primary and secondary), there are 
two I/O ranges; the command block that corre­
sponds to the CS 1 x # chip select, and the control 
block that corresponds to the CS3x # chip select. 
The command block is an a-byte range while the 
control block is a 4-byte range. The upper 16 bits of 
the I/O address are decoded as all Os. Note that the 
IDE chip select signals on the PIIX must be inverted 
externally to provide active low signals. 

Primary Command Block Offset: 01 FOh 
Primary Control Block Offset: 03F4h 
Secondary Command Block Offset: 0170h 
Secondary Control Block Offset: 0374h 
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Table 9 specifies the registers as they affect the PIIX 
hardware definition. 

Table 9. IDE Legacy I/O Port Definition: 
COMMAND BLOCK (CS1x# Chip Select) 

10 Offset 
Register Function 

Access 
(Read/Write) 

OOh Data R/W 

01h Error/Features R/W 

02h Sector Count R/W 

03h Sector Number R/W 

04h Cylinder Low R/W 

OSh Cylinder High R/W 

06h Drive/Head R/W 

07h Status/Command R/W 

The Data Register is accessed as a 16-bit register 
for PIO transfers (except for ECC bytes). All other 
registers are accessed as a-bit quantities. 

Table 10. IDE Legacy I/O Port Definition: 
COMMAND BLOCK (CS3x# Chip Select) 

10 Offset 
Register Function 

Access 
(Read/Write) 

OOh Reserved reserved 

01h Reserved reserved 

02h Alt Status/Device Control R/W 

03h Forward to ISA (Floppy) R/W 

The PIIX claims all accesses to these ranges. The 
byte enables do not have to be externally decoded 
to assert DEVSEL # . Accesses to byte 3 of the Con­
trol Block are forwarded to ISA where the floppy disk 
controller responds. 

Each of the two drives (drive 0 or 1) on a cable im­
plement separate ATA Register files. To determine 
the targeted drive, the PIIX shadows the value of bit 
4 (drive bit) of byte 6 (drive/head register) of the 
ATA command block (CS1x#) for each of the two 
IDE connectors (primary and secondary). 
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3.5.2 ENHANCED TIMING MODES 

The PIIX includes fast timing modes. The fast timing 
modes can be enabled only for the IDE data ports. 
All other transactions to the IDE Registers are run in 
single transaction mode with compatible timings. 

Up to two IDE devices may be attached per IDE con­
nector (drive 0 and drive 1). For each connector, 
only one fast timing mode may be specified (via the 
IDETIM Register). This mode can be applied to drive 
0, drive 1, or both. Transactions targeting the other 
drive will use compatible timing. 

3.5.2.1 Back-to-Back PIO IDE Transactions 

IDE data port transaction latency consists of startup 
latency, cycle latency, and shutdown latency. Cycle 
latency consists of the I/O strobe assertion length 
and recovery time. Recovery time is provided so that 
transactions may occur back-to-back on the IDE in­
terface (without incurring startup and shutdown la­
tency) without violating minimum cycle periods for 
the IDE interface. 

Startup latency is incurred when a PCI master cycle 
targeting the IDE data port is decoded and the 
DA[2:0] and CSxx# lines are not set up. Startup 
latency provides the setup time for the DA[2:0] and 
CSxx # lines with respect to the read and write 
strobes (DIOR # and DIOW #). 

Shutdown latency is incurred after outstanding 
scheduled IDE data port transactions (either a non­
empty write post buffer or an outstanding read pre­
fetch cycles) have completed and before other 
transactions can proceed. It provides hold time on 
the DA[2:0] and CSxx# lines with respect to the 
read and write strobes (DIOR # and DIOW #). 

Cycle latency is the latency incurred by each individ­
ual 16 bit IDE data port transfer, and consists of 
command strobe width and recovery time. The com­
mand strobe assertion width is selected by the IDE­
TIM Register and may be set to 2, 3, 4, or S PCI 
clocks. The recovery time is selected by the IDETIM 
Register and may be set to 1, 2, 3, or 4 PCI clocks. 

If 10RDY is asserted when the initial sample point is 
reached, no wait states are added. If 10RDY is nega­
ted when the initial sample point is reached, addi­
tional wait states are added. Since the rising edge of 
10RDY must be synchronized, at least two additional 
PCI clocks are added. 



NOTE: 
Bit 2 (16 bit I/O recovery enable) of the ISA 
Controller Recovery Timer Register does not 
add wait states to IDE data port read ac­
cesses when any of the fast timing modes 
are enabled. 

3.5.2.2 IORDY Masking 

The 10RDY signal can be forced asserted on a 
drive-by-drive basis via the IDETIM Register. 

3.5.2.3 PIO 32 Bit IDE Data Port Mode 

If the 32-bit IDE data port mode is enabled (via bit 4 
and 0 of the IDETIM Register), 32-bit accesses to 
the IDE data port address (default 01 FOh primary, 
etc.) result in two back-to-back 16-bit transactions to 
IDE. The 32-bit data port feature is enabled for all 
timings, not just enhanced timing. 

3.5.3 BUS MASTER FUNCTION 

The PIIX can act as a PCI Bus Master on behalf of 
an IDE slave device. Two PCI Bus Master channels 
are providedone channel for each IDE connector 

Byte 3 I Byte 2 I Byte 1 
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(primary and secondary). By performing the IDE data 
transfer as a PCI Bus Master, the PIIX off-loads the 
CPU and improves system performance in mUltitask­
ing environments. 

NOTE: 
The PCICMD Command Register (Func­
tion 1) bit 2 must be programmed to 1 for 
Bus Master operation. 

Physical Region Descriptor Format 

The physical memory region to be transferred is de­
scribed by a Physical Region. Descriptor (PRD). The 
PRDs are stored in a table in memory. The data 
transfer proceeds until all regions described by the 
PRDs in the table have been transferred. Note that 
the Bus Master IDE does not support memory for 
regions or PRDs on ISA. 

Each PRD entry is 8 bytes in length. The first 4 bytes 
specify the byte address of a physical memory re­
gion. The next 2 bytes specify the count of the re­
gion in bytes (64-Kbyte limit per region). A value of 0 
in these 2 bytes indicates 64 Kbytes. Bit 7 of the last 
byte indicates the end of the table (EOT). Bus Mas­
ter operation terminates when the last descriptor 
has been completed. 

Main Memory 

Memory 
Region 

Memory Region Physical Base Address [31:1) 

EOT Reserved Byte Count [15:1) o 

290519-5 

Figure 4. Physical Region Descriptor Table Entry 
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NOTE: 
The memory region specified by the descrip­
tor cannot straddle a 64-Kbyte boundary. 
This means that the byte count can be limit­
ed to 64 Kbytes and the incrementer for the 
current address register need only extend 
from bit 1 to bit 15. Also, the total sum of the 
descriptor byte counts must be equal to or 
greater than the size of the disk transfer re­
quest. If greater than the disk transfer re­
quest, the driver must terminate the Bus 
Master transaction (by setting bit 0 in the 
Bus Master IDE Command Register to 0) 
when the drive issues an interrupt to signal 
transfer completion. 

Operation 

To initiate a Bus Master transfer between memory 
and an IDE DMA slave device, the following steps 
are required: 

1. Software prepares a PRD Table in main memory. 
Each PRD is 8 bytes long and consists of an ad­
dress pointer to the starting address and the 
transfer count of the memory buffer to be trans­
ferred. In any given PRD Table, two consecutive 
PRDs are offset by 8-bytes and are aligned on a 
4-byte boundary. 

2. Software provides the starting address of the 
PRD Table by loading the PRD Table Pointer 
Register . The direction of the data transfer is 
specified by setting the Read/Write Control bit. 
Clear the Interrupt bit and Error bit in the Status 
Register. 

3. Software issues the appropriate DMA transfer 
command to the disk device. 

4. Engage the Bus Master function by writing 1 to 
the Start bit in the Bus Master IDE Command 
Register for the appropriate channel. The first en­
try in the PRD table is fetched by the PIIX. The 
channel remains masked until the first descriptor 
is loaded. 

5. The controller transfers data to/from memory re­
sponding to DMA requests from the IDE device. 

6. At the end of the transfer, the IDE device signals 
an interrupt. 

7. In response to the interrupt, software resets the 
Start/Stop bit in the command register. It then 
reads the controller status and then the drive 
status to determine if the transfer completed suc­
cessfully. 
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When the last data transfer for a region has been 
completed on the IDE interface, the next descriptor 
is fetched from the table. The descriptor contents 
are loaded into the Current Base and Current Count 
Registers. 

The last PRD in a table has the End of List (EOL) bit 
set. The PCI Bus Master data transfers terminates 
when the physical region described by the last PRD 
in the table has been completely transferred. The 
active bit in the BMISx Register is set to 0 and the 
DDROx signal is masked. 

NOTE: 
The IR014 signal (pin 83) must be used to 
signal interrupts for the primary channel in 
Bus Master mode, MIRO[Oj must be used 
for the secondary channel. 

Line Buffer 

A single line buffer exists for the PCI Bus Master IDE 
interface. This buffer is not shared with any other 
function. The buffer is maintained in either the read 
state or the write state. The size of the buffer is 
32 bytes, and is aligned on the cache line boundary. 
The line buffer allows burst data transfers to pro­
ceed at peak transfer rates. 

Arbitration 

The two Bus Master IDE channels are fairly arbitrat­
ed (round robin between the two). The ISA DMA 
channels and the IDE Bus Master channels are arbi­
trated fairly as a group (fairness between the two 
groups). This arbitration is not programmable. 

3.6 Interval Timer 

The PIIX contains three counters that are equivalent 
to those found in the 82C54 programmable interval 
timer. The three counters are contained in one PIIX 
timer unit, referred to as Timer-1. Each counter out­
put provides a key system function. Counter 0 is 
connected to interrupt controller IROO and provides 
a system timer interrupt for a time-of-day, diskette 
time-out, or other system timing functions. Counter 1 
generates a refresh request signal and Counter 2 
generates the tone for the speaker. The 14.31818 
MHz counters normally use OSC as a clock source. 



Counter 0, System Timer 

This counter functions as the system timer by con­
trolling the state of IROO and is typically pro­
grammed for mode 3 operation. The counter produc­
es a square wave with a period equal to the product 
of the counter period (838 ns) and the initial count 
value. The counter loads the initial count value one 
counter period after software writes the count value 
to the counter lID address. The counter initially as­
serts IROO and decrements the count value by two 
each counter period. The counter negates IROO 
when the count value reaches O. It then reloads the 
initial count value and again decrements the initial 
count value by two each counter period. The counter 
then asserts IROO when the count value reaches 0, 
reloads the initial count value, and repeats the cycle, 
alternately asserting and negating IROO. 

Counter 1, Refresh Request Signal 

This counter provides the refresh request signal and 
is typically programmed for mode 2 operation. The 
counter negates refresh request for one counter pe­
riod (838 ns) during each count cycle. The initial 
count value is loaded one counter period after being 
written to the counter lID address. The counter ini­
tially asserts refresh request, and negates it for 1 
counter period when the count value reaches 1. The 
counter then asserts refresh request and continues 
counting from the initial count value. 

Counter 2, Speaker Tone 

This counter provides the speaker tone and is typi­
cally programmed for mode 3 operation. The coun­
ter provides a speaker frequency equal to the coun­
ter clock frequency (1.193 MHz) divided by the initial 
count value. The speaker must be enabled by a 
write to port 061 h. 

IR08# 
IR09 

IR010 
IR011 

IR0121Mouse 
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IR014 
IR015 

0# 
1 
2 
3 
4 
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7 
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Core INTR 

Controller 2 

(Slave) 
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3.7 Interrupt Controller 

The PIIX provides an ISA compatible interrupt con­
troller that incorporates the functionality of two 
82C59 interrupt controllers. The two controllers are 
cascaded so that 13 external and three internal in­
terrupts are possible. The master interrupt controller 
provides IRO [7:0) and the slave interrupt controller 
provides IRO[15:8) (Figure 5). The three internal in­
terrupts are used for internal functions only and are 
not available to the user. IR02 is used to cascade 
the two controllers together. IROO is used as a sys­
tem timer interrupt and is tied to Interval Timer 1, 
Counter O. IR013 is connected internally to FERR #. 
The remaining 13 interrupt lines (IRO[15,14,12:3,1)) 
are available for external system interrupts. Edge or 
level sense selection is programmable on an individ­
ual channel by channel basis. 

The Interrupt unit also supports interrupt steering. 
The PIIX can be programmed to allow the four PCI 
active low interrupts (PIRO[3:0) #) to be internally 
routed to one of 11 interrupts (IRO[15,14,12:9,7:3)). 
In addition, up to six interrupt signals dedicated to 
motherboard devices (MIRO[5:0)) may be routed to 
any of the 11 interrupts. 

The Interrupt Controller consists of two separate 
82C59 cores. Interrupt Controller 1 (CNTRL-1) and 
Interrupt Controller 2 (CNTRL-2) are initialized sepa­
rately and can be programmed to operate in differ­
ent modes. The default settings are: 80x86 Mode, 
Edge Sensitive (IRO[15:0)) Detection, Normal EOI, 
Non-Buffered Mode, Special Fully Nested Mode dis­
abled, and Cascade Mode. CNTRL-1 is connected 
as the Master Interrupt Controller and CNTRL-2 is 
connected as the Slave Interrupt Controller. 

T" Imer 
Counter 0 0 82C59 IR01 1 

Core INTR 2 
(ToCP IR03 3 Controller 1 IRQ4 4 

U) 

IR05 5 
(Master) IR06 6 

IR07 7 

290519-6 

Figure 5. Block Diagram of the Interrupt Controller 
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Note that IRQ13 is generated internally (as part of 
the coprocessor error support) by the PIIX. IRQ12/M 
is generated internally (as part of the mouse sup­
port) when bit-4 in the XBCS Register is set to 1. 
When this bit is set to 0, the standard IRQ12 func­
tion is provided andlRQ12 appears externally. 

3.7.1 PROGRAMMING THE ICWs/OCWs 

The Interrupt Controller accepts two types of com­
mand words generated by the CPU or Bus Master: 

1. Initialization Command Words (ICWs): Before 
normal operation can begin, each Interrupt Con­
troller in the system must be initialized. In the 
82C59, this is a two to four byte sequence. How­
ever, for the PIIX, each controller must be initial­
ized with a four byte sequence. This four byte se­
quence is required to configure the interrupt con­
troller correctly for the PIIX implementation. This 
implementation is ISA-compatible. The four initial­
ization command words are referred to by their 
acronyms: ICW1, ICW2, ICW3, and ICW4. The 
base address for each interrupt controller is a 
fixed location in the 110 memory space, at 0020h 
for CNTRL-1 and at OOAOh for CNTRL-2. 

An 110 write to the CNTRL-1 or CNTRL-2 base 
address with data bit 4 equal to 1 is interpreted as 
ICW1. For PIIX-based ISA systems, three, 110 
writes to "base address + 1" (021 h for CNTRL-1 
and OAOh for CNTRL-2) must follow the ICW1. 
The first write to "base address + 1" (021 h/ 
OAOh) performs ICW2, the second write performs 
ICW3, and the third write performs ICW4. 

2. Operation Command Words (OCWs): These 
are the command words that dynamically repro­
gram the interrupt controller to operate in various 
interrupt modes. Any interrupt lines can be 
masked by writing an OCW1. A 1 written in any bit 
of this command word masks incoming interrupt 
requests on the corresponding IRQx line. OCW2 
is used to control the rotation of interrupt priorities 
when operating in the rotating priority mode and 
to control the End of Interrupt (EO I) function of 
the controller. OCW3 set up reads of the ISR and 
IRR, enable/disables the Special Mask Mode 
(SMM), and sets up the interrupt controller in 
polled interrupt mode. The OCWs can be written 
to the Interrupt Controller any time after initializa­
tion. 

3.7.2 EDGE AND LEVEL TRIGGERED MODE 

In ISA systems this mode is programmed using bit 3 
in ICW1. With PIIX this bit is disabled and a new 
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register for edge- and level-triggered mode selection 
(per interrupt input) is included. This is the Edge/ 
Level control Registers ELCR1 and ELCR2. The de­
fault programming is equivalent to programming the 
L TIM bit (ICW1 bit 3) to 0 (all interrupts selected for 
edge triggered mode). Note that IROO, 1, 2, 8 #, and 
13 can not be programmed for level-sensitive mode 
and can not be modified by software. 

If an ELCR bit=O, an interrupt request is recognized 
by a low-to-high transition on the corresponding 
IRQx input. The IRQ input can remain high without 
generating another interrupt. 

If an ELCR bit = 1, an interrupt request is recognized 
by a ,low level on the corresponding IRQ input and 
there is no need for an edge detection. The interrupt 
request must be removed before the EOI command 
is issued to prevent a second interrupt from occur­
ring. 

In both the edge and level triggered modes, the IRQ 
inputs must remain active until after the falling edge 
of the first INTERRUPT ACKNOWLEDGE CYCLE. If 
the IRQ input goes inactive before this time, a de­
fault IRQ7 occurs when the CPU acknowledges the 
interrupt. This can be a useful safeguard for detect­
ing interrupts caused by spurious noise gHtches on 
the IRQ inputs. To implement this feature, the IRQ7 
routine is used for "clean up" simply executing a 
return instruction, thus ignoring the interrupt. If IRQ7 
is needed for other purposes, a default IRQ7 can still 
be detected by reading the ISA. A normal IRQ7 in­
terrupt sets the corresponding ISR bit. A default 
IRQ7 does not set this bit. However, if a default 
IRQ7 routine occurs during a normal IRQ7 routine, 
the ISR remains set. In, this case, it is necessary to 
keep track of whether or not the IRQ7 routine was 
previously entered. If another IRQ7 occurs, it is a 
default. 

3.7.3 INTERRUPT STEERING 

The PIIX can be programmed to allow four PCI pro­
grammable interrupts (PIRQ[3:0) #) to be internally 
routed to one of 11 interrupts (IRQ[15,14,12:9,7:31) 
using the PIRQx Route Control Register. PCLK is 
used to synchronize the PIRQx# inputs. The assign­
ment is programmable through the PIRQx Route 
Control Registers. One or more PIRQx# lines can 
be routed to the same IRQx input. If interrupt steer­
ing is not required, the Route Registers can be pro­
grammed to disable steering. 
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Figure 6. Interrupt Steering 

The PIRQx# lines are defined as active low, level­
sensitive to allow multiple interrupts on a PCI Board 
to share a single line across the connector. When a 
PIRQx# is routed to a specified IRQ line, the soft­
ware must change the IRQ's corresponding ELCR 
bit to level-sensitive mode. Note that this means that 
the selected IRQ can no longer be used by an ISA 
device, unless that ISA device can respond as an 
active low level sensitive interrupt. 

The PIIX also supports up to two programmable in­
terrupts (MIRQ[1 :0]; intended for use with mother­
board devices) to be routed to one of the 11 inter­
rupts (IRQ[15,14,12:9,7:3l) using the MBIRQx Route 
Control Register. The routing is accomplished in the 
same manner as for the PIRQx# inputs, except that 
the interrupts are active high. Two MIRQx lines may 
be routed to the same IRQx input. If interrupt steer­
ing is not required, the MBIRQx Registers can be 
programmed to disable routing. 

When more than one MIRQ line is routed to an IRQ 
input, the software must change the IRQ's corre­
sponding ELCR bit to level sensitive mode. Interrupt 
sharing for motherboard devices must be evaluated 
for the particular combination of devices under con­
sideration. The IRQ selected bit MBIRQx[3:0] can 
no longer be used by an ISA device, unless that ISA 
device can respond as an active high level sensitive 
interrupt. 

3.8 X-Bus Peripheral Support 

The PIIX provides positive decode (chip selects) and 
X-Bus buffer control (XDIR# and XOE#) for a real 
time clock, keyboard controller and BIOS for PCI 
and ISA initiated cycles. The PIIX also generates 

RTCALE (address latch enable) for the RTC. The 
chip selects are generated combinatorially from the 
ISA SA(16:0) and LA (23:17) address lines (it is as­
sumed that ISA masters drive SA(19:16) and 
LA(23:17) low when accessing I/O devices). The 
PIIX also provides PS/2 mouse support via the 
IRQ12/M signal and coprocessor functions (FEER # 
and IGNNE#). The chip selects and X-Bus buffer 
control lines can be enabled/disabled via the XBCS 
Register. 

Coprocessor Error Function 

This function provides coprocessor error support for 
the CPU and is enabled via the XBCS Register. 
FERR # is tied directly to the coprocessor error sig­
nal of the CPU. If FERR# is driven active to the PIIX, 
an internallRQ13 is generated and the INTR output 
from the PIIX is driven active. When a write to I/O 
location FOh is detected, the PIIX negates IRQ13 
(internal to the PIIX) and drives IGNNE# active. 
IGNNE # remains active until FERR # is driven inac­
tive. IGNNE# is not driven active unless FERR# is 
active. 

Mouse Function 

When the mouse interrupt function is enabled (via 
the XBCS Register), the mouse interrupt function is 
provided on the IRQ12/M input signal. In this mode, 
a mouse interrupt generates an interrupt through 
IRQ12 to the Host CPU. The PIIX informs the CPU of 
this interrupt via a INTR. A read of 60h releases 
IRQ12. If the mouse interrupt function is disabled, a 
read of address 60h has no effect on IRQ12/M. 
Reads and writes to this register flow through to the 
ISA Bus. For additional information, see the 
IRQ12/M description in the Signal Description. 
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3.9 Power Management 

The PIIX has extensive power management capabili­
ty permitting a system to operate in a low power 
state without being powered down. In a typical desk· 
top personal computer there are two statesPower­
On and Power-Off. Leaving a system powered on 
when not in use wastes power. The PIIX provides a 
Fast-On/Off feature that creates a third state called 
Fast-Off (Figure 7). When in the Fast-Off state, the 
system consumes less power than the Power-On 
state. 

The PIIX's power management architecture is based 
on three functions-System Management Mode 
(SMM), Clock Control, and Advanced Power Man-

Power Switch 
Turned Off 

Fast On Event 
(Mouse, Keyboard, 

ComPort Activity, 
EXTSMI#, RTC Alarm, 

APMCall) 

agement (APM). Software (called SMM code) con­
trols the transitions between the Power-On state 
and the Fast-Off state. The PIIX invokes this soft­
ware by generating an SMI to the CPU (asserting the 
SMI# signal). A variety of programmable events are 
provided that can generate an SMI. The SMM code 
places the system in either the Power-On state or 
the Fast-Off state. 

A Fast-On event is an event that instructs the com­
puter (via an SMI to the CPU) to enter the Power-On 
state in anticipation of system activity by the user. 
Fast-On events are programmable and include mov­
ing the mouse, pressing a key on the keyboard, an 
external hardware event, an incoming call to a sys­
tem FAX/Modem, a ATC alarm, or the operating 
system. 

290519-8 

Figure 7. FastoOn/Off Flow 
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3.9.1 SMM MODE 

SMM mode is invoked by asserting the SMI# signal 
to the CPU. The PIIX provides a variety of program­
mable events that can generate an SM!. When the 
CPU receives an SMI, it enters SMM mode and exe­
cutes SMM code out of SMRAM. Depending on the 
current state, the SMM code places the system in 
either the Power-On state or the Fast-Off state. In 
the Power-On state, the computer system operates 
normally. In this state, one of the four programmable 
events listed below can trigger an SMI. 

1. A global idle timer called the Fast-Off Timer ex­
pires (an indication that the end user has not used 
the computer for a programmed period of time). 

2. The EXTSMI# pin is asserted. 

3. The operating system issues an APM call. 

3.9.2 SMI SOURCES 

The SMI # signal can be asserted by hardware inter­
rupt events, the Fast-Off Timer, an external SMI 
event (EXTSMI#), and software events (via the 
APMC and APMS Registers). Enable/disable bits (in 
the SMIEN Register) permit each event to be individ­
ually masked from generating an SMI. In addition, 
the SMI# signal can be globally enabled/disabled in 
the SMICNTL Register. Status of the individual 
events causing an SMI is provided in the SMIREQ 
Register. For detailed information on the SMI con­
trol/status registers, refer to the Register Descrip­
tion section. 

Hardware Interrupt Events 

Hardware events (IRQ[12,8#,4,3,1] and the Fast­
Off Timer) are enabled/disabled from generating an 
SMI in the SMIEN Register. When enabled, the oc­
currence of the corresponding hardware event gen­
erates an SMI (asserts the SMI # signal), regardless 
of the current power state of the system. 

Fast-Off Timer 

The Fast-Off Timer is used to indicate (through an 
SMI) that the system has been idle for a pro­
grammed period of time. The timer counts down 
from a programmed start value and when the count 
reaches OOh, can generate an SMI. The timer decre­
ment rate is programmable (via the SMICNTL Regis­
ter) and is re-Ioaded each time a system event oc­
curs. This counter should not be programmed to 
OOh. System and break events are described in the 
SEE Register. 

82371FB (PIIX) 

EXTSMI# 

The EXTSMI# input pin provides the system design­
er the capability to invoke SMM with external hard­
ware. For example, the EXTSMI # input could be 
connected to a "green button" permitting the user to 
enter the Fast-Off state by depressing a button. The 
EXTSMI # generation of an SMI is enabled/ disabled 
in the SMIEN Register. 

Software Events 

Software events (accessing the APMx Registers) in­
dicate that the OS is passing power management 
information to the SMI handler. There are two Ad­
vanced Power Management (APM) Registers-APM 
Control (APMC) and APM Status (APMS) Registers. 
These registers permit softWare to generate an SMI; 
by writing to the APMC Register. For example, the 
APMC Register can be used to pass an APM com­
mand between APM OS and BIOS and the APMS 
Register could be used to pass data between the 
OS and the SMI handler. 

The two APM Registers are located in normal I/O 
space. The PIIX subtractively decodes PCI accesses 
to these registers and forwards the accesses to the 
ISA Bus. The APM Registers are not accessible by 
ISA masters. Note that the remaining power man­
agement registers are located in PCI Configuration 
space. 

3.9.3 CLOCK CONTROL 

The CPU can be put in a low power state by assert­
ing the STPCLK # signal. STPCLK # is an interrupt 
to the CPU. However, for this type of interrupt, the 
CPU does not generate an interrupt acknowledge 
cycle. Once the STPCLK# interrupt is executed, the 
CPU enters the stop-grant state. In this state, the 
CPU's internal clocks are disabled and instruction 
execution is stopped. The stop-grant state is exited 
when the STPCLK # signal is negated. 

Software can assert STPCLK # (if enabled via the 
SMICNTL Register) by a read of the APMC Register. 
Note that STPCLK # can also be periodically assert­
ed by using clock scaling as described below. 

The PIIX automatically negates STPCLK# when a 
break event occurs (if enabled in the SEE Register). 
Software can negate STPCLK # by disabling 
STPCLK# in the SMICNTL Register or by a write to 
the APMC Register. 
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Clock Scaling (Emulating Clock Division) 

Clock scaling permits the PIIX to periodically place 
the CPU in a low power state. This emulates clock 
division. When clock scaling is enabled, the CPU 
runs at full frequency for a pre-defined time period 
and then is stopped for a pre-defined time period. 
The run/stop time interval ratio emulates the clock 
division effect from a power/performance point of 
view. However, clock scaling is more effective than 
dividing the CPU frequency. For example, if the CPU 
is in the stop grant state and a break event occurs, 
the CPU clock returns to full frequency. In addition, 
there is no recovery time latency to start the clock. 

Two programmable 8-bit clock scale timer control 
registers set the STPCLK# high (negate) and low 
(assert) times-the CTL TMRH and CTL TMRL Reg­
isters. The timer is clocked by a 32-J.Lsec internal 
clock. This allows a programmable timer interval for 
both the STPCLK # high and low times of 0-8 msec. 

3.10 Reset Support 

The PIIX integrates the system reset logic for the 
system. The PIIX generates CPURST, PCIRST #, 
and RSTDRV during power up (PWROK) and when 
a hard reset is initiated through the RC Register. The 
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following PI/X signals interface directly to the proc­
essor: CPURST, INTR, NMI, IGNNE#, SMI#, and 
STPCLK#. 

These signals are open drain. Thus, external logic is 
not required for interfacing with the processors 
based on 3.3V technology which do no support 5V 
tolerant input buffers. During power-up these signals 
are driven low to prevent problems associated with 
5V /3.3V power sequencing. 

Some PCI devices may drive 3.3V friendly signals 
directly to 3.3V devices that are not 5V tolerant. If 
such signals are powered from the 5V supply, they 
must be driven low when PCIRST # is asserted. 
Some of these signals may need to be driven high 
before CPURST is negated. PCIRST# is negated 1 
ms to 2 ms before CPURST to allow time for this to 
occur. 

3.10.1 HARDWARE STRAPPING OPTIONS 

There are two hardware strapping options on the 
PIIX. The SYSCLK signal is used during a hard reset 
to select the ISA clock divisor (sampled high for divi­
sor of 3 MHz-25 MHz PCI operation; sampled low 
for a divisor of 4 MHz-33 MHz or 30 MHz PCI opera­
tion. 



4.0 PINOUT AND PACKAGE INFORMATION 

4.1 82371FB (PIIX) Pinout 

VSS 
VSS 

SERR. 
IROl 

IR08II 
IOCHK. 
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IROO 
SD4 
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S03 
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Figure 8. 82371FB (PIIX) Pinout 
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Table 11. Alphabetical Pin Assignment 

Name Pin# Type Name Pln# Type Name Pin# Type 

ADO 206 1/0 AD30 160 1/0 DD13 37 I/O 

AD1 205 1/0 AD31 159 1/0 DD14 36 I/O 

AD2 204 I/O AEN 20 0 DD15/PCS# 35 I/O 

AD4 202 1/0 BALE 64 0 DDAKO# 115 0 

AD5 201 1/0 BIOSCS# 137 0 DDAK1# 116 0 

AD6 200 1/0 C/BEO# 198 I/O DDRQO 108 I 

AD7 199 1/0 C/BE1 # 187 1/0 DDRQ1 111 I 

AD8 197 1/0 C/BEU 178 1/0 DEVSEL# 184 1/0 

AD9 194 1/0 C/BE3# 167 1/0 DIOR# 113 0 

AD10 193 1/0 CPURST 127 0 DIOW# 112 0 

AD11 192 I/O DACKO# 85 0 DREQO 87 I 

AD12 191 I/O DACK1# 29 0 DREQ1 30 I 

AD13 190 I/O DACK2# 60 0 DREQ2 12 I 

AD14 189 I/O DACK3# 21 0 DREQ3 25 I 

AD15 188 I/O DACK5# 89 0 DREQ5 91 I 

AD16 177 1/0 DACK6# 93 0 DREQ6 95 I 

AD17 176 1/0 DACK7# 97 0 DREQ7 99 I 

AD18 175 1/0 DDO/SA8 55 I/O EXTSMI# 125 I 

AD19 174 1/0 DD1/SA9 50 1/0 FERR# 120 I 

AD20 173 I/O DD2/SA10 49 1/0 FRAME# 179 1/0 

AD21 172 1/0 DD3/SA11 48 1/0 IDSEL 154 I 

AD22 171 1/0 DD4/SA12 47 1/0 IGNNE# 121 0 

AD23 168 1/0 DD5/SA13 46 1/0 INIT 129 0 

AD24 166 1/0 DD6/SA14 45 1/0 INTR 122 0 

AD25 165 1/0 DD7/SA15 44 1/0 10CHK# 6 I 

AD26 164 1/0 DD8/SA16 43 1/0 10CHRDY 18 I/O 

AD27 163 1/0 DD9/SA17 41 1/0 IOCS16# 71 I 

AD28 162 1/0 DD10/SA18 40 I/O 10R# 23 1/0 

AD29 161 1/0 DD11/SA19 39 1/0 10RDY 114 I 

AD3 203 I/O DD12/SBHE# 38 1/0 10W# 24 1/0 
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Table 11. Alphabetical Pin Assignment (Continued) 

Name Pin# Type Name Pin# Type Name Pin# Type 

IRDY# 180 lID NMI 135 0 SD7 7 liD 

IRQ1 4 I OSC 136 I SD8 92 lID 

IRQ3 58 I PAR 186 0 SD9 94 lID 

IRQ4 56 I PCICLK 132 I SDW 96 lID 

IRQ5 34 I PCIRST# 128 0 SD11 98 lID 

IRQ6 33 I PHLDA# 110 I SD12 100 lID 

IRQ7 32 I PHOLD# 109 0 SD13 101 lID 

IRQ8# 5 I PIRQA# 149 I SD14 102 lID 

IRQ9 10 I PIRQB# 150 I SD15 107 lID 

IRQ10 73 I PIRQC# 151 I SDIR 118 0 

IRQ11 75 I PIRQD# 152 I SERR# 3 I 

IRQ12 77 I PWROK 126 I SMEMR# 19 0 

IRQ14 83 I REFRESH# 31 lID SMEMW# 22 0 

IRQ15 81 I RSTDRV 28 0 SMI# 123 0 

KBCS# 139 0 RTCALE 148 0 SOE# 119 0 

LA17/DAO 86 lID RTCCS# 138 0 ·SPKR 117 0 

LA18/DA1 84 lID SAO 69 lID STOP # 185 lID 

LA19/DA2 82 lID SA1 68 lID STPCLK# 124 0 

LA20/CS3P 80 lID SA2 67 lID SYSCLK 153 0 

LA21/CS1P 76 110 SA3 66 lID TC 62 0 

LA22/CS3S 74 lID SA4 63 lID TESTIN# 134 I 

LA23/CS1S 72 lID SA5 61 lID TRDY# 181 lID 

MDAK1 144 0 SA6 59 lID VDD 27 V 

MDAKO 145 0 SA7 57 lID VDD 53 V 

MDRQO 143 I SDO 17 liD VDD 54 V 

MDRQ1 142 I SD1 16 lID VDD 78 V 

MEMCS16# 70 lID SD2 14 lID VDD 103 V 

MEMR# 88 110 SD3 13 lID VDD 104 V 

MEMW# 90 lID SD4 11 lID VDD 130 V 

MIRQO 147 0 SD5 9 lID VDD 157 V 

MIRQ1 146 I SD6 8 lID VDD 158 V 
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Table 11. Alphabetical Pin Assignment (Continued) 

Name Pin# Type Name Pin# Type Name Pin# 

VDD 169 V VSS 51 V VSS 156 

VDD 183 V VSS 52 V VSS 170 

VDD 196 V VSS 65 V VSS 182 

VDD 207 V VSS 79 V VSS 195 

VDD 208 V VSS 105 V XDIR 141 

VSS 1 V VSS 106 V XOE# 140 

VSS 2 V VSS 131 V ZEROWS# 15 

VSS 26 V VSS 133 V 
VSS 42 V VSS 155 V 

5.0 PACKAGE DIMENSIONS 

~-------------D------------~ 

14 156 ....................... ~.: ........ ___ ............. 1051 T 

-===~ 

208 

'Note' Height Measurements same 
as Width Measurements 

52 

J 6.o.m ................................... no ..... no Ul.uV l 

104 

53 

~1 l+l ::c y 

Units: mm 

Type 

V 
V 
V 
V 
I 

0 

I 

290519-10 

Figure 9. 208-Pin Quad Flat Pack (QFP) Dimensions 
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Table 12. 20B-Pin Quad Flat Pack (QFP) Dimensions 

Symbol Description Value (mm) 

A Seating Height 4.25 (max) 

A1 Stand-off 0.05 (min); 0.40 (max) 

b Lead Width 0.2 ± 0.10 

C Lead Thickness 0.15 +0.1/·0.05 

0 Package Length and Width, including pins 30.6 ± 0.4 

01 Package Length and Width, excluding pins 28 ± 0.2 

e1 Linear Lead Pitch 

Y Lead Coplanarity 

L1 Foot Length 

T Lead Angle 

6.0 82371FB TESTABILITY 

6.1 Test Mode Description 

The test modes are decoded from the IRQ inputs 
(IRQ 7, 6, 5) and qualified with the TESTIN# pin. 
Test mode selection is asynchronous. These signals 
need to remain in their respective state for the dura­
tion of the test modes. The test modes are defined 
as follows. 

Test Mode IRQ7 IRQ6 IRQ5 TESTIN# 

NAND Tree 0 x x 0 

NAND Tree x x 0 0 

Tri-state 
1 1 1 0 

All Outputs 

6.2 NAND Tree Mode 

Tri-states all outputs and bi-directional buffers ex­
cept for XDIR and DACK1 #. Every output buffer ex­
cept for XDIR and DACK1 # is configured as an in­
put in NAND tree mode and included in the NAND 
chain. The first input of the NAND chain is MDRQ1, 
and the NAND chain is routed counter-clockwise 
around the chip (e.g., MDRQ1, MDRQO, 
MDAK1 #, ... ). DACK1 # is an intermediate output, 
and XDIR is the final output. PCICLK and TESTIN# 
are the only input pins not included in the NAND 
chain. Note in the table above there are two possible 
ways to select NAND tree test mode. 

0.5 ± 0.1 

0.08 (max) 

0.5 ± 0.2 

O· _10· 

To perform a NAND tree test, all pins included in the 
NAND tree should be driven to 1 except for the fol­
lowing pins, which use inverting Schmitt trigger in­
puts and should be driven to 0: 

Pin # Pin Name 

4 IRQ1 

5 IRQ8# 

6 IOCHK# 

10 IRQ9 

15 ZEROWS# 

32 IRQ? 

33 IRQ6 

34 IRQ5 

56 IRQ4 

58 IRQ3 

73 IRQ10 

75 IRQ11 

77 IRQ12 

81 IRQ15 

83 IRQ14 

126 PWROK 

Beginning with MDRQ and working counter-clock­
wise around the chip, each pin can be toggled and a 
resulting toggle observed on DACK1 # or XDIR. The 
DACK1 # output is provided so that the NAND tree 
test can be divided into two sections. 
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Table 13. NAND Tree 

Pin # Pin Name Notes Pin # Pin Name Notes 

134 TESTIN# TESTIN # should be driven 172 AD21 
to 0 for the duration of the 
NAND tree test. 173 AD20 

32 IRQ7 Test mode select signal. 174 AD19 

33 IRQ6 Test mode select signal. 175 AD18 

34 IRQ5 Test mode select signal. 176 AD17 

142 MDRQ1 177 AD16 

143 MDRQO 178 C/BE2# 

144 MDK1 179 FRAME# 

145 MDKO 180 IRDY# 

146 MIRQ1 181 TRDY# 

147 MIRQO 184 DEVSEL# 

148 RTCALE 185 STOP# 

149 PIRQA# 186 PAR 

150 PIRQB# 187 C/BE1# 

151 PIRQC# 188 AD15 

152 PIRQD# 189 AD14 

153 SYSCLK 190 AD13 

154 IDSEL 191 AD12 

159 AD31 192 AD11 

160 AD30 193 AD10 

161 AD29 194 AD9 

162 AD28 197 AD8 

163 AD27 198 C/BEO# 

164 AD26 199 AD7 

165 AD25 200 AD6 

166 AD24 201 AD5 

167 C/BE3# 202 AD4 

168 AD23 203 AD3 

171 AD22 204 AD2 

205 AD1 
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Table 13. NAND Tree (Continued) 

Pin # Pin Name Notes Pin # Pin Name Notes 

206 ADO 37 0013 

3 SERR# 38 0012 

4 IR01 Inverted input signal 39 0011 

5 IR08# Inverted input signal 40 0010 

6 IOCHK# Inverted input signal 41 009 

10 IR09 Inverted input signal 43 008 

11 504 44 007 

12 ORE02 45 006 

13 503 46 005 

14 502 47 004 

15 ZEROWS# Inverted input signal 48 003 

16 501 49 002 

17 500 50 001 

18 lOCH ROY 55 000 

19 SMEMR# 56 IR04 Inverted input signal 

20 AEN 57 SA7 

21 OACK3# 58 IR03 Inverted input signal 

22 SMEMW# 59 SA6 

23 IOR# 60 OACK2# 

24 IOW# 61 SA5 

25 ORE03 62 TC 

28 RSTDRV 63 SA4 

29 OACK1# Intermediate NAND-tree 64 BALE 
output. 

66 SA3 
30 ORE01 

67 SA2 
31 REFRESH # 

68 SA1 
32 IR07 Inverted input signal 

69 SAO 
33 IR06 Inverted input signal 

70 MEMCS16# 
34 IR05 Inverted input signal 

71 IOCS16# 
35 0015 

72 LA23 
36 0014 
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Table 13. NAND Tree (Continued) 

Pin # Pin Name Notes Pin # Pin Name Notes 

73 IRQ10 Inverted input signal 109 PHOLO# 

74 LA22 110 PHLOA# 

75 IRQ11 Inverted input signal 111 00RQ1 

76 LA21 112 OIOW# 

77 IRQ12 Inverted input signal 113 OIOR# 

80 LA20 114 IOROY 

81 IRQ15 Inverted input signal 115 OOAKO# 

82 LA19 116 00AK1# 

83 IRQ14 Inverted input signal 117 SPKR 

84 LA18 118 SOIR 

85 OACKO# 119 SOE# 

86 LA17 120 FERR# 

87 OREQO 121 IGNNE# 

88 MEMR# 122 INTR 

89 OACK5# 123 SMI# 

90 MEMW# 124 STPCLK# 

91 OREQ5 125 EXTSMI# 

92 S08 126 PWROK Inverted input signal 

93 OACK6# 127 CPURSH 

94 S09 128 PCIRST# 

95 OREQ6 129 INIT 

96 S010 132 PCICLK Input only, not included in 

97 OACKU 
the NAND tree test mode. 

98 S011 
135 NMI 

99 OREQ7 
136 OSC 

100 S012 
137 BIOSCS# 

101 S013 
138 RTCCS# 

102 S014 
139 KBCS# 

107 S015 
140 XOE# 

108 OORQO 
141 XOIR Final NAND tree output 
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Figure 10 is a schematic of the NAND tree circuitry. 
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Figure 10. NAND Tree Circuitry 

NAND Tree Timing Requirements 

Allow 500 ns for the input signals to propagate to the 
NAND tree outputs (input-to-output propagation de­
lay specification). 

6.3 Tri-state Mode 

The TESTIN# signal must be 0 and IRO's 7, 6, and 
5 must be 1 to enter the tri-state test mode. When in 
the tri-state test mode, all outputs and bi-directional 
pins are tri-stated, including the NAND tree outputs. 
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82430LX/82430NX PClset 
• Supports the Pentium® Processor at 60 

and 66 MHz (82430LX) 

• Supports the Peotiun'! Processor at 
iCOMPTM Index 135\to MHz. Pentium' 
Procetsor at iCOMP Index 816\ 100 
MHz. and Penti\Irn Proceasor at iCOMR 
lndex610\7S MHz '. 

• Support$ ~ (UP) or Du .... 
Proceaeor (DP) 'Configurations 

• Interfaces the Host and Standard 
Buses to the PCI Local Bus 
- Up to 132 MBytes/Sec Transfer Rate 
- Full Concurrency Between CPU Host 

Bus and PCI Bus Transactions 

• Integrated Cache Controller Provided 
for Optional Second Level Cache 
- 256 KByte or 512 KByte Cache 
- Write-Back or Write-Through Policy 

(82430LX) 
-Write-8ack Policy (82430NX) 
- Standard or Burst SRAM 

• Integrated Tag RAM for Cost Savings 
on Second Level Cache 

• Supports the Pipelined Address Mode 
of the Pentium Processor for Higher 
Performance 

• Provides a 64-Bit Interface to DRAM 
Memory 
- From 2 MBytes to 512 MBytes of 

Main Memory 
- 70 ns and 60 ns DRAMs Supported 

• Optional ISA or EISA Standard Bus 
Interface 
- Single Component ISA Controller 
- Two Component f:ISA Bus Interface 
- Minimal External Logic Required 

• Supports Burst Read and Writes of 
Memory from the CPU and PCI Buses 

• Five Integrated Write Posting and Read 
Prefetch Buffers Increase CPU and PCI 
Performance 

• Host CPU Writes to PCI Converted to 
Zero Wait-State PCI Bursts with 
Optional TRDY # Connection 

• Integrated Low Skew Host Bus Clock 
Driver for Cost and Board Space 
Savings 

• PClset Operates Synchronous to the 
CPU and PCI Clocks 

• Byte Parity Support for the Host and 
Main Memory Buses 
- Optional Parity on the Second Level 

Cache 
The 82430LX/82430NX PClsets provide the Host/PCI bridge, cache/main memory controller, and an I/O 
subsystem core (either PCI/EISA or PCI/ISA bridge) for the next generation of high-performance personal 
computers based on the Pentium processor. System designers can take advantage of the power of the PCI 
Local bus for the local I/O while maintaining access to the large base of EISA and ISA expansion cards, and 
corresponding software applications. Extensive buffering and buffer management within the bridges ensures 
maximum efficiency in all three bus environments (Host CPU, PCI, and EISAIISA Buses). 

The 82430LX PClset consists of the 82434LX PCI/Cache Memory Controller (PCMC) and the 82433LX Local 
Bus Accelerator (LBX) components, plus, either a PCI/ISA bridge or a PCI/EISA bridge. The PCMC and LBX 
provide the core cache and main memory architecture and serve as the Host/PCI bridge. For an ISA-based 
system, the 82430LX PClset includes the 82378ZB System I/O (SID) component as the PCI/ISA bridge. For 
an EISA-based system, the 82430LX PClset includes the 82375EB/SB PCI/EISA Bridge (PCEB) and the 
82374EB/SB EISA System Component (ESC). The PCEB and ESC work in tandem to form the complete 
PCI/EISA bridge. Both the ISA and EISA-based systems are shown on the following pages. 

The S2430NX POIset con~ of the 82434NX POI/Cache Memory Controlter (PCMC) and the 82433NX Local 
Bus Accelerator (lBX) compOnents, plus, either a PCI/ISA bridge or a PCI/EISA bridge. For an ISA·based 
system, the 824SONX PClset incl\.jdes the 82378ZS Sy$t$m 110 (SIO) component as thePOI/ISA bridge,. For 
the DP ISA based system, the 82430NX POIset includea the 82379AB. For UP or OP EISA-based systems, the 
S2430NX PClset il1c1ud&s the 82375EB/SB PCI/EISA Bridge (PeEs) and tile $2374EB/SB EISA System 
Component (ESC). 

This document describ&S both the 82430LX and 82430NX. Unshaded areas describe the 82434lX. Shad· 
ed'areas, like this one, describe 82430NX operatiOr!S that differ from the 82434LX. 
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82430LX/82430NX PClset 
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82430LX/82430NX PClset 
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82430LX or Uni-Processo~ 82430NX PClset EISA Block Diagram 

The complete document for this product is available from Intel's Literature Center at 1-800-548-4125. 
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82496 CACHE CONTROLLER AND 
82491 CACHE SRAM 

FOR USE WITH THE Pentium® PROCESSOR 
• High Performance Second Level Cache 

- Zero Wait States at 66 MHz 
- Two-way Set Associative 
- Write-Back with MESI Protocol 
- Concurrent CPU Bus and Memory 

Bus Operation 
- Boundary Scan 

• Pentium@ Processor 
- Chip Set Version of Pentium 

Processor 
- Superscalar Architecture 
- Enhanced Floating Point 
- On-chip 8K Code and 8K Data 

Caches 
- See Pentium@ Processor Family 

Developers Manual, Volume 2 for 
more Information 

• Highly Flexible 
- 256K to 512K with parity 
- 32, 64, or 128-Bit Wide Memory Bus 
- Synchronous, Asynchronous, and 

Strobed Memory Bus Operation 
- Selectable Bus Widths, Line Sizes, 

Transfers, and Burst Orders 
• Full Multiprocessing Support 

- Concurrent CPU, Memory Bus, and 
Snoop Operations 

- Complete MESI Protocol 
-Internal/External Parity Generationl 

Checking 
- Supports Read-for Ownership, Write­

Allocation, and Cache-to-Cache 
Transfers 

The 82496 Cache Controller and multiple 82491 Cache SRAMs combine with the Pentium processor to form a 
CPU Cache chip set designed for high performance servers and function-rich desktops. The high speed 
interconnect between the CPU and cache components has been optimized to provide zero-wait state opera­
tion. This CPU Cache chip set is fully compatible with existing software, and has new data integrity features for 
mission critical applications. 
The 82496 cache controller implements the MESI write-back protocol for full multiprocessing support. Dual 
ported buffers and registers allow the 82496 to concurrently handle CPU bus, memory bus, and internal cache 
operation for maximum performance. 
The 82491 is a customized high-performance SRAM that supports 32, 64, and 128-bit wide memory bus 
widths, 16, 32, and 64 byte line sizes, and optional sectoring. The data path between the CPU bus and 
memory bus is separated by the 82491, allowing the CPU bus to handshake synchronously, asynchronously, 
or with a strobed protocol, and allowing concurrent CPU bus and memory bus operations. 

241814-1 

The complete document for this product is available from Intel's Literature Center at 1-800-548-4725. 
November 1995 
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82497 CACHE CONTROLLER AND 
82492 CACHE SRAM 

For Use with the Pentium® Processor (735\90, 815\ 100) 

• High Performance Second Level Cache • Highly Flexible 
- Zero Wait States at 66 MHz - 256K to 512K with Parity 
-Two-Way Set Associative -32-,64-, or 128-Bit Wide Memory Bus 
- Writeback with MESI Protocol - Synchronous, Asynchronous and 
- Concurrent CPU Bus and Memory Strobed Memory Bus Operation 

Bus Operation - Selectable Bus Widths, Line Sizes, 
- Boundary Scan Transfers and Burst Orders 

• Pentium® Processor (735\90, 815\ 100) • Full Multiprocessing Support 
- Chip Set Version of Pentium® - Concurrent CPU, Memory Bus and 

Processor (735\90, 815\ 100) Snoop Operations 
- Superscalar Architecture - Complete MESI Protocol 
- Enhanced Floating Point -Internal/External Parity Generation/ 
- On-Chip 8K Code and 8K Data Checking 

Caches - Supports Read For Ownership, 
- See Pentium® Processor Family Write-Allocation and Cache-to-Cache 

Developer's Manual, Volume 2 for Transfers 
More Information 

The 82497 Cache Controller and multiple 82492 Cache SRAMs combine with the Pentium@ processor 
(735\90,810\100) to form a CPU Cache chip set designed for high performance servers and function-rich 
desktops. The high-speed interconnect between the CPU and cache components has been optimized to 
provide zero-wait state operation. This CPU Cache chip set is fully compatible with existing software, and has 
new data integrity features for mission critical applications. 

The 82497 cache controlier implements the MESI write-back protocol for full multiprocessing support. Dual 
ported buffers and registers allow the 82497 to concurrently handle CPU bus, memory bus, and internal cache 
operation for maximum performance. 

The 82492 is a customized high-performance SRAM that supports 32-, 64-, 128-bit wide memory bus widths, 
16-, 32-, and 64-byte line sizes, and optional sectoring. The data path between the CPU bus and memory bus 
is separated by the 82492, allowing the CPU bus to handshake synchronously, asynchronously, or with a 
strobed protocol, and allowing concurrent CPU bus and memory bus operations. 

242425-1 

The complete document for this product is available from Intel's Literature Center at 1-800-548-4725. 
November 1995 
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82498 CACHE CONTROLLER AND 
82493 CACHE SRAM 

For use with the Pentium® Processor (735190,8151100) 

• High Performance Second Level Cache 
- Zero Wait States at 66 MHz 
- Two-Way Set Associative 
- Write back with MESI Protocol 
- Concurrent CPU Bus and Memory 

Bus Operation 
- Boundary Scan 

• Pentium® Processor (735/90, 815/100) 
- Chip Set Version of Pentium® 

Processor (735/90, 815/100) 
- Superscalar Architecture 
- Enhanced Floating Point 
- On-Chip 8K Code and 8K Data 

Caches 
- See Pentium® Processor Family 

Developer's Manual, Volume 2 for 
More Information 

• Highly Flexible 
- 1 Mbyte to 2 Mbyte 
- 64-, or 128-Bit Wide Memory Bus 
- Synchronous, Asynchronous and 

Strobed Memory Bus Operation 
- Selectable Bus Widths, Line Sizes, 

Transfers and Burst Orders 

• Full Multiprocessing Support 
- Concurrent CPU, Memory Bus and 

Snoop Operations 
- Complete MESI Protocol 
-Internal/External Parity 

Generation/Checking 
- Supports Read For Ownership, 

Write-Allocation and Cache-to-Cache 
Transfers 

The 82498 Cache Controller and multiple 82493 Cache SRAMs combine with the Pentium® processor 
(735/90,815/100) and future Pentium Processors to form a CPU Cache chip set designed for high perform­
ance servers and function-rich desktops. The high-speed interconnect between the CPU and cache compo­
nents has been optimized to provide zero-wait state operation. This CPU Cache chip set is fully compatible 
with existing software, and has new data integrity features for mission critical applications. 

The 82498 Cache Controller implements the MESI write-back protocol for full multiprocessing support. Dual 
ported buffers and registers allow the 82498 to concurrently handle CPU bus, memory bus, and internal cache 
operation for maximum performance. 

The 82493 is a customized high-performance SRAM that supports 64-, and 128-bit wide memory bus widths, 
32-, and 64-byte line sizes, and optional sectoring. The data path between the CPU bus and memory bus is 
separated by the 82493, allowing the CPU bus to handshake synchronously, asynchronously, or with a strobed 
protocol, and allowing concurrent CPU bus and memory bus operations. 

The complete document for this product is available from Intel's Literature Center at 1-800-548-4725. 
November 1995 
Order Number: 242426-002 2-517 



82433LX/82433NX 
LOCAL BUS ACCELERATOR (LBX) 

• Supports the Full 64-bit Pentium® • Dual-Port Architecture Allows 
Processor Data Bus at Frequencies up Concurrent Operations on the Host and 
to 66 MHz (82433LX and 82433NX) PCI Buses 

• DriVeS 3.3VSlgmd Lev:eI8on the CPU • Operates Synchronously to the CPU 
Data and Address Buses {82433NX) and PCI Clocks 

• Provides a 64-Bit Interface to DRAM • Supports Burst Read and Writes of 
and a 32-Bit Interface to PCI Memory from the Host and PCI Buses 

• Five Integrated Write Posting and Read • Sequential CPU Writes to PCI 
Prefetch Buffers Increase CPU and PCI Converted to Zero Wait-State PCI 
Performance Bursts with Optional TRDY # 

- CPU-to-Memory Posted Write Buffer Connection 
4 Qwords Deep • Byte Parity Support for the Host and 

- PCI-to-Memory Posted Write Buffer Memory Buses , 
Two Buffers, 4 Dwords Each - Optional Parity Generation for Host 

- PCI-to-Memory Read Prefetch Buffer to Memory Transfers 
4 Qwords Deep - Optional Parity Checking for the 

- CPU-to-PCI Posted Write Buffer Secondary Cache 
4 Dwords Deep - Parity Checking for Host and PCI 

- CPU-to-PCI Read Prefetch Buffer Memory Reads 
4 Dwords Deep - Parity Generation for PCI to Memory 

• CPU-to-Memory and CPU-to-PCI Write Writes 
Posting Buffers Accelerate Write • 160-Pin QFP Package 
Performance 

Two 82433LX or 82433NX Local Bus Accelerator (LBX) components provide a 64-bit data path between the 
host CPu/Cache and main memory, a 32-bit data path between the host CPU bus and PCI Local Bus, and a 
32-bit data path between the PCI Local Bus and main memory. The dual-port architecture allows concurrent 
operations on the host and PCI Buses. The LBXs incorporate three write posting buffers and two read prefetch 
buffers to increase CPU and PCI performance. The LBX supports byte parity for the host and main memory 
buses. The 82433NX is intended to be used with the 82434NX PCI/Cache/Memory Controller (PCMC). The 
82433LX is intended to be used with the 82434LX PCMC. During bus operations between the host, main 
memory and PCI, the PCMC commands the LBXs to perform functions such as latching address and data, 
merging data, and enabling output buffers. Together, these three components form a "Host Bridge" that 
provides a full function dual-port data path interface, linking the host CPU and PCI bus to main memory. 

Thfs document describes both the 82433LX and fl2433NX. Shaded areas, like this one. describe the 
82433NX operations that differ from the 82433LX. 
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LOCAL BUS ACCELERATOR (LBX) 
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82433LX/82433NX 

1.0 ARCHITECTURAL OVERVIEW 

The 82430 PClset consists of the 82434LX PCMC 
and 82433LX LBX components plus either a PCI! 
ISA bridge or a PCI/EISA bridge. The 82430NX PCI­
set consists of the 82434NX PCMC and 82433NX 
LBX components plus either a PCI/ISA bridge or a 
PCI/EISA bridge. The PCMC and LBX provide the 
core cache and main memory architecture and 
serves as the Host/PCI bridge. An overview of the 
PCMC follows the system overview section. 

The Local Bus Accelerator (LBX) provides a high 
performance data and address path for the 
82430LX/82430NX PClset. The LBX incorporates 
five integrated buffers to increase the performance 
of the Pentium processor and PCI master devices. 
Two LBXs in the system support the following areas: 

1. 64-bit data and 32-bit address bus of the Pentium 
processor. 

2-522 

intel~ 
2. 32-bit multiplexed address/data bus of PCI. 

3. 64-bit data bus of the main memory. 

In addition, the LBXs provide parity support for the 
three areas noted above (discussed further in Sec­
tion 1.4). 

1.1 Buffers In the LBX 

The LBX components have five integrated buffers 
designed to increase the performance of the Host 
and PCI Interfaces of the 82430LX/82430NX 
PClset. 

With the exception of the PCI-to-Memory write buffer 
and the CPU-to-PCI write buffer, the buffers in the 
LBX store data only, addresses are stored in the 
PCMC component. 
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1. CPU-to-Memory Posted Write Buffer: This buffer is 4 awords deep, enabling the Pentium processor to write back a 
whole cache line In 4-1-1-1 timing, a total of 7 CPU clocks. 

2. PCI-to-Memory Posted Write Buffer: A PCI master can post two consecutive sets of 4 Dwords (total of one cache 
line) or two single non-consecutive transactions. 

3. PCI-to-Memory Read Prefetch Buffer: A PCI master to memory read transaction will cause this prefetch buffer to 
read up to 4 awords of data from memory, allowing up to 8 Dwords to be read onto PCI in a Single burst transaction. 

4. CPU-to-PCI Posted Write Buffer: The Pentium processor can post up to 4 Dwords into thiS buffer. The TRDY # 
connect option allows zero-wait state burst writes to PCI, making this buffer especially useful for graphic write 
operations. 

5. CPU-to-PCI Read Prefetch Buffer: This prefetch buffer is 4 Dwords deep, enabling faster sequential Pentium proc­
essor reads when targeting PCI. 

Figure 1. Simplified Block Diagram of the LBX Data Buffers 
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82433LX/82433NX 

1.2 Control Interface Groups 

The LBX is controlled by the PCMC via the control 
interface group signals. There are three interface 
groups: Host, Memory, and PCI. These control 
groups are signal lines that carry binary codes which 
the LBX internally decodes in order to implement 
specific functions such as latching data and steering 
data from PCI to memory. The control interfaces are 
described below. 

1. Host Interface Group: These control signals are 
named HIG[4:0] and define a total of 29 (30 for 
the 82433NX) discrete commands. The PCMC 
sends HIG commands to direct the LBX to per­
form functions related to buffering and storing 
host data and/or address. 

2. Memory Interface Group: These control signals 
are named MIG[2:0] and define a total of 7 dis­
crete commands. The PCMC sends MIG com­
mands to direct the LBX to perform functions re­
lated to buffering, storing, and retiring data to 
memory. 

3. PCI Interface Group: These control signals are 
named PIG[3:0] and define a total of 15 discrete 
commands. The PCMC sends PIG commands to 
direct the LBX to perform functions related to 
buffering and storing PCI data and/or address. 

A[O:15] 

0[32:47] 

or I 
LOW ORDER LBX 

l 
AD[O:15] 

1.3 System Bus Interconnect 

The architecture of the 82430/82430NX PClset 
splits the 64-bit memory and host data buses into 
logical halves in order to manufacture LBX devices 
with manageable pin counts. The two LBXs interface 
to the 32-bit PCI AD[31:0] bus with 16 bits each. 
Each LBX connects to 16 bits of the AD[31 :0] bus 
and 32-bits of both the MD[0:63] bus and the 
D[0:63] bus. The lower order LBX (LBXL) connects 
to the low word of the AD[31 :0] bus, while the high 
order LBX (LBXH) connects to the high word of the 
AD[31 :0] bus. 

Since the PCI connection for each LBX falls on 
16-bit boundaries, each LBX does not simply con­
nect to either the low Dword or high Dword of the 
Qword memory and host buses. Instead, the low or­
der LBX buffers the first and third words of each 
64-bit bus while the high order LBX buffers the sec­
ond and fourth words of the memory and host 
buses. 

As shown in Figure 2, LBXL connects to the first and 
third words of the 64-bit main memory and host data 
buses. The same device also drives the first 16 bits 
of the host address bus, A[15:01. The LBXH device 
connects to the second and fourth words of the 
64-bit main memory and host data buses. Corre­
spondingly, LBXH drives the remaining 16 bits of the 
host address bus, A[31:16]. 

A[16:31] 

MD[48:63] 0[48·63] 

MO'TlI O'Tl I 
HIGH ORDER LBX 

l 
AD[16:31] 

290478-3 

Figure 2_ Simplified Interconnect Diagram of LBXs to System Buses 
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1.4 PCI TROY # Interface 

The PCI control signals do not interface to the LBXs, 
instead these signals connect to the 82434LX 
PCMC component. The main function of the LBXs 
PCI interface is to drive address and data onto PCI 
when the CPU targets PCI and to latch address and 
data when a PCI master targets main memory. 

The TROY # option provides the capability for zero­
wait state performance on PCI when the Pentium 
processor performs sequential writes to PCI. This 
option requires that PCI TROY # be connected to 
each LBX, for a total of two additional connections in 
the system. These two TROY # connections are in 
addition to the single TROY # connection that the 
PCMC requires. 

1.5 Parity Support 

The LBXs support byte parity on the host bus (CPU 
and second level cache) and main memory buses 
(local DRAM). The LBXs support parity during the 
address and data phases of PCI transactions to/ 
from the host bridge. 

Host A[1S.0)+----.t { 
0[31:0) 

Interface . 
HP[3:0) +--~ 

Main { MO[31 :0) 
Memory 

Interface MP[3:0) +---+1 

Reset PClK { 

HClK 

and 
Clock lP[1 :0) 

RESET 

TEST 

lBX 

82433LX/82433NX 

2.0 SIGNAL DESCRIPTIONS 

This section provides a detailed description of each 
signal. The signals (Figure 3) are arranged in func­
tional groups according to their associated interface. 

The' #' symbol at the end of a signal name indicates 
that the active, or asserted state occurs when the 
signal is at a low voltage level. When '#' is not pres­
ent after the signal name, the signal is asserted 
when at the high voltage level. 

The terms assertion and negation are used exten­
sively. This is done to avoid confusion when working 
with a mixture of 'active-low' and 'active-high' sig­
nals. The term assert, or assertion indicates that a 
signal is active, independent of whether that level is 
represented by a high or low voltage. The term ne­
gate, or negation indicates that a signal is inactive. 

The following notations are used to describe the sig­
nal type. 

in Input is a standard input-only signal. 

out Totem Pole output is a standard active driver. 

tis Tri-State is a bi-directional, tri-state input/out-
put pin. 

.. ~ AO[1S:0)} PCI 

.-- TROV# Interface 

.-- HIG[4:0) 

.-- MIG[2:0) 

.-- MOLE 

.-- PIG[3:0) 

.-- ORVPCI 

EOl 

1---...... PPOUT 

PCMC 
Interface 
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Figure 3. LBX Signals 
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82433LX/82433NX 

2.1 Host Interface Signals 
Signal Type Description 

A[15:0] tis ADDRESS BUS: The bi-directional A[ 15:0] lines are connected to the address lines of the 
host bus. The high order LBX (determined at reset time using the EOL signal) is 
connected to A[31 :16], and the low order LBX is connected to A[15:0]. The host address 
bus is common with the Pentium processor, second level cache, PCMC and the two 
LBXs. Ouring CPU cycles A[31 :3] are driven by the CPU and A[2:0] are driven by the 
PCMC, all are inputs to the LBXs. Ouring inquire cycles the LBX drives the PCI master 
address onto the host address lines A[31 :0]. This snoop address is driven to the CPU and 
the PCMC by the LBXs to snoop L 1 and the integrated second level tags, respectively. 
Ouring PCI configuration cycles bound for the PCMC, the LBXs will send or receive the 
configuration data to/from the PCMC by copying the host data bus to/from the host 
address bus. The LBX drives both halves of the Qword host data bus with data from the 
32-bit address during PCMC configuration read cycles. The LBX drives the 32-bit address 
wit~ either the low Oword or the high Oword during PCMC configuration write cycles. 

In the 82433NX, these Pins CQIltain weak internal pull-down resistors. 

The hlgh order 8243$NX LBX samples A 11 at the falfO'lg edge of reset to configure the , 
LaX for PLL test mode. When A 11 is sampled low, the LeX is in normal operating I'\'Iode. 
When A 11 is sampled high. the LBX drives the internal HeLl< from the PLL on the EOL 
pin.: Note that A 11 on the high order LaX is connected to the A27ljne on the CPU address 
bus. thiS same address Hne is used to pUt the PCMC into PLL test mode. . 

0[31:0] tis HOST DATA: The bi-directional 0[31 :0] lines are connected to the data lines of the host 
data bus. The high order LBX (determined at reset time using the EOL signal) is 
connected to the host data bus 0[63:48] and 0[31 :16] lines, and the low order LBX is 
connected to the host data bus 0[47:32] and 0[15:0] lines. In the 82433LX, these pins 
contain weak internal pull-up resistors. 

In the 82433NX, these pins contain weak internal pull-down resistors. 

HP[3:0] tis HOST DATA PARITY: HP[3:0] are the bi-directional byte parity signals for the host data 
bus. The low order parity bit HP[O] corresponds to 0[7:0] whi,le the high order parity bit 
HP[3] corresponds to 0[31 :24]. The HP[3:0] signals function as parity inputs during write 
cycles and as parity outputs during read cycles. Even parity is supported and the HP[3:0] 
signals follow the same timings as 0[31 :0]. In the 82433LX, these pins contain weak 
internal pull-up resistors. 

In the 82433NX, these pins contain weak internal pulklown resistors. 
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82433LX/82433NX 

2.2 Main Memory (Dram) Interface Signals 
Signal Type Description 

MD[31:0] tis MEMORY DATA BUS: MD[31 :0] are the bi-directional data lines for the memory data 
bus. The high order LBX (determined at reset time using the EOL signal) is connected to 
the memory data bus MD[63:48] and MD[31 :16] lines, and the low order LBX is 
connected to the memory data bus MD[47:32] and MD[15:0] lines. The MD[31 :0] 
signals drive data destined for either the host data bus or the PCI bus. The MD[31 :0] 
signals input data that originated from either the host data bus or the PCI bus. These 
pins contain weak internal pull-up resistors. 

MP[3:0] tis MEMORY PARITY: MP[3:0] are the bi-directional byte enable parity signals for the 
memory data bus. The low order parity bit MP[O] corresponds to MD[7:0] while the high 
order parity bit MP[3] corresponds to MD[31 :24]. The MP[3:0] signals are parity outputs 
during write cycles to memory and parity inputs during read cycles from memory. Even 
parity is supported and the MP[3:0] signals follow the same timings as MD[31 :0]. These 
pins contain weak internal pull-up resistors. 

2.3 PCI Interface Signals 
Signal Type Description 

AD[15:0] tis ADDRESS AND DATA: AD[15:0] are bi-directional data lines for the PCI bus. The 
AD[15:0] signals sample or drive the address and data on the PCI bus. The high order 
LBX (determined at reset time using the EOL signal) is connected to the PCI bus 
AD[31 :16] lines, and the low order LBX is connected to the PCI AD[15:0] lines. 

TRDY# in TARGET READY: TROY # indicates the selected (targeted) device's ability to complete 
the current data phase of the bus operation. For normal operation, TROY # is tied 
asserted low. When the TROY # option is enabled in the PCMC (for zero wait-state PCI 
burst writes), TROY # should be connected to the PCI bus. 

2.4 PCMC Interface Signals 
Signal Type Description 

HIG[4:0] in HOST INTERFACE GROUP: These signals are driven from the PCMC and control the 
host interface of the LBX. The 82433LX decodes the binary pattern of these lines to 
perform 29 unique functions (30 for the 83433NX). These signals are synchronous to the 
rising edge of HCLK. 

MIG[2:0] in MEMORY INTERFACE GROUP: These signals are driven from the PCMC and control 
the memory interface of the LBX. The LBX decodes the binary pattern of these lines to 
perform 7 unique functions. These signals are synchronous to the rising edge of HCLK. 

PIG[3:0] in PCIINTERFACE GROUP: These signals are driven from the PCMC and control the PCI 
interface of the LBX. The LBX decodes the binary pattern of these lines to perform 15 
unique functions. These signals are synchronous to the rising edge of HCLK. 

MOLE in MEMORY DATA LATCH ENABLE: During CPU reads from DRAM, the LBX uses a 
clocked register to transfer data from the MD[31 :0] and MP[3:0] lines to the 0[31 :0] and 
HP[3:0] lines. MOLE is the clock enable for this register. Data is clocked into this register 
when MOLE is asserted. The register retains its current value when MOLE is negated. 

During CPU reads from main memory, the LBX tri-states the 0[31 :0] and HP[3:0] lines 
on the rising edge of MOLE when HIG[4:0] = NOPC. 

DRVPCI in DRIVE PCI BUS: This signals enables the LBX to drive either address or data 
information onto the PCI AD[15:0] lines. 
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2.4 PCMC Interface Signals (Continued) 

Signal Type Description 

EOl tis End Of Line: This signal is asserted when a PCI master read or write transaction is about 
to overrun a cache line boundary. The low order lBX will have this pin connected to the 
PCMC (internally pulled up in the PCMC). The high order lBX connects this pin to a pull-
down resistor. With one lBX EOL line being pulled down and the other lBX EOl pulled 
up, the lBX samples the value of this pin on the negation of the RESET signal to 
determine if it's the high or low order lBX. 

PPOUT tis lBX PARITY: This signal reflects the parity of the 16 AD lines driven from or latched into 
the lBX, depending on the command driven on PIG [3:0]. The PCMC uses PPOUT from 
both lBXs (called PPOUT[1 :0]) to calculate the PCI parity signal (PAR) for CPU to PCI 
transactions during the address phase of the PCI cycle. The lBX uses PPOUT to check 
the PAR signal for PCI master transactions to memory during the address phase of the 
PCI cycle. When transmitting data to PCI the PCMC uses PPOUT to calculate the proper 
value for PAR. When receiving data from PCI the PCMC uses PPOUT to check the value 
received on PAR. 

If the l2 cache does not implement parity, the lBX will calculate parity so the PCMC can 
drive the correct value on PAR during l2 reads initiated by a PCI master. The lBX 
samples the PPOUT signal at the negation of reset and compares that state with the state 
of EOl to determine whether the l2 cache implements parity. The PCMC internally pulls 
down PPOUT[O] and internally pulls up PPOUT[1]. The l2 supports parity if PPOUT[O] is 
connected to the high order lBX and PPOUT[1] is connected to the low order lBX. The 
l2 is defined to not support parity if these connections are reversed, and for this case, the 
lBX will calculate parity. For normal operations either connection allows proper parity to 
be driven to the PCMC. 

2.5 Reset and Clock Signals 
Signal Type Description 

HClK in HOST CLOCK: HClK is input to the lBX to synchronize command and data from the host 
and memory interfaces. This input is derived from a buffered copy of the PCMC HClKx 
output. 

PClK in PCI CLOCK: All timing on the lBX PCI interface is referenced to the PClK input. All 
output signals on the PCI interface are driven from PClK rising edges and all input signals 
on the PCI interface are sampled on PClK rising edges. This input is derived from a 
buffered copy of the PCMC PClK output. 

RESET in RESET: Assertion of this signal resets the lBX. After RESET has been negated the lBX 
configures itself by sampling the EOl and PPOUT pins. RESET is driven by the PCMC 
CPURST pin. The RESET signal is synchronous to HClK and must be driven directly by 
the PCMC. 

lP1 out LOOP 1: Phase lock Loop Filter pin. The filter components required for the lBX are 
connected to these pins. 

lP2 in LOOP 2: Phase lock loop Filter pin. The filter components required for the lBX are 
connected to these pins. 

TEST in TEST: The TEST pin must be tied low for normal system operation. 

TSCON in TRI-STATE CONTROL: This signal enables the output buffers on the lBX. This pin must 
be held high for normal operation. If TSCON is negated, all lBX outputs will tri-state. 
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3.0 FUNCTIONAL DESCRIPTION 

3.1 LBX Post and Prefetch Buffers 

This section describes the five write posting and 
read prefetching buffers implemented in the LBX. 
The discussion in this section refers to the operation 
of both LBXs in the system. 

3.1.1 CPU·TO·MEMORY POSTED WRITE 
BUFFER 

The write buffer is a queue 4 awords deep, it loads 
awords from the CPU and stores awords to memo· 
ry. It is 4 awords deep to accommodate write-backs 
from the first or second level cache. It is organized 
as a simple FIFO. Commands driven on the HIG[4:0] 
lines store awords into the buffer, while commands 
on the MIG[2:0] lines retire awords from the buffer. 
While retiring awords to memory, the DRAM control­
ler unit of the PCMC will assert the appropriate MA, 
CAS[7:0]#, and WE# signals. The PCMC keeps 
track of full/empty states, status of the data and 
address. 

Byte parity for data to be written to memory is either 
propagated from the host bus or generated by the 
LBX. The LBX generates parity for data from the 
second level cache when the second level cache 
does not implement parity. 

3.1.2 PCI·TO·MEMORY POSTED WRITE BUFFER 

The buffer is organized as 2 buffers (4 Dwords 
each). There is an address storage register for each 
buffer. When an address is stored one of the two 
buffers is allocated and subsequent Dwords of data 
are stored beginning at the first location in that buff­
er. Buffers are retired to memory strictly in order, 
aword at a time. 

Commands driven on the PIG [3:0] lines post ad­
dresses and data into the buffer. Commands driven 
on HIG[4:0] result in addresses being driven on the 
host address bus. Commands driven on MIG[2:0] 
result in data being retired to DRAM. 

For cases where the address targeted by the first 
Dword is odd, i.e. A[2] = 1, and the data is stored in 
a~ even location in the buffer, the LBX correctly 
aligns the Dword when retiring the data to DRAM. In 
other words the buffer is capable of retiring a aword 
to memory where the data in the buffer is shifted by 
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1 Dword (Dword is position 0 shifted to 1, 1 shifted 
to 2 etc.). The DRAM controller of the PCMC asserts 
the correct CAS[7:0] # Signals depending on the PCI 
C/BE[3:0] # signals stored in the PCMC for that 
Dword. 

The End Of Line (EOL) signal is used to prevent PCI 
master writes from bursting past the cache line 
boundary. The device that provides "warning" to the 
PCMC is the low order LBX. This device contains the 
PCI master write low order address bits necessary to 
determine how many Dwords are left to the end of 
the line. Consequently, the LBX protocol uses the 
EOL signal from the low order LBX to provide this 
"end-of-Iine" warning to the PCMC, so that it may 
retry a PCI master write when it bursts past the 
cache line boundary. This protocol is described fully 
in Section 3.3.6. 

The ~BX calculates Dword parity on PCI write data, 
sending the proper value to the PCMC on PPOUT. 
The LBX generates byte parity on the MP signals for 
writing into DRAM. 

3.1.3 PCI·TO-MEMORY READ PREFETCH 
BUFFER 

This buffer is organized as a line buffer (4 awords) 
for burst transfers to PCI. The data is transferred into 
the buffer a aword at a time and read out a Dword at 
a time. The LBX then effectively decouples the 
memory read rate from the PCI rate to increase con­
currence. 

Each new transaction begins by storing the first 
Dword in the first location in the buffer. The starting 
Dword for reading data out of the buffer onto PCI 
must be specified within a aword boundary; that is 
the first requested Dword on PCI could be an even 
or odd Dword. If the snoop for a PCI master read 
results in a write-back from first or second level 
caches, this write back is sent directly to PCI and 
main memory. The following two paragraphs de­
scribe this process for cache line write-backs. 

Since the write-back data from L 1 is in linear order 
writing into the buffer is straightforward. Only thos~ 
awords to be transferred into PCI are latched into 
the PCI-to-memory read buffer. For example, if the 
address targeted by PCI is in the 3rd or 4th aword in 
the line, the first 2 awords of write back data are 
discarded and not written into the read buffer. The 
primary cache write-back must always be written 
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completely to the CPU-to-Memory posted Write 
Buffer. 

If the PCI master read data is read from the second­
ary cache, it is not written back to memory. Write­
backs from the second level cache, when using 
burst SRAMs, are in Pentium processor burst order 
(the order depending on which Qword of the line is 
targeted by the PCI read). The buffer is directly ad­
dressed when latching second level cache write­
back data to accommodate this burst order. For ex­
ample, if the requested Qword is Qword 1, then the 
burst order is 1-0-3-2. Qword 1 is latched in buffer 
location 0, Qword 0 is discarded, Qword 3 is latched 
into buffer location 2 and Qword 2 is latched into 
buffer location 1. 

Commands driven on MIG[2:0] and HIG[4:0] enter 
data into the buffer from the DRAM interface and the 
host interface (Le. the caches), respectively. Com­
mands driven on the PIG [3:0] lines drive data from 
the buffer onto the PCI AD[31 :0] lines. 

Parity driven on the PPOUT Signal is calculated from 
the byte parity received on the host bus or the mem­
ory bus, whichever is the source. If the second level 
cache is the source of the data and does not imple­
ment parity, the parity driven on PPOUT is generated 
by the LBX from the second level cache data. If 
main memory is the source of the read data, PCI 
parity is calculated from the DRAM byte parity. Main 
memory must implement byte parity to guarantee 
correct PCI parity generation. 

3.1.4 CPU-TO-PCI POSTED WRITE BUFFER 

The CPU-to-PCI Posted Write Buffer is 4 Dwords 
deep. The buffer is constructed as a simple FIFO, 
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with some performance enhancements. An address 
is stored in the LBX with each Dword of data. The 
structure of the buffer accommodates the packetiza­
tion of writes to be burst. on PCI. This is accom­
plished by effectively discarding addresses of data 
Dwords driven within a burst. Thus, while an address 
is stored for each Dword, an address is not neces­
sarily driven on PCI for each Dword. The PCMC de­
termines when a burst write may be performed 
based on consecutive addresses. The buffer also 
enables consecutive bytes to be merged within a 
single Dword, accommodating byte, word, and misa­
ligned Dword string store and string move opera­
tions. Qword writes on the host bus are stored within 
the buffer as two individual Dword writes, with sepa­
rate addresses. 

The storing of an address with each Dword of data 
allows burst writes to be retried easily. In order to 
retry transactions, the FIFO is effectively "backed 
up" by one Dword. This is accomplished by making 
the FIFO physically one entry larger than it is logical­
ly. Thus, the buffer is physically 5 entries deep (an 
entry consists of an address and a Dword of data), 
while logically it is considered full when 4 entries 
have been posted. This design allows the FIFO to 
be backed up one entry when it is logically full. 

Commands driven on HIG[4:0] post addresses and 
data into the buffer, and commands driven on 
PIG[3:0] retire addresses and data from the buffer 
and drive them onto the PCI AD[31 :0] lines. As dis­
cussed previously, when bursting, not all addresses 
are driven onto PCI. 

Data parity driven on the PPOUT signal is calculated 
from the byte parity received on the host bus. Ad­
dress parity driven on PPOUT is calculated from the 
address received on the host bus. 



3.1.5 CPU-TO-PCI READ PREFETCH BUFFER 

This prefetch buffer is organized as a single buffer 
4 Dwords deep. The buffer is organized as a simple 
FIFO. reads from the buffer are sequential; the buff­
er does not support random access of its contents. 
To support reads of less than a Dword the FIFO 
read pointer can function with or without a pre-incre­
ment. The pointer can also be reset to the first entry 
before a Dword is driven. When a Dword is read, it is 
driven onto both halves of the host data bus. 

Commands driven on the HIG[4:0] lines enable read 
addresses to be sent onto PCI, the addresses are 
driven using PIG[3:0] commands. Read data is 
latched into the LBX by commands driven on the 
PIG[3:0] lines and the data is driven onto the host 
data bus using commands driven on the HIG[4:0] 
lines. 

The LBX calculates Dword parity on PCI read data, 
sending the proper value to the PCMC on PPOUT. 
The LBX does not generate byte parity on the host 
data bus when the CPU reads PCI. 
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3.2 LBX Interface Command 
Descriptions 

This section describes the functionality of the HIG, 
MIG and PIG commands driven by the PCMC to the 
LBXs. 

3.2.1 HOST INTERFACE GROUP: HIG[4:0] 

The Host Interface commands are shown in Table 1. 
These commands are issued by the host interface of 
the PCMC to the LBXs in order to perform the fol­
lowing functions: 

• Reads from CPU-to-PCI read prefetch buffer 
when the CPU reads from PCI. 

• Stores write-back data to PCI-to-memory read 
prefetch buffer when PCI read address results in 
a hit to a modified line in first or second level 
caches. 

• Posts data to CPU-to-memory write buffer in the 
case of a CPU to memory write. 

• Posts data to CPU-to-PCI write buffer in the case 
of a CPU to PCI write. 

• Drives host address to Data lines and data to ad­
dress lines for programming the PCMC configura­
tion registers. 
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Table 1. HIG Commands 

Command Code Description 

NOPC OOOOOb No Operation on CPU Bus 

CMR 11100b CPU Memory Read 

CPRF 00100b CPU Read First Dword from CPU-to-PCI Read Prefetch Buffer 

CPRA 00101b CPU Read Next Dword from CPU·to-PCI Read Prefetch Buffer, Toggle A 

CPRB 00110b CPU Read Next Dword from CPU-to-PCI Read Prefetch Buffer, Toggle B 

CPRQ 00111b CPU Read Qword from CPU-to-PCI Read Prefetch Buffer 

SWBO 01000b Store Write-Back Data Qword 0 to PCI-to-Memory Read Buffer 

SWB1 01001b Store Write-Back Data Qword 1 to PCI-to-Memory Read Buffer 

SWB2 01010b Store Write-Back Data Qword 2 to PCI-to-Memory Read Buffer 

SWB3 01011b Store Write-Back Data Qword 3 to PCI-to-Memory Read Buffer 

PCMWQ 01100b Post to CPU-to-Memory Write Buffer Qword 

PCMWFQ 01101b Post to CPU-to-Memory Write and PCI-to-Memory Read Buffer First Qword 

PCMWNQ 01110b Post to CPU-to-Memory Write and PCI-to-Memory Read Buffer Next Qword 

PCPWL 10000b Post to CPU-to-PCI Write Low Dword 

MCP3L 10011b Merge to CPU-to-PCI Write Low Dword 3 Bytes 

MCP2L 10010b Merge to CPU-to-PCI Write Low Dword 2 Bytes 

MCP1L 10001b Merge to CPU-to-PCI Write Low Dword 1 Byte 

PCPWH 10100b Post to CPU-to-PCI Write High Dword 

MCP3H 10111 b Merge to CPU-to-PCI Write High Dword 3 Bytes 

MCP2H 10110b Merge to CPU-to-PCI Write High Dword 2 Bytes 

MCP1H 10101b Merge to CPU-to-PCI Write High Dword 1 Byte 

LCPRAD 00001b Latch CPU-to-PCI Read Address 

DPRA 11000b Drive Address from PCI AID Latch to CPU Address Bus 

DPWA 11001 b Drive Address from PCI-to-Memory Write Buffer to CPU Address Bus 

ADCPY 11101 b Address to Data Copy in the LBX 

DACPYH 11011 b Data to Address Copy in the LBX High Dword 

DACPYL 11010b Data to Address Copy in the LBX Low Dword 

PSCD 01111b Post Special Cycle Data 

DRVFF 11110b Drive FF .. FF (All 1 's) onto the Host Data Bus 

PCPWHC 0OO11b Post to CPU-to-PCI Write High Oword Configuration 

NOTE: 
All other patterns are reserved. 
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NOPC 

CMR 

CPRF 

CPRA 

CPRB 

CPRQ 

No Operation is performed on the host 
bus by the LBX hence it tri-states its 
host bus drivers. 

This command effectively drives 
DRAM data onto the host data bus. 
The LBX acts as a transparent latch in 
this mode, depending on MDLE for 
latch control. With the MDLE signal 
high the CMR command will cause the 
LBXs to buffer memory data onto the 
host bus. When MDLE is low. The LBX 
will drive onto the host bus whatever 
memory data that was latched when 
MDLE was negated. 

This command reads the first Dword of 
the CPU-to-PCI read prefetch buffer. 
The read pointer of the FIFO is set to 
point to the first Dword. The Dword is 
driven onto the high and low halves of 
the host data bus. 

This command increments the read 
pointer of the CPU-to-PCI read pre­
fetch buffer FIFO and drives that 
Dword onto the host bus when it is 
driven after a CPRF or CPRB com­
mand. If driven after another CPRA 
command, the LBX drives the current 
Dword while the read pointer of the 
FIFO is not incremented. The Dword is 
driven onto the upper and lower halves 
of the host data bus. 

This command increments the read 
pointer of the CPU-to-PCI read pre­
fetch buffer FIFO and drives that 
Dword onto the host bus when it is 
driven after a CPRA command. If driv­
en after another CPRB command, the 
LBX drives the current Dword while the 
read pointer of the FIFO is not incre­
mented. The Dword is driven onto the 
upper and lower halves of the host 
data bus. 

This command drives the first Dword 
stored in the CPU-to-PCI read prefetch 
buffer onto the lower half of the host 
data bus, and drives the second Dword 
onto the upper half of the host data 
bus, regardless of the state of the read 
pointer. The read pOinter is not affect­
ed by this command. 
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SWBO This command stores a Oword from 
the host data lines into location 0 of 
the PCI-to-Memory Read Buffer. Parity 
is either generated for the data or prop­
agated from the host bus based on the 
state of the PPOUT signals sampled at 
the negation of RESET when the LBXs 
were initialized. 

SWB1 This command, (similar to SWBO), 
stores a Oword from the host data 
lines into location 1 of the PCI-to-Mem­
ory Read Buffer. Parity is either gener­
ated from the data or propagated from 
the host bus based on the state of the 
PPOUT signal sampled at the falling 
edge of RESET. 

SWB2 This command, (similar to SWBO), 
stores a Oword written back from the 
first or second level cache into location 
2 of the PCI-to-memory read buffer. 
Parity is either generated from the data 
or propagated from the host bus based 
on the state of the PPOUT signal sam­
pled at the falling edge of RESET. 

SWB3 This command stores a Oword from 
the host data lines into location 3 of 
the PCI-to-Memory Read Buffer. Parity 
is either generated for the data or prop­
agated from the host bus based on the 
state of the PPOUT signal sampled at 
the falling edge of RESET. 

PCMWQ This command posts one Oword of 
data from the host data lines to CPU­
to-Memory Write Buffer in case of a 
CPU memory write or a write-back from 
the second level qache. 

PCMWFQ If the PCI Memory read address leads 
to a hit on a modified line in the first 
level cache, then a write-back is 
scheduled and this data has to be writ­
ten into the CPU-to-Memory Write Buff­
er and PCI-to-Memory Read Buffer at 
the same time. The write-back of the 
first Oword is done by this command to 
both the buffers. 

PCMWNQ This command follows the previous 
command to store or post subsequent 
write-back Owords. 
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PCPWL This command posts the low Dword of 
a CPU-to-PCI write. The CPU-to-PCI 
Write Buffer stores a Dword of PCI ad­
dress for every Dword of data. Hence, 
this command also stores the address 
of the Low Dword in the addr~ss loca­
tion for the data. Address bit 2 (A2) is 
not stored directly. This command as­
sumes a value of 0 for A2 and this is 
what is stored. 

MCP3L This command merges the 3 most sig­
nificant bytes of the low Dword of the 
host data bus into the last Dword post­
ed to the CPU-to-PCI write buffer. The 
address is not modified. 

MCP2L This command merges the 2 most sig­
nificant bytes of the low Dword of the 
host data bus into the last Dword post­
ed to the CPU-to-PCI write buffer. The 
address is not modified. 

MCP1L This command merges the most signif­
icant byte of the low Dword of the host 
data bus into the last Dword posted to 
the CPU-to-PCI write buffer. The ad­
dress is not modified. 

PCPWH This command posts the upper Dword 
of a CPU-to-PCI write, with its address, 
into the address location. Hence, to do 
a Qword write PCPWL has to be fol­
lowed by a PCPWH. Address bit 2 (A2) 
is not stored directly. This command 
forces a value of 1 for A2 and this is 
what is stored. 

MCP3H This command merges the 3 most sig­
nificant bytes of the high Dword of the 
host data bus into the last Dword post­
ed to the CPU-to-PCI Write Buffer. The 
address is not modified. 

MCP2H This command merges the 2 most sig­
nific.ant bytes of the high Dword of the 
host data bus into the last Dword post­
ed to the CPU-to-PCI Write Buffer. The 
address is not modified. 

MCP1H This command merges the most signif­
icant byte of the high Dword of the host 
data bus into the last Dword posted to 
the CPU-Io-PCI Write Buffer. The ad­
dress is not modified. 

LCPRAD This command latches the host ad­
dress to drive on PCI for a CPU-to-PCI 
read. It is necessary to latch the ad­
dress in order to drive inquire address­
es on the host address bus before the 
CPU address is driven onto PCI. 
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DPRA The PCI memory read address is 
latched in the PCI AID latch by a PIG 
command LCPRAD, this address is 
driven onto the host address bus by 
DPRA. Used in PCI to· memory read 
transaction. 

DPWA The DPWA command drives the ad­
dress of the current PCI Master Write 
Buffer onto the host address bus. This 
command is potentially driven for multi­
ple cycles. When it is no longer driven, 
the read pOinter will increment to point 
to the next buffer, and a subsequent 
DPWA command will read the address 
from that buffer. 

ADCPY This command drives the host data 
bus with the host address. The ad­
dress is copied on the high and low 
halves of the Qword data bus; i.e. 
A[31 :0] is copied onto D[31 :0] and 
D[63:32]. This command is used when 
the CPU writes to the PCMC configura­
tion registers. 

DACPYH This command drives the host address 
bus with the high Dword of host data. 
This command is used when the CPU 
writes to the PCMC configuration regis­
ters. 

DACPYL This command drives the host address 
bus with the low Dword of host data. 
This command is used when the CPU 
writes to the PCMC configuration regis­
ters. 

PSCD This command is used to post the val­
ue of the Special Cycle code into the 
CPU-to-PCI Posted Write Buffer. The 
value is driven onto the A[31 :0] lines 
by the PCMC, after acquiring the ad­
dress bus by asserting AHOLD. The 
value on the A[31 :0] lines is posted 
into the DATA location in the CPU-to­
PCI Posted Write Buffer. 

DRVFF This command causes the LBX to drive 
all "1s" (i.e. FFFFFFFFh) onto the host 
data bus. It is used for CPU reads from 
PCI that terminate with master abort. 

PCPWHC· Thl$·command: posts the high half of 
the CPU. data bus. The LSXS post the 
high half of the data bus even if A2 
from the PCMC i$ low. Thi$ command 
Is used during configuration . writes 
when using PC! configuration acoess 
mechanism II 1. 
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3.2.2 MEMORY INTERFACE GROUP: MIG[2:0] 

The Memory Interface commands are shown in Table 2. These commands are issued by the DRAM controller 
of the PCMC to perform the following functions: 

• Retires data from CPU-to-Memory Write Buffer to DRAM. 

• Stores data into PCI-to-Memory Read Buffer when the PCI read address is targeted to DRAM. 

• Retires PCI-to-Memory Write Buffer to DRAM. 

Table 2. MIG Commands 

Command Code Description 

NOPM OOOb No Operation on Memory Bus 

PMRFO 001b Place into PCI-to-Memory Read Buffer First Oword 

PMRNO 010b Place into PCI-to-Memory Read Buffer Next Oword 

RCMWO 100b Retire CPU-to-Memory Write Buffer Oword 

RPMWO 101b Retire PCI-to-Memory Write Buffer Oword 

RPMWOS 110b Retire PCI-to-Memory Write Buffer Oword Shifted 

MEMDRV 111b Drive Latched Data Onto Memory Bus for 1 Clock Cycle 

NOTE: 
All other patterns are reserved. 

NOPMN Operation on the memory bus. The LBX 
tri-states its drivers driving the memory 
bus. 

PMRFQ The PCI-to-Memory read address tar­
gets memory if there is a miss on first 
and second caches. This command 
stores the first Oword of data starting at 
the first location in the buffer. This buff­
er is 8 Dwords or 1 cache line deep. 

PMRNQ This command stores subsequent 
Owords from memory starting at the 
next available location in the PCI-to­
Memory Read Buffer. It is always used 
after PMRFO. 

RCMWQ This command retires one Oword from 
the CPU-to-Memory Write Buffer to 
DRAM. The address is stored in the ad­
dress queue for this buf.fer in the 
PCMC. 

RPMWQ This command retires one Oword of 
data from one line of the PCI-to-Memo­
ry write buffer to DRAM. When all the 
valid data in one buffer is retired, the 
next RPMWO (or RPMWOS) will read 
data from the next buffer. 

RPMWQS This command retires one Oword of 
data from one line of PCI-to-Memory 
write buffer to DRAM. For this com­
mand the data in the buffer is shifted by 
one Dword (Dword in position 0 is shift­
ed to 1, 1 to 2 etc.). This is because the 
address targeted by the first Dword of 
the write could be an odd Dword (Le., 
address bit[2] is a 1). To retire a misa­
ligned line this command has to be 
used for all the data in the buffer. When 
all the valid data in one buffer is retired, 
the next RPMWO (or RPMWOS) will 
read data from the next buffer. 

MEMDRV For a memory write operation the data 
on the memory bus is required for more 
than one clock cycle hence all DRAM 
retires are latched and driven to the 
memory bus in subsequent cycles by 
this command. 
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3.2.3 PCIINTERFACE GROUP: PIG[3:0] The PCI AD[31 :0] tines are driven by asserting the 
signal DRVPCL This signal is used for both master 
and slave transactions. The PCllnterfacecommands are shown in Table 3. 

These commands are issued by the PCI master/ 
slave interface of the PCMC to perform the following 
functions: 

Parity. is calculated on either the value being driven 
onto PCI or the value being received on PCI, de­
pending on the command. In Table 3, the PAR col­
umn has been included to indicate the value that the 
PPOUT signals are based on. An "I" indicates that 
the PPOUT signals reflect the parity of the AD tines 
as inputs to the LBX. An "0" indicates that the 
PPOUT signals reflect the value being driven on the 
PCI AD tines. See Section 3.3.4 for the timing rela­
tionship between the PIG[3:0] command, the 
AD[31:0] tines, and the PPOUT signals. 

• Slave posts address and data to PCI-to-Memory 
Write Buffer. 

• Slave sends PCI-to-Memory read data on the AD 
bus. 

• Slave latches PCI master memory address so 
that it can be gated to the host address bus. 

• Master latches CPU-to-PCI read data from the 
AD bus. 

• Master retires CPU-to-PCI write buffer. 

• Master sends CPU-to-PCI address to the AD bus. 

Table 3. PIG Commands 

Command Code PAR Description 

PPMWA 1000b I Post to PCI-to-Memory Write Buffer Address 

PPMWD 1001b I Post to PCI-to-Memory Write Buffer Data 

SPMRH 1101b 0 Send PCI Master Read Data High Dword 

SPMRL 1100b 0 Send PCI Master Read Data Low Dword 

SPMRN 1110b .0 Send PCI Master Read Data Next Dword 

LCPRF OOOOb I 'Latch CPU Read from PCI into Read Prefetch Buffer First Dword 

LCPRA 0001b I Latch CPU Read from PCI into Prefetch Buffer Next Dword, A Toggle 

LCPRB 0010b I Latch CPU Read from PCI into Prefetch Buffer Next Dword, B Toggle 

DCPWA 0100b 0 Drive CPU-to-PCI Write Buffer Address 

DCPWD .. 0101b 0 Drive CPU-to-PCI Write Buffer Data 

DCPWL 0110b 0 Drive CPU-to-PCI Write Buffer Last Data 

DCCPD 1011b 0 Discard Current CPU-to-PCI Write Buffer Data 

BCPWR 1010b 0 Backup CPU-to-PCI Write Buffer for Retry 

SCPA 0111b 0 Send CPU-to-PCI Address 

LPMA 0011b I Latch PCI Master Address 

NOTE: 
All other patterns are reserved. 
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PPMWA 

PPMWD 

SPMRH 

SPMRL 

SPMRN 

LCPRF 

LCPRA 

This command selects a new buffer 
and places the PCI master address 
latch value into the address register 
for that buffer. The next PPMWD 
command posts write data in the first 
location of this newly selected buff­
er. This command also causes the 
EOL logic to decrement the count of 
Dwords remaining in the line. 

This command stores the value in 
the AD latch into the next data loca­
tion in the currently selected buffer. 
This command also causes the EOL 
logic to decrement the count of 
Dwords remaining in the line. 

This command sends the high order 
Dword from the first Qword of the 
PCI-to-Memory Read Buffer onto 
PCI. This command also causes the 
EOL logic to decrement the count of 
Dwords remaining in the line. 

This command sends the low order 
Dword from the first Qword of the 
PCI-to-Memory Read Buffer onto 
PCI. This command also selects the 
Dword alignment for the transaction 
and causes the EOL logic to decre­
ment the count of Dwords remaining 
in the line. 

This command sends the next 
Dword from the PCI-to-Memory 
Read Buffer onto PCI. This com­
mand also causes the EOL logic to 
decrement the count of Dwords re­
maining in the line. This command is 
used for the second and all subse­
quent Dwords of the current transac­
tion. 

This command acquires the value of 
the AD[31:0] lines into the first loca­
tion in the CPU-to-PCI Read Pre­
fetch Buffer until a different com­
mand is driven. 

When driven after a LCPRF or 
LCPRB command, this command 
latches the value of the AD[31 :0] 
lines into the next location into the 
CPU-to-PCI Read Prefetch Buffer. 
When driven after another LCPRA 
command, this command latches 
the value on AD[31 :0] into the same 
location in the CPU-to-PCI Head 
Prefetch Buffer, overwriting the pre­
vious value. 

LCPRB 

DCPWA 

DCPWD 

DCPWL 

DCCPD 

BCPWR 

SCPA 

LPMA 
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When driven after a LCPRA com­
mand, this command latches the val­
ue of the AD[31 :0] lines into the next 
location into the CPU-to-PCI Read 
Prefetch Buffer. When driven after 
another LCPRB command, this com­
mand latches the value on AD[31 :0] 
into the same location in the CPU-to­
PCI Read Prefetch Buffer, overwrit­
ing the previous value. 

This command drives the next ad­
dress in the CPU-to-PCI Write Buffer 
onto PCI. The read pOinter of the 
FIFO is not incremented. 

This command drives the next data 
Dword in the CPU-to-PCI Write Buff­
er onto PCI. The read pointer of the 
FIFO is incremented on the next 
PCLK if TRDY # is asserted. 

This command drives the previous 
data Dword in the CPU-to-PCI Write 
Buffer onto PCI. This is the data 
which was driven by the last DCPWD 
command. The read pointer of the 
FIFO is not incremented. 

This command discards the current 
Dword in the CPU-to-PCI Write Buff­
er. This is used to clear write data 
when the write transaction termi­
nates with master abort, where 
TRDY # is never asserted. 

For this command the CPU-to-PCI 
Write Buffer is "backed up" one en­
try such that the address/ data pair 
last driven with the DCPWA and 
DCPWD commands will be driven 
again on the AD[31 :0] lines when 
the commands are driven again. 
This command is used when the tar­
get has retried the write cycle. 

This command drives the value on 
the host address bus onto PCI. 

This command stores the previous 
AD[31 :0] value into the PCI master 
address latch. If the EOL logic deter­
mines that the requested Dword is 
the last Dword of a line, then the 
EOL signal will be asserted; other­
wise the EOL Signal will be negated. 
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3.3 LBX Timing Diagrams The Drive commands in Figure 4 are any of the 

This section describes the timing relationship be­
tween the LBX control signals and the interface 
buses. 

3.3.1 HIG[4:0] COMMAND TIMING 

The commands driven on HIG[4:0] can cause the 
host address bus and/or the host data bus to be 
driven and latched. The following timing diagram il­
lustrates the timing relationship between the driven 
command and the buses. The "host bus" in Figure 4 
could be address and/or data. 

Note that the Drive command takes two cycles to 
drive the host data bus, but only one to drive the 
address. When the NOpe command is sampled, the 
LBX takes only one cycle to release the host bus. 

Drlye 
; 

i 
; 

HCLK 

HIG(4:0] 

HA(31:0] 

HD(63:0] 

qut 
oJt 

following: 
CMR 
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The Latch 
following: 

SWBO 
PCMWQ 
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DACPYL 
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; 

I~ 
! 
tn 

Figure 4. HIG[4:0] Command Timing 
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3.3.2 HIG[4:0] MEMORY READ TIMING 

Figure 5 illustrates the timing relationship between 
the HIG[4:0], MIG[2:0], CAS[7:0]#, and MOLE sig­
nals for DRAM memory reads. The delays shown in 
the diagram do not represent the actual AC timings, 
but are intended only to show how the delay affects 
the sequencing of the signals. 

When the CPU is reading from DRAM, the HIG[4:0] 
lines are driven with the CMR command that causes 
the LBX to drive memory data onto the HO bus. Until 
the MO bus is valid, the HO bus is driven with invalid 
data. When CAS[7:0] # assert, the MO bus be­
comes valid after the DRAM CAS[7:0] # access 
time. The MO and MP lines are directed through a 

HCLK 

HIG[4:0] 

1 

I 
1 

I 
1 

I 

I 

1 1 

I I 
1 1 1 

I I I 
N 

I I I 

PM 

82433LX/82433NX 

synchronous register inside the LBX to the HO and 
HP lines. MOLE acts as a clock enable for this regis­
ter. When MOLE is asserted, the LBX samples the 
MO and MP lines. When MOLE is negated, the MO 
and HO register retains its current value. 

The LBX releases the HO bus based on sampling 
the NOPC command on the HIG[4:0] lines and 
MOLE being asserted. By delaying the release of the 
HO bus until MOLE is asserted, the LBX provides 
hold time for the data with respect to the write en­
able strobes (CWE[7:0] #) of the second level 
cache. 

~, 1 
I Out 

I I 
\ 

I 
1 1 1 1 1 

I I L.-f' I I 

I I I I I 

HO[63:0] 

BROY# 

CWE[7:0]# 

MIG[2:0] 

MOLE 

CAS[7:0]# 

MO[63:0] 

'-----.,. __ --,_---1" L 
L----L----L----L-C==t:=:XC~lnL:~I~I----L---~~C 
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Figure 5. CPU Read from Memory 
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3.3.3 MIG[2:0] COMMAND 

Figure 6 illustrates the timing of the MIG[2:0] com­
mands with respect to the MO bus, CAS [7:0j# , and 
WE #. Figure 6 shows the MO bus transitioning from 
a read to a write cycle. 

The Latch command in Figure 6 is any of the 
following: 
PMRFQ PMRNQ 

The Retire command in Figure 6 is any of the 
following: 
RCMWQ RPMWQ RPMWQS 

HCLK 

The data on ~he MO bus is sampled at the end of the 
first cycle into the LBX based on sampling the Latch 
command. The CAS [7:0] # signals can be negated 
in the next cycle. The WE # signal is asserted in the 
next cycle. The required delay between the asser­
tion of WE# and the assertion of CAS [7:0] # means 
that the MO bus has 2 cycles to turn around; hence 
the NOPM command driven in the second clock. 
The LBX starts to drive the MO bus based on sam­
pling the Retire command at the end of the third 
clock. After the Retire command is driven for 1 cy­
cle, the data is held at the output by the MEMORV 
command. The LBX releases the MO bus based on 
sampling the NOPM command at the end of the 
sixth clock. 

MD[63:0] '=x:::::::]lntL::>--.J-----'----L--C=~=:Ji~==2:J)._..._...J 

CAS[7:0]# I I ,---l 
I 

WEI I ~~ ____ ~ ____ ~ ____ ~ ____ ~~r---I 
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Figure 6. MIG[2:0] Command Timing 
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3.3.4 PIG[3:0] COMMAND, DRVPCI, AND PPOUT 
TIMING 

Figure 7 illustrates the timing of the PIG[3:0] com­
mands, the DRVPCI signal, and the PPOUT[1 :0] sig­
nal relative to the PCI AD[31 :0] lines. 

The Drive commands in Figure 7 are any of the fol­
lowing: 
SPMRH SPMRL SPMRN 
DCPWA DCPWD DCPWL 
SCPA 

The Latch commands in Figure 7 are any of the fol­
lowing: 
PPMWA PPMWD LPMA 

The following commands do not fit in either catego­
ry, although they function like Latch type commands 
with respect to the PPOUT[1 :0] signals. They are 
described in Section 3.3.5. 

LCPRF LCPRA LCPRB 

PCLK 

82433LX/82433NX 

The DRVPCI signal is driven synchronous to the PCI 
bus, enabling the LBXs to initiate driving the PCI 
AD[31 :0] lines one clock after DRVPCI is asserted. 
As shown in Figure 7, if DRVPCI is asserted in cycle 
N, the PCI AD[31 :0] lines are driven in cycle N + 1. 
The negation of the DRVPCI signal causes the LBXs 
to asynchronously release the PCI bus, enabling the 
LBXs to cease driving the PCI AD[31 :0] lines in the 
same clock that DRVPCI is negated. As shown in 
Figure 7, if DRVPCI is negated in cycle N, the PCI 
AD[31 :0] lines are released in cycle N. 

PCI address and data parity is available at the LBX 
interface on the PPOUT lines from the LBX. The par­
ity for data flow from PCI to LBX is valid 1 clock 
cycle after data on the AD bus. The parity for data 
flow from LBX to PCI is valid in the same cycle as 
the data. When the AD[31 :0] lines transition from 
input to output, there is no conflict on the parity lines 
due to the dead cycle for bus turnaround. This is 
illustrated in the sixth and seventh clock of Figure 7. 

HIG[4:0] __ D~r~W~!~~ __ ~ __ ~NO~Pc~ ____ ~~~Lm~c~h~L-~D~ri~Je~A-__ ~1 __ ~ 
DRVPCI W 

PPOUT[1:0] 

AD[31:0] 

Figure 7. PIG[3:0] Command Timing 

I~ 
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3.3.5 PIG[3:0]: READ PREFETCH BUFFER 
COMMAND TIMING 

The structure of the CPU-to-PCI read prefetch buffer 
requites special considerations due to the partition 
of the PCMC and LBX. The PCMC interfaces only to 
the PCI control signals, while the LBXs interface only 
to the data. Therefore, it is not possible to latch a 
Dword of data into the prefetch buffer after it is quali­
fied by TRDY #. Instead, the data is repetitively 
latched into the same location until TRDY # is sam­
pled asserted. Only after TRDY # is sampled assert­
ed is data valid in the buffer. A toggling mechanism 
is implemented to advance the write pointer to the 
next Dword after the current Dword has been quali­
fied by TRDY#. 

Other considerations of the partition are taken into 
account on the host side as well. When reading from 
the buffer, the command to drive the data onto the 
host bus is sent before it is known that the entry is 
valid. This method avoids the wait-state that would 
be introduced by waiting for an entry's TRDY # to be 
asserted before sending the command to drive the 
entry onto the host bus. The FIFO structure of the 
buffer also necessitates a toggling scheme to ad­
vance to the next buffer entry after the current entry 
has been successfully driven. Also, this method 
gives the LBX the ability to drive the same Dword 
twice, enabling reads of less than a Dword to be 
serviced by the buffer; reads of individual bytes of a 
Dword would read the same Dword 4 times. 
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The HIG[4:0] and PIG[3:0] lines are defined to en­
able the features described previously. The LCPRF 
PIG[3:0] command latches the first PCI read Dword 
into the first location in the CPU-to-PCI read prefetch 
buffer. This command is driven until TRDY # is sam­
pled asserted. The valid Dword would then be in the 
first location of the buffer. The cycle after TRDY # is 
sampled asserted, the PCMC drives the LCPRA 
command on the PIG [3:0] lines. This action latches 
the value on the PCI AD[31 :0] lines into the next 
Dword location in the buffer. Again, the LCPRA com­
mand is driven until TRDY # is sampled asserted. 
Each cycle the LCPRA command is driven, data is 
latched into the same location in the buffer. When 
TRDY # is sampled asserted, the PCMC drives the 
LCPRB command on the PIG[3:0] lines. This latches 
the value on the AD[31 :0] lines into the next location 
in the buffer, the one after the location that the previ­
ous LCPRA command latched data into. After 
TRDY # has been sampled asserted again, the com­
mand switches back to LCPRA. In this way, the 
same location in the buffer can be filled repeatedly 
until valid, and when it is known that the location is 
valid, the next location can be filled. 

The commands for the HIG[4:01, CPRF, CPRA, and 
CPRB, work exactly the same way. If the same com­
mand is driven, the same data is driven. Driving an 
appropriately different command results in the next 
data being driven. Figure 8 illustrates the usage of 
these commands. 
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PCLK 
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Figure 8. PIG[3:0] CPU-to-PCI Read Prefetch Buffer Commands 

Figure 8 shows an example of how the PIG com­
mands function on the PCI side. The LCPRF com­
mand is driven on the PIG[3:0jlines until TROY# is 
sampled asserted at the end of the fifth PCI clock. 
The LCPRA command is then driven until TROY # is 
again sampled asserted at the end of the seventh 
PCI clock. TROY # is sampled asserted again so 
LCPRB is driven only once. Finally, LCPRA is driven 
again until the last TROY # is asserted at the end of 
the tenth PCI clock. In this way, 4 Owords are 
latched in the read CPU-to-PCI prefetch buffer. 

Figure 8 also shows an example of how the HIG 
commands function on the host side of the LBX. 
Two clocks after sampling the CPRF command, the 
LBX drives the host data bus. The data takes two 
cycles to become stable. The first data driven in this 
case is invalid, since the data has not arrived on PCI. 
The data driven on the host bus changes in the sev­
enth host clock, since the LCPRF command has 
been driven on the PIG[3:0] lines the previous cycle, 

latching a new value into the first location of the read 
prefetch buffer. At this point the data is not the cor­
rect value, since TROY # has not yet been asserted 
on PCI. The LCPRF command is driven again in the 
fifth PCI clock while TROY # is sampled asserted at 
the end of this clock. The requested data for the 
read is then latched into the first location of the read 
prefetch buffer and driven onto the host data bus, 
becoming valid at the end of CPU clock 12. The 
BROY # signal can therefore be driven asserted in 
this clock. The following read transaction (issued in 
CPU clock 15) requests the next Oword, and so the 
CPRA command is driven on the HIG[4:0] lines, ad­
vancing to read the next location in the read pre­
fetch buffer. As the correct data is already there, the 
command is driven only once for this transaction. 
The next read transaction requests data in the same 
Oword as the previous. Therefore, the CPRA com­
mand is driven again, the buffer is not advanced, 
and the same Oword is driven onto the host bus. 
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3.3.6 PIG[3:0]: ENO-oF-lINE 
WARNING SIGNALS: EOl 

When posting PCI master writes, the PCMC must be 
informed when the line boundary is about to be over­
run, as it has no way of determining this itself (recall 
that the PCMC does not receive any address bits 
from PCI). The low order LBX determines this, as it 
contains the ,low order bits of the PCI master write 
address and also tracks how many Dwords of write 
data have been posted. Therefore, the low order 
LBX component sends the "end-of-line" warning to 
the PCMC. This is accomplished with the EOL signal 
driven from the low order LBX to the PCMC. Figure 9 
illustrates the timing of this signal. 

1. The FRAME # signal is sampled asserted in the 
first cycle. The LPMA command is driven on the 
PIG[3:0] signals to hold the address while it is 
being decoded (e.g. in the MEMCS# decode cir­
cuit of the 82378 SIO). The first data (~O) remains 
on the bus until TROY # is asserted in response 
to MEMCS# being sampled asserted in the third 
clock. 

2. The PPMWA command is driven in response to 
sampling MEMCS# asserted. TROY # is asserted 
in this cycle indicating that DO has been latched at 
the end of the fourth clock. The action of the 
PPMWA command is to transfer the PCI address 

PClK 

AD[31:0] 
, 

intel~ 
captured in the PCI AD latch at the end of the first 
clock, to the posting buffer, and open the PCI AD 
latch in order to capture the data. This data will be 
posted to the write buffer in the following cycle by 
the PPMWO command. 

3. The EOL signal is first negated when the LPMA 
command is driven on the PIG[3:0] signals. How­
ever, if the first data Oword accepted is also the 
last th~t should be accepted, the EOL signal will ' 
be asserted in the third clock. This is the "end-of­
line" indication. In this case, the EOL signal is as­
serted as soon as the LPMA command has been 
latched. The action by the PCMC in resp(:mse is to 
negate TROY# and assert STOP# in the fifth 
clock. Note that the EOL signal is asserted even 
before the MEMCS# signal is sampled asserted 
in this case. The EOL signal will remain asserted 
until the next time the LPMA command is driven. 

4. If the second Dword is the last that should be 
accepted, the EOL signal will be asserted in the 
fifth clock to negate TROY# and assert STOP# 
on the follOWing clock. The EOL signal is asserted 
in response to the PPMWA command being sam­
pled, and relies on the knowledge that TROY # for 
the first Dword of data will be sampled asserted 
by the master in the same cycle (at the end of the 
fourth clock). Therefore, to prevent a third asser­
tion of TROY # in the sixth clock, the EOL signal 
must be asserted in the fifth clock. 

FRAME' l--"l�...-I---+----ll----t----i--'---r---' 
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Figure 9. EOl Signal Timing for PCI Master Writes 



A similar sequence is defined for PCI master reads. 
While it is possible to know when to stop driving read 
data due to the fact that the read address is latched 
into the PCMC before any read data is driven on PCI, 
the use of the EOl signal for PCI master reads sim­
plifies the logic internal to the PCMC. Figure 1 0 illus­
trates the timing of EOl with respect to the PIG[3:0] 
commands to drive out PCI read data. 

Note that unlike the PCI master write sequence, the 
STOP# signal is asserted with the last data transfer, 
not after. 

PClK 

AO[31:0] 
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1. The lPMA command sampled at the end of the 
second clock causes the EOl signal to assert if 
there is only one Oword left in the line, otherwise 
it will be negated. The first TROY # will also be 
the last, and the STOP # signal will be asserted 
with TROY#. 

2. The SPMRH command causes the count of the 
number of Owords left in the line to be decre­
mented. If this count reaches one, the EOl signal 
is asserted. The next TROY # will be the last, and 
STOP# is asserted with TROY#. 

FRAME# i~ ... -t---t---+---+---+---'---t----" 
MEMCS# I 

OEVSEl# 

TROY# \ ...... !1,,-) ---1--'---_1 (2 ....... ) 'I I 
PIG[3:0] r-~S~CP~A,i~X~l~P~M~A~;(1~)~X~~S~c~irA~~S~P~M~1~H~X~S~PM~RriN~~~N~irP~X~--ri-~ 
STOP# I \ (1) I \ (2) I f, 

EOl ___________ -'Xu.P"'-) ___________ , (2) I 
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Figure 10. EOL Signal Timing for PCI Master Reads 
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3.4 PLL Loop Filter Components 

As shown in Figure 11, loop filter components are 
required on the LBX components. A 4.7 KO 5% re­
sistor is typically connected between pins LP1 and 
LP2. Pin LP2 has a path to the PLLAGND pin 
thr~ugh ~ 1000 5.% series resistor and a 0.01 p,F 
10 Yo senes capacitor. The ground side of capacitor 
C1 and the PLLVSS pin should connect to. the 
ground plane at a common point. All PLL loop filter 
traces should be kept to minimal length and should 
be wider than signal traces. Inductor L 1 is connect­
ed to the 5V power supply on both the 82433LX and 
82433NX. 

~om? circuit boards may require filtering the power 
circuit to the LBX PLL. The circuit shown in' Figure 
11 will typically enable the LBX PLL to have higher 
noise immunity than without. Pin PLL VDD is con­
nected to the 5V Vee through a 100 5% resistor. 
The PLL VDD and PLL VSS pins are bypassed with a 
0.01 p,F 10% series capacitor. 

LBX 

LP1 

Rt 

The high otdEIr 824S3NX LBX sam~ ,\11 at th$ 
falling ~ of reset to configure· thG LBX for, PU. 
test mode. ~ ,A11 is sampled )OW. th$ LBX is In 
normal operating mode. When A 11 is sampled high, 
th$ LBX drives th$ intemalHCLK 1rom the PLL on 
th$ EOL pin. Note that A 11 on th8 high ord8r LBl<-is 
COMeCted to th$ 1\27 One on th$ CPU add,... bus. 
This same addrea line is used to put the PCMC Into 
PLL test mode. 

Mercury Mercury 
Neptune 

60 MHz 66 MHz 

R1 4,7KO 2.2KO 4.7KO 

R2 1000 1000 1000 

C2 0.01 p,F 0.01 p,F 0.01 p,F 

R3 100 100 100 

C1 0.47 p,F 0.47 p,F 0.47 p,F 

C1 1 0.01 p,F 0.01 p,F 0.01 p,F 

LP21-------l R2 

C2 

PLLAGND \--------1 

R3 

PLLVDD 1-+-_-/ Vee 

PLLVSS 1--..... --.----4 
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Figure 11. Loop Filter Circuit 
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3.5 PCI Clock Considerations 

There is a 1.25 ns clock skew specification between 
the PCMC and the LBX that must be adhered to for 
proper operation of the PCMC/LBX timing. As 
shown in Figure 12, the PCMC drives PCLKOUT to 
an external clock driver which supplies copies of 
PCLK to PCI devices, the LBXs, and back to the 
PCMC. The skew specification is defined as the dif-

PCMC 

CLOCK 
DRIVER 

PCLKOUT 

PCLKlN 

82433LX/82433NX 

ference in timing between the signal that appears at 
the PCMC PCLKIN input pin and the signal that ap­
pears at the LBX PCLK input pin. For both the low 
order LBX and the high order LBX, the PCLK rising 
and falling edges must not be more than 1.25 ns 
apart from the rising and falling edge of the PCMC 
PCLKIN signal. 

LBX 

--. TOPCI 
--+ DEVICES 

PCLK 

LBX 

I PCLK 

290478-13 

Figure 12. Clock ConSiderations 
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4.0 ELECTRICAL CHARACTERISTICS 

4.1 Absolute Maximum Ratings 

Table 4 lists stress ratings only. Functional operation 
at these maximums is not guaranteed. Functional 
operation conditions are given in Sections 4.2 
and 4.3. 

Extended exposure to the Absolute Maximum Rat­
ings may affect device reliability. 

Case Temperature under Bias ....... O"C to + 85"C 

Storage Temperature .......... - 40·C to + 125·C 

Voltage on Any Pin 
with Respect to Ground ..... -0.3 to Vcc + 0.3V 

Supply Voltage 
with Respectto V 55 ............ - 0.3 to + 7.0V 

4.2 Thermal Characteristics 

Maximum Power Dissipation: ...... ~ .. 4W (8~433LX) 

~ T*~,OIssIpatiQn .1.4W(824S3NX) 
~Power~; Vcca ...... , •••• 430 mW 

, ~, ",' ~ ) :' ' , 

NOTICE: This data sheet contains information on 
products in the sampling and initial production phases 
of development. The specifications are subjeot to 
change without notice. Verify with your local Intel 
Sales office that you have the latest data sheet be­
fore finalizing a design. 

• WARNING: Stressing the device beyond the "Absolute 
Maximum Ratings" may cause permanent damage. 
These are stress ratings only. Operation beyond the 
"Operating Conditions" is not recommended and ex­
tended exposure beyond the "Operating Conditions" 
may affect device reliability. 

The LBX is designed for operation at case temperatures between O"C and 85·C. The thermal resistances of 
the pac\(age are given in the following tables. 

Table 4. Thermal Resistance 

Parameter Air Flow Rate (Linear Feet per Minute) 

0 400 600 

6JA ("C/Watt) 51.9 37.1 34.8 

6JC ("C/Watt) 10 
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4.3 DC Characteristics 

Host Interface Signals 
A[15:0)(tls). 0[31 :O)(t/s). HIG[4:0l(in). HP[3:0)(tls) 

Main Memory (DRAM) Interface Signals 
MD[31:0j(tls). MP[3:0](tls). MIG[2:0j(in). MDLE(in) 

4.3.1 82433LX LBX DC CHARACTERISTICS 

82433LX/82433NX 

PCI Interface Signals 
AO[15:0](tls). TROY#(in). PIG[3:0](in). ORVPCI(in). 
EOL(tls). PPOUT(tls) 

Reset and Clock Signals 
HCLK(in). PCLK(in). RESET(in). LP1 (out). LP2(in). 
TEST(in) 

Functional Operating Range: Vee = 4.7S V to S.2SVj T CASE = O"C to + 8SoC 

Symbol Parameter Min Typical Max Unit Notes 

VIU Input Low Voltage -0.3 0.8 V 1 

VIH1 Input High Voltage 2.0 Vee + 0.3 V 1 

VIL2 Input Low Voltage -0.3 0.3 x Vee V 2 

VIH2 Input High Voltage 0.7 x Vee Vee + 0.3 V 2 

Vou Output Low Voltage 0.4 V 3 

VOH1 Output High Voltage 2.4 V 3 

VOL2 Output Low Voltage 0.5 V 4 

VOH2 Output High Voltage Vee - 0.5 V 4 

lou Output Low Current 1 rnA 5 

IOH1 Output High Current -1 rnA 5 

IOL2 Output Low Current 3 rnA 6 

IOH2 Output High Current -2 rnA 6 
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82433l-X/82433NX 

Functional Operating Ral'!ge: Vee == 4.75V to 5.25V; TeASE = ere to + 85°e (Continued) 

Symbol Parameter Min Typical Max Unit Notes 

IOl3 Output Low Current 3 rnA 7 

IOH3 Output High Current -1 rnA 7· 

I'H Input Leakage Current +10 /-LA 

I,l Input Leakage Current -10 /-LA 

C'N Input Capacitance 4.6 pF 

COUT Output capacitanc4i' 4.3 pF 

CliO 1/0 Capacitance 4.6 pF 

NOTES: 
1. V,L1 and V,H1 apply to the following signals: AO[15:0]' A[15:0), 0[31:0), HP[3:0]' MO[31:0), MP[3:0)' TROY#, RESET, 

HClK, PClK 
2. V,L2 and V,H2 apply to the following signals: HIG[4:0), PIG[3:0], MIG[2:0), MOLE, ORVPCI 
3. VOL1 and VOH1 apply to the following signals: AO[15:0], A[15:0), 0[31:0), HP[3:0), MO[31:0), MP[3:0) 
4. VOL2 and VOH2 apply to the follOWing signals: PPOUT, EOl 
5. IOL1 and IOH1 apply to the fOllowing signals: PPOUT, EOl 
6. IOL2 and IOH2 apply to the fOllowing signals: AO[15:0) 
7.IOL3 and IOH3 apply to the following signals: A[15:0], 0[31:0], HP[3:0], MO[31:0], MP[3:0) 

4.3.2 82433NX LBX DC CHARACTERISTICS 

FunctIonaIOperatIngRange:VOC'" 4.75Vto &.25V;-V0C3 '" 3.1a6to3.4HV, TeAIE:= O"Cto +85"C 
Symbol , Parameter MIn TypIcal Max Unit Nota 

VIL1 Voltage -0.3 V 1 

VIH1 Input High Volta9$ 2.0 l' 

V,L.2 Input Low Voltage -0.3 ee V 2 

VIH2 Input High Voltage 0.7xVcx; 0.3 V 2 

VIL3 Input Low Voltage -0.3 , V 3 

VIH3 Input High Voltage 2.0 0.3 V 3 

VOl1 OutpUt Low Voltage V 4 

VOH1 OutpUt High Voltage 2.4 V 4 

VOL2 OutpUt Low Voltage =0.5 V 5 

V0H2 OutpUt High Voltage Vee-O.S V ~., , ,. ' , 

1ot1 ' Output Loyi Current , 1 rnA 6 

IOH1 Output High Current -1 rnA 6 

IoL.2 OutpUt Low CUrrent 3 rnA 7 

IOH2 Output High Current , -2 rnA 7' 
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82433LX/82433NX 

Functional Operating Range: Vee "" 4.75V to 5.25V; Vcca = 3.135V to 3.465V. 
T CASE = trC to + 8S·C (Continued) 

Symbol Parameter Min Typical Max Unit 

lOla Oulpul Low Current 3 rnA 

10Ha Oulpul High CUrrent -1 rnA 

JIH Input Leakage Current +10 JA-A 

IlL Input Leakage Current ~10 JA-A 

OjN Input Capacitance 4.6 pF 

Coot OutPut Capacitance 4.3 y--p;;---
CliO 1/0 Capacitance 4.6 pF 

NOTES: 
1. VIL1 and VIH1 apply to the following signals: AD£15:01. MO[31:01. MP[3;OI, TROY*" RESET, HCLK. PCLK 
2. VII.2 and Viti:! apply to the following signals: HIG[4:0), PIG[3:0), MIG[2:0]. MOLE, oRVPCI 
3. VIl3 and VIH3 apply to the iollowing signals: A(15:0], 0(31:0], HP[3:0] 
4. VOll and VOHl apply to the following signals: AD[15:01. A[15:0], 0[31:0], HP[3:0J. MD[31:01. MP[3:0J 
5. VOL2 and VOH2 apply to the following signals: PPOUT. EOl 
6. lot 1 and 1001 apply to the following signals: PPOUT, EOl 
7.101.2 and IOH2 apply to the following signals: AO(15:0] 
8. IOL3 and IOHS apply to the following signals: A[15:0J. 0[31:01. HP[3:0], Mo[31:0}. MP[3:0] 

Notes 

8 

8 

9. The output buffel's for A[15:01. D[31 :0) and HP[3:0] are powered with VOC3 and therefore drive 3.3V signal levels. 
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82433LX/82433NX 

4.4 82433LX AC Characteristics 

The AC specifications given in this section consist of 
propagation delays, valid delays, Input setup require­
ments, input hold requirements, output float delays, 
output enable delays, clock high and low times and 
clock period specifications. Figure 13 through Figure 
21 define these specifications. Sections 4.3.1 
through 4.3.3 list the AC Specifications. 

intel® 
In Figure 13 through Figure 21 VT = 1.5V for the fol­
lowing signals: MO[31 :0], MP[3:0], 0[31 :0], 
HP[3:0], A[15:01, AO[15:01, TROY#, HCLK, PCLK, 
RESET, TEST. 

VT = 2.5V for the following signals: HIG[4:0], 
PIG[3:01, MIG[2:01, MOLE, ORVPCI, PPOUT, EOL. 

4.4.1 HOST AND PCI CLOCK TIMING, 66 MHZ (82433LX) 

Functional Operating Range: V cc = 4.9V to 5.25V; T CASE = O·C to + 70·C 

Symbol Parameter Min Max Figure Notes 

t1a HCLK Period 15 20 18 

t1 b HCLK High Time 5 18 

t1 c HCLK Low Time 5 18 

t1d HCLK Rise Time 1.5 19 

t1e HCLK Fall Time 1.5 19 

t1 f HCLK Period Stability ±100 ps1 

t2a PCLK Period 30 18 

t2b PCLK High Time 12 18 

t2c PCLK Low Time 12 18 

t2d PCLK Rise Time 3 19 

t2e PCLK Fall Time 3 19 

t3 HCLK to PCLK Skew -7.2 5.8 21 

NOTE: 
1. Measured on rising edge of adjacent clocks at 1.5 Volts. 
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4.4.2 COMMAND TIMING, 66 MHZ (82433LX) 

Functional Operating Range: V CC = 4.9V to 5.25V; T CASE = O°C to + 70°C 

Symbol Parameter Min Max Figure Notes 

t10a HIG[4:0] Setup Time to HCLK Rising 5.4 15 

t10b HIG[4:0] Hold Time from HCLK Rising 0 15 

t11a MIG[2:0] Setup Time to HCLK Rising 5.4 15 

t11 b MIG[2:0] Hold Time from HCLK Rising 0 15 

t12a PIG[3:0] Setup Time to PCLK Rising 15.6 15 

t12b PIG[3:0] Hold Time from PCLK Rising -1.0 15 

t13a MOLE Setup Time to HCLK Rising 5.7 15 

t13b MOLE Hold Time to HCLK Rising -0.3 15 

t14a ORVPCI Setup Time to PCLK Rising 6.5 15 

t14b ORVPCI Hold Time from PCLK Rising -0.5 15 

t15a RESET Setup Time to HCLK Rising 3.1 15 

t15b RESET Hold Time from HCLK Rising 0.3 15 
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82433LX/82433NX 

4.4.3 ADDRESS, DATA, TRDY#, EOL, TEST, TSCON AND PARITY TIMING, 66 MHz (82433LX) 

Functional Operating Range: V CC = 4.9V to 5.25V; T CASE = DOC to + 7DoC 

Symbol Parameter 

t20a . AD[15:0] Output Enable Delay from PCLK Rising 

t20b AD[15:0] Valid Delay from PCLK Rising 

t20c AD[15:0] Setup Time to PCLK Rising 

t20d AD[15:0] Hold Time from PCLK Rising 

t20e AD[15:0] Float Delay from DRVPCI Falling 

t21a TRDY # Setup Time to PCLK Rising 

t21b TRDY # Hold Time from PCLK Rising 

t22a D[31 :0], HP[3:0] Output Enable Delay from HCLK Rising 

t22b D[31 :0], HP[3:0] Float Delay from HCLK Rising 

t22c D[31 :0], HP[3:0] Float Delay from MDLE Rising 

t22d 0[31 :0], HP[3:0] Valid Delay from HCLK Rising 

t22e 0[31 :0], HP[3:0] Setup Time to HCLK Rising 

t22f 0[31 :0], HP[3:0] Hold Time from HCLK Rising 

t23a HA[15:0] Output Enable Delay from HCLK Rising 

t23b HA[15:0] Float Delay from HCLK Rising 

t23c HA[15:0] Valid Delay from HCLK Rising 

t23cc HA[15:0] Valid Delay from HCLK Rising 

t23d HA[ 15:0] Setup Time to HCLK Rising 

t23e HA[15:0] Setup Time to HCLK Rising 

t23f HA[15:0] Hold Time from HCLK Rising 

t24a MD[31 :0], MP[3:0] Valid Delay from HCLK Rising 

t24b MD[31 :0], MP[3:0] Setup Time to HCLK Rising 

t24c MD[31 :0], MP[3:0] Hold Time from HCLK Rising 

t25 EOL, PPOUT Valid Delay from PCLK Rising 

t26a All Outputs Float Delay from TSCON Falling 

t26b All Outputs Enable Delay from TSCON Rising 

NOTES: 
1. Min: 0 pF, Max: 50 pF 
2.0 pF 
3. When NOPC command sampled on previous rising HCLK on HIG[4:0] 
4. CPU to PCI Transfers 
5. When ADCPY command is sampled on HIG[4:0] 
6.50 pF 
7. When DACPYL or DACPYH commands are sampled on HIG[4:0] 
8. Inquire cycle 
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Min Max Figure 

2 17 

2 11 14 

7 15 

0 15 

2 10 16 

7 15 

0 15 

0 7.7 17 

3.1 15.5 16 

2 11.0 16 

0 7.7 14 

3.0 15 

0.3 15 

0 15.2 17 

0 15.2 16 

0 16 14 

0 14.5 

15 15 

4.1 15 

0.3 15 

0 12.0 14 

4.0 15 

0.4 15 

2.3 17.2 14 

0 30 16 

0 30 17 

Notes 

1 

2 

3 

2 

7 

8 

4 

5 

6 
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4.4.4 HOST AND PCI CLOCK TIMING, 60 MHz (82433LX) 

Functional Operating Range: Vee = 4.75V to 5.25V; TeASE = O°C to + 85°C 

Symbol Parameter Min Max Figure Notes 

t1a HCLK Period 16.6 20 18 

t1b HCLK High Time 5.5 18 

t1c HCLK Low Time 5.5 18 

t1d HCLK Rise Time 1.5 19 

t1e HCLK Fall Time 1.5 19 

t1f HCLK Period Stability ± 100 ps1 

t2a PCLK Period 33.33 18 

t2b PCLK High Time 13 18 

t2c PCLK Low Time 13 18 

t2d PCLK Rise Time 3 19 

t2e PCLK Fall Time 3 19 

t3 PCLK to PCMC PCLKIN: Input to Input Skew -7.2 5.8 21 

NOTES: 
1. Measured on rising edge of adjacent clocks at 1.5 Volts 

4.4.5 COMMAND TIMING, 60 MHZ (82433LX) 

Functional Operating Range: Vee = 4.75V to 5.25V; TeASE = O°C to + 85°C 

Symbol Parameter Min Max Figure Notes 

t10a HIG[4:0) Setup Time to HCLK Rising 6.0 15 

t10b HIG[4:0) Hold Time from HCLK Rising 0 15 

t11a MIG[2:0) Setup Time to HCLK Rising 6.0 15 

t11 b MIG[2:0) Hold Time from HCLK Rising 0 15 

t12a PIG[3:0) Setup Time to PCLK Rising 16.0 15 

t12b PIG [3:0) Hold Time from PCLK Rising 0 15 

t13a MOLE Setup Time to HCLK Rising 5.9 15 

t13b MOLE Hold Time to HCLK Rising -0.3 15 

t14a ORVPCI Setup Time to PCLK Rising 7.0 15 

t14b ORVPCI Hold Time from PCLK Rising -0.5 15 

t15a RESET Setup Time to HCLK Rising 3.4 15 

t15b RESET Hold Time from HCLK Rising 0.4 15 
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82433LX/82433NX 

4.4.6 ADDRESS, DATA, TRDY #, EOL, TEST, TSCON AND PARITY TIMING, 60 MHz (82433LX) 

Functional Operating Range: VCC = 4.75Vto5.25VjTCASE = O°Cto + 85°C 

Symbol Parameter 

t20a AD[15:0] Output Enable Delay from PCLK Rising 

t20b AD[15:0] Valid Delay from PCLK Rising 

t20c AD[15:0] Setup Time to PCLK Rising 

t20d AD[15:0] Hold Time from PCLK Rising 

t20e AD[15:0] Float Delay from DRVPCI Falling 

t21a TRDY # Setup Time to PCLK Rising 

t21b TRDY # Hold Time from PCLK Rising 

t22a D[31 :0], HP[3:0] Output Enable Delay from HCLK Rising 

t22b D[31 :0], HP[3:0] Float Delay from HCLK Rising 

t22c D[31 :0], HP[3:0] Float Delay from MDLE Rising 

t22d D[31 :0], HP[3:0] Valid Delay from HCLK Rising 

t22e D[31 :0] ,HP[3:0] Setup Time to HCLK Rising 

t22f D[31 :0], HP[3:0] Hold Time from HCLK Rising 

t23a HA[15:0] Output Enable Delay from HCLK Rising 

t23b HA[15:0] Float Delay from HCLK Rising 

t23c HA[15:0] Valid Delay from HCLK Rising 

t23cc HA[15:0] Valid Delay from HCLK Rising 

t23d HA[ 15:0] Setup Time to HCLK Rising 

t23e HA[15:0] Setup Time to HCLK Rising 

t23f HA[15:0] Hold Time from HCLK Rising 

t24a MD[31 :0], MP[3:0] Valid Delay from HCLK Rising 

t24b MD[31 :0], MP[3:0] Setup Time to HCLK Rising 

t24c MD[31 :0], MP[3:0j Hold Time from HCLK Rising 

t25 EOL, PPOUT Valid Delay from PCLK Rising 

t26a All Outputs Float Delay from TSCON Falling 

t26b All Outputs Enable Delay from TSCON Rising 

NOTES: 
1. Min: 0 pF, Max: 50 pF 
2.0 pF 
3. When NOPC command sampled on previous rising HCLK on HIG[4:0] 
4. CPU to PCI Transfers 
5. When ADCPY command is sampled on HIG[4:0] 
6.50 pF 
7. When DACPYL or DACPYH commands are sampled on HIG[4:0] 
8. Inquire cycle 
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Min Max Figure 

2 17 

2 11 14 

7 15 

0 15 

2 10 16 

7 15 

0 15 

0 7.9 17 

3.1 15.5 16 

2 11.0 16 

0 7.8 14 

3.4 15 

0.3 15 

0 15.2 17 

0 15.2 16 

0 18.5 14 

0 15.5 

15.0 15 

4.1 15 

0.3 15 

0 12.0 14 

4.4 15 

1.0 15 

2.3 17.2 14 

0 30 16 

0 30 17 

Notes 

1 

2 

3 

2 

7 

8 

4 

5 

6 
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82433LX/82433NX 

4.4.7 TEST TIMING (82433LX) 

Functional Operating Range: V CC = 4.75V to 5.25V; T CASE = Q·C to + 85· C 

Symbol Parameter Min Max Figure Notes 

t30 All Test Signals Setup Time to 10.0 In PLL Bypass 
HCLK/PCLK Rising Mode 

t31 All Test Signals Hold Time to 12.0 In PLL Bypass 
HCLK/PCLK Rising Mode 

t32 Test Setup Time to HCLK/PCLK Rising 15.0 15 

t33 Test Hold Time to HCLK/PCLK Rising 5.0 15 

t34 PPOUT Valid Delay from PCLK Rising 0.0 500 15 In PLL Bypass 
Mode 

4.5 82433NX AC Characteristics" 

The AC specifications given in this section 0OIl$ist of propagation delays, valid delays, input setup require.­
ments, input hold requirements, output float delays, output enable delays, cloCk high and low times and clock 
pariod specifications. Figure 13 through Figure 21 define these specificatIonS. Section 4.5 lists the AC Specifi­
cations. 

In Figure 13 through Figure 21 VT = 1.5V for the following signals: MD[31:0], MP{3:O], 0[31:0], HP[3:0], 
AI15:0). AO[15:0], TROY#, HClK, PCLK, RESET, TEST. " 

VT "" 2.5V for the following signals: HIG[4:0], PIG[3:0], MIG [2:0] , MOLE, ORVPCI. PPOUT. EOL 

4.5.1 HOST AND PCI CLOCK TIMING, (82433NX) 

Functional Operating Range: Vcc "'" 4.7SV t~5.25V; VCC3 =3.135V to 3AuV, TCASE "" O-C to + asoc . 

SymbOl Parameter "Min Max Notes 

t1 a HeLl< Parlod 15 

t1 b HCLK High Time 5 

tic HCLK Low Time 

tid HCLK Rise Time 

tie" " HCLK FaU Time 

t1f HCLKPariod Stability 

PeLKPeriod 30 
t2b " PeLK High Time 1:2 

POLK Low Time 12 

t2d POLK Rise Time 3 

12e POLK Fall Time 

t3 HOLl< to pelK Skew -7.2 

NOTE: 
1. Measured on rising edge of adjacent clocks at 1.5 Volts. 
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4.5.2 COMMAND TIMING. (82433NX) 

Functional Operating Aart;e: Vcc ""4.75V to 5:25V; Vccs "" 3.135V to 3.465V, T CASE ""'O"C to + 85"C 

Symbol Parameter Min NOlee 

t10a < . HIG[4:0) Setup TIme to HCLK Rising 5.5 

t10b .. HIG[4:01 Hold Time from HCLK Rising 0 

t11a MIG[2:0) Setup Time to HClK Rising 5.5 

t11 b MIG(2:O) HOld Time fI'o\n HCLI< Rising . 0 

t12a 14.5 
;.......;..-+---,..-~.....,....-"'--

0.0 

5.5 

MOLE Hold Time to HClK Rising -0.3 . 

ORVPCI Setup Time to PClK Rising 7.0 

ORVPCI Hold Time from POLK Rising -0.5 15 

RESET Setup Time to HClK Rising. 3.4 . ' 15 

. RESET Hold Time from Hell< R~ng .", O.~ . 15' 

4.1.3 ADDRESS, DATA, TRDY#, EOL, TEST, TSCON AND PARITY TIMING. (82433NX) 

Functional Operating Range: Vcc "" 4.75V td 5.25!; Vces "" 3.135Y to t.4UV, TCASE "'" ere to +85·C 

, Parameter 

AO[15:0] Output Enable Delay from POLK Rising 

0[15:0] Valid Delay fromPClK Rising 

AO[15:0] Setup Time tQ POLK Rising 

AO[15:0) Hold Time from Pel!< Rising 
, 2 AO[15:0] Float Oelayfrom DRVPCI Falling 

------~----+---~~~~~-+----~ 

3.1 

t220 '0[31:0], HP{3:0) Float Oelayfrom MOLE Rising 2 9.5 

.122d .. .' 0.{31:O), HP[3:ol ValidOelayfrom HClKRISIng·. (r . 7.5' 

122e, ' 0(31 :OJ,HP{3:0] Setup Time 10 HCLK Rising. 3.1 

t221 0(31 :0), HP(3:0) Hold Ttme from HCLK Rising 0.3 
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Functional Operating Range: Vee = 4.75V to 5V; VCC3 ,.. 3.135Vto S,4SSY. 
T CASE "'" erc to + arc (Continued) 

Symbol Parameter 

t23a HA (15:0] Output Enable Delay from HCLK Rising 

t23b HA[15:01 Float Delay from HCLK Rising 

t23c HA[15:O] Valid Delay from HCLK Rising 

t23cc HA[15:0] Valid Delay from HCLK Rising 

t23d HA[15:0] Setup Time to HCLK Rising 

t23e HA[15:0] Setup Time to HCLK Rising 

t231 HA[15:0] Hold Time from HCLK Rising 

t24a MO(S1 :0], MP(3:O) Valid Delay from HCLK 

MO[3i: 

t24c 

t25 EOL, PPOUT Valid Delay from POLK Rising 

t26a All Outputs Float Delay from TSCON Falling 

t26b All Outputs Enable Delay from TSCON Rising 

NOTE: 
1. Min; 0 pF, Max: 50 pF 
2.0pF 
3. When NOPO command sampled on previOus rislng HCLK on HIG[4:Oj 
4, CPU to PCI Transfers 
5. When AOCPY command is sampled on HIG[4:0] 
6.50 pF 
7. When DACPYL or DACPYH commancis are Sampled On HIG[4:O) 
8. Inquirs cycle 

4.5.4 TEST TIMING (82433NX) 

Min 

0 

0 

0 

0 

Max Figure Notes 

13.5 17 

13.5 16 

17.5 14 

13.5 

Func:tlonal Operating Range: Vee := 4.75V to 5.2SY; VCC3 ... 3.135V to 3.465Y, T CASE = ere to + 8SoC 

Symbol Parameter Min Max Figure Notes 

taO All Test Signals Setup Time to HCLKI 10.0 In PLL Bypass Mode 
PCLKRising 

fS1 All T es1 Signals Hold Time to HCLKI ... 12.0. In PLL Bypass Mode 
POLK Rising 

ta2 Test Setup Time to HCLK/PCLK Rising 15,0 15 

5.0 

0.0 500 In PLL Bypass Mode 
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4.5.5 TIMING DIAGRAMS 

Input 

Output 
290478-14 

Figure 13. Propagation Delay 

Clock 

Output 

290478-15 

Figure 14. Valid Delay from Rising Clock Edge 

Clock 1.SV 

Hold Time 

Input VT 

290478-16 

Figure 15. Setup and Hold Times 

Input ______ ~7f :at Delay 

, I. 91----
Output 

290478-17 

Figure 16. Float Delay 

Clock 1.SV 

Output Enable Delay 

Output 

290478-18 

Figure 17. Output Enable Delay 
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High Time 

2.0V 
1.5V 

-'~2.0V .., ~1.5V 
~ ....... O.8V O.8V..,1 

Lownme 

III Period 
290478-19 

Figure 18. Clock High and Low Times and Period 

RI •• nme 

290478-20 

Figure 19. Clock Rise and Fall Times 

290478-21 

Figure 20. Pulse Width 

Output1 VT 

Output to Output Delay 

Output2 VT 

290478-22 

Figure 21. Output to Output Delay 
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5.0 PINOUT AND PACKAGE INFORMATION 

5.1 Pin Assignment 
Pins 1. 22,41, 61, and 150, arG VOOO pins on the 8243SNX. These pins must be connected to the 3.3V power 
supply. All other VDO pins on the 8243SNX must be connected to the5Vpower supply. 

VOO 
PPOUT 

EOL 
vss 
AD4 
ADS 
AD6 
A07 
AD8 
VOO 
AD9 

A010 
A011 
A012 
A013 
A014 
A015 
MOLE 

VOO 
vss 
vss 

PCLK 
ORVPCI 

PIG3 
PIG2 
PIG1 
PIGO 

D7 
vss 
VOO 
HPO 

D8 
01 
DS 
D3 

010 
015 
013 

D9 
VOO 
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Figure 22. 82433LX and 82433NX Pin Assignment 

VOO vss 
M010 
M017 
M01 
M025 
M09 
M016 
MOO 
M024 
M08 
MIG2 
MIG1 
MIGO 
HIG4 
HIG3 
HIG2 
HIG1 
HIGO 
VOO 
vss 
vss 
028 
029 
026 
030 
031 
027 
024 
021 
A7 
A11 
A13 
A15 
AS 
AO 
A1 
A2 
vss 
VOO 
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Table 5. 82433LX and 82433NX Numerical Pin Assignment 

Pin Name Pin # Type Pin Name Pin # Type Pin Name Pin # Type 

VOO(82433LX) 1 V 022 26 tis 021 51 tis 
VOO3 (8243SNX) HP2 27 tis 024 52 tis 
Vss 2 V 025 28 tis 027 53 tis 
PLLVoo 3 V 017 29 tis 031 54 tis 
PLLVss 4 V 019 30 tis 030 55 tis 
PLLAGNO 5 V 023 31 tis 026 56 tis 
LP2 6 in A14 32 tis 029 57 tis 
LP1 7 out A12 33 tis 028 58 tis 
HCLK 8 in A8 34 tis Vss 59 V 
TEST 9 in A6 35 tis Vss 60 V 
06 10 tis A10 36 tis Voo (82433LX) 61 V 
02 11 tis A3 37 tis VOD3 (82433NX) 

014 12 tis A4 38 tis HIGO 62 in 

012 13 tis A9 39 tis HIG1 63 in 

011 14 tis Voo 40 V HIG2 64 in 

HP1 15 tis Voo (82433LX) 41 V HIG3 65 in 

04 16 tis Voo3 (82433NX) HIG4 66 in 

00 17 tis Vss 42 V MIGO 67 in 

016 18 tis A2 43 tis MIG1 68 in 

TSCON 19 in A1 44 tis MIG2 69 in 

Vss 20 V AO 45 tis M08 70 tis 

Vss 21 V A5 46 tis M024 71 tis 

Voo (8.2433LX 22 V A15 47 tis MOO 72 tis 
VooS (82433NX) A13 48 tis M016 73 tis 
020 23 tis A11 49 tis M09 74 tis 
018 24 tis A7 50 tis M025 75 tis 
HP3 25 tis 
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Table 5. 82433LX and 82433NX Numerical Pin Assignment (Continued) 

Pin Name Pin # Type Pin Name Pin # Type Pin Name Pin # Type 

MD1 76 tis MD22 105 tis AD11 133 tis 

MD17 77 tis MD15 106 tis AD12 134 tis 

MD10 78 tis MD31 107 tis AD13 135 tis 

Vss 79 V MD7 108 tis AD14 136 tis 

Voo 80 V MD23 109 tis AD15 137 tis 

Voo 81 V Voo 110 V MOLE 138 in 

TRDY# 82 in Vss 111 V Voo 139 V 

RESET 83 in MPO 112 tis VSS 140 V 

MD26 84 tis MP2 113 tis Vss 141 V 

MD2 85 tis MP1 114 tis PClK 142 in 

MD18 86 tis MP3 115 tis DRVPCI 143 in 

MD11 87 tis ADO 116 tis PIG3 144 in 

MD27 88 tis AD1 117 tis PIG2 145 in 

MD3 89 tis AD2 118 tis PIG1 146 in 

MD19 90 tis AD3 119 tis PI GO 147 in 

MD12 91 tis Voo 120 V 07 148 tis 

MD28 92 tis Voo 121 V Vss 149 V 

MD4 93 tis PPOUT 122 tis VOO (8243SLX) 150 V 

Voo 94 V EOl 123 tis Voo3 (82433NX) 

MD20 95 tis Vss 124 V HPO 151 tis 

Vss 96 V AD4 125 tis 08 152 tis 

VSS 97 V AD5 126 tis 01 153 tis 

MD13 98 tis AD6 127 tis 05 154 tis 

MD29 99 tis AD7 128 tis 03 155 tis 

MD5 100 tis AD8 129 tis 010 156 tis 

MD21 101 tis Voo 130 V 015 157 tis 

MD14 102 tis AD9 131 tis 013 158 tis 

MD30 103 tis AD10 132 tis 09 159 tis 

MD6 104 tis VOO 160 V 
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Table 6. 82433LX and 82433NX Alphabetical Pin Assignment List 

Pin Name Pin # Type Pin Name Pin # Type Pin Name Pin # Type 

AO 45 tis A013 135 tis 026 56 tis 

A1 44 tis A014 136 tis 027 53 tIs 

A2 43 tis A015 137 tis 028 58 tis 

A3 37 tis DO 17 tis 029 57 tis 

A4 38 tis 01 153 tIs 030 55 tis 

A5 46 tis 02 11 tis 031 54 tIs 

A6 35 tIs 03 155 tIs ORVPCI 143 jn 

A7 50 tis 04 16 tis EOl 123 tis 

A8 34 tis 05 154 tis HClK 8 in 

A9 39 tIs 06 10 tis HIGO 62 in 

A10 36 tis 07 148 tIs HIG1 63 in 

A11 49 tis 08 152 tis HIG2 64 in 

A12 33 tis 09 159 tis HIG3 65 in 

A13 48 tis 010 156 tis HIG4 66 in 

A14 32 tis 011 14 tis HPO 151 tis 

A15 47 tis 012 13 tis HP1 15 tis 

ADO 116 tIs 013 158 tis HP2 27 tis 

A01 117 tIs 014 12 tis HP3 25 tis 

A02 118 tis 015 157 tis lP1 7 out 

A03 119 tIs 016 18 tis lP2 6 in 

A04 125 tis 017 29 tis MOO 72 tis 

A05 126 tis 018 24 tis M01 76 tis 

A06 127 tis 019 30 tis M02 85 tis 

A07 128 tis 020 23 tis M03 89 tis 

A08 129 tis 021 51 tis M04 93 tis 

A09 131 tis 022 26 tis M05 100 tIs 

A010 132 tis 023 31 tis M06 104 tis 

A011 133 tis 024 52 tis M07 108 tis 

A012 134 tIs 025 28 tis M08 70 tis 
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Table 6. 82433LX and 82433NX Alphabetical Pin Assignment List (Continued) 

Pin Name Pin # Type Pin Name Pin # Type Pin Name Pin # Type 

MD9 74 tis MIG1 68 in Voo 80 V 

MD10 78 tis MIG2 69 in Voo 81 V 

MD11 87 tis MPO 112 tis Voo 94 V 

MD12 91 tis MP1 114 tis Voo 110 V 

MD13 98 tis MP2 113 tis Voo 120 V 

MD14 102 tis MP3 115 tis Voo 121 V 

MD15 106 tis PCLK 142 in Voo 130 V 

MD16 73 tis PIGO 147 in Voo 139 V 

MD17 77 tis PIG1 146 in Voo (82433lX) 150 Y 

MD18 86 tis PIG2 145 in Voo3 (82433NX) 

MD19 90 tis PIG3 144 in Voo 160 V 

MD20 95 tis PLLAGND 5 V Vss 2 V 

MD21 101 tis PLLVoo 3 V Vss 20 V 

MD22 105 tis PLLVss 4 V Vss 21 V 

MD23 109 tis PPOUT 122 tis Vss 42 V 

MD24 71 tis RESET 83 in Vss 59 V 

MD25 75 tis TEST 9 in Vss 60 V 

MD26 84 tis TRDY 82 in Vss 79 V 

MD27 88 tis TSCON 19 in Vss 96 V 

MD28 92 tis Yoo (82433UQ· 1 V Vss 97 V 

MD29 99 tis V~ (6243SNX) Vss 111 V 

MD30 103 tis 

MD31 107 tis 

MDLE 138 in 

MIGO 67 in 

YOO (8243aUQ ~ V 
Yoo3 (82433NX) 

Voo 40 V 

Yoo(824331..X) 41 ·Y 

Yoo3 (82433NX) 

Vss 124 V 

Vss 140 V 

Vss 141 V 

Vss 149 V 

Voo (824SSt.X) 61 V 
Voo3 (82433NX) 
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5.2 Package Information 

0 

.. 1 

0 

. ~;nUnnnllr·n.n •• n.nn .. 

I 
E E1 E3 

lUo 
Pin 1 

290478-24 

Figure 23. 82433LX and 82433NX 160-Pin QFP Package 

Table 7. 160-Pin QFP Package Values 

Symbol 
Min Value Max Value 

(mm) (mm) 
Symbol 

Min Value Max Value 
(mm) (mm) 

A 4.45 E 31.60 32.40 

A1 0.25 0.65 E1 27.80 28.20 

A2 3.30 3.80 E3 25.55 

B 0.20 0.40 e 0.65 

0 31.00 32.40 L 0.60 1.00 

01 27.80 28.20 8 00 100 

03 25.55 9 0.1 
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6.0 TESTABILITY 

The TSCON pin may be used to help test circuits 
surrounding the LBX. During normal operations, the 
TSCON pin must be tied to VCC or connected to 
VCC through a pull-up resistor. All LBX outputs are 
tri-stated when the TSCON pin is held low or 
grounded. 

6.1 NAND Tree 

A NAND tree is provided in the LBX for Automated 
Test Equipment (ATE) board level testing. The 
NAND tree allows the tester to set the connectivity 
of each of the LBX signal pins. 

The following steps must be taken to put the LBX 
into PLL bypass mode and enable the NAND tree. 
First, to enable PLL bypass mode, drive RESET in­
active, TEST active, and the DCPWA command 
(0100) on the PIG[3:0jlines. Then drive PCLK from 
low to high. DRVPCI must be held low on all rising 
edges of PCLK during testing in order to ensure that 
the LBX does not drive the AD[15:0jlines. The host 
and memory buses are tri-stated by driving NOPM 

(000) and NOPC (00000) on the MIG[2:0j and 
HIG[4:0j lines and driving two rising edges on 
HCLK. A rising edge on PCLK with RESET high will 
cause the LBXs to exit PLL bypass mode. TEST 
must remain high throughout the use of the NAND 
tree. The combination of TEST and DRVPCI high 
with a rising edge of PCLK must be avoided. TSCON 
must be driven high throughout testing since driving 
it low would tri-state the output of the NAND tree. A 
10 ns hold time is required on all inputs sampled by 
PCLK or HCLK when in PLL bypass mode. 

6.1.1 TEST VECTOR TABLE 

The following test vectors can be applied to the 
82433LX and 82433NX to put it into PLL bypass 
mode and to enable NAND tree testing. 

6.1.2 NAND TREE TABLE 

Table 9 shows the sequence of the NAND tree in 
the 82433LX and 82433NX. Non-inverting inputs are 
driven directly into the input of a NAND gate in the 
tree. Inverting inputs are driven into an inverter be­
fore going into the NAND tree. The output of the 
NAND tree is driven on the PPOUT pin. 

Table 8. Test Vectors to put LBX Into PLL Bypass and Enable NAND Tree Testing 

LBX 
1 2 3 4 5 6 7 8 9 10 

Pin/Vector# 
11 

PCLK 0 1 0 0 1 1 1 1 1 1 1 

PIG[3:0j Oh Oh Oh 4h 4h 4h 4h 4h 4h 4h 4h 

RESET 1 1 1 0 0 0 1 1 1 1 1 

HCLK 0 0 0 0 0 0 0 1 0 1 0 

MIG [2:0j Oh Oh Oh Oh Oh Oh Oh Oh Oh Oh Oh 

HIG[4:0j Oh Oh Oh Oh Oh Oh Oh Oh Oh Oh Oh 

TEST 1 1 1 1 1 1 1 1 1 1 1 

DRVPCI 0 0 0 0 0 0 0 0 0 0 0 
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Table 9. NAND Tree Sequence 

Order Pin # Signal 
Non-

Inverting 
Order Pin # Signal 

Non-
Inverting 

Order Pin # Signal 
Non-

Inverting 

1 10 06 Y 27 43 A2 Y 53 72 MOO N 

2 11 02 Y 28 44 Ai Y 54 73 M016 N 

3 12 014 Y 29 45 AO Y 55 74 M09 N 

4 13 012 Y 30 46 A5 Y 56 75 M025 N 

5 14 011 Y 31 47 A15 Y 57 76 M01 N 

6 15 HP1 Y 32 48 A13 Y 58 77 M017 N 

7 16 04 Y 33 49 A11 Y 59 78 M010 N 

8 17 DO Y 34 50 A7 Y 60 82 TROY# Y 

9 18 016 Y 35 51 021 Y 61 83 RESET N 

10 23 020 Y 36 52 024 Y 62 84 M026 N 

11 24 018 Y 37 53 027 Y 63 85 M02 N 

12 25 HP3 Y 38 54 031 Y 64 86 M018 N 

13 26 022 Y 39 55 030 Y 65 87 M011 N 

14 27 HP2 Y 40 56 026 Y 66 88 M027 N 

15 28 025 Y 41 57 029 Y 67 89 M03 N 

16 29 017 Y 42 58 028 Y 68 90 M019 N 

17 30 019 Y 43 62 HIGO Y 69 91 M012 N 

18 31 023 Y 44 63 HIG1 Y 70 92 M028 N 

19 32 A14 Y 45 64 HIG2 Y 71 93 M04 N 

20 33 A12 Y 46 65 HIG3 Y 72 95 M020 N 

21 34 A8 Y 47 66 HIG4 Y 73 98 M013 N 

22 35 A6 Y 48 67 MIGO N 74 99 M029 N 

23 36 A10 Y 49 68 MIG1 N 75 100 M05 N 

24 37 A3 Y 50 69 MIG2 N 76 101 M021 N 

25 38 A4 Y 51 70 M08 N 77 102 M014 N 

26 39 A9 Y 52 71 M024 N 78 103 M030 N 
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Table 9. NAND Tree Sequence (Continued) 

Order Pin # Signal 
Non-

Inverting 
Order Pin # 

79 104 M06 N 94 125 

80 105 M022 N 95 126 

81 106 M015 N 96 127 

82 107 M031 N 97 128 

83 108 M07 N 98 129 

84 109 M023 N 99 131 

85 112 MPO N 100 132 

86 113 MP2 N 101 133 

87 114 MP1 N 102 134 

88 115 MP3 N 103 135 

89 116 ADO Y 104 136 

90 117 A01 y 105 137 

91 118 A02 Y 106 138 

82 119 A03 y 107 143 

93 123 EOl Y 

6.2 PLL Teet Mode 

The hl9h order $2433NX LeX samples A 11 at the 
faDIng edge of reset to configUre the LBX for PLL 
test mode. When A11 is sampled IQw, the LBX ism 
normal operating mOde. When A 11 is sampled hiQh, 
the LBX drives the internal HCl.K from the PLL on 
the EOLpin. . 
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Signal 
Non-

Inverting 
Order 

A04 Y 108 

A05 Y 109 

A06 Y 110 

A07 Y 111 

A08 Y 112 

A09 y 113 

A010 Y 114 

A011 Y 115 

A012 y 116 

A013 Y 117 

A014 Y 118 

A015 Y 119 

MOLE Y 120 

ORVPCI N 121 

Pin # Signal 
Non-

Inverting 

144 PIG3 N 

145 PIG2 N 

146 PIG1 N 

147 PIGO N 

148 07 Y 

151 HPO Y 

152 08 Y 

153 01 Y 

154 05 Y 

155 03 Y 

156 010 Y 

157 015 Y 

158 013 Y 

159 09 Y 



intel® 
82434LX/82434NX PCI, CACHE AND MEMORY 

CONTROLLER (PCMC) 

• Supports the Pentium™ Processor at 
iCOMpTM Index 510\60 MHz and iCOMP 
Index 567\66 MHz 

• Supports the Pentl\m1 Prooessor at 
iCOMP Index 735\90 MHz.ICOMP.lndex 
815\ 100 MHz, and IOOMP Index 610\75 
MHz 

• Supports Pipelined Addressing 
Capability of the Pentium Processor 

• The 82430NX DrIvea I.IV SIgnal Levels 
on the CPU and cache Interfaces 

• High Performance CPU/PCI/Memory 
Interfaces via Posted Write and Read 
Prefetch Buffers 

• Fully Synchronous PCI Interface with 
Full Bus Master Capability 

• Supports the Pentium Processor 
Internal Cache in Either Write-Through 
or Write-Back Mode 

• Programmable Attribute Map of DOS 
and BIOS Regions for System 
Flexibility 

• Integrated Low Skew Clock Driver for 
Distributing Host Clock 

• Integrated Second Level Cache 
Controller 
-Integrated Cache Tag RAM 
- Write-Through and Write-Back Cache 

Modes for the 82434LX 
- Write-S.ck for the 82434NX 
- 82434NX SUpports Low-Power cache 

Standby 
- Direct Mapped Organization 
- Supports Standard and Burst SRAMs 
- 256-KByte and 512-KByte Sizes 
- Cache Hit Cycle of 3-1-1-1 on Reads 

and Writes Using Burst SRAMs 
- Cache Hit Cycle of 3-2-2-2 on Reads 

and 4-2-2-2 on Writes Using 
Standard SRAMs 

• Integrated DRAM Controller 
- Supports 2 MBytes to 192 MBytes of 

Cacheable Main Memory for the 
S2434LX 

-SUpports 2 MBytes to 512 MBytas of 
Cecheable Main Memory for the 
82434NX 

- Supports DRAM Access Times of 
70 ns and 60 ns 

-CPU Writes Posted to DRAM 4-1-1-1 
- Refresh Cycles Decoupled from ISA 

Refresh to Reduce the DRAM 
Access Latency 

-Six RAS# Unes (82434LX) 
- Eight RAS# Unes (82434NX) 
- Refresh by RAS # -Only, or CAS-

Before-RAS#, in Single or Burst 
of Four 

• Host/PCI Bridge 
- Translates CPU Cycles into PCI Bus 

Cycles 
- Translates Back-to-Back Sequential 

CPU Memory Writes into PCI Burst 
Cycles 

- Burst Mode Writes to PCI in Zero PCI 
Wait-States (i.e. Data Transfer Every 
Cycle) . 

- Full Concurrency Between CPU-to­
Main Memory and PCI-to-PCI 
Transactions 

- Full Concurrency Between CPU-to­
Second Level Cache and PCI-to-Main 
Memory Transactions 

- Same Cache and Memory System 
Logic Design for ISA and EISA 
Systems 

- Cache Snoop Filter Ensures Data 
Consistency for PCI-to-Main Memory 
Transactions 

• 20S-Pin QFP Package 

'Other brands and names are the property of their respective owners. 

December 1994 
Order Number: 290479·004 2·571 



82434LX/82434NX 

This document detc_ both 6i1 ~LX 'JIld. B2434Nx. UnSha~ arEias deScribe the 824341.X. 
shadfltj ~ fifCe thii one, ~.~ Opi:atioti thtlt diffGrfrOrn the 82434LX. 

The 82434LX/82434NX PCI, Cache, Memory Controllers (PCMC) integrate the cache and main memory 
DRAM control functions and provide bus control for transfers between the CPU, cache, main memory, and the 
PCI Local Bus. The cache controller supports write-back (or write-through for 82434LX) cache policy and 
cache sizes.of 256-KBytes and 512-KBytes. The cache memory can be implemented with either standard or 
burst SRAMs. The PCMC cache controller integrates a high-performance Tag RAM to reduce system cost. 
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NOTE: 
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82434LX/82434NX PCI, CACHE AND MEMORY 
CONTROLLER (PCMC) 
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1.0 ARCHITECTURAL OVERVIEW 

This section provides an 82430LX/82430NX PClset 
system overview that includes a description of the 
bus hierarchy and bridges between the buses. The 
82430LX PClset consists of the 82434LX PCMC and 
82433LX LBX components plus either a PCI/ISA 
bridge or a PCI/EISA bridge. The 82430NX PClset 
consists of the 82434NX PCMC and 82433NX LBX 
components plus either a PCIIiSA bridge or a PCI/ 
EISA bridge. The PCMC and LBX provide the core 
cache and main memory architecture and serve as 
the Host/PCI bridge. An overview of the PCMC fol­
lows the system overview section. 

1.1 System Overview 

The 82430LX/82430NX PClset provides the Host! 
PCI bridge, cache and main memory controller, and. 
an I/O subsystem core (either PCI/EISA or PCI/ISA 
bridge) for the next generation of high-performance 
personal computers based on the Pentium proces­
sor. System designers can take advantage of the 
power of the PCI (Peripheral Component Intercon­
nect) local bus while maintaining access to the large 
base of EISA and ISA expansion cards. Extensive 
buffering and buffer management within the bridges 
ensures maximum efficiency in all three buses (Host 
CPU, PCI, and EISAIISA Buses). 

For an ISA-based system, the PClset includes the 
System I/O (823781B SID) component (Figure 1) as 
the PCI/ISA bridge. For an EISA-based system (Fig­
ure 2), the PClset includes the PCI-EISA bridge 
(82375EB PCEB) and the EISA System Component 
(82374EB ESC). The PCEB and ESC work in tan­
dem to form the complete PCI/EISA bridge. 

1.1.1. BUS HIERARCHY-CONCURRENT 
OPERATIONS 

Systems based on the 82430LX/82430NX PClset 
contain three levels of buses structured in the fol­
lowing hierarchy: 
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• Host Bus as the execution bus 

• PCI Bus as a primary I/O bus 

• ISA or EISA Bus as a secondary I/O bus. 

This bus hierarchy allows concurrency for simulta­
neous operations on all three buses. Data buffering 
permits concurrency for operations that crossover 
into another bus. For example, the Pentium proces­
sor could post data destined to the PCI in the LBX. 
This permits the Host transaction to complete in 
minimum time, freeing up the Host Bus for further 
transactions. The Pentium processor does not have 
to wait for the transfer to complete to its final desti­
nation. Meanwhile, any ongoing PCI Bus transac­
tions are permitted to complete. The posted data is 
then transferred to the PCI Bus when the PCI Bus is 
available. The LBX implements extensive buffering 
for Host-to-PCI, Host-to-main memory, and PCI-to­
main memory transactions. In addition, the PCEB/ 
ESC chip set and the SID implement exter;1sive buff­
ering for transfers between the PCI Bus and the 
EISA and ISA Buses, respectively. 

Host Bus 

Designed to meet the needs of high-performance 
computing, the Host Bus features: 

• 64-bit data path 
• 32-bit address bus with address pipelining 

• Synchronous frequencies of 60 MHz and 66 MHz 

• Synchronous frequency of 50 MHz (82430NX) 

• Burst read and write transfers 

• Support for first level and second level caches 

• Capable of full concurrency with the PCI and 
memory subsystems 

• Byte data parity 
• Full support for Pentium processor machine 

check and DOS compatible parity reporting 

• Support for Pentium processor System Manage­
ment Mode (SMM). 
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Figure 1. Block Diagram of a 82430LX/82430NX PClset ISA System 

PCIBus 

The PCI Bus is designed to address the growing in· 
dustry needs for a standardized local bus that is not 
directly dependent on the speed and the size of the 
processor bus. New generations of personal com· 
puter system software such as Windows™ and 
Win·NTTM with sophisticated graphical interfaces, 
multi·tasking, and multi·threading bring new require· 
ments that traditional PC I/O architectures cannot 

satisfy. In addition to the higher bandwidth, reliability 
and robustness of the I/O subsystem are becoming 
increasingly important. PCI addresses these needs 
and provides a future upgrade path. PCI features in· 
clude: 

• Processor independent 

• Multiplexed, burst mode operation 

• Synchronous at frequencies up to 33 MHz 

• 120 MByte/sec usable throughput 
(132 MByte/sec peak) for a 32·bit data path 
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• Low latency random access (60 ns write access 
latency to slave registers from a master parked 
on the bus) 

• Low pin count for cost effective component pack­
aging (multiplexed address/data) 

• Address and data parity 
• Capable of full concurrency with the processor/ 

memory subsystem 
• Three physical address spaces: memory, I/O, 

and configuration 
• Full multi-master capability allowing any PCI mas­

ter peer-to-peer access to any PCI slave 

• Hidden (overlapped) central arbitration 

• Comprehensive support for autoconfiguration 
through a defined set of standard configuration 
functions. 
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ISA Bus 

Figure 1 represents a system using the ISA Bus as 
the second level I/O bus. It allows personal comput­
er platforms built around the PCI as a primary I/O 
bus to leverage the large ISA product base. The ISA 
Bus has 24-bit addressing and a 16-bit data path. 

EISA Bus 

Figure 2 represents a system using the EISA Bus as 
the second level I/O bus. It allows personal comput­
er platforms built around the PCI as a primary I/O 
bus to leverage the large EISA/ISA product base. 
Combinations of PCI and EISA buses, both of which 
can be used to provide expansion functions, will sat­
isfy even the most demanding applications. 

Along with compatibility for 16-bit and 8-bit ISA hard­
ware and software, the EISA bus provides the fol­
lowing key features: 

• 32-bit addressing and 32-bit data path 

• 33 MByte/sec bus bandwidth 

• Multiple bus master support through efficient arbi­
tration 

• Support for autoconfiguration. 

1.1.2 BUS BRIDGES 

Host/PCI Bridge Chip Set (PCMC and LBX) 

The PCMC and LBX enhance the system perform­
ance by allowing for concurrency between the Host 
CPU Bus and PCI Bus, giving each greater bus 
throughput and decreased bus latency. The LBX 
contains posted write buffers for Host-to-PCI, Host­
to-main memory, and PCI-to-main memory transfers. 
The LBX also contains read prefetch buffers for 
Host reads of PCI, and PCI reads of main memory. 
There are two LBXs per system. The LBXs are con­
trolled by commands from the PCMC. The PCMC/ 
LBX Host/PCI bridge chip set is covered in more 
detail in Section 1.2, PCMC Overview. 

PCI-EISA Bridge Chip Set (PCEB and ESC) 

The PCEB provides the master/slave functions on 
both the PCI Bus and the EISA Bus. Functioning as 
a bridge between the PCI and EISA buses, the 
PCEB provides the address and data paths, bus 
controls, and bus protocol translation for PCI-to­
EISA and EISA-to-PCI transfers. Extensive data buff­
ering in both directions increase system perform-

82434LX/82434NX 

ance by maximizing PCI and EISA Bus efficiency and 
allowing concurrency on the two buses. The PCEB's 
buffer management mechanism ensures data coher­
ency. The PCEB integrates central bus control func­
tions including a programmable bus arbiter for the 
PCI Bus and EISA data swap buffers for the EISA 
Bus. Integrated system functions include PCI parity 
generation, system error reporting, and programma­
ble PCI and EISA memory and I/O address space 
mapping and decoding. The PCEB also contains a 
BIOS Timer that can be used to implement timing 
loops. The PCEB is intended to be used with the 
ESC to provide an EISA I/O subsystem interface. 

The ESC integrates the common I/O functions 
found in today's EISA-based PCs. The ESC incorpo­
rates the logic for EISA Bus controller, enhanced 
seven channel DMA controller with scatter-gather 
support, EISA arbitration, 14 level interrupt control­
ler, Advanced Programmable Interrupt Controller 
(APIC), five programmable timer/counters, non­
maskable-interrupt (NMI) control, and power man­
agement. The ESC also integrates support logic to 
decode peripheral devices (e.g., the flash BIOS, real 
time clock, keyboard/mouse controller, floppy con­
troller, two serial ports, one parallel port, and IDE 
hard disk drive). 

PCI/ISA Bridge (SIO): 

The SIO component provides the bridge between 
the PCI Bus and the ISA Bus. The SIO also inte­
grates many of the common I/O functions found in 
today's ISA-based PCs. The SIO incorporates the 
logic for a PCI interface (master and slave), ISA in­
terface (master and slave), enhanced seven channel 
DMA controller that supports fast DMA transfers and 
scatter-gather, data buffers to isolate the PCI Bus 
from the ISA Bus and to enhance performance, PCI 
and ISA arbitration, 14 level interrupt controller, a 
16-bit BIOS timer, three programmable timer/coun­
ters, and non-maskable-interrupt (NMI) control logic. 
The SIO also provides decode for peripheral devices 
(e.g., the flash BIOS, real time clock, keyboard/ 
mouse controller, floppy controller, two serial ports, 
one parallel port, and IDE hard disk drive). 

1.2 PCMC Overview 

The PCMC (along with the LBX) provides three basic 
functions: a cache controller, a main memory DRAM 
controller, and a Host/PCI bridge. This section pro­
vides an overview of these functions. Note that, in 
this document, operational descriptions assume that 
the PCMC and LBX components are used together. 
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1.2.1 CACHE OPERATIONS 

The PCMC provides the control for a second level 
cache memory array implemented with either stan­
dard asynchronous SRAMs or synchronous burst 
SRAMs. The data memory array is external to the 
PCMC and located on the Host address/data bus. 
Since the Pentium processor contains an internal 
cache, there can be two separate caches in a Host 
subsystem. The cache inside. the Pentium processor 
is referred to as the first level cache (also called 
primary cache). A detailed description of the first lev­
el cache is beyond the scope of this document. The 
PCMC cache control circuitry and associated exter­
nal memory array is referred to as the second level 
cache (also ,called secondary cache). The second 
level cache is unified, meaning that both CPU data 
and instructions are stored in the cache. The 
82434LX PCMC supports both write-through and 
write-back caching policies and the 82434NX sup­
ports write-back. 

The optional second level cache memory array can 
be either 256-KBytes or 512-KBytes in size. The 
cache is direct-mapped and is organized as either 
8K or 16K cache lines of 32 bytes per line. 

In addition to the cache data RAM, the second level 
cache contains a 4K set of cache tags that are inter­
nal to the PCMC. Each tag contains an address that 
is associated with the corresponding data sector 
(2 lines for a 256 KByte cache and 4 lines for a 
512 KByte cache) and two status bits for each line in 
the sector. 

256 KByte Cache Size 

Sector 

~ 
Line 0 Line 1 

· - - - · - 4095 4095 

· 
Cache Cache Data 
Tags RAM 

(Internal 256 KBytes 
to 

PCMC) (External 

o - - - SR1MS) - o 

-

r-

During a main memory read or write operation, the 
PCMC first searches the cache. If the addressed 
code or data is in the cache, the cycle is serviced by 
the cache. If the addressed code or data is not in the 
cache, the cycle is forwarded to main memory. 

For the write-through (82434LX only) and write-back 
(both 82434LX and 82434NX) policies, the cache 
operation is determined by the CPU read or write 
cycle as follows: 

Write Cycle 

If the caching policy is write-through and the write 
cycle hits in the cache, both the cache and main 
memory are updated. Upon a cache miss, only 
main memory is updated. The cache is not updat­
ed (no write-allocate). 

If the caching policy is write-back and the write 
cycle hits in the cache, only the cache is updated; 
main memory is not affected. Upon a cache miss, 
only main memory is updated. The cache is not 
updated (no write-allocate). 

Read Cycle 

Upon a cache hit, the cache operation is the same 
for both write-through and write-back. In this case, 
data is transferred from the cache to the CPU. 
Main memory is not accessed. 

512 KByte Cache Size 

Sector 

~--------~- ~ 
Line 0 Line 1 Line 2 Line 3 . - r- . -. 

Cache 

I 

Cache Data 
Tags RAM 

(Internal 512 KBytes 
to 

PCMC) (External 
SR~Ms) 

- r- ! -
290479-4 . 

Figure 3. Second Level Cache Organization 
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If the read cycle causes a cache miss, the line 
containing the requested data is transferred from 
main memory to the cache and to the CPU. In the 
case of a write-back cache, if the cache line fill is 
to a sector containing one or more modified lines, 
the modified lines are written back to main memory 
and the new line is brought into the cache. For a 
modified line write-back operation, the PCMC 
transfers the modified cache lines to main memory 
via a write buffer in the LBX. Before writing the last 
modified line from the write buffer to main memory, 
the PCMC updates the first and second level 
caches with the new line, allowing the CPU access 
to the requested data with minimum latency. 

1.2.1.1 Cache Consistency 

The Snoop mechanism in the PCMC ensures data 
consistency between cache (both first level and sec­
ond level) and main memory. The PCMC monitors 
PCI master accesses to main memory and when 
needed, initiates an inquire (snoop) cycle to the first 
and second level caches. The snoop mechanism 
guarantees that consistent data is always delivered 
to both the host CPU and PCI masters. 

1.2.2 ADDRESS/DATA PATHS 

Address paths between the CPU/cache and PCI 
and data paths between the CPU/cache, PCI, and 
main memory are supplied by two LBX components. 
The LBX is a companion component to the PCMC. 
Together, they form a Host/PCI bridge. The PCMC 
(via the PCMC/LBX interface signals), controls the 
address and data flow through the LBXs. Refer to 
the LBX data sheet for more details on the address 
and data paths. 

Data is transferred to and from the PCMC internal 
registers via the PCMC address lines. When the 
Host CPU performs a write operation, the data is 
sent to the LBXs. When the PCMC decodes the cy­
cle as an access to one of its internal, registers, it 
asserts AHOLD to the CPU and instructs the LBXs 
to copy the data onto the Host address lines. When 
the PCMC decodes a Host read as an access to a 
PCMC internal register, it asserts AHOLD to the 
CPU. The PCMC then places the register data on its 
address lines and instructs the LBX to copy the data 
on the Host address bus to the Host data bus. When 
the register data is on the Host data bus, the PCMC 
negates AHOLD and completes the cycle. 

82434LX/82434NX 

1.2.2.1 Read/Write Buffers 

The LBX provides an interface for the CPU address 
and data buses, PCI Address/Data bus, and the 
main memory DRAM data bus. There are three post­
ed write buffers and one read-prefetch buffers imple­
mented in the LBXs to increase performance and to 
maximize concurrency. The buffers are: 

• CPU-to-Main Memory Posted Write Buffer 
(4 Qwords) 

• CPU-to-PCI Posted Write Buffer (4 Dwords) 

• PCI-to-Main Memory Posted Write Buffer (2 x 4 
Dwords) 

• PCI-to-Main Memory Read Prefetch Buffer (line 
buffer, 4 Qwords). 

Refer to the LBX data sheet for details on the opera­
tion of these buffers. 

1.2.3 HOST/PCI BRIDGE OPERATIONS 

The PCMC permits the Host CPU to access devices 
on the PCI Bus. These accesses can be to PCI I/O 
space, PCI memory space, or PCI configuration 
space. 

As a PCI device, the PCMC can be either a master 
initiating a PCI Bus operation or a target responding 
to a PCI Bus operation. The PCMC is a PCI Bus 
master for Host-to-PCI cycles and a target for PCI­
to-main memory transfers. Note that the PCMC does 
not permit peripherals to be located on the Host 
Bus. CPU I/O cycles, other than to PCMC internal 
registers, are forwarded to the PCI Bus and PCI Bus 
accesses to the Host Bus are not supported. 

When the CPU initiates a bus cycle to a PCI device, 
the PCMC becomes a PCI Bus master and trans­
lates the CPU cycle into the appropriate PCI Bus 
cycle. The Host/PCI Posted write buffer in the LBXs 
permits the CPU to complete CPU-to-PCI Dword 
memory writes in three CPU clocks (1 wait-state), 
even if the PCI Bus is currently busy. The posted 
data is written to the PCI device when the PCI Bus is 
available. 

When a PCI Bus master initiates a main memory ac­
cess, the PCMC (and LBXs) become the target of 
the PCI Bus cycle and responds to the read/write 
access. During PCI-to-main memory accesses, the 
PCMC automatically performs cache snoop opera­
tions on the Host Bus, when needed, to maintain 
data consistency. 
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As a PCI device, the PCMC contains all of the re­
quired PCI configuration registers. The Host CPU 
reads and writes these registers as described in 
Section 3.0, Register Description. 

1.2.4 DRAM MEMORY OPERATIONS 

The PCMC contains a DRAM controller that sup­
ports CPU and PCI master accesses to main memo­
ry. The PCMC DRAM interface supplies the control 
signals and address lines and the LBXs supply the 
data path. DRAM parity is generated for main mem­
ory writes and checked for memory reads. 

For the 82434LX, the memory array is 64-bits wide 
and ranges in size from 2 MBytes-192 MBytes. The 
array can be implemented with either single-sided or 
double-sided SIMMs. DRAM SIMM sizes of 256K x 
36, 1 M x 36, and 4M x 36 are supported. 

For the 82434NX. the memory array is 64-bits wide 
and ranges in size from 2 MBytes-S12 MBytes. The 
array can be implemented with .elther single-sided or 
double-sided SIMMs. DRAM SIMM sizes of 256K x 
36, 1M x 36.4M )/36; and 16M x 36 are supported. 

To provide optimum support for the various cache 
configurations, and the resultant mix of bus cycl~s, 
the system designer can select between O-actlve 
RAS# and 1-active RAS# modes. These modes af­
fect the behavior of the RAS# signal following either 
CPU-to-main memory cycles or PCI-to-main memory 
cycles. 

The PCMC also provides programmable memory 
and cacheability attributes on 14 memory segments 
of various sizes in the ISA compatibility range 
(512 KByte-1 MByte address range). Access rights 
to these memory segments from the PCI Bus are 
controlled by the expansion bus bridge. 

The PCMC permits a gap to be created in main 
memory within the 1 MByte-16 MBytes address 
range, accommodating ISA devices which are 
mapped into this range (e.g., ISA LAN card or an ISA 
frame buffer). 
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1.2.5 3.3V SIGNALS 

The 82434NX PCMC drivElS 3.3'11 signallevais on the 
CPU and second level cache interfacElS. Thus. no 
extra Ioglo O.e. SVl3.3V translatIOn) is required when 
Interfacing to 3.SV processors and SRAMs. Six of 
the power pins on the 82434NX are VDOO pins. 
These pins are oOnneoted to a 3.3'11 power supply. 
The VOOO pins power the output buffers on the CPU 
and second level cache interfaces. The VOQ3 pins 
al$O power the output buffers for the HCLKfA-F] 
outputs. . 

2.0 SIGNAL DESCRIPTIONS 

This section provides a detailed description of each 
signal. The signals are arranged in functional groups 
according to their associated interface. The st~tes ?f 
all of the signals during hard reset are prOVided In 
Section 8.0, System Clocking and Reset. 

The "#" symbol at the end of a signal name indi­
cates that the active, or asserted state occurs when 
the signal is at a low voltage level. When "#" is not 
present after the signal name, the signal is asserted 
when at the high voltage level. 

The terms assertion and negation are used exten­
sively. This is done to avoid confusion when working 
with a mixture of "active-low" and "active-high" sig­
nals. The term assert, or assertion indicates that a 
signal is active, independent of whether that level is 
represented by a high or low Voltage. The term ne­
gate, or negation indicates that a signal is inactive. 

The following notations are used to describe the sig­
nal type. 

in Input is a standard input-only signal 

out Totem pole output is a standard active driver 

old Open drain 

tis Tri-State is a bi-directional, tri-state input/out­
put pin 

sltls Sustained tri-state is an active low tri-state sig­
nal owned and driven by one and. only one 
agent at a time. The agent that drives a sltls 
pin low must drive it high for at least one clock 
before letting it float. A new agent can not 
start driving a sltls signal any sooner than 
one clock after the previous owner tri-states it. 
An external pull-up is required to sustain the 
inactive state until another agent drives it and 
must be provided by the central resource. 
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2.1 Host Interface 
Signal Type Description 

A[31:0] tis ADDRESS BUS: A[31 :0] are the address lines of the Host Bus. A[31 :3] are connected to 
the CPU A[31 :3] lines and to the LBXs. A[2:0] are only connected to the LBXs. Along with 
the byte enable signals, the A[31 :3] lines define the physical area of memory or I/O being 
accessed. During CPU cycles, the A[31 :3] lines are inputs to the PCMC. They are used for 
address decoding and second level cache tag lookup sequences. Also during CPU cycles, 
A[2:0] are outputs and are generated from BE[7:0] #. A[27:24] provide hardware 
strapping options for test features. For more details on theses options, refer to Section 
11.0 Testability. 

During inquire cycles, A[31 :5] are inputs from the LBXs to the CPU and the PCMC to 
snoop the first and the second level cache tags, respectively. In response to a Flush or 
Flush Acknowledge Special Cycle, the PCMC asserts AHOLD and drives the addresses of 
the second level cache lines to be written back to main memory on A[18:7]. 

During CPU to PCI configuration cycles, the PCMC drives A[31 :0] with the PCI 
configuration space address that is internally derived from the CPU physical I/O address. 
All PCMC internal configuration registers are accessed via A[31 :0]. During CPU reads 
from PCMC internal configuration registers, the PCMC asserts AHOLD and drives the 
contents of the addressed register on A[31 :0]. The PCMC then signals the LBXs to copy 
this value from the address lines onto the host data lines. During writes to PCMC internal 
configuration registers, the PCMC asserts AHOLD and Signals the LBXs to copy the write 
data onto the A[31 :0] lines. 

Finally, when in deturbo mode, the PCMC periodically asserts AHOLD and then drives 
A[31 :0] to valid logic levels to keep these lines from floating for an extended period of 
time. 

A[31 :28] provide hardware strapping options at powerup. For more details on strapping 
options, refer to Section 8.0, System Clocking and Reset. A[27:24] provide hardware 
strapping options for test features. For more details on these options, refer to Section 
11.0 Testability. 
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Signal Type Description 

BE[7:0j# in BYTE ENABLES: The byte enables indicate which byte lanes on the CPU data bus 
carry valid data during the current bus cycle. In the case of cacheable reads, all 8 bytes 
of data are driven to the Pentium processor, regardless of the state of the byte enables. 
The byte enable signals indicate the type of special cycle when M/IO# = D/C# = 0 and 
W/R# = 1. During special cycles, only one byte enable is asserted by the CPU. The 
following table depicts the special cycle types and their byte enable encodings: 

Special Cycle Type Asserted Byte Enable 
Shutdown BEO# 
Flush BE1# 
Halt/Stop Grant BEU 
Write Back BE3# 
Flush Acknowledge BE4# 
Branch Trace Message BE5# 

When the PCMC decodes a Shutdown Special Cycle, it asserts AHOLD, drives 
000 ... 000 (the PCI Shutdown Special Cycle Encoding) on the A[31 :0] lines and signals 
the LBXs to latch the host address bus. The PCMC then drives a Special Cycle on PCI, 
signaling the LBXs to drive the latched address (00 ... 00) on the AD[31 :Ojlines during 
the data phase. The PCMC then asserts I N IT for 16 HCLKs. 

In response to Flush and Flush Acknowledge Special Cycles, the PCMC internally 
inspects the Valid and Modified bits for each of the Second Level Cache Sectors. If a 
line is both valid and modified, the PCMC drives the cache address of the line on the 
A[18:7j and CAAlCAB[6:3] lines and writes the line back to main memory. The valid 
and modified bits are both reset to O. All valid and unmodified lines are simply marked 
invalid. 

In response to a write back special cycle, the PCMC simply returns BRDY # to the CPU. 
The second level cache will be written back to main memory in response to the 
following flush special cycle. 

H BE2 (I is asserted during a special cycte, the 82434NX uses A4 to determine If the 
cycle is a Halt or Stop Grant Special Cycle. If M = 0, the cycle is a Halt SPecial Cycle 
and If A4 = 1 , the cycle is a Stop Grant Special cycle. 

In response to a halt special cycle, the PCMC asserts AHOLD, drives 000 ... 001 (the PCI 
halt special cycle encoding) on the A[31 :Ojlines, and signals the LBXs to latch the host 
address bus. The PCMC then drives a special cycle on PCI, signaling the LBXs to drive 
the latched address (00 ... 01) on the AD[31 :Ojlines during the data phase. 

When the 82434NX PCMC detects a CPU Stop Grant Special Cycle (M/1O# "" 0, 
D/C# -Q, W/R# = 1, M= 1, BE[7:0)# '"' FBh), it generates a PCI Stop Grant Special 
cycle, with 0OO2h in the message field (AO[15:ol) andOo12h in the message dependent 
data field (Ao(31:16]) during the first data phase (IRoy# asserted). 

ADS# in ADDRESS STROBE: The Pentium processor asserts ADS# to indicate that a new bus 
cycle is beginning. ADS# is driven active in the same clock as the address, byte enable, 
and cycle definition signals. The PCMC ignores a floating low ADS# that may occur 
when BOFF # is asserted as the CPU is asserting ADS #. 
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Signal Type Description 

BRDY# out BURST READY: BRDY # indicates that the system has responded in one of three ways: 

1. valid data has been placed on the Pentium processor data pins in response to a read, 
2. CPU write data has been accepted by the system, or 
3. the system has responded to a special cycle. 

NA# out NEXT ADDRESS: The PCMC asserts NA# for one clock when the memory system is 
ready to accept a new address from the CPU, even if all data transfers for the current 
cycle have not completed. The CPU may drive out a pending cycle two clocks after NA # 
is asserted and has the ability to support up to two outstanding bus cycles. 

AHOLD out ADDRESS HOLD: The PCMC asserts AHOLD to force the Pentium processor to stop 
driving the address bus so that either the PCMC or LBXs can drive the bus. During PCI 
master cycles, AHOLD is asserted to allow the LBXs to drive a snoop address onto the 
address bus. If the PCI master locks main memory, AHOLD remains asserted until the 
PCI master locked sequence is complete and the PCI master negates PLOCK # . 

AHOLD is asserted during all accesses to PCMC internal configuration registers to allow 
configuration register accesses to occur over the A[31 :0] lines. 

When in deturbo mode, the PCMC periodically asserts AHOLD to prevent the processor 
from initiating bus cycles in order to emulate a slowE1r system. The duration of AHOLD 
assertion in deturbo mode is controlled by the Deturbo Frequency Control Register 
(offset 51 h). When PWROK is negated, the PCMC asserts AHOLD to allow the strapping 
options on A[31 :28] to be read. For more details on strapping options, see the System 
Clocking and Reset section. 

EADS# out EXTERNAL ADDRESS STROBE: The PCMC asserts EADS# to indicate to the Pentium 
processor that a valid snoop address has been driven onto the CPU address lines to 
perform an inquire cycle. During PCI master cycles, the PCMC signals the LBXs to drive a 
snoop address onto the host address lines and then asserts EADS# to cause the CPU to 
sample the snoop address. 

INV out INVALIDATE: The INV signal specifies the final state (invalid or shared) that a first level 
cache line transitions to in the event of a cache line hit during a snoop cycle. When 
snooping the caches during a PCI master write, the PCMC asserts INV with EADS#. 
When INV is asserted with EADS#, an inquire hit results in the line being invalidated. 
When snooping the caches during a PCI master read, the PCMC does not assert INV with 
EADS #. In this case, an inquire cycle hit results in a line transitioning to the shared state. 

BOFF# out BACKOFF: The PCMC asserts BOFF # to force the Pentium processor to abort all 
outstanding bus cycles that have not been completed and float its bus in the next clock. 
The PCMC uses this signal to force the CPU to re-order a write-back due to a snoop cycle 
around a currently outstanding bus cycle. The PCMC also asserts BOFF # to obtain the 
CPU data bus for write-back cycles from the secondary cache due to a snoop hit. The 
CPU remains in bus hold until BOFF # is negated. 

HITM# in HIT MODIFIED: The Pentium processor asserts HITM # to inform the PCMC that the 
current inquire cycle hit a modified line. HITM # is asserted by the Pentium processor two 
clocks after the assertion of EADS# if the inquire cycle hits a modified line in the primary 
cache. 
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Signal 

M/IO# 
D/C# 
W/R# 

Type Description 

in BUS CYCLE DEFINITION (MEMORY IINPUT-OUTPUT, DATA/CONTROL, WRITEI 
READ): MilO, DIC # and W IR # define Host Bus cycles as shown in the table below. 

M/IO# D/C# W/R# Bus Cycle Type 
Low Low Low Interrupt Acknowledge 
Low Low High Special Cycle 
Low High Low 110 Read 
Low High High 1/0 Write 
High Low Low Code Read 
High Low High Reserved 
High High Low Memory Read 
High High High Memory Write 

Interrupt acknowledge cycles are forwarded to the PCI Bus as PCI interrupt 
acknowledge cycles (I.e. C/BE[3:0] # = 0000 during the address phase). All 1/0 cycles 
and any memory cycles that are not directed to memory controlled by the PCMC DRAM 
controller are forwarded to PCI. The Pentium processor generates six different types of 
special cycles. The special cycle type is encoded on the BE[7:0] # lines. 

HLOCK# in HOST BUS LOCK: The Pentium processor asserts HLOCK# to indicate the current bus 
cycle is locked. HLOCK # is asserted in the first clock of the first locked bus cycle and is 
negated after the BRDY # is returned for the last locked bus cycle. The Pentium 
processor guarantees HLOCK# to be negated for at least one clock between back-to­
back locked operations. When a CPU locked cycle is directed to main memory, the 
PCMC guarantees that once the locked operation begins in main memory, the CPU has 
exclusive access to main memory (i.e., PCI master accesses to main memory will not be 
initiated until the CPU locked operation completes). When a CPU locked cycle is 
directed to PCI, the PCMC arbitrates for PLOCK# (PCI LOCK#) before initiating the 
cycle on PCI, except when the cycle is to the memory range defined by the Frame 
Buffer Range Register and the No Lock Reql,lests bit in that register is set to 1. 

CACHE # in CACHEABILlTY: The Pentium processor asserts CACHE # to indicate the internal 
cacheability of a read cycle or that a write cycle is a burst write-back cycle. If the CPU 
drives CACHE # inactive during a read cycle, the returned data is not cached, 
regardless of the state of KEN #. The CPU asserts CACHE # for cacheable data reads, 
cacheable code fetches, and cache line write-backs. CACHE # is driven along with the 
cycle definition pins. 

KEN # out CACHE ENABLE: The PCMC asserts KEN # to indicate to the CPU that the current 
cycle is cacheable. KEN # is asserted for all accesses to memory ranges 0-512-KBytes 
and 1 024-KBytes to the top of main memory controlled by the PCMC when the Primary 
Cache Enable bit is set to 1, except in the following case: KEN # is not asserted for 
accesses to the top 64-KByte of main memory controlled by the PCMC when the 
SMRAM Enable bit in the DRAM Control Register (Offset 57h) is set to 1 and the area is 
not write protected. If the area is write protected and cacheable, KEN # is asserted for 
code read cycles, but is not asserted during data read cycle. KEN# is asserted for any 
CPU access within the range of 512-KBytes-1 024-KBytes if the corresponding Cache 
Enable bit in the PAM [6:0] Registers (offsets 59h-5Fh) is set to 1. When the Pentium 
processor indicates that the current read cycle can be cached by asserting CACHE# 
and the PCMC responds with KEN #, the cycle is converted into a burst cache line fill. 
The CPU samples KEN # with the first of either BRDY # or NA #. 
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Signal Type Description 

SMIACT# in SYSTEM MANAGEMENT INTERRUPT ACTIVE: The Pentium processor asserts 
SM IACT # to indicate that the processor is operating in System Management Mode 
(SMM). When the SMRAM Enable bit in the DRAM Control Register (offset 57h) is set 
to 1, the PCMC allows CPU accesses SMRAM as permitted by the SMRAM Space 
Register at configuration space offset 72h. 

PEN# out PARITY ENABLE: The PEN # signal, along with the MCE bit in CR4 of the Pentium 
processor, determines whether a machine check exception will be taken by the CPU as 
a result of a parity error on a read cycle. The PCMC asserts PEN # during DRAM read 
cycles if the MCHK on DRAM/L2 Cache Data Parity Error Enable bit in the Error 
Command Register (offset 70h) is set to 1. The PCMC asserts PEN # during CPU 
second level cache read cycles if the MCHK on DRAM/L2 Cache Data Parity Error 
Enable and the L2 Cache Parity Enable bits in the Error Command Register (offset 70h) 
are both set to 1. 

PCHK# in DATA PARITY CHECK: PCHK # is sampled by the PCMC to detect parity errors on 
CPU read cycles from main memory if the Parity Error Mask Enable bit in the DRAM 
Control Register (offset 57h) is reset to O. PCHK # is sampled by the PCMC to detect 
parity errors on CPU read cycles from the second level cache if the L2 Cache Parity 
Enable bit in the Error Command Register (offset 70h) is set to 1. If incorrect parity was 
detected on a data read, the PCHK # signal is asserted by the Pentium processor two 
clocks after BRDY # is returned. PCHK # is asserted for one clock for each clock in 
which a parity error was detected. 

2-591 



82434LX/82434NX 

2.2 DRAM Interface 
Signal Type Description 

RAS[5:0j# out ROW ADDRESS STROBES: The RAS[5:0j # signals are used to latch the row 
address on the MA[1 O:Ojlines into the DRAMs. Each RAS[5:0j # signal corresponds 
to one DRAM row. The 82434LX PCMC supports up to 6 rows in the DRAM array. 
Each row is eight bytes wide. These signals drive the RAS # lines of the DRAM array 
directly, without external buffers. 

RAS[7:6j# out FlOW ADDRESs Sf ROBES: The 82.434~X supports up to eight rows of DRAM. ' 
RAS[7:6}" are used with RAS(5:01 to ,latch the row ad(jrelilS on the MA,[11 :()}11Ms 
,into the DAA~$. Each row,is eight bytes wid,. These signals qr\lie ~ AM# Hnes of 
'the £)RAM array directly,wlthout external buffers. '. ' 

CAS[7:0j# out COLUMN ADDRESS STROBES: The CAS[7:0j # signals are used to latch the 
column address on the MA[10:0jlines into the DRAMs. Each CAS[7:0j # signal 
corresponds to one byte of the eight byte-wide array. These signals drive the CAS # 
lines of the DRAM array directly, without external buffers. In a minimum configuration, 
each CAS [7:0] # line only has one SIMM load, while the maximum configuration has 6 
SIMM loads. 

WE# out DRAM WRITE ENABLE: WE # is asserted during both CPU and PCI master writes to 
main memory. During burst writes to main memory, WE # is asserted before the first 
assertion of CAS[7:0j # and is negated with the last CAS[7:0j #. The WE# signal is 
externally buffered to drive the WE # inputs on the DRAMs. 

MA[10:0j out DRAM MULTIPLEXED ADDRESS: MA[ 1 O:Oj provide the row and column address to 
the DRAM array. The 82434LX uses MA[1 O:Oj for the complete DRAM address bus. 
The MA[10:0jlines are externally buffered to drive the multiplexed address lines of 
the DRAM array. 

MA11 out DRAM MUL TfPLEXEO ADDRESS: MA 11 provides the extra addressa.bilityfor the 
16M x 36 SIMMs that are supported by the 82434NX. MAr 11 :0] provide the row and 
column address to the DRAM array. Uke MA[1D:O], MA11 is externally buffered to 
drive the multiplexed address lines of the DRAM array. 
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2.3 Cache Interface 
Signal Type Description 

CAlE out CACHE ADDRESS LATCH ENABLE: CAlE controls the external latch between the 
host address lines and the cache address lines. CAlE is asserted to open the 
external latch, allowing the host address lines to propagate to the cache address 
lines. CAlE is negated to latch the cache address lines. 

CADS[1:0]#, out This signal pin has two functions, depending on the type of SRAMs used for the 
CR/W[1:0]# second level cache. 

CACHE ADDRESS STROBE: CADS[1 :0] # are used with burst SRAMs. When 
asserted, CADS[1 :0] # cause the burst SRAMs to latch the cache address on the 
rising edge of HClK. CADS[1 :0] # are glitch-free synchronous signals. CADS[1 :0] # 
functionality is selected by the SRAM type bit in the Secondary Cache Control 
Register. Two copies of this signal are provided for timing reasons only. 

CACHE READ/WRITE: CR/W# provide read/write control to the second level 
cache when using asynchronous dual-byte select SRAMs. This functionality is 
selected by the SRAM Type and Cache Byte Control Bits in the Secondary Cache 
Control Register. The two copies of this signal are always driven to the same logic 
level. 

CAQV[ 1 :0] #. out This signal pin has two functions. The Cache Chip Select function is only enabled 
COS{1:0]" when the SRAM connectivity bit (bit 2) in the SCC Register is set to 1. 

CACHE ADVANCE: CADV[1 :0] # are used with burst SRAMs to advance the 
internal two bit address counter inside the SRAMs to the next address of the burst 
sequence. Two copies of this signal are provided for timing reasons only. The two 
copies are always driven to the same logic level. 

CACHE CHIP SELECT: COS[1:0]" are used With asynchronous SRAMs to de-
seleot the SRAMs. plaCing them in a loW power standby mode. When the CPU runs 
a hatt or stop grant specfaI cycle, the 82434NX negates CCS[ 1 :0] 1# • placing the 
second level cache in a power savmg mode. The PCMC then asserts COS[1:0)1# 
(activating the SRAMs) when the CPU asserts ADS# • 
When uslrlc9 burst SRAMs. only COS1 1# implements the CCSI# function. CADVOI# 
retains the address advance function. COS1 " serve two purposes with burst 
SRAMs: 1) It is used (along With CADS{1 :0] ") to place the SRAMs in a low power 
standby mode. When the CPU I'Ut\$ a halt or stop grant special cycle, the 82434NX 
negates CCS1" and assertscAOS[1:0] # for one clock. placing the SRAMs in a 
power savmg mode. The PCMC then asserts CCS1 1# so that the next ADS"" from 
the CPU places the SRAMs in an aotive mode. 2) CCS1 1# is used to block pipelined 
cycles from the SRAMs when the SRAMs are servicing a cycle. After NA 1# is 
asserted. the PCMC negates COS1 # preventing the SRAMs from sampling a new 
address. CCS1 # is asserted again when the SRAMs have completed the current 
cycle. 

CAA[6:3] out CACHE ADDRESS [6:3]: CAA[6:3] and CAB[6:3] are connected to address lines 
CAB[6:3] A[3l0] on the second level cache SRAMs. CAA[4:3] and CAB [4:3] are used with 

standard SRAMs to advance through the burst sequence. CAA[6:5] and CAB[6:5] 
are used during second level cache write-back cycles to address the modified lines 
within the addressed sector. Two copies of these signals are provided for timing 
reasons only. The two copies are always driven to the same logic level. 
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Signal Type Description 

COE[1 :0) # out CACHE OUTPUT ENABLE: COE[1 :0) # are asserted when data is to be read from 
the second level cache and are negated at all other times. Two copies of this signal 
are provided for timing reasons only. The two copies are always driven to the same 
logic level. 

CWE[?:O)#, out This signal pin has two functions, depending on the type of SRAMs used for the 
CBS[?:O)# second level cache. 

CACHE WRITE ENABLES: CWE[?:O) # are asserted to write data to the second 
level cache SRAMs on a byte-by-byte·basis. CWE? # controls the most significant 
byte while CWEO # controls the least significant byte. These signals are cache write 
enables when using burst SRAMs (SRAM Type bit in SCC Register is 1) or when 
using asynchronous SRAMs (SRAM Type bit in SCC Register is 0) and the Cache 
Byte Control Bit is 1 . 

CACHE BYTE SELECTS: The CBS[?:O) # lines provide byte control to the 
secondary cache when using dual-byte select asynchronous SRAMs. These signals 
are Cache Byte select lines when the !:lRAM Type and Cache Byte Control Bits in the 
SCC Register are both O. 

2.4 PCllnterface 
Signal Type Description 

C/BE[3:0) # tis PCI BUS COMMAND AND BYTE ENABLES: C/BE[3:0) # are driven by the current 
bus master during the address phase of a PCI cycle to define the PCI command, and 
during the data phase as the PCI byte enables. The PCI commands indicate the 
current cycle type, and the PCI byte enables indicate which byte lanes carry 
meaningful data. C/BE [3:0) # are outputs of the PCMC during CPU cycles that are 
directed to PCI. C/BE[3:0) # are inputs when the PCMC acts ,as a slave. The 
command encodings and types are listed below. 

C/BE[3:0) # Command 
0000 Interrupt Acknowledge 
0001 Special Cycle 
0010 1/0 Read 
0011 1/0 Write 
0100 Reserved 
0101 Reserved 
0110 Memory Read 
0111 Memory Write 
1000 Reserved 
1001 Reserved 
1010 Configuration Read 
1011 Configuration Write 
1100 Memory Read Multiple 
1101 Reserved 
1110 Memory Read Line 
1111 Memory Write and Invalidate 
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Signal Type Description 

FRAME# sltls CYCLE FRAME: FRAME # is driven by the current bus master to indicate the 
beginning and duration of an access. FRAME# is asserted to indicate that a bus 
transaction is beginning. While FRAME # is asserted, data transfers continue. When 
FRAME # is negated, the transaction is in the final data phase. FRAME # is an output 
of the PCMC during CPU cycles which are directed to PCI. FRAME# is an input to the 
PCMC when the PCMC acts as a slave. 

IRDY# sltls INITIATOR READY: The assertion of IRDY # indicates the current bus master's ability 
to complete the current data phase. IRDY # works in conjunction with TRDY # to 
indicate when data has been transferred. On PCI, data is transferred on each clock 
that both IRDY # and TRDY # are asserted. During read cycles, IRDY # is used to 
indicate that the master is prepared to accept data. During write cycles, IRDY # is used 
to indicate that the master has driven valid data on the AD[31 :0] lines. Wait states are 
inserted until both IRDY # and TRDY # are asserted together. IRDY # is an output of 
the PCMC when the PCMC is the PCI master. IRDY # is an input to the PCMC when 
the PCMC acts as a slave. 

TRDY# sltls TARGET READY: TRDY # indicates the target device's ability to complete the current 
data phase of the transaction. It is used in conjunction with IRDY #. A data phase is 
completed on each clock that TRDY # and IRDY # are both sampled asserted. During 
read cycles, TRDY # indicates that valid data is present on AD[31 :0] lines. During write 
cycles, TRDY # indicates the target is prepared to accept data. Wait states are 
inserted on the bus until both IRDY # and TRDY # are asserted together. TRDY # is an 
output of the PCMC when the PCMC is the PCI slave. TRDY # is an input to the PCMC 
when the PCMC is a master. 

DEVSEL# sltls DEVICE SELECT: When asserted, DEVSEL# indicates that the driving device has 
decoded its address as the target of the current access. DEVSEL# is an output of the 
PCMC when PCMC is a PCI slave and is derived from the MEMCS# input. MEMCS# 
is generated by the expansion bus bridge as a decode to the main memory address 
space. During CPU-to-PCI cycles, DEVSEL# is an input. It is used to determine if any 
device has responded to the current bus cycle, and to detect a target abort cycle. 
Master-Abort termination results if no subtractive decode agent exists in the system, 
and no one asserts DEVSEL# within a programmed number of clocks. 

STOP # sltls STOP: STOP# indicates that the current target is requesting the master to stop the 
current transaction. This signal is used in conjunction with DEVSEL# to indicate 
disconnect, target-abort, and retry cycles. When PCMC is acting as a master on PCI, if 
STOP# is sampled active on a rising edge of PCLKIN, FRAME# is negated within a 
maximum of 3 clock cycles. STOP # may be asserted by the PCMC in three cases. If a 
PCI master attempts to access main memory when another PCI master has locked 
main memory, the PCMC asserts STOP# to signal retry. The PCMC detects this 
condition when sampling FRAME # and LOCK # both active during an address phase. 
When a PCI master is reading from main memory, the PCMC asserts STOP# when the 
burst cycle is about to cross a cache line boundary. When a PCI master is writing to 
main memory, the PCMC asserts STOP# upon filling either of the two PCI-to-main 
memory posted write buffers. Once asserted, STOP# remains asserted until FRAME# 
is negated. 
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Signal Type Description 

PLOCK # sltls PCI LOCK: PLOCK # is used to indicate an atomic operation that may require 
multiple transactions to complete. PCI provides a mechanism referred to as 
"resource lock" in which only the target of the PCI transaction is locked. The 
assertion of GNT # on PCI does not guarantee control of the PLOCK # signal. 
Control of PLOCK # is obtained under its own protocol. When th~ PCMC is the PCI 
slave, PLOCK# is sampled as an input on the rising edge of PCLKIN when FRAME# 
is sampled active. If PLOCK # is sampled asserted, the PCMC enters into a locked 
state and remains in the locked state until PLOCK # is sampled negated on a 
following rising edge of PCLKIN, when FRAME# is sampled asserted. 

REQ# out REQUEST: The PCMC asserts REQ # to indicate to the PCI bus arbiter that the 
PCMC is requesting use of the PCI Bus in response to a CPU cycle directed to PCI. 

GNT# in GRANT: When asserted, GNT # indicates that access to the PCI Bus has been 
granted to the PCMC by the PCI Bus arbiter. 

MEMCS# in MAIN MEMORY CHIP SELECT: When asserted, MEMCS# indicates to the PCMC 
that a PCI master cycle is targeting main memory. MEMCS# is generated by the 
expansion bus bridge. MEMCS# is sampled by the PCMC on the rising edge of 
PCLKIN on the first and second cycle after FRAME# has been asserted. 

FLSHREQ# in FLUSH REQUEST: When asserted, FLSHREQ# instructs the PCMC to flush the 
CPU-to-PCI posted write buffer in the LBXs and to disable further posting to this 
buffer as long as FLSHREQ# remains active. The PCMC acknowledges completion 
of the CPU-to-PCI write buffer flush operation by asserting MEMACK #. MEMACK # 
remains asserted until FLSHREQ# is negated. FLSHREQ# is driven by the 
expansion bus bridge and is used to avoid deadlock conditions on the PCI Bus. 

MEMREQ# in MEMORY REQUEST: When asserted, MEMREQ# instructs the PCMC to flush the 
CPU-to-PCI and CPU-to-main memory posted write buffers and to disable posting in 
these buffers as long as MEMREQ# is active. The PCMC acknowledges completion 
of the flush operations by asserting MEMACK #. MEMACK # remains asserted until 
MEMREQ# is negated. MEMREQ# is driven by the expansion bus bridge. 

MEMACK# out MEMORY ACKNOWLEDGE: When asserted, MEMACK# indicates the completion 
of the operations requested by an active FLSHREQ# andlor MEMREQ#. 

PAR tis PARITY: PAR is an even parity bit across the AD[31 :0] and C/BE[3:0] # lines. Parity 
is generated on all PCI transactions. As a master, the PCMC generates even parity 
on CPU writes to PCI, based on the PPOUT[ 1 :0] inputs from the LBXs. During CPU 
read cycles from PCI, the PCMC checks parity by checking the value sampled on the 
PAR input with the PPOUT[1 :0] inputs from the LBXs. As a slave, the PCMC 
generates even parity on PAR, based onthe PPOUT[1 :O].inputs during PCI master 
reads from main memory. During PCI master writes to main memory, the PCMC 
checks parity by checking the value sampled on PAR with the PPOUT[1 :0] inputs. 
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Signal Type Description 

PERR# sltls PARITY ERROR: PERR # may be pulsed by any agent that detects a parity error during 
an address phase, or by the master or the selected target during any data phase in which 
the AD lines are inputs. The PERR # signal is enabled when the PERR # on Receiving 
Data Parity Error bit in the Error Command Register (offset 70h) and the Parity Error 
Enable bit in the PCI Command Register (offset 04h) are both set to 1. 

When enabled, CPU-to-PCI write data is checked for parity errors by sampling the 
PERR # signal two PCI clocks after data is driven. Also, when enabled, PERR # is 
asserted by the PCMC when it detects a data parity error on CPU read data from PCI and 
PCI master write data to main memory. PERR # is neither sampled nor driven by the 
PCMC when either the PERR # on Receiving Data Parity Error bit in the Error Command 
Register or the Parity Error Enable bit in the PCI Command Register is reset to o. 

SERR# old SYSTEM ERROR: SERR # may be pulsed by any agent for reporting errors other than 
parity. SERR # is asserted by the PCMC whenever a serious system error (not 
necessarily a PCI error) occurs. The intent is to have the PCI central agent (for example, 
the expansion bus bridge) assert NMI to the processor. Control over the SERR # signal is 
provided via the Error Command Register (offset 70h) when the Parity Error Enable bit in 
the PCI Command Register (offset 04h) is set to 1. When the SERR# DRAM/L2 Cache 
Data Parity Error bit is set to 1, SERR # is asserted upon detecting a parity error on CPU 
read cycles from DRAM. If the L2 Cache Parity bit is also set to 1, SERR # will be 
asserted upon detecting a parity error on CPU read cycles from the second level cache. 
The Pentium processor indicates these parity errors to the PCMC via the PCH K # signal. 
When the SERR # on PCI Address Parity Error bit is set to 1, the PCMC asserts SERR # if 
a parity error is detected during the address phase of a PCI master cycle. 

When the SERR # on Received PCI Data Parity bit is set to 1, the PCMC asserts SERR # 
if a parity error is detected on PCI during a CPU read from PCI. During CPU to PCI write 
cycles, when the SERR # on Transmitted PCI Data Parity Error bit is set to 1, the PCMC 
asserts SERR # in response to sampling PERR # active. When the SERR # on Received 
Target Abort bit is set to 1, the PCMC asserts SERR# when the PCMC receives a target 
abort on a PCMC initiated PCI cycle. If the Parity Error Enable bit in the PCI Command 
Register is reset to 0, SERR # is disabled and is never asserted by the PCMC. 
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2.5 LBX Interface 
Signal Type Description 

HIG[4:0) out HOST INTERFACE GROUP: HIG[4:0) are outputs of the PCMC used to control the 
lBX HA (Host Address) and HD (Host Data) buses. Commands driven on HIG[4:0) 
cause the host data and/or address lines to be either driven or latched by the lBXs. 
See the 82433lX (lBX) local Bus Accelerator Data Sheet for a listing of the 
HIG[4:0) commands. 

MIG[2:0) out MEMORY INTERFACE GROUP: MIG[2:0) are outputs of the PCMC and control the 
lBX MD (Memory Data) bus. Commands driven on the MIG[2:0) lines cause the 
memory data lines to be either driven or latched by the lBXs. See the 82433lX (lBX) 
local Bus Accelerator Data Sheet for a listing of the MIG[2:0) commands. 

MOLE out MEMORY DATA LATCH ENABLE: During CPU reads from main memory, MOLE is 
used to control the latching of memory read data on the CPU data bus. MOLE is 
negated as CAS [7:0) # are negated to close the latch between the memory data bus 
and the host data bus. During CPU reads from main memory, the PCMC closes the 
memory data to host data latch in the lBXs a$ BRDY # is asserted and opens the 
latch after the CPU has sampled the data. 

PIG[3:0) out PCIINTERFACE GROUP: PIG [3:0) are outputs of the PCMC used to control the lBX 
AD (PC I Address/Data) bus. Commands driven on the PIG[3:0) lines cause the AD 
lines to be either driven or latched. See the 82433lX (lBX) local Bus Accelerator 
Data Sheet for a listing of the PIG[3:0) commands. 

DRVPCI out DRIVE PCI: DRVPCI acts as an output enable for the lBX AD lines. When sampled 
asserted, the lBXs begin driving the PCI AD lines. When negated, the AD lines on 
the lBXs are tri-stated. The lBX AD lines are tri-stated asynchronously from the 
falling edge of DRVPCI. 

EOl in END OF LINE: EOl is asserted by the low order lBX when a PCI master read or 
write transaction is about to overrun a cache line boundary. EOl has an internal pull-
up resistor inside the PCMC. The low order lBX EOl signal connects to this PCMC 
input. The high order lBX EOl signal is connected to ground through an external 
pull-down resistor. 

PPOUT[1:0) in PCI PARITY OUT: These signals reflect the parity of the 32 AD lines driven from or 
latched in the lBXs, depending on the command driven on PIG[3:0). The PPOUTO 
pin has a weak internal pull-down resistor. The PPOUT1 pin has a weak internal pull-
up resistor. 

2.6 Reset And Clock 
Signal Type Description 

HClKOSC in HOST CLOCK OSCILLATOR: The HClKOSC input is driven externally by a 
crystal oscillator. The PCMC generates six copies of HClK from HClKOSC 
(HClKA-HClKF). During power-up, HClKOSC must stabilize for 1 ms before 
PWROK is asserted. If an external clock driver is used to clock the CPU, PCMC, 
lBXs and second level cache SRAMs instead of the HClKA-HClKF outputs, 
HClKOSC must be tied either high or low. 

HClKA-HClKF out HOST CLOCK OUTPUTS: HClKA-HClKF are six low skew copies of the host 
clock. These outputs eliminate the need for an external low skew clock driver. 
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Signal Type Description 

HCLKIN in HOST CLOCK INPUT: All timing on the host, DRAM and second level cache interfaces 
is based on HCLKIN. If an external clock driver is used to clock the CPU, PCMC, LBXs 
and second level cache SRAMs, the externally generated clock must be connected to 
HCLKIN. During power-up HCLKIN must stabilize for 1 ms before PWROK is asserted. 

CPURST out CPU HARD RESET: The CPURST pin is asserted in response to one of two conditions. 

Powerup 
82434LX: During powerup the 82434LX asserts CPURST when PWROK is negated. 
When PWROK is asserted, the 82434LX first ensures that it has been initialized before 
negating CPURST. 

82434NX: During powerup, ~ 82434NX PCMC negates CPURST while PWROK is 
negated. When PWROK is asserted, the 82434NX asserts CPURST for 2 ms. 

Software 
CPURST is also asserted when the System Hard Reset Enable bit in the Turbo-Reset 
Control Register (1/0 address OCF9h) is set to 1 and the Reset CPU bit toggles from 0 
to 1 (82434LX and 82434NX). CPURST is driven synchronously to the rising edge of 
HCLKIN. 

INIT out INITIALIZATION: INIT is asserted in response to anyone of two conditions. When the 
System Hard Reset Enable bit in the Turbo-Reset Control Register is reset to 0 and the 
Reset CPU bit toggles from 0 to 1, the PCMC initiates a soft reset by asserting INIT. 
The PCMC also initiates a soft reset by asserting INIT in response to a shutdown 
special cycle. In both cases, INIT is asserted for a minimum of 2 Host clocks. 

PWROK in POWER OK: When asserted, PWROK is an indication to the PCMC that power and 
HCLKIN have stabilized for at least 1 ms. PWROK can be driven asynchronously. 

82434LX: When PWROK is negated, the 82434LX asserts both CPURST and 
PCI RST #. When PWROK is driven high, the 82434LX ensures that it is initialized 
before negating CPURST and PCIRST #. 

82434NX: When PWROK is negated. the 82434NX negates CPURST and asserts 
PCtRST 1#. When PWROK is asserted. the 82434NX asserts CPURST for 2 rna. 
PCIRST 1# is negated 1 ms after PWROK is asserted. 

PCLKOUT out PCI CLOCK OUTPUT: PCLKOUT is internally generated by a Phase Locked Loop 
(PLL) that divides the frequency of HCLKIN by 2. This output must be buffered 
externally to generate multiple copies of the PCI Clock. One of the copies must be 
connected to the PCLKIN pin. 
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Signal Type Description 

PCLKIN in PCI CLOCK INPUT: An internal PLL locks PCLKIN in phase with HCLKIN. All timing on 
the PCMC PCI interface is referenced to the PCLKIN input. All output signals on the PCI 
interface are driven from PCtKIN rising edges and all input signals on the PCI interface 
are sampled on PCLKIN rising edges. 

PCIAST# out PCI RESET: PCIAST# is asserted to initiate hard reset on PCI. PCIAST# is asserted in 
response to one of two conditions. 

Power-up 
During power-up the PCMC asserts PCIAST # when PWAOK is negated. 

82434LX: When PWAOK is asserted the PCMC will first ensure that it has been 
initialized before negating PCIAST #. 

~434NX: When PWROK~:negate~ ~ ~I"p< asserts PClRST #. The 82434NX 
then negates PCIRST # 1 rna after PWROK is asserted. 
Software 
PCIAST # is also asserted when the System Hard Aeset Enable bit in the Turbo/Aeset 
Control Aegister is set to 1 and the Aeset CPU bit toggles from 0 to 1 (82434LX and 
82434NX). PCIAST # is driven asynchronously. 

TESTEN in TEST ENABLE: TESTEN must be tied low for normal system operation. 

3.0 REGISTER DESCRIPTION 

The 82434LX/82434NX PCMC contains two sets of software accessible registers. These registers are ac­
cessed via the Host CPU 1/0 address space. The PCMC also contains a set of configuration registers that 
reside in PCI configuration space and are used to specify PCI configuration, DAAM configuration, cache 
configuration, operating parameters and optional system features (see Section 3.2, PCI Configuration Space 
Mapped Aegisters). The PCMC internal registers (both 1/0 Mapped and Configuration registers) are only 
accessible by the Host CPU and cannot be accessed by PCI masters. The registers can be accessed as Byte, 
Word (16-bit), or Dword (32-bit) quantities. All multi-byte numeric fields use "little-endian" ordering (Le., lower 
addresses contain the least significant parts of the field). 

Some of the PCMC registers described in this section contain reserved bits. These bits are labeled "A". 
Software must deal correctly with fields that are reserved. On reads, software must use appropriate masks to 
extract the defined bits and not rely on reserved bits being any particular value. On writes, software must 
ensure that the values of reserved bit positions are preserved. That is, the values of reserved bit positions 
must first be read, merged with the new values for other bit positions and then written back. 

In addition to reserved bits within a register, the PCMC contains address locations in the PCI configuration 
space that are marked "Aeserved" (Table 1). The PCMC responds to accesses to these address locations by 
completing the Host cycle. When a reserved register location is read, OOOOh is returned. Writes to reserved 
registers have no affect on the PCMC. 

Upon receiving a hard reset via the PWAOK Signal, the PCMC sets its internal configuration registers to 
predetermined default states. The default state represents the minimum functionality feature set required to 
successfully bring up the system. Hence, it does not represent the optimal system configuration. It is the 
responsibility of the system initialization software (usually BIOS) to properly determine the DAAM configura­
tions, cache' configuration, operating parameters and optional system features that are applicable, and to 
program the PCMC registers accordingly. 
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The following nomenclature is used for access attributes. 

RO Read Only. If a register is read only, writes to this register have no effect. 

R/W Read/Write. A register with this attribute can be read and written. 

R/WC Read/Write Clear. A register bit with this attribute can be read and written. However, a write of a 1 
clears (sets to 0) the corresponding bit and a write of a 0 has no effect. 

3.1 I/O Mapped Registers 

The 82434LX PCMC contains three registers that reside in the CPU I/O address space-the Configuration 
Space Enable (CSE) Register, the Turbo·Reset Control (TRC) Register and the Forward (FORW) Register. 
These registers can not reside in PCI configuration space because of the special functions they perform. The 
CSE Register enables/disables the configuration space and, hence, can not reside in that space. The TRC 
Register enables/disables deturbo mode which effectively slows the processor to accommodate software 
programs that rely on the slow speed of PC/XT systems to time certain events. The FORW Register deter­
mines which of the possible hierarchical PCI Buses a cycle is directed. The 82434LX uses mechanism # 2 for 
accessing PCI configuration space. 

The 82434NX PCMC eontains five registers that reside in the CPU I/O address spacethe ConfigUration Ad­
dress (CONFADO) Register. the ConfigUration Space Enable (CSE) Register. the Turbo-R~ Control (TAC) 
Register, the Forward (FORW) Register. and.the PCI Mechanism Control (PMC) Register. The CSE. TAC. and 
FORW RegiSters are the same for both the 82434LX and 82434NX PCMCs. The 82434NX can use .either 
Configuration Access Mechanism #1 or #2 for accessing PCI configuration space. WhenCOOfiguration AC­
cess Mechanism #1 is used (See Section 3.2, PC! Configuration Space Mapped Registers), The CONFADD 
Register enables/disables the configuration space and determines What portion of conflguration spaoe is 
visible through the Configuration Data (CONFDATA) window. The CSE and FORW Registers are used for 
Conflguration Access MeChanism #2. The PCI Mechanism Control (PUC) Register selects whether Configura­
tion Access Mechanism 1 or 2 Is used (see the Rev 2.0 PCI Local Bus SpeCIfication). 

3.1.1 CONFADD-CONFIGURAl'lON ADDRESS REGISTER 

110 Address: 
Default Value: 

OCFSh Accessed as a Dword 
OOOOOOOOh . 

ACcess: R9ad/Write 
Size: 3.2 bits 

CONFADD is a 3.2-bit register used in Configuration Access Mechanism #1. It is accessed only when refer­
enced as a Dword and PCAMS In the PUC Register. is set to 1. Byte or Word I'$ferences "pass through" the 
CONFADO Register to the 110 locations ''behind'' it. For example a byte access to OCF8h win access the CSE 
Register, while a word access to CFSh will access both the CSE and TRC Registers. The CONFADD Register 
contains the Bus Number,. Device Number, Function Number. and Register Number where the CONFDATA 
window is located. 
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7:2. . 

1:0 

fUtoICTlot:t NUMBER {FUNCNUM)-R/W: This fieI(t 1$ n1apped to AO{1Q:81 dUrIng PCI . 
oonfigutati6n ~ This allows the oot1figuration reglstera ofa ~ function liia multi· 
functlO!'i deVice to beacCeSsed...'·" . . ... ."..... .. . ..' . . .. 

3.1.2 CSE-CONFIGURATION SPACE ENABLE REGISTER 

I/O Address: OCF8h 
Default Value: OOh 

Read/Write 
8 bits 

Attribute: 
Size: 

The CSE Register enables/disables configuration space access and provides access to specific functions 
within a PCI agent. The register is located in the CPU I/O address space. The PCMC, as a Host/PCI Bridge, 
supports multi-function devices on the PCI Bus. The function number permits individual configuration spaces 
for up to eight functions within an agent. The register is located in the CPU I/O address space. 

Bit Description 

7:4 KEY FIELD (KEY)-R/W: This field is used only when the PCI Mechanism Control Register (PMC) 
indicates Configuration Access Mechanism 2 is to be used. When the key field is programmed to Oh, 
the PCI configuration space is disabled. When the key field is programmed to a non-zero value, all 
CPU accesses to CnXXh (where n is a non zero value) are forwarded to PCI as configuration space 
accesses. Additionally, when the key field is programmed to a non-zero value, all CPU accesses to 
COXXh are intercepted by the PCMC and directed to a PCMC internal register. 

3:1 FUNCTION NUMBER (FN)-R/W: For multi-function devices, this field selects a particular function 
within a PCI device. During a configuration cycle, bits[3:1] become part of the PCI Bus address and 
correspond to AD[10:8]. 

0 RESERVED 
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3.1.3 TRC-TURBO-RESET CONTROL REGISTER 

I/O Address: OCF9h 
Default Value: OOh 

Read/Write 
a bits 

Attribute: 
Size: 

The TRC Register is an a-bit read/write register that selects turbo/deturbo mode of the CPU, initiates PCI Bus 
and CPU reset cycles, and initiates the CPU Built In Self Test (BIST). TRC is located in CPU I/O address 
space. 

Bit Description 

7:3 RESERVED 

2 RESET CPU (RCPU)-R/W: RCPU is used to initiate a hard reset or soft reset to the CPU. During a 
hard reset, the PCMC asserts CPURST and PCIRST #. The PCMC initiates a hard reset when this 
register is programmed for a hard reset or when the PWROK signal is asserted. During a soft reset, the 
PCMC asserts INIT. The PCMC initiates a soft reset when this register is programmed for a soft reset 
and in response to a shutdown special cycle. 

Note that a hard reset initializes the entire system and invalidates the CPU cache. A soft reset 
initializes only the CPU. The contents of the CPU cache are unaffected. 

This bit is used in conjunction with bit 1 of this register. Bit 1 must be set up prior to writing a 1 to this 
register. Thus, two write operations are required to initiate a reset using this bit. The first write 
operation programs bit 1 to the appropriate state while setting this bit to O. The second write operation 
keeps bit 1 at the programmed state (1 or 0) while setting this bit to a 1. When RCPU transitions from a 
o to a 1, a hard reset is initiated if bit 1 = 1 and a soft reset is initiated if bit 1 = O. 

1 SYSTEM HARD RESET ENABLE (SHRE)-R/W: This bit is used in conjunction with bit 2 of this 
register to initiate either a hard or soft reset. When SHRE = 1, the PCMC initiates a hard reset to the 
CPU when bit 2 transitions from 0 to 1. When SHRE = 0, the PCMC initiates a soft reset when bit 2 
transitions from 0 to 1. 

0 DETURBO MODE (DM)-R/W: This bit enables and disables deturbo mode. When OM = 1, the PCMC 
is in the deturbo mode. In this mode, the PCMC periodically asserts the AHOLD signal to slow down 
the effective speed of the CPU. The AHOLD duty cycle is programmable through the Deturbo 
Frequency Control (DFC) Register. When OM = 0, the deturbo mode is disabled. 

Deturbo mode can be used to maintain backward compatibility with older software packages that rely 
on the operating speed of older processors. For accurate speed emulation, caching should be 
disabled. If caching is disabled during runtime, the following steps should be performed to make sure 
that modified lines have been flushed from the cache to main memory before entering deturbo mode. 
Disable the primary cache via the PCE bit in the HCS Register. This prevents the KEN # signal from 
being asserted, which prevents any further first and second level cache line fills. At this point, software 
executes the WBINVD instruction to flush the caches, and then sets OM to 1. When exiting the deturbo 
mode, the system software must first set OM to 0, then enable first and second level caching by writing 
to the HCS Register. 

2-603 



82434LX/82434NX 

3.1.4 FORW-FORWARD REGISTER 

I/O Address: 
Default Value: 
Attribute: 
Size: 

OCFAh 
OOh 
Read/Write 
a Bits 

This a·bit register specifies which PCI Bus configuration space is enabled in a multiple PCI Bus configuration. 
The default value for the FORW Register enables the configuration space of the PCI Bus connected to the 
PCMC. 

Bit Description 

7:0 FORWARD BUS NUMBER-R/W: When this register value is OOh, the configuration space of the PCI 
Bus connected to the PCMC is enabled and the PCMC initiates a type 0 configuration cycle. If the 
value of this register is not OOh, the PCMC initiates a type 1 configuration cycle to forward the cycle 
(via one or more PCI/PCI Bridges) to the PCI Bus specified by the contents of this register. For non· 
zero values, bits[7:0] are mapped to. AD[23:16], respectively. 

3.t.5 ~PCI MECHANISM CoNTRoL RIGtsTIA 

110 Address:. OCFBh' 
DefaUlt ValLi&: " QOh 
Acoe$s: . RMdlWrite, 
_: 8bl. 

The PUC Reglster selectS whether PCI Configuration Access Mechan~m 1 Of 2 is to be ~. The register is 
located In the CPU 110 address space. . . ,. . .. . 

Bit DesCriPtion 
~1 RESERVED 

0 PCI CONPIGURAnON ACCESS MECHANISM SELECT (Pc~ When PCAMS=O. the ' 
PCMC uses to PCt Conflgurstlon Aceess Meohanism "~. When PCAMS= 1, the PCMC uses to PC! 
Conflgt,tratlon Aceess Mechanism" 1.·The' CONFAOO and CONFpATA f:leglsters am only~ssibfe 
when PCAMS-1; . ' , . . ," 

:U.', CONFDATA-CONFIGURATION DATA REGISTER 

110 Address: 
~t\lal\le: 

. OCFCh· 
00h 
Reed/Wrlte 
32 bits 

ACeM$: 

SiD: ' 

CONFOATA Is a 32 bit read/write window Into configuration space. The portion of configuration space thet 1$ 
reterene.ed.by CONFOATAI$ determined by theCQntents'Of CONFAOO, . . ......... . .. 

BIt De8cription 

31:0 CONFIGURAnON DATA WINDOW (CD'UV}-R/w:'WhEln using ConfigUration AccesS Mecheni&m 
(J 1.11 bit 31 of CONFADD 1$ 1 any 110 refWencethat falls in the CONFDATA 110 space will be 
mapped to configuration space using the contents of CONFAOO. 

2·604 



82434LX/82434NX 

3.2 PCI Configuration Space Mapped Registers 

The PCI Bus defines a slot based "configuration space" that allows each device to contain up to 256 8-bit 
configuration registers. The PCI specification defines two bus cycles to access the PCI configuration space­
Configuration Read and Configuration Write. While memory and I/O spaces are supported by the Pentium 
processor, configuration space is not supported. For PCI configuration space access, the PCMC translates the 
Pentium processor I/O cycles into PCI configuration cycles. Table 1 shows the PCMC configuration space. 

Table 1. PCMC Configuration Space 

Address Register 
Register Name Access 

Offset Symbol 

00-01h VID Vendor Identification RO 

02-03h DID Device Identification RO 

04-05h PCICMD Command Register R/W 

06-07h PCISTS Status Register RO, R/WC 

0Sh RID Revision identification RO 
09h RLPI Register-Level Programming Interface RO 

OAh SCCD Sub-Class Code RO 

OBh BCCD Base Class Code RO 

OCh - Reserved -
ODh MLT Master Latency Timer R/W 

OEh - Reserved -
OFh BIST BIST Register RO 

10-4Fh - Reserved -
SOh HCS Host CPU SelGction R/W 

51h DFC Deturbo Frequency Control R/W 

52h " sec Se<:;ondary cache Control' R/W 

53h HBC Host Read/Write Buffer Control R/W 
54h PBC PCI Read/Write Buffer Control R/W 

55h - Reserved -
56h - Reserved -
5Th DRAMC DRAM Control R/W 

58h t;>RAMT DRAM Timing RIW 

59-5Fh PAM [6:0] Programmable Attribute Map (7 Registers) R/W 

60-65h DRB[5:0] DRAM Row Boundary (6 Registers) R/W 

66-67h 'ORS(7:61 DRAM ROW Boundary (2 Registers) R/W 

66-6Sh DRBE DRAM Row Boundary Extension R/W 

6C-6Fh - Reserved -
70h ERRCMD Error Command R/W 
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Table 1. PCMC Configuration Space (Continued) 

Address Register 
Register Name Access 

Offset Symbol 

71h ERRSTS Error Stat\Js ' R/WC 
72h SMRS SMRAM Space Control R/W 

73-77h - Reserved -
78-79h MSG Memory Space Gap R/W 

7A-7B - Reserved -
7C-7Fh FBR Frame Buffer Range R/W 

80-FFh - Reserved -
NOTE: 
Shaded rows indicate register differences between the 82434LX and 82434NX devices. For non-shaded rows, the registers 
are the same for the two devices. 

3.2.1 CONFIGURATION SPACE ACCESS MECHANISM 

The 82434LX supports Configuration Space Access Mechanism #2 and the 82434NX supports both configu­
ration space access mechanisms # 1 and # 2. The mechanism is selected via the PCAMS bit in the PMC 
Register. The bus cycles used to access PCMC internal configuration registers are described in Section 7.0, 
PCI Interface. 

3.2.1.1 Access Mechanism # 1: 

For configuration aocess mechanism #1. the S2434N>.{ PCMC uses the cONFAOO and CONFOATA Regis­
tars. Note thet while the CONFAOO and PMC Register address spaces overlap. the CONFAOO Register is 
refereneed only by a CwOI'd read or write to Cf!'8h. This allows thEIPMC Regis_ to be accessed bya byte 
write to cFBh, ,even when using configuration, access ,mechaniSm # 1. .' . 

To references configuration register with access meotlanism #1, a Oword 1/0 write loads theCONFADD 
Register with a 32-b1t value that specifies the POI Bus" the device. on that bus, the function within thedev/Ce, 
and a. '$p\!Idfic configuration registei'ot the device function being acoessed (Figul'$ 4). Bit 31 of the CONFAOO. 
Regis_ must be 1 to enable a configuration cycle. CONFOA TA then becomes a tour byte window of configu­
ration space specified by the contents of the CONFAOO Register. A read or write to CONFOA TA results in the 
PCMC trans!atlrig'CONFAOO Into a POI confi~uration cycle. . . . , . ' . 

l'ypltOAceeu 

If the eOSNUM fiekI is .0, a Type 0 configuration cycle is performed on the PQI. Bus cONFADO[10:21 are 
mapped directly to AO[10:2}. The OEVNUM field is decoded onto AO[a1:17) and AD[15:11] (for accesses to 
device 1, AD11 is asserted; for accesses to device #2. ADtS is asserted; etc.). The PCMC is Device #0 and 
does not ~ss~. ~nfiglclmtiori cy~es to ,the eaJ Bus~ Thus. AOt6 is never asserted, For accesses to dev/Ce 
1S;'AOO1 is asserted, etc. Thi$ mapplrig aJlowsthe same Device Number to:activate the same AO tine in either 
Cj)Ilfiguration access mechanism. All other AD lines are O. . . . 

2-606 



82434LX/82434NX 

CONFADD 
Register 

31 24 23 

Reserved 

Only One 1 

16 15 

o Device 
Number 

Reserved 

11 

PCIAddress 
AD[31:0] 

~------------------~--------~----~------~~ 31 16 15 11 10 8 7 

Figure 4. Mechanism # 1 Type 0 Configuration Address to PCI Address Mapping 

Type 1 Access 

210 
290479-5 

If the BUSNUM field of the CONFADD Register is non-zero, a Type 1 configuration cycle is performed on the 
PCI Bus. CONFADD[23:2] are mapped directly to AD[23:2] (Figure 5). AD[1 :0] are driven to 01 to indicate a 
Type 1 Configuration cycle. All other lines are driven to O. 

CONFADD 
Register 

PCI Address 
AD[31:0] 

Figure 5. Mechanism # 1 Type 1 Configuration Address to PCI Address Mapping 

3.2.1.2 Access Mechanism #2 

290479-6 

The 82434LX/82434NX PCMC uses the CSE and Forward Registers for configuration access mechanism # 2. 
When PCI configuration space is enabled via the CSE Register, the PCMC maps PCI configuration space into 
4-KBytes of CPU I/O space. Each PCI device has its own 256-Byte configuration space. When configuration 
space is enabled, CPU accesses to I/O locations CXXXh are translated into configuration space accesses. In 
this mode, the PCMC translates all I/O cycles in the C100h-CFFFh range into configuration cycles on the PCI 
Bus. I/O accesses within the COOOh-COFFh range are intercepted by the PCMC and are directed to the 
PCMC internal configuration registers. These cycles are not forwarded to the PCI Bus. 

When configuration space access is disabled, CPU accesses to I/O locations CXXXh are forwarded to the PCI 
Bus I/O space. CPU cycles to I/O locations other than CXXXh are unaffected by whether the configuration 
mode is enabled or disabled. These cycles are always treated as ordinary I/O cycles by the PCMC. 
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Type 0 Access 

If the Forward Register contains OOh a Type 0 configuration access is generated on the PCI Bus (Figure 6). For 
type 0 configuration cycles, AD[1 :0] = 00. Host CPU address bits A[7:2] are not translated and become 
AD[7:2] on the PCI Bus. AD[7:2] select one of the 256 8-bit liD locations in the PCI configuration space. The 
FUNCTION NUMBER field from the CSE Register (CSE[3:1]) is driven on AD[10:8]. Host CPU address bits 
A[11 :8] are mapped to an IDSEL input for each of the 16 possible PCI devices. The IDSEL input for each PCI 
device must be hard-wired to one of the AD[31:16] signals on the PCI Bus. AD16 is reserved for the PCMC. 
When CPU address A[11 :8] = Fh, PCI address bits A31 = 1 and A[30:16] = OOh. Other devices on the PCI Bus 
should not use AD16. Note that when A[11 :8] = Oh, an access to the PCMC internal registers occurs and the 
cycle is not forwarded to the PCI Bus. 
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Type 1 Access 

If the Forward Register is non-zero a Type 1 configuration access is generated on PCI. For type 1 configuration 
cycles, AD[1:0]=01. AD[10:2] are generated the same as for the type 0 configuration cycle. Host CPU 
address bits A[11 :B] contain the specific device number and are mapped to AD[14:11]. AD[23:16] contain the 
Bus Number of the PCI Bus that is to be accessed and corresponds to the Forward Address Register bits 
[7:0]. 

During a Type 1 configuration access AD[1 :0] = 01 (Figure 7). The Register Index and Function Number are 
mapped to the AD lines the same way in Type 1 configuration access as in a Type 0 configuration access. 
CPU address bits A[11 :B] are mapped directly to PCllines AD[14:11] as the Device Number. The contents of 
the Forward Register are mapped to AD[23:16] to form the Bus Number. 

PCI Address 
AD[31:0] 

31 

o 

24 

15 12 11 8 7 

CPU Addr.ss 11 1 0 0 1 Bus 1 
A(15:2]. BE[7:0]. Number 

•• ,,/ ,A 
.: 

,/' ,/ ,. / 

.......
. // /1 

./ 

8 7 

Reg. 
Index 

Figure 7. Mechanism # 2 Type 1 Host-to-PCI Address Mapping 
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3.2.2 VID-VENDOR IDENTIFICATION REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

00-01h 
8086h 
Read Only 
16 bits 

The VID Register contains the vendor identification number. This 16-bit register combined with the Device 
Identification Register uniquely identify any PCI device. Writes to this register have no effect. 

Description 

VENDOR IDENTIFICATION NUMBER: This is a 16-bit value assigned to Intel. 

3.2.3 DID-DEVICE IDENTIFICATION REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

02-03h 
04A3h 
Read Only 
16 bits 

This 16-bit register combined with the Vendor Identification Register uniquely identifies any PCI device. Writes 
to this register have no effect. 

Bits Description 

15:0 DEVICE IDENTIFICATION NUMBER: This is a 16 bit value assigned to the PCMC. 
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3.2.4 PCICMD-PCI COMMAND REGISTER 

Address Offset: 04-05h 
06h 
Read/Write 
16 bits 

Default: 
Attribute: 
Size: 

This 16-bit register provides basic control over the PCMC's ability to respond to PCI cycles. The PCICMD 
Register enables and disables the SERR# signal, the parity error signal (PERR#), PCMC response to PCI 
special cycles, and enables and disables PCI master accesses to main memory. 

Bits Description 

15:9 RESERVED 

8 SERR# ENABLE (SERRE): SERRE enables/disables the SERR# signal. When SERRE = 1 and 
PERRE= 1, SERR#is asserted if the PCMC detects a PCI Bus address/data parity error, or main 
memory (DRAM) or cache parity error, and the corresponding errors are enabled in the Error-
Command Register. When SERRE = 1 and bit 7 in the Error Command Register is set to 1, the PCMC 
asserts SERR II when it detects a target abort on a PCMC-initiated PCI cycle. When SERRE = 0, 
SERR # is never asserted. 

7 RESERVED 

6 PARITY ERROR ENABLE (PERRE): PERRE controls the PCMC's response to PCI parity errors. This 
bit is a master enable for bit 3 of the ERRCMD Register. PERRE works in conjunction with the 
SERRE bit to enable SERRII assertion when the PCMC detects a PCI bus parity error, or a main 
memory or cache parity error. 

5:3 RESERVED 

2 BUS MASTER ENABLE (BME): The PCMC does not support disabling of its bus master capability on 
the PCI Bus. This bit is always set to 1, permitting the PCMC to function as a PCI Bus master. Writes 
to this bit position have no affect. 

1 MEMORY ACCESS ENABLE (MAE): This bit enables/disables PCI master access to main memory 
(DRAM). When MAE = 1, the PCMC permits PCI masters to access main memory if the MEMCS# 
signal is asserted. When MAE = 0, the PCMC does not respond to PCI master main memory 
accesses (MEMCSII asserted). 

0 I/O ACCESS ENABLE (IOAE): The PCMC does not respond to PCI I/O cycles, hence this command 
is not supported. PCI master access to I/O space on the Host Bus is always disabled. 
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3.2.S PCISTS-PCI STATUS REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

06-07h 
40h 
Read Only, Read/Write Clear 
16 bits 

PCISTS is a 16-bit status register that reports the occurrence of a PCI master abort, PCI target abort, and 
DRAM or cache parity error. PCISTS also indicates the DEVSEL# timing that has been set by the PCMC 
hardware. Bits[15:12] are read/write clear and bits[10:9] are read only. 

Bits Attribute Description 

15 RESERVED 

14 R/WC SIGNALED SYSTEM ERROR (SSE): When the PCMC asserts the SERR # signal, this bit 
is also set to 1. Software sets SSE to 0 by writing a 1 to this bit. 

13 R/WC RECEIVED MASTER ABORT STATUS (RMAS): When the PCMC terminates a Host-to-
PCI transaction (PCMC is a PCI master), which is not a special cycle, with a master abort, 
this bit is set to 1. Software resets this bit to 0 by writing a 1 to it. 

12 R/WC RECEIVED TARGET ABORT STATUS (RTAS): When a PCMC-initiated PCI transaction 
is terminated with a target abort, RT AS is set to 1. The PCMC also asserts SERR # if the 
SERR # Target Abort bit in the ERRCMD Register is 1. Software resets RTAS to 0 by 
writing a 1 to it. 

11 RESERVED 

10:9 RO DEVSEL# TIMING (DEVT): This 2-bit field indicates the timing of the DEVSEL# signal 
when the PCMC responds as a target. The PCI specification defines three allowable 
timings for assertion of DEVSEL#: 00 = fast, 01 = medium, and 10=slow (DEVT= 11 is 
reserved). DEVT indicates the slowest time that a device asserts DEVSEL# for any bus 
command, except configuration read and write cycles. Note that these two bits determine 
the slowest time that the PCMC asserts DEVSEL #. However, the PCMC can also assert 
DEVSEL# in medium time. 

The PCMC asserts DEVSEL# in response to sampling MEMCS# asserted. The PCMC 
samples MEMCS# one and two clocks after FRAME# is asserted. If MEMCS# is 
asserted one PCI clock after FRAME # is asserted, then the PCMC responds with 
DEVSEL# in slow time. 

S R/WC DATA PARITY DETECTED (DPD): This bit is set to 1 when all of the following conditions 
are met: 1). The PCMC asserted PERR # or sampled PERR # asserted. 2). The PCMC 
was the bus master for the operation in which the error occurred. 3). The PERRE bit in 
the Command Register is set to 1. Software resets DPD to 0 by writing a 1 to it. 

7:0 RESERVED 
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3.2.6 RID-REVISION IDENTIFICATION REGISTER 

Address Offset: 
Default Value: 

Attribute: 
Size: 

08h 
03h for A-3 Stepping (82434LX) 
01h for A-1 Stepping (82434LX) 
10h for A-O Stepping (82434NX) 
11 h for A-1 Stepping (82434NX) 
Read Only 
8 bits 

This register contains the revision number of the PCMC. These bits are read only and writes to this register 
have no effect. For the A-2 Stepping of the 82434LX, this value is 03h. 

For the A-1 Stepping of the 82434NX, this value is 11h. 

Bits Description 

7:0 REVISION IDENTIFICATION NUMBER: This is an 8-bit value that indicates the revision identification 
number for the PCMC. 

3.2.7 RLPI-REGISTER-LEVEL PROGRAMMING INTERFACE REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

09h 
OOh 
Read Only 
8 bits 

This register defines the PCMC as having no defined register-level programming interface. 

Bits Description 

7:0 REGISTER-LEVEL PROGRAMMING INTERFACE (RLPI): The value of OOh defines the PCMC as 
having no defined register-level programming interface. 

3.2.8 SUBC-SUB-CLASS CODE REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

OAh 
OOh 
Read Only 
8 bits 

This register defines the PCMC as a host bridge. 

Description 

SUB-CLASS CODE (SCCD): The value of this register is OOh defining the PCMC as host bridge. 
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3.2.9 BASEC-BASE CLASS CODE REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

OBh 
06h 
Read Only 
a bits 

This register defines the PCMC as a bridge device 

Description 

BASE CLASS CODE (BCCD): The value in this register is 06h defining the PCMC as bridge device. 

3.2.10 MLT-MASTER LATENCY TIMER REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

ODh 
20h 
Read/Write 
a bits 

ML T is an a-bit register that controls the amount of time the PCMC, as a bus master, can burst data on the PCI 
Bus. ML T is used when the PCMC becomes the PCI Bus master and is cleared and suspended when the 
PCMC is not asserting FRAME#. When the PCMC asserts FRAME#, the counter is enabled and begins 
counting. If the PCMC finishes its transaction before the count expires, the ML T count is ignored. If the count 
expires before the transaction completes, the PCMC initiates a transaction termination as soon as its GNT# is 
removed. The number of clocks programmed in the ML T represents the guaranteed time slice (measured in 
PCI clocks) allotted to the PCMC, after which it must surrender the bus as soon as its GNT # is taken away. 
The number of clocks in the Master Latency Timer is the count value field multiplied by 16. 

Bits Description 

7:4 MASTER LATENCY TIMER COUNT VALUE: If GNT # is negated after the burst cycle is initiated, the 
PCMC limits the duration of the burst cycle to the number of PCI Bus Clocks specified by this field 
multiplied by 16. 

3:0 RESERVED 

3.2.11 BIST -BIST REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

OFh 
Oh 
Read Only 
a bits 

The BIST function is not supported by the PCMC. Writes to this register have no affect. 

Bits Attribute Description 

7 RO BIST SUPPORTED: This read only bit is always set to 0, disabling the BIST function. 
Writes to this bit position have no affect. 

6 RW START BIST: This function is not supported and writes have no affect. 

5:4 RESERVED 

3:0 RO COMPLETION CODE: This read only field always returns 0 when read and writes have 
no affect. 

2-614 



82434LX/82434NX 

3.2.12 HCS-HOST CPU SELECTION REGISTER 

Address Offset: 
Default Value: 

Access: 
Size: 

50h 
82h (82434LX) 
A2h (83434NX) 
Read/Write, Read Only 
8 bits 

The HCS Register is used to specify the Host CPU type and speed. This 8·bit register is also used to enable 
and disable the first level cache. 

Bits Access Description 

7:5 RO HOST CPU TYPE (HCT): This field defines the Host CPU type. 

82434LX 
These bits are hardwired to 100 which selects the Pentium processor. All other 
combinations are reserved. 

82434NX 
In the 82434NX, these bits are reserved. Reads and writes to these bits have no effect. 

4:3 RESERVED 

2 R/W FIRST LEVEL CACHE ENABLE (FLCE): FLCE enables and disables the first level cache. 
When FLCE = 1 , the PCMC responds to CPU cycles with KEN # asserted for cacheable 
memory cycles. When FLCE = 0, KEN # is always negated. This prevents new cache line 
fills to either the first level or second level caches. 

1 :0 R/W HOST OPERATING FREQUENCY (HOF): The DRAM refresh rate is adjusted according to 
the frequency selected by this field. For the 82434LX, only bit 0 is used and bit 1 is 
reserved. 

82434LX 
Bit 1 is reserved. If bit 0 is 1, the 82434LX supports a 66 MHz CPU. If bit 0 is 0, the 
82434LX supports a 60 MHz CPU. 

82434NX 
These bits select the Host CPU frequency supported as follows: 

BIts[1:0) Host CPU Frequency 
00 Reserved 
01 50 MHz 
10 60 MHz 
11 66 MHz 
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3.2.13 DFC-DETURBO FREQUENCY CONTROL REGISTER 

Address Offset: 51h 
Default Value: aOh 

Read/Write 
a bits 

Attribute: 
Size: 

Some software packages rely on the operating speed of the processor to time certain system events. To 
maintain backward compatibility with these software packages, the PCMC provides a mechanism to emUlate a 
slower operating speed. This emulation is achieved with the PCMC's deturbo mode. The deturbo mode is 
enabled and disabled via the OM bit in the Turbo·Reset Control Register. When the deturbo mode is enabled, 
the PCMC periodically asserts AHOLD to slow down the effective speed of the CPU. The duty cycle of the 
AHOLD active period is controlled by the DFC Register. 

Bits Description 

7:6 DETURBO MODE FREQUENCY ADJUSTMENT VALUE: This a·bit value effectively defines the duty 
cycle of the AHOLD signal. DFC[7:6] are programmable and DFC[5:0] are O. The value programmed 
into this register is compared against a free running a·bit counter running at % the CPU clock. When 
the counter is greater than the value specified in this register, AHOLD is asserted. AHOLD is negated 
when the counter value is equal to or smaller than the contents of this register. AHOLD is negated 
when the counter rolls over to OOh. The deturbo emUlation speed is directly proportional to the value 
in this register. Smaller values in this register yield slower deturbo emulation speed. The value of OOh 
is reserved. 

5:0 RESERVED 

3.2.14 SCC-SECONDARY CACHE CONTROL REGISTER 

Address Offset: 
D.efault Value: 

Attribute: 
Size: 

52h 
SSS01 R1 0 (82434LX) 
SS501010 (82434NX) 
(S = Strapping option) 
Read/Write 
a bits 

This a-bit register defines the secondary cache operations. The SCC Register enables and disables the 
second level cache, adjusts cache size, selects the cache write policy, and defines the cache SRAM type. 
After hard reset, SCC[7:5] contain the opposite of the signal levels sampled on the Host address lines 
A[31 :29]. 

Bits Description 

7:6 SECONDARY CACHE SIZE (SCS): This field defines the size of the second level cache. The values 
sampled on the A[31 :30] lines at the rising edge of the PWROK signal are inverted and stored in this 
field. 

Bits[7:6] Secondary Cache Size 
00 Cache not populated 
01 Reserved 
10 256-KBytes 
11 512-KBytes 
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Bits Description 

5 SRAM TYPE (SRAMn: This bit selects between standard SRAMs or burst SRAMS to implement the 
second level cache. When SRAMT = 0, standard SRAMs are selected. When SRAMT = 1 , burst 
SRAMs are selected. This bit reflects the signal level on the A29 pin at the rising edge of the PWROK 
signal. This value can be overwritten with subsequent writes to the SCC Register. 

4 82434LX: SECONDARY CACHE ALLOCATION (SCA): SCA controls when the PCMC performs line 
fills in the second level cache. When SCA is set to 0, only CPU reads of cacheable main memory with 
CACHE # asserted are cached in the second level cache. When SCA is set to 1 , all CPU reads of 
cacheable main memory are cached in the second level cache. 

3 CACHE BYTE CONTROL (CBC): When programmed for asynchronous SRAMs, this bit defines 
whether the cache uses individual write enables per byte or has a single write enable and byte select 
lines per byte. When CBC is set to 1, write enable control is used. When CBC is set to 0, byte select 
control is used. 

2 82434LX:RESERVED 

82434NX: IRAM CONNECTIVITY (SRAMC): This bit enables different connectivities for the: second 
level cache. When SRAMC is sat to O. the second level cache is in 82434LX compatible R'IOCkI and all 
connections between the PCMC and second level cache $RAMs are the same as the 824S4LX. 

When ~hronous SRAMs are used, setting this bit to 1 enables the COS [1 :O) '* functionality. 
COS [1 :0 '# are used with asynchronous SRAMs to d&-seIect the SRAMs. placing them in a low 
power standby mode. When the CPU runs a halt or stop Qrant specie! cycle. the: 824a4NX negates 
COS [1 :0] '#" placing the second level cache in a power saving R'IOCkI. The PCMC then ~ 
005[1:0] '# (activating the:SRAMs) when1heCPU asserts ADSit. When using burstSRAMS. setting 
this bit to 1 enables the COS1 '# functionality and Indicates to the pcMC that no extemaI address 
latch is present 

1 82434LX: SECONDARY CACHE WRITE POLICY (SCWP): SCWP selects between write-back and 
write-through cache policies for the second level cache. When SCWP = 0 and the second level cache 
is enabled (bit 0 = 1), the second level cache is configured for write-through mode. When SCWP = 1 
and the second level cache is enabled (bit 0 = 1), the second level cache is configured for write-back 
mode. 

82434NX: RESERVED: Seoondary cache write-through mode is not Stlpported. The secondary cache 
is always in write-back mode and this bit has no affect. SCWP can be sat to 0, however, the 82434NX 
will still operate the: secondary cache in write-back mode. 

0 SECONDARY CACHE ENABLE (SCE): SCE enables and disables the secondary cache. When 
SCE = 1, the secondary cache is enabled. When SCE = 0, the secondary cache is disabled. When the 
secondary cache is disabled, the PCMC forwards all main memory cycles to the DRAM interface. 
Note that setting this bit to 0 does not affect existing valid cache lines. If a cache line contains 
modified data, the data is not written back to memory. Valid lines in the cache remain valid. When the 
secondary cache is disabled, the CWE[7:0] # lines remain negated. COE[1 :0] # may still toggle. 

When system software disables secondary caching through this register during run-time, the software 
should first flush the second level cache. This process is accomplished by first disabling first level 
caching via the PCE bit in the HCS Register. This prevents the KEN # signal from being asserted, 
which disables any further line fills. At this point, software executes the WBINVD instruction to flush 
the caches. When the instruction completes, bit 0 of this register can be reset to 0, disabling the 
secondary cache. The first level cache can then be enabled by writing the PCE bit in the HCS 
Register. 
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3.2.15 HBC-HOST READ/WRITE BUFFER CONTROL 

Address Offset: 53h 
Default Value: OOh 

Read/Write 
8 bits 

Attribute: 
Size: 

The HBC Register enables and disables Host-to-main memory and Host-to-PCI posting of write cycles. When 
posting is enabled, the write buffers in the LBX devices post the data that is destined for either main memory 
or PCI. This register also permits a CPU-to-main memory read cycle to be performed before any pending 
posted write data is written to memory. 

Bits Description 

7:4 RESERVED 

3 READ-AROUND-WRITE ENABLE (RAWCM): If enabled, the PCMC, during a CPU read cycle to 
memory where posted write cycles are pending, internally snoops the write buffers. If the address of 
the read differs from the posted write addresses, the PCMC initiates the memory read cycle ahead of 
the pending posted memory write. When RAWCM = 0, the pending posted write is written to memory 
before the memory read is performed. When RAWCM = 1, the PCMC initiates the memory read ahead 
of the pending posted memory writes. 

2 RESERVED 

1 HOST-lO-PCI POSTING ENABLE (HPPE): This bit enables/disables the posting of Host-to-PCI 
write data in the LBX posting buffers. When HPPE = 1, up to 4 Dwords of data can be posted to PCI. 
HPPE = 0 is reserved. Buffering is disabled and each CPU write does not complete until the PCI 
transaction aompletes (TROY" is asserted). 

0 82434LX: HOST-To-MEMORY POSTING ENABLE (HMPE): This bit enables/disables the posting of 
Host-to-main memory write data in the LBX buffers. When HMPE = 1, the CPU can post a single write 
or a burst write (4 Qwords). The CPU burst write completes at 4-1-1-1 when the second level cache is 
in write-back mode and at 3-1-1-1 when the second level cache is either disabled or in write-through 
mode. When HMPE = 0, Host-to-main memory posting is disabled and the CPU write cycles do not 
complete until the data is written to memory. 

82434N~RESERVED: For the 82434NX, posting 'IS 'always enabled and this bit has no affe9t, The 
CPU can post a slngle write or burst write (4 Qwords).'HMPE can be set to 0, ~. the 82434NX 
Will still, allow posting of cpu-ta-maln memory writes. 
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3.2.16 PBC-PCI READ/WRITE BUFFER CONTROL REGISTER 

Address Offset: 54h 
Oefault Value: OOh 

Read/Write 
8 bits 

Attribute: 
Size: 

The PBC Register enables and disables PCI-to-main memory write posting and permits single CPU-to-PCI 
writes to be assembled into PCI burst cycles. 

Bits Description 

7:3 RESERVED 

2 LBXs CONNECTED TO TROY #: The TROY # pin on the LBXs can be connected either to the PCI 
TROY # signal or to ground. The cycle time for CPU-to-PCI writes is improved if TROY # is connected 
to the LBXs. Since there are two LBXs used in a system, connecting this signal to the LBXs increases 
the electrical loading of TROY # by two loads. When the LBXs are externally hard-wired to TROY # , 
this bit should be set to 1. Note that this should be done prior to the first Host-to-PCI write or data 
corruption will occur. Setting this bit to 1 enables the capability of CPU-to-PCI writes at 2-1-1-1 ... 
(PC I clocks). When this bit is 0, the LBXs are not connected to TROY # and CPU-to-PCI writes are 
completed at 2-2-2-2 ... timing. 

1 PCI BURST WRITE ENABLE (PBWE): This bit enables and disables PCI Burst memory write cycles 
for back-to-back sequential CPU memory write cycles to PCI. When PBWE is set to 1, PCI burst 
writes are enabled. When PBWE is reset to 0, PCI burst writes are disabled and each single CPU write 
to PCI invokes a single PCI write cycle (each cycle has an associated FRAME # sequence). 

° PCI-TO-MEMORY POSTING ENABLE (PMPE): This bit enables and disables posting of PCI-to-
memory write cycles. The posting occurs in a pair of four Oword-deep buffers in the LBXs. When 
PMPE is set to 1, these buffers are used to post PCI-to-main memory write data. When PMPE is reset 
to 0, PCI write transactions to main memory are limited to single transfers. The PCMC asserts 
STOP # with the first TROY # to disconnect the PCI Master. 
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3.2.17 DRAMC-DRAM CONTROL REGISTER 

Address Offset: 57h 
Default Value: 31h 

Read/Write 
8 bits 

Attribute: 
Size: 

This 8-bit register controls main memory DRAM operating modes and features. 

Bits Description 

7:6 82434LX:RESERVED 

82434NX: DRAM BURST TIMING (DBT): The DRAM interface can be configured for :3 different burst 
'timihgs. The ({AS* pulse Width for X-S-S-S timing is one clock shorter than the CAS* pulse width for 
X-4-4-4 timing. 

BIts[7:6) BurSt TIming 
00 X.4-4-4 Read/Write timing (default) 
01 X-4.-4-4 Read, x-s-s-a Write timing 
10 Reserved 
11 X-3-'3-3 Read/Write timing 

5 PARITY ERROR MASK (PERRM): When PERRM = 1, parity errors generated during DRAM read 
cycles initiated by either the CPU request or a PCI Master are masked. This bit affects bits ° and 1 of 
the Error Command Register and the ability of the PCMC to respond to PCHK# and assert SERR# 
when a DRAM parity error occurs. When PERRM is reset to 0, parity errors are not masked. 

4 O-ACTIVE RAS# MODE: This bit determines if the DRAM page for a particular row remains open (i:e. 
RAS# remains asserted after a DRAM cycle) enabling the possibility that the next DRAM access may 
be either a page hit, a page miss, or a row miss. The DRAM interface is then in 1-active RAS # mode. 
If this bit is reset to 0, RAS # remains asserted after a DRAM cycle. If this bit is set to 1, RAS # is 
negated after every DRAM cycle, resulting in a row miss for every DRAM cycle. The DRAM interface 
is then in O-active RAS # mode. 

3 SMRAM ENABLE (SMRE): When SMRE = 1, CPU accesses to SMM space are qualified with the 
SMIACT # pin of the CPU. The location of this space is determined by the SBS field of the SMRAM 
Register. Read and write cycles to SMM space function normally if SMIACT # is asserted. If 
SMIACT # is negated when accessing this space, the cycle is forwarded to PCI. When SMRE = 0, 
accesses to SMM space are treated normally and SMIACT # has no effect. SMRE must be set to 1 to 
enable the use of the SMRAM Register at configuration space offset 72h. 

2 BURST OF FOUR REFRESH (BFR): When BFR is set to 1, refreshes are performed in sets of four, at 
a frequency 1;4 of the normal refresh rate. The PCMC defers refreshes to idle times, if possible. When 
BFR is reset to 0, single refreshes occur at 15.6 p.s refresh rate. 

1 82434LX: REFRESH TYPE (RT): When RT= 1, the PCMC uses CAS#-before-RAS# timing to 
refresh the DRAM array. For this refresh type, the PCMC does not supply refresh addresses. When 
RT= 0, RAS# Only refresh is used and the PCMC drives refresh addresses on the MA{10:0jlines. 

RAS# only refresh can be used with any type of second level cache configuration (i.e., no second 
level cache is present, or either a burst SRAM or standard SRAM second level cache is 
implemented). CAS #-before-RAS # refresh should not be used when a standard SRAM second level 
cache is implemented. 

82434NX: REFREsH TYPE (RT): Inaddltlon to above, when RT-O. RAS* only refresh is used and 
the PCMC <kives refresh addresses on the MA[11:0] lines. Also. CAS#·bQfore-RAS# refresh canbe 
used with a standrad SRAM second level cache. 

0 REFRESH ENABLE (RE): When RE is set to 1, the main memory array is refreshed as configured via 
bits 1 and 2 of this register. When RE is reset to 0, DRAM refresh is disabled. Note that disabling 
refresh results in the loss of DRAM data. 
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3.2.18 DRAMT-DRAM TIMING REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

58h 
OOh 
Read/Write 
8 bits 

For the 82434LX, this register controls the leadoff latency for CPU DRAM accesses. 

For the 82434NX. this register provides additional control over DRAM timings. One additional wait-state can 
be independently added before the ass&rtion of RAS#. the assertion of the first CAS#, or both. This is to 
allow more flexibility in the layout of the motherboard and in the selection of DRAM speed grades, 

Bits Description 

7:2 RESERVED 

1 82434LX:RESERVED 

82434NX: RM# WAIT-STATE (RWI): When RWS-1, one additional wait state will be inserted 
before RAS IF is asserted for row misses or page misses In 1·Actlve RAS mode and all cycles in 
O-Active RAS mode. This prOvides additional MA[ 1 t :0] setup time to RAS# ass&rtion. 

° CASIF WAIT-STATE (CWS): When CWS= 1, one additional wait state will be inserted before the first 
assertion of CAS# within a burst cycle. There is no additional delay between CAS# assertions. This 
provides additional MA[11 :0] setup time to CAS# assertion. The CWS bit is typically reset to ° for 
60 MHz operation and set to 1 for 66 MHz operation. 

3.2.19 PAM-PROGRAMMABLE ATTRIBUTE MAP REGISTERS (PAM[6:0l) 

Address Offset: 
Default Value: 
Attribute: 

59-5Fh 
PAMO=OFh, PAM[1:6]=00h 
Read/Write 

The PCMC allows programmable memory and cacheability attributes on 14 memory segments of various sizes 
in the 512 KByte-1 MByte address range. Seven Programmable Attribute Map (PAM) Registers are used to 
support these features. Three bits are used to specify cacheability and memory attributes for each memory 
segment. These attributes are: 

RE: Read Enable. When RE = 1 , the CPU read accesses to the corresponding memory segment are direct­
ed to main memory. Conversely, when RE = 0, the CPU read accesses are directed to PCI. 

WE: Write Enable. When WE = 1, the CPU write accesses to the corresponding memory segment are 
directed to main memory. Conversely, when WE=O, the CPU write accesses are directed to PCI. 

CE: Cache Enable. When CE = 1, the corresponding memory segment is cacheable. CE must not be set to 
1 when RE is reset to ° for any particular memory segment. When CE = 1 and WE = 0, the correspond­
ing memory segment is cached in the first and second level caches only on CPU coded read cycles. 

The RE and WE attributes permit a memory segment to be Read Only, Write Only, Read/Write, or disabled. 
For example, if a memory segment has RE= 1 and WE=O, the segment is Read Only. The characteristics for 
memory segments with these read/write attributes are described in Table 2. 
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Table 2. Attribute Definition 

Read/Write Definition 
Attribute 

Read Only Read cycles: CPU cycles are serviced by the DRAM in a normal manner. 

Write cycles: CPU initiated write cycles are ignored by the DRAM interface as well as the 
cache. Instead, the cycles are passed to PCI for termination. 

Areas marked as Read Only are cacheable for Code accesses only. These regions may be 
cached in the second level cache, however as noted above, writes are forwarded to PCI, 
effectively write protecting the data. 

Write Only Read cycles: All read cycles are ignored by the DRAM interface as well as the second level 
cache. CPU-initiated read cycles are passed onto PCI for termination. The write only state 
can be used while copying the contents of a ROM, accessible on PCI, to main memory for 
shadowing, as in the case of BIOS shadowing. 

Write cycles: CPU write cycles are serviced by the DRAM and cache in a normal manner. 

Read/Write This is the normal operating mode of main memory. Both read and write cycles from the CPU 
and PCI are serviced by the DRAM and cache interface. 

Disabled All read and write cycles to this area are ignored by the DRAM and cache interface. These 
cycles are forwarded to PCI for termination. 

Each PAM Register controls two regions, typically 16-KByte in size. Each of these regions have a 4-bit field. 
The four bits that control each region have the same encoding and are defined in Table 3. 

Table 3. Attribute Bit Assignment 

Bits [7,3] Bits[6,2] Bits[S,1] Bits [4,0] 
Description 

Reserved Cache Enable Write Enable Read Enable 

x x 0 0 DRAM Disabled, Accesses Directed to PCI 

x 0 0 1 Read Only, DRAM Write Protected, Non-
Cacheable 

x 1 0 1 Read Only, DRAM Write Protected, 
Cacheable for Code Accesses Only 

x 0 1 0 Write Only 

x 0 1 1 Read/Write, Non-Cacheable 

x 1 1 1 Read/Write, Cacheable 

NOTE: 
To enable PCI master access to the DRAM address space from COOOOh to FFFFFh the MEMCS# configuration registers of 
the ISA or EISA bridge must be properly configured. These registers must correspond to the PAM Registers in the PCMC. 

As an example, consider a BIOS that is implemented on the expansion bus. During the initialization process 
the BIOS can be shadowed in main memory to increase the system performance. When a BIOS is shadowed 
in main memory, it should be copied to the same address location. To shadow the BIOS, the attributes for that 
address range should be set to write only. The BIOS is shadowed by first doing a read of that address. This 
read is forwarded to the expansion bus. The CPU then does a write of the same address, which is directed to 
main memory. After the BIOS is shadowed, the attributes for that memory area are set to read only so that all 
writes are forwarded to the expansion bus. 
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Table 4. PAM Registers and Associated Memory Segments 

PAM Reg Attribute Bits Memory Segment Comments Offset 

PAMO[3:0] R CE WE RE OBOOOOh-09FFFFh S12K-640K S9h 

PAMO[7:4] R CE WE RE OFOOOOh-OFFFFFh BIOS Area S9h 

PAM1 [3:0] R CE WE RE OCOOOOh-OC3FFFh ISA Add-on BIOS SAh 

PAM1 [7:4] R CE WE RE OC4000h-OC7FFFh ISA Add-on BIOS SAh 

PAM2[3:0] R CE WE RE OCBOOOh-OCBFFFh ISA Add-on BIOS SBh 

PAM2[7:4] R CE WE RE OCCOOOh-OCFFFFh ISA Add-on BIOS SBh 

PAM3[3:0] R CE WE RE ODOOOOh-OD3FFFh ISA Add-on BIOS SCh 

PAM3[7:4] R CE WE RE OD4000h-OD7FFFh ISA Add-on BIOS SCh 

PAM4[3:0] R CE WE RE ODBOOOh-ODBFFFh ISA Add-on BIOS SOh 

PAM4[7:4] R CE WE RE ODCOOOh-ODFFFFh ISA Add-on BIOS SOh 

PAM5[3:0] R CE WE RE OEOOOOh-OE3FFFh BIOS Extension SEh 

PAMS[7:4] R CE WE RE OE4000h-OE7FFFh BIOS Extension SEh 

PAM6[3:0] R CE WE RE OEBOOOh-OEBFFFh BIOS Extension SFh 

PAM6[7:4] R CE WE RE OECOOOh-OEFFFFh BIOS Extension SFh 

DOS Application Area (OOOOOh-9FFFh) 

The 640-KByte DOS application area is split into two regions. The first region is 0-S12-KByte and the second 
region is 512-640 KByte. Read, write, and cacheability attributes are always enabled and are not programma­
ble for the 0-512 KByte region. 

Video Buffer Area (AOOOOh-BFFFFh) 

This 12B-KByte area is not controlled by attribute bits. CPU-initiated cycles in this region are always forwarded 
to PCI for termination. This area is not cacheable. 

Expansion Area (COOOOh-DFFFFh) 

This 12B-KByte area is divided into eight 16-KByte segments. Each segment can be assigned one of four 
Read/Write states: read-only, write-only, read/write, or disabled Memory that is disabled is not remapped. 
Cacheability status can also be specified for each segment. 

Extended System BIOS Area (EOOOOh-EFFFFh) 

This 64-KByte area is divided into four 16-KByte segments. Each segment can be assigned independent 
cacheability, read, and write attributes. Memory segments that are disabled are not remapped elsewhere. . 
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System BIOS Area (FOOOOh-FFFFFh) 

This area is a single 64-KByte segment. This segment can be assigned cacheability, read, and write attributes. 
When disabled, this segment is not remapped. 

Extended Memory Area (100000h-FFFFFFFFh) 

The extended memory area can be split into several parts: 

• Flash BIOS area from 4 GByte to 4 GByte-512-KByte (aliased on ISA at 16 MBytes-15.5 MBytes) 

• DRAM Memory from 1 MByte to a maximum of 192 MBytes 

• PCI Memory space from the top of DRAM to 4 GByte - 512-KByte 

• Memory Space Gap between the range of 1 MByte up to 15.5 MBytes 

• Frame Buffer Range mapped into PCI Memory Space or the Memory Space Gap. 

On power-up or reset the CPU vectors to the Flash BIOS area, mapped in the range of 4 GByte to 4 GByte -
512-KByte. This area is physically mapped on the expansion bus. Since these addresses are in the upper 
4 GByte range, the request is directed to PCI. 

The DRAM memory space can occupy extended memory from a minimum of 2 MBytes up to 192 MBytes. This 
memory is cacheable. 

The address space on PCI between the Flash BIOS (4 GByte to 4 GByte - 512 KByte) and the top of DRAM 
(including any remapped memory) may be occupied by PCI memory. This memory space is not cacheable. 

3.2.20 ORB-DRAM ROW BOUNDARY REGISTERS 

Address Offset: 

Default Value: 
Attribute: 
Size: 

60-65h (82434LX) 
6O-67h (82434NX) 
02h 
Read/Write 
8 bits 

Note the address offset for each ORB Register is DRBO=60h, DRB1 =61h, DRB2=62h, DRB3=63h, 
DRB4 = 64h, DRB5 = 65h, DRB6 = 66h, and DRB? = 6?h. 

3.2.20.1 82434LX Description 

The PCMC supports 6 rows of DRAM. Each row is 64 bits wide. The DRAM Row Boundary Registers define 
upper and lower addresses for each DRAM row. Contents of these 8-bit registers represent the boundary 
addresses in MBytes. 

DRBO = Total amount of memory in row 0 (in MBytes) 
DRB1 = Total amount of memory in row 0 + row 1 (in MBytes) 
DRB2 = Total amount of memory in row 0 + row 1 + row 2 (in MBytes) 
DRB3 = Total amount of memory in row 0 + row 1 + row 2 + row 3 (in MBytes) 
DRB4 = Total amount of memory in row 0 + row 1 + row 2 + row 3 + row 4 (in MBytes) 
DRB5 = Total amount of memory in row 0 + row 1 + row 2 + row 3 + row 4 + row 5 (in MBytes) 

The DRAM array can be configured with 256K x 36, 1 M x 36 and 4M x 36 SIMMs. Each register defines an 
address range that will cause a particular RAS# line to be asserted (e.g. if the first DRAM row is 2 MBytes in 
size then accesses within the 0 MByte-2 MBytes range will cause RASO# to be asserted). The DRAM Row 
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Boundary (ORB) Registers are programmed with an 8-bit upper address limit value. This upper address limit is 
compared to A[27:20] of the Host address bus, for each row, to determine if DRAM is being targeted. Since 
this value is 8 bits and the resolution is 1 MByte, the total bits compared span a 256 MByte space. However, 
only 192 MBytes of main memory is supported. 

Bits Description 

7:0 ROW BOUNDARY ADDRESS IN MBYTES: This 8-bit value is compared against address lines 
A[27:20] to determine the upper address limit of a particular row, Le. ORB - previous ORB = row 
size. 

Row Boundary Address in MBytes 

These 8-bit values represent the upper address limits of the six rows (Le., this row - previous row = row size). 
Unpopulated rows have a value equal to the previous row (row size = 0). The value programmed into ORBS 
reflects the maximum amount of DRAM in the system. Memory remapped at the top of DRAM, as a result of 
setting the Memory Space Gap Register, is not reflected in the ORB Registers. The top of memory is always 
determined by the value written into ORBS added to the memory space gap size (if enabled). 

As an example of a general purpose configuration where 3 physical rows are configured for either single-sided 
or double-sided SIMMs, the memory array would be configured like the one shown in Figure 8. In this configu­
ration, the PCMC drives two RAS# signals directly to the SIMM rows. If single-sided SIMMs are populated, the 
even RAS# signal is used and the odd RAS# is not connected. If double-sided SIMMs are used, both RAS# 
signals are used. 

RAS7# 

RAS6# 

RAS5# 

RAS4# 

RAS3. 

RAS2. 

RAS1. 

RASO# 

· ... IDRB7 1 } 82434NX 
SIMM-6 Back ••• DRB6 Only 

SIMM-6 Front 

· .. ·I DRB5 1 SIMM-4 Back 
•.• DRB4 

SIMM-4 Front 

·"I DRB3 1 • •• DRB2 

·"1 DRB1 I 
• •• DRBO 

CAS7. CAS5. CAS3. CASU 

CAS6. CAW CAS2. CASO. 
290479-9 

Figure 8. SIMMs and Corresponding DRB Registers 

The following 2 examples describe how the ORB Registers are programmed for cases of single-sided and 
double-sided SIMMs on a motherboard having a total of 6 SIMM sockets. 
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Exampl, #1 

The memory array is populated with six single-sided 256-KByte x 36 SIMMs. Two SIMMs are required for each 
populated row making each populated row 2 MBytes in size. Filling the array yields 6 MBytes total DRAM. The 
ORB Registers are programmed as follows: 

DRBO = 02h populated 
DRB1 = 02h empty row, not double-sided SIMMs 
DRB2 = 04h populated 
DRB3 = 04h empty row, not double-sided SIMMs 
DRB4 = 06h populated 
DRB5 = 06h empty row, not double-sided SIMMs, maximum memory = 6 MBytes. 

Example #2 

As an another example, if the first four SIMM sockets are populated with 2 MBytes x 36 double-sided SIMMs 
and the last two SIMM sockets are populated with 4 MBytes x 36 single-sided SIMMs then filling the array 
yields 64 MBytes total DRAM. The ORB Registers are programmed as follows: 

DRBO = OBh populated with B MBytes, % of the double-sided SIMMs 
DRB1 = 10h the other B MBytes of the double-sided SIMMs 
DRB2 = 1 Bh populated with B MBytes, % of the double-sided SIMMs 
DRB3 = 20h the other B MBytes of the double-sided SIMMs 
DRB4 = 40h populated with 32 MBytes 
DRB5 = 40h empty row, not double-sided SIMMs, maximum memory = 64 MBytes. 

3.2.20.2 82484NX DeecrIptIon 

The PCMC supports 8 rows of CRAM. Each ro'!ll$ 'EW ~ wide, ,The ~ Row ,~ Regiatert define 
upper and Iow$r ~ ...... for ... DRAM row. Contents of ,tMSe &bit t'$Qistern ... ~wlttt1he 
associated nibble of !he OABE Reg!ster to ~ 12 bit~ that,~the rbW,bouftdary ~ In 
MBytes. ,',',,,,, ", ,', ,', 
ORBE{3:0] J I ORBO" ' TotaLamoont of ~ in raw '0' (In M~r ' " 
PRBEI7'A] ORB1'" Total amount of ~ ki tow ~ +. row,1 (In,~ " 
DRBE[11:8 I ORB2 .. Total ~nt of memory In row 0 t row 1 +' row 2 (in ~ 
ORBE115:12] I ORBS ... Total amount of I'MmOI'Y ,10 tow 0 -+ row'1 +,' row' 2: + row a (In MByle8) , 
ORBE(19:16] , ORB4'" Total amount of memoty In" 0 + row 1 + row-2 ,+' row 3 '+ .... 4 (in MByte$) 
ORBE(23:20] ORB5'" Total amount of memory In row 0 + rOw 1 + tow 2: +'I'OW 3, + row 4 + row 5 (In 

Bytes)' " , , 
ORBE~] II DRB8 ... Total amount of memory: iA row 0 +' row 1 ,+ 'roW 2' + tow 3 + ~ 4 + row 5 + 

, row6(1nMBytes)"': < :" " , , 

DRBElS1:28] II DRB7 ... TOtal amount of memory In rOW 0 + «Nt 1 +' \'6w,2 + row ii'i' t'OW4+ row 5 + 
row'6 + row 7 (In MBytes) " " , ' ' 

The OIWA array can be ~ with 256K x 36, 1tix .,4M lf as, and 1JM'x ~ St_,~ register 
defines an address range that will cause a particular: RAS# .." 'to be ~ (e.g;. if tie tnt DRAM row Is 
2: MBytes In _!hen aceesaes within the 0 to 2: MByte$ range will ,*-,A:A$O# to be ~: The ~ 
Row Boundary (DRB) Reglstn are programmed wittran &-bit upper addrtsa lnIIt,vaIue,. ,The DRI3E.Jl .... 
extends !he programming model of this mechanlslri,19 12'_ howeve't only 10 bits' are ~ «I: this 
time. ThIs upper addrees limit Is compared to A[29:29] ~ the Host t.ddress bUs" for' HCh row, to deterrnh1e If 
DRAM is being targeted. Since this 'lalue is 10 bits and1he teeoIution f8 ,1 MBytti'the total bits ~ span 
a 1 GByte space. However, oIher resource limits In:'the PCMC, cap ~ total U8IIIbIe 'OAAM, apace at 
512 MByte& , 
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Bits Description 

7:0 . ROW BOUNDARY ADDRESS IN MIYTES: This 8-bit value is concatenated with a nibble from the 
ORSS Register and then compared against address lines A [29:20) to deterrnlnethe upper address 
limit of a particular row (i.e. DAB - previous ORB "" row size). 

Row B(aundary Address in Mayle. . 

~ 1o.bltvaluesrepreSent the upper address 6rnits of the.8 rows O.e., this row· previous row ... row s~).. 
Unpopulated rows have a Value equal to the previous row (row size ... 0). The value programmed into 
ORSE(S1:28) II ORB7 refleots the maximum amount of DRAM in the system. Memory remapped at the top of 
DRAM; as a result of setting the Memory .space Gap Registar. is not refleoted in the ORB Registers. The. top of 
memory is determined by the valUe wt1tten into DRSEi3t':281II ORB? added to. the memory speee gap size (if 
enabled). If DRBE[31 :28) II DAB? plus the memory.spaoe gap is greater than 512 MBytes then 512 MBytes of 
DRAM are available. . . . 

The following 2' examples desor~ how the ORB Regis" are programmed for oases of single-sided and 
double-sided SIMMs on 8.motherboard having a total of e SIMM sockets. ( . 

Example #1 

The memory arrey Is populated with eight single-sided 256-KByte x 36 SIMMs. Two SIMMs are required for 
each popUlated row making each populated row 2 MBytes in size. FOOng the array yie\ds 8 MBytestotal DRAM. 
The ORB Registers are programmed as follows: 

ORBE(a:O) ... Oh . DRBO ... '02h populated· .. 
DRSE[7:4] == Oh . .OAB1 "':' 02hempty r()w, not double-sided SIMMs 
DRBEf1.1:81 "" Oh· ORB2'" 94hJl!.'lpulated 
ORBE(~5:121 "'" Oh ORBS'" 04h empty row, not double-sided SIMMs 

. ORBE(19:16] ... Oh ORB4 "" Cl6h populated 
ORBE[23:20] = Oh ORBS = 06h empty row, not double-sided SIMMs 
ORBE(27:24] == Oh ORB6 "" OSh populated 
ORBE(S1 :28] ... Oh ORB7'" 081'1 empty row. not double·sIded SIMMs. max memory = $ MByte$. 

Example #2 

As an another example, if the first four SIMM sockets are populated with 2 MByte x 36 double-sided SIMMs 
and the last four SIMM $OOkets are populated with 16 MByte x 36 single-slded SIMMs"then filling the array 
yields 288 MBytes total DRAM. The DRB Registers are programmed as follows: 
. DABE[S:O] = Oh DRBO ":' Oah populated WIt\'! 8 MBytes, % of double.sided SIMMs 
ORBE[7:4] ':'" Oh· .ORB1;" 10h the other e MBytes of the double-sided SIMMs 
DRBE[11 :81 ":' 01'1 DRB2.= iSh populated withe MBytes, Y2 of double-sided SIMMs 
DRl':lE[15:12] = 00 . DABS = 200 the other 8 MBytes of the double-sided SIMMs 
ORBE(19:16] "" 01'1 ORB4'" AOh populated with 128 MBytes 
ORBE(23:20] "" Oh ORBS """ AOh empty row, not double-sided SIMMs· 
ORBE[27:24] = 11'1 DRB6 = 20h populated with 128 MBytes 
ORBE[31:28] ... 11'1 ORB7'" 20h empty row, not double-sided SIMMs. max memory = 288 MBytes. 
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DfIIB5lbteM1On~, . 
0U4 Ibten..on (fIIWl . 

'.~ 

3.2.22 ERRCMD-ERROR COMMAND REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

70h 
OOh 
Read/Write 
8 bits 

"4.3 '. • •. lit .... :' 

DffaUlt 

~f EItte",IOrJ(M¥) 

. bFlUlbten_(RiW) 

The Error Command Register controls the PCMC responses to various system errors. Bit 6 of the PCICMD 
Register is the master enable for bit 3 of this register. Bit 6 of the PCICMD Register must be set to 1 to enable 
the error reporting function defined by bit 3 of this register. Bits 6 and 8 of the PCICMD Aegi.ster are the master 
enables for bits 7, 6, 5, 4, and 1 of this register. Both bits 6 and 8 of the PCICMD Register must be set to 1 to 
enable the error reporting functions defined by bits 7, 6, 5, 4, and 1 of this register. 
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Bits Description 

7 SERR # ON RECEIVED TARGET ABORT: When this bit is set to 1 (and bit 8 of the PCICMD 
Register is 1), the PCMC asserts SERR # upon receiving a target abort. When this bit is set to 0, the 
PCMC is disabled from asserting SERR # upon receiving a target abort. 

6 SERR# ON TRANSMITTED PCI DATA PARITY ERROR: When this bit is set to 1 (and bits 6 and 8 
of the PCICMD Register are both 1), the PCMC asserts SERR # when it detects a data parity error as 
a result of a CPU-to-PCI write (PERR # detected asserted). When this bit is set to 0, the PCMC is 
disabled from asserting SERR # when data parity errors are detected via PERR #. 

5 82434LX:RESERVED 

82434NX; ~# ON RECEIVED PCI DATAj>ARl1'Y ~Wbe"thi$ Qltls set.to 1 (and bits 6 
and 8 ofthe PClCMD AegIster: are both i), the PCMC asserts SERR# w~ it detects a data parity 
error as a result of a CPU·to-Pet read (PAA incorrect with received datal. bi thiS cas.. the SERA # 
signal is asserted when parity errors are detected on Pet return data. When this bit is set to 0, the 
PCMC is disabled from asserting SERR# when data parity errors are deteCted during a CPU-to-PCI 
read. 

4 82434LX:RESERVED 

82434NX: SERR# ON PClADDRESS PARITY ERROR: When.this bit is S$tto 1 (and.blts 6 and 8 of 
the PClCMD Aegls'ter are both 1), the PCMC asserl$ SERR# when it detects an addres.l)8I1ty ei'rar 
on Pet transactions. WIlen this bit is set to O. the PCMC is dIsIibled frt»'n asserting SERRl1 when 
address parity errors are detected on Pet transactin. . ,.' 

3 82434LX:RESERVED 

82434NX: PERR (1 ON RECEIVING A DATA. PARITY ERROR: This bit iridicatM whe$9r the. 
PERR# signal· is implemented in the system. WIlen this bit is set to 1 (and bit 6 of the PCICMD 
Register is 1). the PCMC asserts PERA 11 when it detects a data parity error (PM incorrect with 
received d8,ta). c;rither from.a CPU-to-PC1 read.QI' aPCI'thaster write tOltlefT\Of'V. When this bit is set to 
o (or bit 6 of the PClCMD Regls'ter is set to 0). the PEAR" signal is not asserted by the PcMC. 

2 L2 CACHE PARITY ENABLE: This bit indicates that the second level cache implements parity. When 
this bit is set to 1, bits 0 and 1 of this register control the checking of parity errors during CPU reads 
from the second level cache. If this bit is 0, parity is not checked when the CPU reads from the 
second level cache (PCHK# ignored) and neither bit 1 nor bit 0 apply. 

1 SERR# ON DRAM/L2 CACHE DATA PARITY ERROR ENABLE: This bit enables/disables the 
SERR # signal for parity errors on reads from main memory or the second level cache. When this bit 
is set to 1 and bit 0 of this register is set to 1 (and bits 6 and 8 of the PCICMD Register are set to 1), 
SERR# is enabled upon a PCHK# assertion from the CPU when reading from main memory or the 
second level cache. The processor indicates that a parity error was received by asserting PCH K # . 
The PCMC then latches status information in the Error Status Register and asserts SERR #. When 
this bit is 0, SERR # is not asserted upon detecting a parity error. Bits[1 :0) = 10 is a reserved 
combination. 

0= Disable assertion of SERR # upon detecting a DRAM/second level cache read parity error. 
1 = Enable assertion of SERR # upon detecting a DRAM/second level cache read parity error. 

0 MCHK ON DRAM/L2 CACHE DATA PARITY ERROR ENABLE: When this bit is set to 1, PEN# is 
asserted for data returned from main memory or the second level cache. The processor indicates 
that a parity error was received by asserting the PCHK # signal. In addition, the processor invokes a 
machine check exception, if enabled via the MCE bit in CR4 in the Pentium processor. The PCMC 
then latches status information in tho Error Status register. When this bit is 0, PEN # is not asserted. 
Bits[ 1 :0) = 10 is a reserved combination. 
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3.2.23 ERRSTS-ERROR STATUS REGISTER 

Address Offset: 71h 
OOh Default Value: 

Attribute: Read/Write Clear 
a bits Size: 

The Error Status Register is an a-bit register that reports the occurrence of PCI, second level cache, and 
DRAM parity errors. This register also reports the occurrence of a CPU shutdown cycle. 

Bits Description 

7 RESERVED 

6 PCI TRANSMITTED DATA PARITY ERROR: The PCMC sets this bit to a 1 when it detects a data 
Parity error (PERR # asserted) as a result of a CPU-to-PCI write. Software resets this bit to 0 by 
writing a 1 to it. 

S 82434LX:RESERVED 

82434NX: Pel RECEIVED J:)A TA PARITY ERROR: The PCMCsets this bit to a 1 When It detects a 
data parity error (PAR ineorrect with received data) as a result ~ a CPU·tO~PCI reac:!: Softwaie resets 
this bit to 0 by writing a 1 to it . 

~. 

4 82434LX:RESERVED 

82434NX:POI ADDREss PA.RITY ERROR: The PCMC sets. ihis bitto.a 1.when it deteCts an address 
parity error (~AR inootrebtWltfl receIVed address and ClB.E# ~) on a PC! rnatWr tr~ 
SOftware resets· this bit ~ 0 bywiitirlg a 1 to it 

3 MAIN MEMORY DATA PARITY ERROR: The PCMC sets this bit to a 1 when it detects a parity error 
from the CPU PCHK # Signal resulting from a CPU-to-main memory read. Software resets this bit to 0 
by writing a 1 to it. 

2 L2 CACHE DATA PARITY ERROR: The PCMC sets this bit to a 1 when it detects a parity error from 
the CPU PCHK # signal resulting from a CPU read access that hit in the second level cache. Software 
resets this bit to 0 by writing a 1 to it. 

1 RESERVED 

0 SHUTDOWN CYCLE DETECTED: The PCMC sets this bit to a 1 when it detects a shutdown special 
cycle on the Host Bus. Under this condition the PCMC drives a shutdown special cycle on PCI and 
asserts INIT. Software resets this bit to 0 by writing a 1 to it. 
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3.2.24 SMRS-SMRAM SPACE REGISTER 

Address Offset: 72h 
Default Value: OOh 

Read/Write 
8 bits 

Attribute: 
Size: 

The PCMC supports a 64-KByte SMRAM space that can be selected to reside at the top of main memory, 
segment AOOOO-AFFFFh or segment BOOOO-BFFFFh. The SMM space defined by this register is not cache­
able. This register defines a mechanism that allows the CPU to execute code out of the SMM space at either 
AOOOOh or BOOOOh while accessing the frame buffer on PCI. The SMRAM Enable bit in the DRAM Control 
Register must be 1 to enable the features defined by this register. Register bits[5:3] apply only when segment 
AOOOO-AFFFFh or BOOOO-BFFFFh are selected. 

Bits Description 

7:6 RESERVED 

5 OPEN SMRAM SPACE (OSS): When OSS = 1, the CPU can access SMM space without being in 
SMM mode. That is, accesses to SMM space are permitted even with SMIACT# negated. This bit is 
intended to be used during POST to allow the CPU to initialize SMRAM space before the first SMI # 
interrupt is issued. 

4 CLOSE SMRAM SPACE (CSS): When CSS= 1 and SMRAM is enabled, CPU code accesses to the 
SMM memory range are directed to SMM space in main memory and data accesses are forwarded to 
PCI. This bit allows the CPU to read and write the frame buffer on PCI while executing SMM code. 
When CSS = 0 and SMRAM is enabled, all accesses to the SMRAM memory range, both code and 
data, are directed to SMRAM (main memory). 

3 LOCK SMRAM SPACE (LSS): When LSS = 1, this bit prevents the SMM space from being manually 
opened, effectively disabling bit 5 of this register. Only a power-on reset can set this bit to O. 

2:0 SMM BASE SEGMENT (SBS): This field defines the 64 KByte base segment where SMM space is 
located. The memory that is defined by this field is non-cacheable. 

Bits[2:0] SMRAM Location Bits[2:0] SMRAM Location 
000 Top of main memory 100 Reserved 
001 Reserved 101 Reserved 
010 AOOOO-AFFFFh 110 Reserved 
011 BOOOO-BFFFFh 111 Reserved 

3.2.25 MSG-MEMORY SPACE GAP REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

78-79h 
OOh 
Read/Write 
16 bits 

The Memory Space Gap Register defines the starting address and size of a gap in main memory. This register 
accommodates ISA devices that have their memory mapped into the 1 MByte-15.5 MByte range (e.g., an ISA 
LAN card or an ISA frame buffer). The Memory Space Gap Register defines a hole in main memory that 
transfers the cycles in this address space to the PCI Bus instead of main memory. This area is not cacheable. 

The memory space gap starting address must be a multiple of the memory space gap size. For example, a 
2 MByte gap must start at 2, 4, 6, 8, 10, 12, or 14 MBytes. 
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NOTE: 
Memory that is disabled by the gap created by this register is remapped to the top of memory. This 
remapped memory is accessible, except in the case where this would cause the top of main memory 
to exceed 192 MBytes (or 512 MBytes for the 824~4NX). 

Bits Description 

15 MEMORY SPACE GAP ENABLE (MSGE): MSGE enables and disables the memory space gap. 
When MSGE is set to 1, the CPU accesses to the address range defined by this register are 
forwarded to PCI bus. The size of the gap created in main memory causes a corresponding amount 
of DRAM to be remapped at the top of main memory (top specified by DRB Registers). If the Frame 
Buffer Range is programmed below 16 MBytes and within main memory space, the MSG register 
must include the Frame Buffer Range. When MSGE is reset to 0, the memory space gap is disabled. 

14:12 MEMORY SPACE GAP SIZE (MSGS): This 3 bit field defines the size of the memory space gap. If 
the Frame Buffer Range is programmed below 16 MBytes and within main memory space, this 
register must include the frame buffer range. The amount of main memory\specified by these bits is 
remapped to the top of main memory. 

Bit[14:12] Memory Gap Size 
000 1 MByte 
001 2 MBytes 
011 4 MBytes 
111 8 MBytes 

NOTE: 
All other combinations are reserved. 

11:8 RESERVED 

7:4 MEMORY SPACE GAP STARTING ADDRESS (MSGSA): These 4 bits define the starting address 
of the memory space gap in the space from 1 MByte-16 MBytes. These bits are compared against 
A[23:20]. The memory space gap starting address must be a multiple of the memory space gap 
size. For example, a 2 MBytes gap must start at 2, 4, 6, 8, 10, 12, or 14 MBytes. 

3:0 RESERVED 

3.2.26 FBR-FRAME BUFFER RANGE REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

7C-7Fh 
OOOOh 
Read/Write 
32 bits 

This 32-bit register enables and disables a frame buffer area and provides attribute settings for the frame 
buffer area. The attributes defined in this register are intended to increase the performance of the frame buffer. 
The FBR Register can be used to accommodate PCI devices that have their memory mapped onto PCI from 
the top of main memory to 4 GByte-512-KByte range (e.g., a linear frame buffer). If the Frame Buffer Range is 
located within the 1 MByte-16 MBytes main memory region where DRAM is populated, the Memory Space 
Gap Register must be programmed to include the Frame Buffer Range. 
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Bits Description 

31:20 BUFFER OFFSET (BO): BO defines the starting address of the frame buffer address space in 
increments of 1 MByte. This 12-bit field is compared directly against A[31 :20]. The frame buffer 
range can either be located at the top of memory, including remapped memory or within the memory 
space gap (Le., frame buffer range programmed below 16 MBytes and within main memory space. 
When bits [31 :20] = OOOOh and bit 12 = 0, all features defined by this register are disabled. 

19:14 RESERVED 

13 BYTE MERGING (BM): Byte merging permits CPU-to-PCI byte writes to the LBX posted write buffer 
to be combined into a single transfer on the PCI Bus, when appropriate. When BM is set to 1, byte 
merging on CPU-to-PCI posted write cycles is enabled. When BM is reset to 0, byte merging is 
disabled. 

12 128K VGA RANGE ATTRIBUTE ENABLE (VRAE): When VRAE= 1, the attributes defined in this 
register (bits [13, 10:7]) also apply to the VGA memory range of AOOOOh-BFFFFh regardless of the 
value programmed in the Buffer Offset field. When VRAE = 0, the attributes do not apply to the VGA 
memory range. Note that this bit only affects the mentioned attributes of the VGA memory range 
and does not enable or disable accesses to the VGA memory range. 

11 :10 RESERVED 

9 NO LOCK REQUESTS (NLR): When NLR is set to 1, the PCMC never requests exclusive access to 
a PCI resource via the PCI LOCK# signal in the range defined by this register. When NLR is reset to 
0, exclusive access via the PCI LOCK# signal in the range defined by this register is enabled. 

8 RESERVED 

7 TRANSPARENT BUFFER WRITES (TBW): When set to a 1, this bit indicates that writes to the 
Frame Buffer Range need not be flushed for deadlock or coherence reasons on synchronization 
events (Le., PCI master reads, and the FLSHBUF#/MEMREQ# protocol). 

When reset to 0, this bit indicates that upon synchronization events, flushing is required for Frame 
Buffer writes posted in the CPU-to-PCI Write Buffer in the LBX 

6:4 RESERVED 

3:0 BUFFER RANGE (BR): These bits define the size of the frame buffer address space, allowing up to 
16 MBytes of frame buffer. If the Frame Buffer Range is within the memory space gap, the buffer 
range is limited to 8 MBytes and must be included within the memory space gap. The bits listed 
below in the Reserved Buffer Offset (BO) Bits column are ignored by the PCMC for the 
corresponding buffer sizes. 

Bits[3:0] Buffer Size Reserved Buffer Offset (BO) Bits 
0000 1 MByte None 
0001 2 MBytes [20] 
0011 4 MBytes [21 :20] 
0111 8 MBytes [22:20] 
1111 16 MBytes [23:20] 

NOTE: 
(all other combinations are reserved) 
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4.0 PCMC ADDRESS MAP 

ThE"' Pentium processor has two distinct physical ad­
dress spaces: Memory and lID. The memory ad­
dress space is 4 GBytes and the 110 address space 
is 64 KBytes. The PCMC maps accesses to these 
address spaces as described in this section. 

4.1 CPU Memory Address Map 

Figure 9 shows the address map for the 4 GByte 
Host CPU memory address space. Depending on 
the address range and whether a memory gap is 
enabled via the MSG Register, the POMC forwards 
CPU memory accesses to either main memory or 
PCI memory. Accesses forwarded to main memory 
invoke operations on the DRAM interface and ac­
cesses forwarded to PCI memory invoke operations 
on PCI. Mapping to the PCI Bus permits PCI or 
EISAIISA Bus-based memory. 

The main memory size ranges from 2 MBytes-
192 MBytes for the 82434LX and 2 MBytes-
512 MBytes for the 82434NX. Memory accesses 
above 192 MBytes (512 MBytes for the 82434NX) 
are always forwarded to PCI. In addition, a memory 
gap can be created in the 1 MByte-16 MBytes 

4 GB 

192 MB (82434LX) 
512 MBytea (82434NX) 

f--

region that provides a window to PCI-based memo­
ry. The location and size of the gap is programma­
ble. Accesses to addresses in the gap are ignored 
by the DRAM controller and forwarded to PCI. Note 
that CPU memory accesses that are forwarded to 
PCI (including the Memory Space Gap) are not 
cacheable. Only main memory controlled by the 
PCMC DRAM interface is cacheable. 

4.2 System Management RAM­
SMRAM 

The PCMC supports the use of main memory as 
System Management RAM (SMRAM) enabling the 
use of System Management Mode. This function is 
enabled and disabled via the DRAM Control Regis­
ter. When this function is disabled, the PCMC mem­
ory map is defined by the ORB and PAM Registers. 
When SMRAM is enabled, the PCMC reserves the 
top 64-KBytes of main memory for use as SMRAM. 

SMRAM can also be placed at AOOOO-AFFFFh or 
BOOOO-BFFFFh via the SMRAM Space Register. 
Enhanced SMRAM features can also be enabled via 
this register. PCI masters can not access SMRAM 
when it is programmed to the A or B segments. 

PCI Memory 

Main Memory --

Main Memory 
Upper Limit 

16 MByte 

Memory Space Gap End 
Memory Space Gap 

Memory Space Gap Base 
(8 Mbyte Max) 

Main Memory 

1024 KB 
Main Memory 

or PCI Memory 

512 KB 
(PC Compatibility Range) 

Main Memory 

o 
(PC Compatibility Range) 

290479-11 

Figure 9. CPU Memory Address Map-Full Range 
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However, PCI masters can access SMRAM when 
the top of memory is selected. 

butes in the PAM Registers. The attributes are Read 
Enable (RE), Write Enable (WE) and Cache Enable 
(CE). The attributes determine readability, writeabili­
ty and cacheability of the corresponding memory re­
gion. When the associated bit in the PAM Register is 
set to a 1, the attribute is enabled and when set to a 
o the attribute is disabled. The following rules apply 
for cacheability in the first level and second level 
caches: 

4.3 PC Compatibility Range 

1. If RE= 1, WE= 1, and CE= 1, the region is 
cacheable in the first level and second level 
caches. 

The PC Compatibility Range is the first MByte of the 
Memory Map. The 512 KByte-1 MByte range is sub­
divided into several regions as shown in Figure 10. 
Each region is provided with programmable attri-

2. If RE= 1, WE=O, and CE= 1, the region is 
cacheable only on code reads (i.e., D/C# = 0). 
Data reads do not result in a line fill. Writes to the 
region are not serviced by the secondary cache, 
but are forwarded to PCI. 

1024 KB OFFFFFh 

OFOOOOh 
960 KB OEFFFFh 

OEOOOOh 
896 KB ODFFFFh 

OC8000h 
800 KB OC7FFFh 

OCOOOOh 
768 KB OBFFFFh 

OAOOOOh 
640 KB 09FFFFh 

080000h 
512 KB 07FFFFh 

0 

Planar BIOS Memory 
(64 KBytes) 

BIOS Extension Memory 
Setup and POST Memory 

PCI Development BIOS Memory 
(64 KBytes) 

ISA Card BIOS & Buffer Memory 
96 KBytes 

Video BIOS Memory 
(32 KBytes) 

PCIfISA Video Buffer Memory 
(128 KBytes) 

Host/PCI/EISA Memory 
(128 KBytes) 

Host Memory 
(512 KBytes) 

Programmable 
Attributes: RE, WE, CE 

Programmable 
Attributes: RE, WE, CE 

Programmable 
Attributes: RE, WE, CE 

Programmable 
Attributes: RE, WE, CE 

ReadlWrlte Accesses 
forwarded to PCI Bus 

Programmable 
Attributes: RE, WE, CE 

Fixed Attributes: 
RE, WE, CE 

Figure 10. CPU Memory Address Map-PC Compatibility Range 

290479-12 
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The RE and WE bits for each region are used to 
shadow BIOS ROM in main memory for improved 
system performance. To shadow a BIOS area, RE is 
reset to 0 and WE is set to 1. RE is set to 1 and WE 
is reset to O. Any writes to the BIOS area are for­
warded to PCI. 

4.4 I/O Address Map 

1/0 devices (other than the PCMC) are not support­
ed on the Host Bus. The PCMC generates PCI Bus 
cycles for all CPU 1/0 accesses, except to the 
PCMC internal registers. Figure 11 shows the map­
ping,10r the CPU 110 address space. For the 
82434LX, three PCMC registers are located in the 
CPU 1/0 address space-the Configuration Space 
Enable (CSE) Register, the Turbo-Reset Control 
(TRC) Register, and the Forward (FORW) Register. 
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Figure 11. CPU 1/0 Address Map 
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For the 82434NX. siX PCMC regia,ter& are!ocated in 
the CPU 110 addrestl ~he ConfIguration 
Space I;nabIe (caE) Register. the ConfIguration Ad­
drestl RegIster (CONFADD). the TUfbo.Reset Con­
trol (TRC) R~. the Forward (FORW) Register. 
the PCI Mechanism Control (PMC) RegIster, and the 
Configuration Data (CONFDATA) Register. 

Except for the 1/0 locations of the above mentioned 
registers, all other CPU 1/0 accesses are mapped to 
either PCI 1/0 space or PCI configuration space. If 
the access is to PCI 1/0 space, the PCI address is 
the same as the CPU address. If the access is to PCI 
configuration space, the CPU address is mapped to 
a configuration space address as described in Sec­
tion 3.0, Register Description. 

If configuration space is enabled via the CSE Regis­
ter (access mechanism # 2), the PCMC maps ac­
cesses in the address range of C100h to CFFFh to 
PCI configuration space. Accesses to the PCMC 
configuration register range (COOOh to COFFh) are 
intercepted by the PCMC and not forwarded to PCI. 
If the configuration space is disabled in the CSE 
Register, CPU accesses to the configuration ad­
dress range (COOOh to CFFFh) are forwarded to PCI 
1/0 space. 

5.0 SECOND LEVEL CACHE 
INTERFACE 

This section describes the second level cache inter­
face for the 82434LX Cache (Section 5.1) and the 
82434NX Cache (Section 5.2). The differences are 
in the following areas: 

1. The 82434LX supports both write-through and 
write-back cache policies. The 82434NX only 
supports the write-back policy. 

2. The 82434LX timings are for 60 and 66 MHz and 
the 82434NX timings are for 50, 60, and 66 MHz. 
Note that the cycle latencies for 60 and 66 MHz 
are the same for both devices. 

3. When burst SRAMs are used to implement the 
secondary cache, address latches are not need­
ed for the 82434NX type SRAM connectivity. 
However, a control bit has been added to the 
82434NX that permits address latches for 
82434LX type SRAM connectivity. 

4. A low-power second level cache standby mode 
has been added to the 82434NX. 

5. There are new or changed cache control bits as 
indicated by the shading in Section 3.0, Register 
Description. For example, the 82434NX supports 
zero wait-state cache at 50 MHz via the zero 
wait-state control bit. 

82434LX/82434NX 

NOTE: 

• Second level cache sizes and organization 
are the same for the 82434LX and 
82434NX. 

• The general operation of the second level 
cache write-back policy is the same for the 
82434LX and 82434NX. For example, the 
Valid and Modified bits operate the same 
for both devices. In addition, snoop opera­
tions are the same for both devices, as 
well as the handling of flush, flush ac­
knowledge, and write-back special cycles. 

5.1 82434LX Cache 

The 82434LX PCMC integrates a high performance 
write-back/write-through second level cache con­
troller providing integrated tags and a full first level 
and second level cache coherency mechanism. The 
second level cache controller can be configured to 
support either a 256-KByte cache or a 512 KByte 
cache using either synchronous burst SRAMs or 
standard asynchronous SRAMs. The cache is direct 
mapped and can be configured to support either a 
write-back or write-through write policy. Parity on the 
second level cache data SRAMs is optional. 

The 82434LX contains 4096 address tags. Each tag 
represents a sector in the second level cache. If the 
second level cache is 256-KByte, each tag repre­
sents two cache lines. If the second level cache is 
512-KByte, each tag represents four cache lines. 
Thus, in the 256-KByte configuration each sector 
contains two lines. In the 512-KByte configuration, 
each sector contains four lines. Valid and modified 
status bits are kept on a per line basis. Thus, in the 
case of a 256-KByte cache each tag has two valid 
bits and two modified bits associated with it. In the 
case of a 512-KByte cache each tag has four valid 
and four modified bits associated with it. Upon a 
CPU read cache miss, the PCMC inspects the valid 
and modified bits within the addressed sector and 
writes back to main memory only the lines marked 
both valid and modified. All of the lines in the sector 
are then invalidated. The line fill will then occur and 
the valid bit associated with the allocated line will be 
set. Only the requested line will be fetched from 
main memory and written into the cache. If no write­
back is required, all of the lines in the sector are 
marked invalid. The line fill then occurs and the valid 
bit associated with the allocated line will be set. 
Lines are not allocated on write misses. When a 
CPU write hits a line in the second level cache, the 
modified bit for the line is set. 
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The second level cache is optional to allow the 
82434LX PCMC to be used in a low cost configura­
tion. A 256-KByte cache is implemented with a sin­
gle bank of eight 32K x 9 SRAMs if parity is support­
ed or 32K x 8 SRAMs if parity is not supported on 
the cache. A 512-KByte cache is implemented with 
four 64K x 18 SRAMs if parity is supported or 64K x 
16 SRAMs if parity is not supported on the cache. 

A[17:6] --. 
Index 

Tag 4K-1 

Tag 4K - 2 

Tag 0 

i 
A[27:18] 

Tag 

Two 74AS373 latches complete the cache. Only 
main memory controlled by the PCMC DRAM inter­
face is cached. Memo~ on PCI is not cached. 

Figure 12 and Figure 13 depict the organization of 
the internal tags in the PCMC configured for a 
256 KByte cache and a 512-KByte cache. 

t r t r Valid Valid 

Modified Modified 
~~ 

LlneO Llne1 
290479-14 

Figure 12. PCMC Internal Tags with 256-KByte Cache 
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Index 

Tag 4K-1 

Tag 4K - 2 

Tag 0 

82434LX/82434NX 

r----- A[6:5) 

~ .- Line --. l 
00 01 10 11 

t 
A[27:19) 

Tag 

V!ld r V!ld r V!..d r V!..d r 
Modified Modified Modified Modified 

'----v---" ~ ~ '----v---" 
LineD Llne1 Llne2 Llne3 

290479-15 

Figure 13_ PCMC Internal Tags with 512-KByte Cache 

In the 256-KByte cache configuration A[17:6] form 
the tag RAM index. The ten tag bits read from the 
tag RAM are compared against A[27:18] from the 
host address bus. Two valid bits and two modified 
bits are kept per tag in this configuration. Host ad­
dress bit 5 is used to select between lines ° and 1 
within a sector. In the 512-KByte cache configura­
tion A[18:7] form the tag RAM index. The nine bits 
read from the tag RAM are compared against 
A[27:19] from the host bus. Four valid bits and four 
modified bits are kept per tag. Host address bits 5 
and 6 are used to select between lines 0, 1, 2 and 3 
within a sector. 

The Secondary Cache Controller Register at offset 
52h in configuration space controls the secondary 
cache size, write and allocation policies, and SRAM 
type. The cache can also be enabled and disabled 
via this register. 

Figure 14 through Figure 18 show the connections 
between the PCMC and the external cache data 
SRAMs and latches. 
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Figure 14. 82434lX Connections to 256-KByte Cache with Standard SRAM 
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Figure 15. 82434LX Connections to 512-KByte Cache with Standard SRAM 
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Figure 16. 82434LX Connections to 512-KByte Cache with Dual-Byte Select Standard SRAMs 
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Figure 17. 82434LX Connections to 256-KByte Cache with Burst SRAM 
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Figure 18. 82434LX Connections for 512-KByte Cache with Burst SRAM 
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When CALE is asserted, HA[18:7] flow through the 
address latch. When CALE is negated the address is 
captured in the latch allowing the processor to pipe­
line the next bus cycle onto the address bus. Two 
copies of CA[6:3l, COE#, CADS# and CADV# are 
provided to reduce capacitive Ipading. Both copies 
should be used when the second level cache is im­
plemented with eight 32K x 8 or 32K x 9 SRAMs. 
Either both copies or only one copy can be used 
with 64K x 18 or 64K x 16 SRAMs as determined by 
the system board layout and timing analysis. The 
two copies are always driven to the same logic level. 
CAA[4:3] and CAB[4:3] are used to count through 
the Pentium processor burst order when standard 
SRAMs are used to implement the cache. 

With burst SRAMs, the address counting is provided 
inside the SRAMs. In this case, CAA[4:3] and 
CAB[4:3] are only used at the beginning of a cycle 
to load the initial low order address bits into the 
burst SRAMs. During CPU accesses, host address 
lines 6 and 5 are propagated to the CAA[6:5] and 
CAB[6:5] lines and are internally latched. When a 
CPU read cycle forces a line replacement in the sec­
ond level cache, all modified lines within the ad­
dressed sector are written back to main memory. 
The PCMC uses CAA[6:5] and CAB[6:5] to select 
among the lines within the sector. The Cache Output 
Enables (COE [1 :0] #) are asserted to enable the 
SRAMs to drive data onto the host data bus. The 
Cache Write Enables (CWE[7:0] #) allow byte con­
trol during CPU writes to the second level cache. 

An asynchronous SRAM 512-KByte cache can be 
implemented with two different types of SRAM byte 
control. Figure 15 depicts the PCMC connections to 
a 512 KByte cache using 64K x 18 SRAMs or 64K x 
16 SRAMs with two write enables per SRAM. Each 
SRAM has a high and low write enable. Figure 16 

82434LX/82434NX 

depicts the PCMC connections to a 512-KByte 
cache using 64K x 18 SRAMs or 64K x 16 SRAMs 
with two byte select lines per SRAM. Each SRAM 
has a high and low byte select. 

The type of cache byte control (write enable or byte 
select) is programmed in the Cache Byte Control bit 
in the Secondary Cache Control Register at configu­
ration space offset 52h. When this bit is set to 0, 
byte select control is used. In this mode, the 
CBS[7:0] # lines are multiplexed onto pins 90, 91, 
and 95-100 and CR/W[1:0] # pins are multiplexed 
onto pins 93 and 94. When this bit is set to 1, byte 
write enable control is used. In this mode, the 
CWE[7:0] # lines are multiplexed onto pins 90, 91, 
and 95-100. CADS[1:0]# and CADV[1:0]# are only 
used with burst SRAMs. The Cache Address 
Strobes (CADS [1 :0] #) are asserted to cause the 
burst SRAMs to latch the cache address at the be­
ginning of a second level cache access. 
CADS[1 :0] # can be connected to either ADSP # or 
ADSC# on the SRAMs. The Cache Advance signals 
(CADV[1 :0] #) are asserted to cause the burst 
SRAMs to advance to the next address of the burst 
sequence. 

5.1.1 CLOCK LATENCIES (82434LX) 

Table 5 and Table 6 list the latencies for various 
CPU transfers to or from the second level cache for 
standard SRAMs and burst SRAMs. Standard 
SRAM access times of 12 ns and 15 ns are recom­
mended for 66 MHz and 60 MHz operation, respec­
tively. Burst SRAM clock access times of 8 ns and 
9 ns are recommended for 66 MHz and 60 MHz op­
eration, respectively. Precise SRAM timing require­
ments should be determined by system board elec­
trical simulation with SRAM 1/0 buffer models. 

Table 5. Second Level Cache Latencies with Standard SRAM (82434LX) 

Cycle Type HCLK Count 

Burst Read 3-2-2-2 

Burst Write 4-2-2-2 

Single Read 3 

Single Write 4 

Pipelined Back to Back Burst Reads 3-2-2-2/3-2-2-2 

Burst Read followed by Pipelined Write 3-2-2-2/4 
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Table 6. Second Level Cache latencies with Burst SRAM (82434LX) 

Cycle Type 

Burst Read 

Burst Write 

Single Read 

Single Write 

Pipelined Back to Back Burst Reads 

Read Followed by Pipelined Write 

5.1.2 STANDARD SRAM CACHE CYCLES 
(82434LX) 

The following sections describe the activity of the 
second level cache interface when standard asyn­
chronous SRAMs are used to implement the cache. 

5.1.2.1 Burst Read (82434LX) 

Figure 19 depicts a burst read from the second level 
cache with standard SRAMs. The CPU initiates the 
read cycle by driving address and status onto the 
bus and asserting ADS#. Initially, the CA(6:3] are a 
propagation delay from the host address lines 
A(6:3]. Upon sampling W/R# active and M/IO# in­
active, while ADS# is asserted, the PCMC asserts 
COE # to begin a read cycle from the SRAMs. CALE 
is negated, latching the address lines on the SRAM 
address inputs, allowing the CPU to pipeline a new 
address onto the bus. CA(4:3] cycle through the 
Pentium processor burst order, completing the cy­
cle. PEN # is asserted with the first BRDY # and 
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HCLKCount 

3-1-1-1 

3-1-1-1 

3 

3 

3-1-1-1/1-1-1-1 

3-1-1-1/2 

negated with the last BRDY # if parity is implement­
ed on the second level cache data SRAMs and the 
MCHK DRAM/Second Level Cache Data Parity bit 
in the Error Command Register (offset 70h) is set. 

Figure 20 depicts a burst read from the second level 
cache with standard 16- or 18-bit wide dual-byte se­
lect SRAMs. A single read cycle from the second 
level cache is very similar to the first transfer of a 
burst read cycle. CALE is not negated throughout 
the cycle. COE # is asserted as shown above, but is 
negated with BRDY # . 

When the Secondary Cache Allocation (SCA) bit in 
the Secondary Cache Control Register is set to 1, 
the PCMC performs a line fill in the secondary 
cache, even if the CACHE # Signal from the CPU is 
inactive. In this case, AHOLD is asserted to prevent 
ttle CPU from beginning a new cycle while the sec­
ond level cache line fill is completing. 

Back-ta-back pipelined burst reads from the second 
level cache are shown in the Figure 21. 



82434LX/82434NX 

I 

7 

____ +-~~ __ -+ ____ ~ __ ~ __ ~ __ ~----+_--~c:: 

____ ~-J~~--~-J~~--~-AX--~--_r~X--r_--_+~c:: 

~~----~--~----~--~----~--~----~,---
290479-21 

Figure 19. CPU Burst Read from Second Level Cache with Standard SRAM (82434LX) 
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Figure 20. Burst Read from Second Level Cache with Dual-Byte Select SRAMs (82434LX) 
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Figure 21. Plpelined Back-to-Back Burst Reads from 
Second Level Cache with Standard SRAM (82434LX) 

Due to assertion of NA # , the CPU drives a new ad­
dress onto the bus before the first cycle is complete. 
In this case, the second cycle is a hit in the second 
level cache. Immediately upon completion of the first 
read cycle, the PCMC begins the second cycle. 
When the first cycle completes, the PCMC drives the 
new address to the SRAMs on CA[6:3] and asserts 
CALE. The second cycle is very similar to the first, 
completing at a rate of 3-2-2-2. The cache address 
lines must be held at the SRAM address inputs until 
the first cycle completes. Only after the last BRDY # 
is returned, can CALE be asserted and CA[6:3] be 
changed. Thus, the pipelined cycle completes at the 
same rate as a non-pipelined cycle. 

5.1.2.2 Burst Write (82434LX) 

A burst write cycle is used to write back a cache line 
from the first level cache to either the second level 
cache or DRAM. Figure 22 depicts a burst write cy­
cle to the second level cache with standard SRAMs. 
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The CPU initiates the write cycle by driving address 
and status onto the bus and asserting ADS#. Initial­
ly, the CA[6:3] propagate from the host address 
lines A[6:3]. CALE is negated, latching the address 
lines on the SRAM address inputs, allowing the CPU 
to pipeline a new address' onto the bus. Burst write 
cycles from the Pentium processor always begin 
with the low order Oword and advances to the high 
order Oword. CWE[7:0] # are generated from an in­
ternally delayed version of HCLK, providing address 
setup time to CWE[7:0] # falling and data setup time 
to CWE[7:0] # rising edges. HIG[4:0] are driven to 
PCMWO (Post CPU to Memory Write Buffer Oword) 
only when the PCMC is programmed for a write­
through write policy. When programmed for write­
back mode, the modified bit associated with the line 
is set within the PCMC. The single write cycle is very 
similar to the first write of a burst write cycle. A burst 
read cycle followed by a pipe lined write cycle with 
standard SRAMs is depicted in Figure 24. 
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Figure 22. Burst Write to Second Level Cache with Standard SRAM (82434LX) 
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Figure 23. Burst Write to Second Level Cache with Dual-Byte Select Standard SRAMs (82434LX) 
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Figure 24. Burst Read Followed by Pipe lined Write with Standard SRAM (82434LX) 

5.1.2.3 Cache Line Fill (82434LX) 

If the CPU issues a memory read cycle to cacheable 
memory that is not in the second level cache, a first 
and second level cache line fill occurs. Figure 25 
depicts a CPU read cycle that results in a line fill into 
the first and second level caches. 
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Figure 27 depicts the host bus activity during a CPU 
read cycle that forces a write-back from the second 
level cache to the CPU-to-memory posted write buff­
er as the DRAM read cycle begins. 
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Figure 25. Cache Line Fill with Standard SRAM, DRAM Page Hit (82434LX) 
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Figure 26. Cache Line Fill with Dual-Byte Select Standard SRAM, DRAM Page Hit (82434LX) 
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Figure 27. CPU Cache Read Miss, Write-Back, Line Fill with Standard SRAM (82434LX) 

The CPU issues a memory read cycle that misses in 
the second level cache. In this instance, a modified 
line in the second level cache must be written back 
to main memory before the new line can be filled 
into the cache. The PCMC inspects the valid and 
modified bits for each of the lines within the ad­
dressed sector and writes back only the valid lines 
within the sector that are in the modified state. Dur­
ing the write-back cycle, CA[4:3] begin with the ini­
tial value driven by the Pentium processor and pro­
ceed in the Pentium processor burst order. CA[6:5] 
are used to count through the lines within the ad­
dressed sector. When two or more lines must be 
written back to main memory, CA[6:5] count in the 
direction from line 0 to line 3. CA[6:5] advance to 
the next line to be written back to main memory, 

skipping lines that are not modified. Figure 23 de­
picts the case of just one of the lines in a sector 
being written back to main memory. In this case, the 
entire line can be posted in the CPU-to-Main memo­
ry posted write buffer by driving the HIG[4:0] lines to 
the PCMWQ command as each Qword is read from 
the cache. At the same time, the required DRAM 
read cycle is beginning. As soon as the de-allocated 
line is written into the posted write buffer, the 
HIG[4:0] lines are driven to CMR (CPU Memory 
Read) to allow data to propagate from the DRAM 
data lines to the CPU data lines. The CWE[7:0] # 
lines are not generated from a delayed version of 
HCLK (as they are in the case of CPU to second 
level cache burst write), but from ordinary HCLK ris­
ing edges. CMR is driven on the HIG[4:0] lines 
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throughout the DRAM read portion of the cycle. With 
the fourth assertion of BRDY # the HIG[4:0] lines 
change to NOPC. The LBXs however, do not tri­
state the host data lines until MDLE rises. 
CWE[7:0] # and MDLE track such that MDLE will 
not rise before CWE[7:0] #. Thus, the LBXs contin­
ue to drive the host data lines until CWE[7:0] # are 
negated. CA[6:3] remain at the valid values until the 
clock after the last BRDY #, Providing address hold 
time to CWE[7:0] # rising. 

PEN# is asserted as shown if the MCHK DRAM/L2 
Cache Data Parity Error bit in the Error Command 
Register (offset 70h) is set. If the second level cache 
supports parity, PEN # is always asserted during 
CPU read cycles in the third clock in case the cycle 
hits in the cache. 

If more than one line must be written back to main 
memory, the PCMC fills the CPU-to-Main Memory 
Posted Write Buffer and loads another Qword into 
the buffer as each Qword write completes into main 
memory. The writes into DRAM proceed as page hit 
write cycles from one line to the next, completing at 
a rate of X-4-4-4-5-4-4-4-5-4-4-4 for a three line 
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! 

write-back. All modified lines except for the last one 
to be written back are posted and written to memory 
before the DRAM read cycle begins. The last line to 
be written back is posted as the DRAM read cycle 
begins. Thus, the read data is returned to the CPU 
before the last line is retired to memory. 

The line which was written into the second level 
cache is marked valid and unmodified by the PCMC. 
All the other lines in the sector are marked invalid. A 
subsequent CPU read cycle which hits in the same 
sector (but a different line) in the second level cache 
would then simply result in a line fill without any 
write-back. 

5.1.3 BURST SRAM CACHE CYCLES (82434LX) 

The following sections show the activity of the sec­
ond level cache interface when burst SRAMs are 
used for the second level cache. 

5.1.3.1 Burst Read (82434LX) 

Figure 28 depicts a burst read from the second level 
cache with burst SRAMs. 
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Figure 28. CPU Burst Read from Second Level Cache with Burst SRAM (82434LX) 
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The cycle begins with the CPU driving address and 
status onto Host Bus and asserting ADS#. The 
PCMC asserts CADS # and COE # in the second 
clock. After the address is latched by the burst 
SRAMs and the PCMC determines that no write­
back cycles are required from the second level 
cache, CALE is negated. Back-to-back burst reads 
from the second level cache are shown in Figure 29. 

When the Secondary Cache Allocation (SCA) bit in 
the Secondary Cache Control Register is set to 1, 
the PCMC performs a line fill in the secondary 

HCLK 

82434LX/82434NX 

cache, even if the CACHE # Signal from the CPU is 
negated. In this case, AHOLD is asserted to prevent 
the CPU from beginning a new cycle while the sec­
ond level cache line fill is completing. 

Back-to-back burst reads which hit in the second 
level cache complete at a rate of 3-1-1-1/1-1-1-1 
with burst SRAMs. As the last BRDY # is being re­
turned to the CPU, the PCMC asserts CADS# caus­
ing the SRAMs to latch the new address. This allows 
the data for the second cycle to be transferred to the 
CPU on the clack after the first cycle completes. 
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Figure 29. Plpelined Back-to-Back Burst Reads from Second Level Cache (82434LX) 
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5.1.3.2 Burst Write (82434LX) 

A burst write cycle is used to write back a line from 
the first level cache to either the second level cache 
or DRAM. A burst write cycle from the first level 
cache to the second level cache is shown in Fig­
ure 30. 

The Pentium processor always writes back lines 
starting with the low order Qword advancing to the 
high order Qword. CADS# is asserted in the second 
clock. CWE[7:0] # and BRDY# are asserted in the 
third clock. CADV # assertion is delayed by one 

HCLK 

ADSI 

clock relative to the burst read cycle. HIG[4:0] ate 
driven to PCMWQ (Post CPU-to-Memory Write Buff­
er Qword) only when the PCMC is programmed for a 
write-through write policy. When programmed for 
write-back mode, the modified bit associated with 
the line is set within the PCMC. The single write is 
very similar to the first write in a burst write. CADS# 
is asserted in the second clock. BRDY # and 
CWE[7:0] # are asserted in the third clock. A burst 
read cycle followed by a pipelined single write cycle 
is depicted in Figure 31. 
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Figure 30. Burst Write to Second Level Cache with Burst SRAM (82434LX) 
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Figure 31. Burst Read Followed by Plpelined Single Write Cycle with Burst SRAM (82434LX) 
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5.1.3.3 Cache Line Fill (82434LX) Figure 33 depicts a CPU read cycle which forces a 
write-back in the second level cache. 

If the CPU issues a memory read cycle to cacheable 
memory which does not hit in the second level 
cache, a cache line fill occurs. Figure 32 depicts a 
first and second level cache line fill with burst 
SRAMs. 
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Figure 32. Cache Line Fill with Burst SRAM, DRAM Page Hit, 7-4-4-4 Timing (82434LX) 
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Figure 33. CPU Cache Read Miss, Write-Back, Line Fill with Burst SRAM (82434LX) 

The CPU issues a memory read cycle which misses 
in the second level cache, In this instance, a modi­
fied line in the second level cache must be written 
back to main memory before the new line can be 
filled into the cache, The PCMC inspects the valid 
and modified bits for each of the lines within the 
addressed sector and writes back only the valid 

lines within the sector that are marked modified, 
CA[6:5] are used to count through the lines within 
the addressed sector, When two or more lines must 
be written back to main memory, CA[6:5] count in 
the direction from line 0 to line 3 after each line is 
written back, Figure 29 depicts the case of just one 
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of the lines in a sector being written back to main 
memory. In this case, the entire line can be posted in 
the CPU-to-Memory Posted Write Buffer by driving 
the HIG[4:0] lines to PCMWQ as each Qword is 
read from the cache. At the same time, the required 
DRAM read cycle is beginning. After the de-allocat­
ed line is written into the posted write buffer, the 
HIG[4:0] lines are driven to CMR (CPU Memory 
Read) to allow data to propagate from the DRAM 
data lines to the CPU data lines. Figure 29 assumes 
that the read from DRAM is a page hit and thus the 
first Qword is already read from the DRAMs when 
the transfer from cache to the CPU to Memory post­
ing buffer is complete. The rest of the DRAM cycle 
completes at a -4-4-4 rate. CADV # is asserted with 
the last three BRDY # assertions. CMR is driven on 
the HIG[4:0] lines throughout the DRAM read por­
tion of the cycle. Upon the fourth assertion of 
BRDY# the HIG[4:0] lines change to NOPC. 

PEN# is asserted as shown if the MCHK DRAM/L2 
Cache Data Parity Error bit in the Error Command 
Register (offset 70h) is set. If the second level ca~he 
supports parity, PEN # is always asserted d~n~g 
CPU read cycles in clock 3 in case the cycle hits In 
the cache. 

If more than one line must be written back to main 
memory, the PCMC fills the CPU-to-Main Me~ory 
Posted Write Buffer and loads another Qword Into 
the buffer as each Qword write completes into main 
memory. The writes into DRAM proceed as page hit 
write cycles from one line to the next, completing. at 
a rate of X-4-4-4-5-4-4-4-5-4-4-4 for a three line 
write-back when programmed for X-4-4-4 DRAM 
write timing or X-3-3-3-4-3-3-3-4-3-3-3 when pro­
grammed for X-3-3-3 DRAM write timing. All modi­
fied lines except for the last one to be written back 
to memory are posted and retired to memory before 
the DRAM read cycle begins. The last line to be writ­
ten back is posted as the DRAM read cycle begins. 
Thus, the read data is returned to the CPU before 
the last line is retired to memory. 
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The line which was written into the second level 
cache is marked valid and unmodified by the PCMC. 
All the other lines in the block are marked invalid. A 
subsequent CPU read cycle which hits the same 
sector (but a different line) in the second level cache 
results in a line fill without any write-back. 

5.1.4 SNOOP CYCLES 

Snoop cycles are the same for the 82434LX ~nd 
82434NX. The inquire cycle is used to probe the first 
level and second level caches when a PCI master 
attempts to access main memory. This is done to 
maintain coherency between the first and second 
level caches and main memory. When a PCI master 
first attempts to access main memory a snoop re­
quest is generated inside the PCMC. The PCMC 
supports up to two outstanding cycles on the CPU 
address bus at a time. Outstanding cycles include 
both CPU initiated cycles and snoop cycles. Thus, if 
the Pentium processor pipelines a second cycle 
onto the host address bus, the PCMC will not issue a 
snoop cycle until the first CPU cycle terminates. If 
the PCMC were to initiate a snoop cycle before the 
first CPU cyCle were complete then for a brief period 
of time, three cycles would be outstanding. Thus, a 
snoop request is serviced with a snoop cycle only 
when either no cycle is outstanding on the CPU bus 
or one cycle is outstanding. 

Snoop cycles are performed by driving the PCI mas­
ter address onto the CPU address bus and asserting 
EADS #. The Pentium processor then performs a 
tag lookup to determine if the addressed memory is 
in the first level cache. At the same time the PCMC 
performs an internal tag lookup to determine if the 
addressed memory is in the second level cache. Ta­
ble 7 describes how a PCI master read from main 
memory is serviced by the PCMC. 
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Table 7. Data Transfers for PCI Master Reads from Main Memory 

Snoop Result Action 

First Level Second Level 
Cache Cache 

Miss Miss Data is transferred from DRAM to PCI. 

Miss Hit Unmodified Line Data is transferred directly from second level cache to PCI. The 
line remains valid and unmodified in the second level cache. 

Miss Hit Modified Line Data is transferred directly from second level cache to PCI. line 
remains valid and modified in the second level cache. The line 
is not written to DRAM. 

Hit Unmodified Line Miss Data is transferred from DRAM to PCI. 

Hit Unmodified Line Hit Unmodified Line Data is transferred directly from second level cache to PCI. The 
line remains valid and unmodified in the second level cache. 

Hit Unmodified Line Hit Modified line Data is transferred directly from second level cache to PCI. line 
remains valid and modified in the second level cache. The line 
is not written to DRAM. 

Hit Modified Line Miss A write-back from first level cache occurs. The data is sent to 
both PCI and the CPU-to-Memory Posted Write Buffer. The 
CPU-to-Memory Posted Write Buffer is then written to memory. 

Hit Modified line Hit Unmodified Line A write-back from first level cache occurs. The data is posted to 
PCI and written into the second level cache. When the second 
level cache is in write-back mode, the line is marked modified 
and is not written to DRAM. When the second level cache is in 
write-through mode, the line is posted and then written to 
DRAM. 

Hit Modified Line Hit Modified Line A write-back from first level cache occurs. The data is posted to 
PCI and written into the second level cache. The line is not 
written to DRAM. This scenario can only occur when the 
second level cache is in write-back mode. 

PCI master write cycles never result in a write direct­
ly into the second level cache. A snoop hit to a modi­
fied line in either the first level or second level cache 
results in a write-back of the line to main memory. 
The line is invalidated and the PCI write to main 
memory occurs after the write-back completes. The 

other lines in the sector are not written back to main 
memory or invalidated. A PCI master write snoop hit 
to an unmodified line in either the first level or sec­
ond level cache results in the line being invalidated. 
Table 8 describes the actions taken by the PCMC 
when a PCI master writes to main memory. 
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Table 8. Data Transfers for PCI Master Writes to Main Memory 

Snoop Result Action 

First Level Second Level 
Cache Cache 

Miss Miss The PCI master write data is transferred from PCI to DRAM. 

Miss Hit Unmodified Line The PCI master write data is transferred from PCI to DRAM. 
The line is invalidated in the second level cache. 

Miss Hit Modified Line A write-back from second level cache to DRAM occurs. The 
PCI master write data is then written to DRAM. The line is 
invalidated in the second level cache. 

Hit Unmodified Line Miss The first level cache line is invalidated. The PCI master write 
data is written to DRAM. 

Hit Unmodified Line Hit Unmodified Line The line is invalidated in both the first level and second level 
caches. The PCI master write data is written to DRAM. 

Hit Unmodified Line Hit Modified Line The first level cache line is invalidated. The second level cache 
line is written back to main memory and invalidated. The PCI 
master write data is then written to DRAM. 

Hit Modified Line Miss The first level cache line is written back to DRAM and 
invalidated. The PCI master write data is then written to DRAM. 

Hit Modified Line Hit Unmodified Line The first level cache line is written back to DRAM and 
invalidated. The second level cache line is invalidated. The PCI 
master write data is then written to DRAM. 

Hit Modified Line Hit Modified Line The first level cache line is written back to DRAM and 
invalidated. The second level cache line is invalidated. The PCI 
master write data is then written to DRAM. 

A snoop hit results in one of three transfers; a write­
back from the first level cache posted to the LBXs, a 
write-back from the second level cache posted to 
the LBXs or a write-back from the first level cache 

posted to the LBXs and written to the second level 
cache. A snoop cycle that does not result in a write­
back is depicted in Figure 34. 
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Figure 34. Snoop Hit to Unmodified Line in First Level Cache or Snoop Miss 

The PCMC begins to service the snoop request by 
asserting AHOLD, causing the Pentium processor to 
tri-state the address bus in the clock after assertion. 
In the case of a PCI master read cycle, the PCMC 
drives the DPRA (Drive PCI Read Address) com­
mand onto the HIG[4:0] lines causing the LBXs to 
drive the PCI address onto the host address bus. 
For a write cycle, the PCMC drives the DPWA (Drive 
PCI Write Address to CPU Address Bus) command 
on the HIG[4:0] lines, also causing the LBXs to be­
gin driving the host address bus. The PCMC then 
asserts EADS#, initiating the snoop cycle to the 
CPU. The INV signal is asserted by the PCMC only 
during snoops due to PCI master writes. INV re­
mains negated during snoops due to PCI master 
reads. If the snoop results in a hit to a modified line 
in the first level cache, the Pentium processor as­
serts HITM #. The PCMC samples the HITM # signal 
two clocks after the CPU samples EADS# asserted 
to determine if the snoop hit in the first level cache. 
By this time the PCMC has completed an internal tag 
lookup to determine if the line is in the second level 
cache. Since this snoop does not result in a write­
back, the NOPC command is driven on the HIG[4:0] 
lines, causing the LBXs to tri-state the address bus. 
The sequence ends with AHOLD negation. 

If the Pentium processor asserts ADS# in the same 
clock as the PCMC asserts AHOLD, the PCMC will 
assert BOFF # in two cases. First, if the snoop cycle 
hits a modified line in the first level cache, the PCMC 
will assert BOFF # for 1 HCLK to re-order the write­
back around the currently sending cycle. Second, if 
the snoop requires a write-back from the second lev­
el cache, the PCMC will assert BOFF # to enable 
the write-back from the secondary cache SRAMs. 

Figure 35 depicts a snoop hit to a modified line in the 
first level cache due to a PCI master memory read 
cycle. 

The snoop cycle begins when the PCMC asserts 
AHOLD causing the CPU to tri-state the address 
bus. The PCMC drives the DPRA (Drive PCI Read 
Address) command on to the HIG[4:0] lines causing 
the LBXs to drive the PCI address onto the host ad­
dress bus. The PCMC then asserts EADS#, initiat­
ing the snoop to the first level cache. INV is not 
asserted since this is a PCI master read cycle. INV is 
only asserted with EADS# .when the snoop cycle is 
in response to a PCI master write cycle. As the CPU 
is sampling EADS # asserted, the PCMC latches the 
address. Two clocks later, the PCMC completes the 
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Figure 35. Snoop Hit to Modified Line in First Level Cache, Post Memory and PCI 

internal tag lookup to determine if the line is in the CPU, it also drives PCMWO on the HIG[4:0] lines, 
second level cache. In this instance, the snoop hits causing the write to be posted to main memory. 
a modified line in the first level cache and misses in 
the second level cache. Thus, the second level 
cache is not involved in the write-back cycle. The 
PCMC allows the LBXs to stop driving the address 
lines by driving NOPC command on the HIG[4:0] 
lines. The CPU then drives the write-back cycle onto 
the bus by asserting ADS# and driving the write­
back data on the data lines even though AHOLD is 
still asserted. The write-back into the LBX buffers 
occurs at a rate of 3·1-1-1. The PCMC drives 
PCMWFO on the HIG[4:0] lines for one clock caus­
ing the write data to be posted to both PCI and main 
memory. For the next three clocks, the HIG[4:0] 
lines are driven to PCMWNO, posting the final three 
Oworps to both PCI and main memory. 

A similar transfer from first level cache to the LBXs 
occurs when a snoop due to a PCI master write hits 
a modified line in the first level cache. In this case, 
the write-back is transferred to the CPU-to-Memory 
Posted Write Buffer. If the line is in the second level 
cache, it is invalidated. The cycle is similar to the 
snoop cycle shown above with two exceptions. The 
PCMC drives the DPWA command on the HIG[4:0] 
lines instead of the DPRA command. During the four 
clocks where the PCMC drives BRDY # active to the 

2-664 

In both of the above cases where a write-back from 
the first level cache is required, AHOLD is asserted 
until the write-back is complete. If the CPU has be­
gun a read cycle directed to PCI and the snoop re­
sults in a hit to a modified line in the first level cache, 
BOFF # is asserted for one clock to abort the CPU 
read cycl: and re-order the write-back cycle before 
th~ read c;ycle. 

When a PCI master read or write cycle hits a modi­
fied line in the second level cache and either misses 
in the first level cache or hits an unmodified line in 
the first level cache, a write-back from the second 
level cache to the LBXs occurs. When a PCI master 
write snoop hits an unmodified line in the second 
level cache and either misses in the first level cache 
or hits an unmodified line in the first level cache, no 
data transfer from the second level cache occurs. 
The line is simply invalidated. In the case of a PCI 
master write cycle, the line is invalidated in both the 
first level and second level caches. In the case of a 
PCI master memory read cycle, neither cache is in­
validated. A PCI master read from main memory 
which hits either a modified or unmodified line in the 
second level cache is shown in Figure 36. 



82434LX/82434NX 

HCLK 
CPU Driving: A(31:S] ~==t=:t=s~n!200p~A~d~d!i!re~ .. !:jfri!iom~L~B!!X~. =!:=D~--+-+-+--i~-+--H 

AHOLD :--1~:~' -~-~-4-~-~--~~--~--~:~\~-+ __ ~ __ +-~ __ -+ ______ +-__ ~_ 
i 

BOFF. i---+;--~--+---~-+--~--~i\~-+ __ ~ __ +-__ ~-+ __ ~ __ +-~~~ ___ '~i~ 
L ! 

EADS' j i '-+1 
INV ! LOW! 

HITMI i High; ; 

HIG(4:0] :~~+-~---+---:!-:D""P"'R-!-~--+--+--+!~ 
i ! ! : !; '! ! !,--t-

CALE i i \~-+-+-+---il--+-+-+--I-" 
COE. ! ! \~ ___ +_~ __ ~-+_+_~~lr-l---

; 

CA(4:3] 
290479-38 

Figure 36. Snoop Hit to Modified Line in Second Level Cache, Store in PCI Read Prefetch Buffer 

The snoop cycle begins with the PCMC asserting 
AHOLD, causing the CPU to tri-state the host ad­
dress bus. The PCMC drives the DPRA command 
enabling the LBXs to drive the snoop address onto 
the host address bus. The PCMC asserts EADS # . 
INV is not asserted in this case since the snoop cy­
cle is in response to a PCI master read cycle. If the 
snoop were in response to a PCI master write cycle 
then INV would be asserted with EADS#. Two 
clocks after the CPU samples EADS# active, the 
PCMC completes the internal tag lookup. In this 
case the snoop hit either an unmodified line or a 
modified line in the second level cache. Since 
HITM# is inactive, the snoop did not hit in the first 
level cache. The PCMC then schedules a read from 
the second level cache to be written to the LBXs. 
When the CPU burst cycle completes the PCMC ne­
gates the control signals to the second level cache 
and asserts CALE opening the cache address latch 
and allowing the snoop address to flow through to 
the SRAMs. The second level cache executes a 

read sequence which completes at 3-2-2-2 in the 
case of standard SRAMs and 3-1-1-1 in the case of 
burst SRAMs. During all snoop cycles where a write­
back from the second level cache is required, 
BOFF # is asserted throughout the write-back cycle. 
This prevents the deadlock that would occur if the 
CPU is in the middle of a non-postable write and the 
data bus is required for the second level cache 
write-back. 

When using burst SRAMs, the read from the SRAMs 
follows the Pentium processor burst order. However, 
the memory to PCI read prefetch buffer in the LBXs 
is organized as a FIFO and cannot accept data out 
of order. The SWBO, SWB1, SWB2 and SWB3 com­
mands are used to write data into the buffer in as­
cending order. In the above example, the PCI master 
requests a data item which hits Qword ° in the 
cache, thus CA[4:3] count through the following se­
quence: 0,1,2,3 (00, 01,10,11). If the PCI mas-
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ter requests a data item that hits aword 1, the SWBO 
command is sent via the HIG[4:0] lines to store 
aword 1 in the first buffer location. The next read 
from the cache is not in ascending order, thus a 
NOPC is sent on the HIG[4:0] lines. This aword is 
not posted in the buffer. The next read from the 
cache is to aword 3. SWB2 is sent on the HIG[4:0] 
lines. The final read from the cache is aword 2. 
SWB1 is sent on the HIG[4:0] lines. Thus, aword 1 
is placed in entry 0 in the buffer, aword 2 is placed 
in entry 1 in the buffer and aword 3 is placed in entry 
2 in the buffer. The ordering between the awords 
read from the cache and the HIG[4:0] commands 
when using burst SRAMs is summarized in Table 9. 

Table 9. HIG[4:0] Command Sequence for 
Second Level Cache to PCI Master Read 

Prefetch Buffer Transfer 

Burst Order HIG[4:0] Command 
from Cache Sequence 

0,1,2,3 SWBO, SWB1, 
SWB2,SWB3 

1,0,3,2 SWBO, NOPC, 
SWB2,SWB1 

2,3,0,1 SWBO, SWB1, 
NOPC, NOPC 

3,2,1,0 SWBO, NOPC, 
NOPC, NOPC 
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When using standard asynchronous SRAMs, the 
read from the SRAMs occurs in a linear burst order. 
Thus, CAA[4:3] and CAB[4:3] count in a linear burst 
order and the Store Write Buffer commands are sent 
in linear order. The burst ends at the cache line 
boundary and does not wrap around and continue 
with the beginning of the cache line. 

A PCI master write cycle which hits a modified line in 
the second level cache and either hits an unmodified 
line in the first level cache or misses in the first level 
cache will also cause a transfer from the second 
level cache to the LBXs. In this case, the read from 
the SRAMs is posted to main memory and the line is 
invalidated in the second level cache. The cycle 
would differ only slightly from the above cycle. INV 
would be asserted with EADS#. Instead of the 
DPRA command, the PCMC would use the DPWA 
command to drive the snoop address onto the host 
address bus. The write would be posted to the 
DRAM, thus the PCMC would drive the PCMWa 
command on the HIG[4:0] lines to post the write to 
DRAM. 

A snoop cycle can result in a write-back from the 
first level cache to both the second level and LBXs 
in the case of a PCI master read cycle which hits a 
modified line in the first level cache and hits either a 
modified or unmodified line in the second level 
cache. The line is written to both the second level 
cache and the memory to PCI read prefetch buffer. 
The cycle is shown in Figure 37. 
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Figure 37. Snoop Hit to Modified Line in First Level Cache, Write-Back from First Level Cache to 
Second Level Cache and Send to PCI 

This cycle is shown for the case of a second level 
cache with burst SRAMs. In this case, as it com­
pletes the second level cache tag lookup, the PCMC 
samples HITM# active. The write-back is written to 
the second level cache and simultaneously stored in 
the memory to PCI prefetch buffer. In the case 
shown in Figure 33, the PCI master requests a data 
item which is contained in aword 0 of the cache line. 
Note that a write-back from the first level cache al­
ways starts with aword 0 and finishes with aword 3. 
Thus the HIG[4:0] lines are sequenced through the 
following order: SWBO, SWB1, SWB2, SWB3. If the 
PCI master requests a data item which is contained 
in aword 1, the HIG[4:0] lines sequence through the 

following order: NOPC, SWBO, SWB1, SWB2. If the 
PCI master requests a data item which is contained 
in aword 2, the HIG[4:0] lines sequence through the 
following order: NOPC, NOPC, SWBO, SWB1. If the 
PCI master requests a data item which is contained 
in aword 3, the HIG[4:0] lines sequence through the 
following order: NOPC, NOPC, NOPC, SWBO, 
AHOLD is negated after the write-back cycle is com­
plete. 

If the CPU has begun a read cycle directed to PCI 
and the snoop results in a hit to a modified line in the 
first level cache, BOFF # is asserted for one clock to 
abort the CPU read cycle and re-order the write­
back cycle before the pending read cycle. 
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5.1.5 FLUSH, FLUSH ACKNOWLEDGE AND 
WRITE·BACK SPECIAL CYCLES 

There are three special cycles that affect the second 
level cache, flush, flush acknowledge, and write­
back. If the processor executes an INVD instruction, 
it will invalidate all unmodified first level cache lines 
and issue a flush special cycle. If the processor exe­
cutes a WBINVD instruction, it will write back all 
modified first level cache lines, invalidate the first 
level cache, and issue a write-back special cycle fol­
lowed by a flush special cycle. If the Pentium proc­
essor FLUSH # pin is asserted, the CPU will write­
back all modified first level cache lines, invalidate 
the first level cache, and issue a flush acknowledge 
special cycle. 

The second level cache behaves the same way in 
response to the flush special cycle and flush ac­
knowledge special cycle. Each tag is read and the 
valid and modified bits are examined. If the line is 
both valid and modified it is written back to main 
memory and the valid bit ·for that line is reset. All 
valid and unmodified lines are simply marked invalid. 
The PCMC advances to the next tag when all lines 
within the current sector have been examined. 
BRDY # is returned to the Pentium processor after 
all modified lines in the second level cache have 
been written back to main memory and all of the 
valid bits for the second level cache are reset. The 
sequence of write-back cycles will only be interrupt­
ed to service a PCI master cycle. 

The write-back special cycle is ignored by the PCMC 
because all modified lines will be written back to 
main memory by the following flush special cycle. 
Upon decoding a write·back special cycle, the 
PCMC simply returns BRDY # to the Pentium proc­
essor. 

6.2 82434NX cache 

The 82434NX PCMC Integrates a high performance 
w~te-back second level cache controller, tag RAM 
and a full first and second level cache coherency 
mechanism. The· cache is either 256KBytfs or 
51.2 KBytes using either synchronous burst SRAM$ 
or standard asynchronous SRAMs. Parity on thE' 
data SRAMs is optional. The cache uses a write­
back write policy. Write-through mode is not support. 
ed. 

The 82434NX PCMC supports a direct mapped sec· 
ondary cache. The PCMC contains 4096 tags. Each 
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tag represents a sector in the cache. If the cache is 
512 KB. each sector contains four cache lines. If the 
cache is 256 KB, eaoh sector contains two cache 
lines. Valid and Modified bits 8f"e kept on a per line 
basis. The 82434NX Tag RAM is 1 bit wider than the 
82434LX. Tag RAM .. 

The PCMC can be configured to cache main memo­
ry on rfIad. cycles even when CACHE# is not assert­
ed. When bit 4in the Secondary Cache Control Reg. 
ister (offset 52h) is set to 1, "socesses to main 
memory, except those to SMM memory or any range 
marked non-cacheable via the PAM registet'$, 8f"e 
cached iI'l the secondary cache. Accesses with 
CACHE # asserted result in a Hne fill in both the first 
and second level· . cache WhHe. ao~sses· with 
CACHE# negated result in a line fill only in the sec· 
ond level cache. Whel1 bit 4 in the SCC Register is 
set to 0, only. access with CACHElI' asserted can 
generate a first and second level cache .line fill. 

When a Halt or Stop Grant Special Cycle is detected 
from the CPU, the 82434NX PCMC places the sec­
ond level ~che intQ the low power. st_nd-by mode 
by deselecting the SRAMs and then generates the 
correspondll'lg special cycle on PCI. (i.e., if the CPU 
cycle was a halt special cycleJrnt!n the PCMG gener­
ates a halt speqisl cycle on PCI and if the CPU cycle 
Is a stop grant Special cycle the PCMC generales a 
stop grant special cycle on pel). . 

When a burst SRAM secondary cache is implement. 
ed, bit 2 of the Secondary Cache Control Register 
(offset 52h) is used to select between 82434LX 
SRAM connectivity and the new. 82434NX SRAM 
connectivity. When set to. 0, the secondary cache 
interface is in 8243().compatible mode, (i.e., the four 
low order address lines on the SRAMs are connect· 
ed to CAA/B{6:S] on the PCMC. When set to 1, sec­
ond level cache stand-by is. enabled and no latch is 
u.sed between. the host CPU address lines and the 
SRAM address·fines. All of the SRAMaddress fines 
are then connected directly to the 'CPU address 
lines. Write-back addresses are driven by the PCMC 
over the host address lines. When.a standard SRAM 
secondary c.ac.he 1$ irnpJe~n~·bit 2 .. 01 tbe ... Sec­
ond8,.yCache Control Register (offset 52h) is used 
to enable second level cache stand-by. The default 
value of this bit is O. 

Figure 38 and Figure 41 show the connections be­
tween the PCMC and the external cache data 
SRAMs and latch for the cese of an asynchronous 
SRAM cache. 
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Figure 38. 512 KByte SeoondarY cache, SynchrOnous Burst SRAN (82434NX) , 
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Figure 39. 512 KByte Secondary cache, standard Dual-Byt..select (Asynch}SAAM, 50,60 &: 6G MHz 

Figure 38' depicts 1he PCMC conneCtiOns to a 
512 KByte burst SRAM secondary cache w/:len the 
PCMC is configured for 50,60, or 66 MHz Operation. 
Host address 1111$$ HA[18:3] are connected directly , 
to the SRAM address lineS. A(15:0). 'ADS# from the 
CPU is connected to AOSP#' on the SRAMs. 
CADVO# Implements the address advance (ADV#) 
foo()tionallty. A new signal, COS#', is multiplexed 
onto the CAOV1 # pin. When bit 2 in the sec regis. 
ter is set to 1, SRAMs containing !agio which gat. 
AOSP# with OS#' must be used. When negated. 
COS#' prevents the SRAMs from latching a new ad· 
dress duetoa pipelined ADS#' from theQPU during 
cache line fills. Note that, unlike the burst SRAM 
configuration with the 82430 PClset, no external 
latch is used between the CPU address bus and the 
SRAM address lines. The SRAM ConnectMty btl (bit 
2) in the Secondary Cache Control register (offset 
5211) must be set to 1 when using this cache configu­
ration. 
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If the tag lookup results in a miss in the cache and 
the sector to be replaced contains one or more mod· 
ified Imes, the PCMC drives the write-back address 
from the A[1S:3] lines on the host bus. Although not 
used iri the wrlte-back, A{31:19] (or A[31:18]in the 
case of a 256 KB cache) are dfiven to valid Iogio 
levels 'by the PCMC. 

Figure 39 depicts the 82434NX PCMC connections 
to a 512 KByte standard asynchronous SRAM sec­
ondary cache. Figure 40 depicts the 82434NX con­
nections to a 256 KByte asynchronous SRAM sec· 

- ondary cache;"'Hostaddtess lines HA[1 Ektr are 
driven through an external latch to form the upper 
SRAM address lines, CA[18:7}. CA{6:3] are 
driven from . tha PCMC. Figure 41 depicts the 
82434NX PCMC connections to a 512 !<Byte stan­
dard SRAM secondary cache with clual-wrlte-enable 
SRAMs. 
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figure 40. 82434NX Connections to 266 KByte cache with Standard SRAM 
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Table 10 and Tat;»e 11 surnmari:ze the clock laten­
cies for CPU "",mary cycles which hit in the second· 
8ry.cacha, 

Table 11. SecondarY Cache latencies With 
Standard Asynqhronous SHAM (82434NX) 

Table 10. ~C8che latencies with 
Synchron0U8 Btnt SAAM 

eycteType 'so. eO and 
",...~ 

sUfstRead 3·1·1·1 

Burst Write 3-1·1·1 

Single Read 3 
" ,~ .. 

SingjeWiite~ .. , .. 
S 

Pipelined Back-to-Back .3+1-1-1-1-1-1 
Burst Reads 

Bur~ Read FoHowed 3-101-1-2 
by Pipetined Write 

2-672 

.CycleType 
5O,60and 

66 MHz' 

BLU'$.Read 3-2·~·2 
.. 

Burst Write +2-~-2 

$iogieRea\:j 3 
Single Write 4 

Pipelir\e<i eacf<-t(:).l;Sack 3-2-2·~3-2-2-2 
Bur$iReadS 

. EJ~ Fi~F~/()~ . 3-2~-a-4 .. 
by Pipelined Write 



The 60 MHz and 66 MHz asynchronous SRAM la­
tencies require 15 os and 12 ns SRAMs, respective­
ly. The 824S4NX PCMC supports asynohronous 
SRAMs at 50 MHz. The 50 MHz (1 wait-state) tim­
ings require 20 os SRAMs. The burst SRAMs 
speeds for 66 MHz, 60 MHz and 50 MHz operation 
are 8 ns, 9 ns, and 13 os olock·to-output valid into a 
o pF test load. The SRAM access times listed in this . 
paragraph are recommendations. Actual access 
time requirements are a function of system board 
layout and routing and should be vaUda1ed with elec­
trical simulation. 

5.2.2 STANDARD SFlAM CACHE CYCLES 
(82434NX) 

At 50. 60 and 66 MHz,. the timing of the second level 
cache interface with standard asynchronous $RAMs 
is identical to the timing In the 82430LX PClset 
Compared to the 82434LX second level cache, one 
additional connection can be made from the PCMC 
to the SRAMs. The COS[1:0]# pins, in the case of 
asynchronous SRAMs. are multiPlexed onto the 
CADV[1:0}# pins. These are then connected to the 
$RAM CS# pins. The two copies are funotlonally 
identical. The two copies are provided for timing rea­
sons. These pins allow the PCMC to deselect the 
$RAMs, putting them into standby mode. When a 
halt special cycle or a stop grant special cycle is 
detected from the CPU, the PCMC negates 
CCS[1:0)#, plaoing the SRAMs into the low powEIr 
standby mode. The PCMC then generates a halt or 
stop grant special cycle on POI. 

5.2.3 SECOND LEVEL CACHE STANDBY 

When the PCMC detects a halt or stop grant special 
cycle from the CPU, it first places the second level 
cache into the low power stand-by mode by dese­
lecting the SRAM.s and then generates a halt or stop 
grant special cycle on POI. 

With a standard SRAM secondary cache, a halt or 
stop grant special cycle from the CPU causes the 
PCMC to negate C08[1:0]#, deselecting the 
$RAMs and piecing them in a low power standby 
mode. When the cache is in stand-by mode, the first 
bus cyole from the CPU brings the cache out of 
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stand-by and intQ active mode, enabling the $RAMs 
to service the cycle in the case of a hit to the ceche. 
The PCMC asserts COSI1:0] # as a propagation de· 
lay from the falling edge of ADS#. COS(1:0] '" are 
then left asserted until the llext halt or stop grant 
special cycle is occurs. When exiting the powerdown 
state, the PCMC ignores the Secondary Caphe Lea­
doff wait-states bit and executes a 3·2·2·2 read or 
4-2-2-2 write in order to allow the SRAMs time to 
power up. In the case of a read cycle, COE(1:0]# 
are asserted in clock two as in the case of ordinary 
read cycles. 

When the SRAMs are powered down, the PCMC as­
serts CCS(1:0)# when performing a snoop cycle, 
regardless of whether the cycle hits In the second 
level cache. The PCMC then negates COS'll! after 
the snoop cycle is complete. 

With a burst SRAM secondary cache, a halt or stop 
grant special cycle from the CPU causes the PCMC 
to negate COS# and assert CADS[1:0]#, deselect­
ingthe SRAMs, placing them in a low power standby 
mode. COS# is then asserted and is left asserted by 
the PCMC. Thus, when the first cycle is driven from 
the CPU, the SRAMs sample ADSP# and 08# ac­
tive, placing them in active mode and initiating the 
first access. 

If the SRAMs are required to service .. snoop, they 
are brought out of power-down when the PCMC as­
serts CAOS[1:0)#. The PCMC always asserts 
CAOS[1:01# with CCS# negated after a snoOp cy­
cle is comptete, regardless of whether the SRAMs 
were powered down prior to the snoop cycle. 

S.2.4 SNOOP CYCLES 

For Snoop operations, refer to section 5.1. 82434LX 
Cache. 

5.2.5 FLUSH. FLUSH ACKNOWLEDGE, AND 
WFlITE-BACK SPECIAL CYCLES 

For flush, flush acknowledge, and write-back special 
cycles, refer to Section 5.1, 82434LX Cache. 
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6.0 DRAM INTERFACE 

This section describes the DRAM interface for the 
82434LX DRAM Interface (Section 6) and the 
82434NX DRAM Interface (Section 6.2). The differ­
ences are in the following areas: 

1. Increased maximum DRAM memory size to 
512 MBytes. An extra address line (MA11) has 
been added to the 82434NX. 

2. Two additional RAS# lines for a total of eight 
(RAS[0:7]#. 

3. Addition of 50 MHz host-bus optimized DRAM 
timing sets. Thus, the 82434LX supports 60 and 
66 MHz frequencies and the 82434NX supports 
50, 60, and 66 MHz. 

6.1 82434LX DRAM Interface 

The 82434LX PCMC integrates a high performance 
DRAM controller supporting from 2-192 MBytes of 
main memory. The PCMC generates the RAS # , 
CAS #, WE # and multiplexed addresses for the 
DRAM array, while the data path to DRAM is provid­
edby two 82433LX LBXs. The DRAM controller in­
terface is fully configurable through a set of control 
registers. Complete descriptions of these registers 
are given in Section 3.0, Register Description. A brief 
overview of the registers which configure the DRAM 
interface is provided in this section. 

The 82434LX controls a 64-bit memory array (72-bit 
including parity) ranging in size from 2 MBytes up to 
192 MBytes using industry standard 36-bit wide 
memory modules with fast page-mode DRAMs. Both 
single- and double-sided SIMMs are supported. The 
eleven multiplexed address lines, MA[10:0] allow 
the PCMC to support 256K x 36, 1 M x 36, and 
4M x 36 SIMMs. The PCMC has six RAS# lines en­
abling the support of up to six rows of DRAM. Eight 
CAS # lines allow byte control over the array during 
read and write operations. The PCMC supports 70 
and 60 ns DRAMs. The PCMC DRAM interface is 
synchronous to the CPU clock and supports page 
mode accesses to efficiently transfer data in bursts 
of four Qwords. 

The DRAM interface of the PCMC is configured by 
the DRAM Control Mode Register (offset 57h) and 
the six DRAM Row Boundary (DRB) Registers (off-
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sets 60h-65h). The DRAM Control Mode Register 
contains bits to configure the DRAM interface for 
RAS# modes and refresh options. In addition, 
DRAM Parity Error Reporting and System Manage­
ment RAM space can be enabled and disabled. 
When System Management RAM is enabled, if 
SMIACT # from the Pentium processor is not assert­
ed, all CPU read and write accesses to SMM memo­
ry are directed to PCI. The SMRAM Space Register 
at configuration space offset 72h provides additional 
control over the SMRAM space. The six DRB Regis­
ters define the size of each row in the memory array, 
enabling the PCMC to assert the proper RAS# line 
for accesses to the array. 

CPU-to-Memory write posting and read-around-write 
operations are enabled and disabled via the Host 
Read/Write Buffer Control Registsr (offset 53h). 
PCI-to-Memory write posting is enabled and dis­
abled via the PCI Read/Write Buffer Control Regis­
ter (offset 54h). PCI master reads from main memory 
always result in the PCMC and LBXs reading the 
requested data and prefetching the next seven 
Dwords. 

Seven Programmable Attribute Map (PAM) Regis­
ters (offsets 59h-5Fh) are used to specify the 
cacheability and read/write status of the memory 
space between 512 KBytes and 1 MByte. Each PAM 
Register defines a specific address area enabling 
the system to selectively mark specific memory 
ranges as cacheable, read-only, write-only, read/ 
write or disabled. When a memory range is disabled, 
all CPU accesses to that range are directed to PCI. 

Two other -registers also affect the DRAM interface, 
the Memory Space Gap Register (offsets 78h-79h) 
and the Frame Buffer Range Register (offsets 7Ch-
7Fh). The Memory Space Gap Register is used to 
place a logical hole in the memory space between 
1 MByte to 16 MBytes to accommodate memory 
mapped ISA boards. The Frame Buffer Range Reg­
ister, is used to map a linear frame buffer into the 
Memory Space Gap or above main memory. When 
enabled, accesses to these ranges are never direct­
ed to the DRAM interface, but are always directed to 
PCI. 



6.1.1 DRAM CONFIGURATIONS 

Figure 42 illustrates a 12-SIMM configuration which 
supports single-sided SIMMs. A row in the DRAM 
array is made up of two SIMMs which share a com­
mon RAS# line. SIMMO and SIMM1 are connected 
to RASO# and therefore, comprise row O. SIMM10 
and SIMM11 form row 5. Within any given row, the 
two SIMMs must be the same size. Among the six 
rows, SIMM densities can be mixed in any order. 
That is, there are no restrictions on the ordering of 
SIMM densities among the six rows. 

The low order LBX (LBXL) is connected to byte 
lanes 5, 4, 1, and 0 of the host and memory data 
buses, and the lower two bytes of the PCI AD bus. 
The high order LBX (LBXH) is connected to byte 
lanes 7, 6, 3, and 2 of the host and memory data 
buses, and the upper two bytes of the PCI AD bus. 
Thus, SIMMs connected to LBXL are connected to 
CAS[5:4,1 :0] # and SIMMs connected to LBXH are 
connected to CAS[7:6, 3:2] #. 

The MA[10:0] and WE# lines are externally buff­
ered to drive the large capacitance of the memory 
array. Three buffered copies of the MA[10:0] and 
WE# signals are required to drive the six row array. 
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Figure 43 illustrates a 6-SIMM configuration that 
supports either single- or double-sided SIMMs. In 
this configuration, single- and double-sided SIMMs 
can be mixed. For example, if single-sided SIMMs 
are installed into the sockets marked SIMMO and 
SIMM1, then RASO# is connected to the SIMMs 
and RAS1 # is not connected. Row 0 is then popu­
lated and row 1 is empty. Two double-sided SIMMs 
could then be installed in the sockets marked 
SIMM2 and SIMM3, populating rows 2 and 3. 

6.1.2 DRAM ADDRESS TRANSLATION 

The 82434LX multiplexed row/column address to 
the DRAM memory array is provided by the 
MA[10:0] signals. The MA[10:0] bits are derived 
from the host address bus as defined by Table 12. 

MA[10:0] are translated from the host address 
A[24:3] for all memory accesses, except those tar­
geted to memory that has been remapped as a re-
sult of the creation of a memory space gap in the 
lower extended memory area. In the case of a cycle 
targeting remapped memory, the least significant 
bits come directly from the host address, while the 
more significant bits depend on the memory space 
gap start address, gap size, and the size of main 
memory. 

Table 12. DRAM Address Translation 

Memory Address, 10 9 8 7 6 5 4 3 2 1 0 
MA[10:0] 

Row Address A24 A22 A20 A19 A18 A17 A16 A15 A14 A13 A12 

Column Address A23 A21 A11 A10 A9 A8 A7 A6 A5 A4 A3 
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PCMC 

CAS[7:0)# 

RASO# 
RAS1# 
RAS2# 
RAS3. 
RAS4# 
RAS5# 

:f WEI 1>-
MA[10:0) _ 

PCI Address/Oata 
AO[31:0) 

) 

I .. CAS[7:6,3:2)# 

CAS[3:0)# 
SIMMO 

RASO#,RAS2# 

~ A[10:0) 
0[31:16) 0[15:0) 

f-+ WEI OP13:2j OP[I:0) 

i- t t 
CAS[3:0)# 

r+ RASO. ,RAS2# 
SIMM2 

~ A[10:0) 0[31:16) 0[15:0) 

BWE# r+ WEI OP[3:2) OP[I:0) 

BMA[10:0) i- t t 
L 

CAS[3:0)# 
SIMM4 

f-+ RASO#,RAS2# 

~ A[10:0) 0[31:16) 0[15:0) 
r+ WE. OP[3:2) OP[I:0) 

t t t 
CAS[3:0)# 

SIMM6 
RASO#,RAS2# 

~ A[10:0) 0[31:16) 0[15:0) 

f-+ WEI OP[3:2) OP[I:0) 

+ j t 
CAS[3:0)# 

SIMM8 
RASO#,RAS2# 

~ A[10:0) 0[31:16) 0[15:0) 

f-+ WEI OP[3:2) OP[I:0) 

t t t 
CAS[3:0)# 

SIMM10 
RASO#,RAS2# 

4 A[10:0) 0[31:16) 0[15:0) 
~ WEI OP[3:2) OP[I:0) 

MO[31 :16) MO[15:0) 
LBXH MP[3:2) MP[I:0) 

AO[15:0) t AO[31:16 ~ 
AO[15:0) 

NOTE: 

Host Oata 
0[63:0) 
OP[7:0) 

0[31:16) 0[15:0) 
HP[3:2) HP[I:0) 

0[63:48) ! 0[31:16) ! 
OP[7:6) OP[3:2) 

... CAS[5:4,1 :0)# 

CAS[3:0)# 
SIMMI .... RASO#,RAS2# 

!-+ A[10:0) 0[31:16) 0[15:0) 

f+ WE. OP[3:2) OP[I:0) 

i- t t 
CAS[3:0)# 

:+ RASO#,RAS2# SIMM3 

:+ A[10:0) 0[31 :16) 0[15:0) 

f+ WE. OP[3:2) OP[I:0) 

i- t t 
CAS[3:0)# 

SIMMS 
f+ RASO',RAS2. 
:+ A[10:0) 0[31:16) 0[15:0) 
:+ WEI OP[3:2) OP[I:0) 

t t t 
CAS[3:0)# 

SlMM7 f-+ RASO#,RAS2# 

f-+ A[10:0) 0[31:16) 0[15:0) 

f-+ WEI OP[3:2) OP[I:0) 

i- t t 
CAS[3:0)# 

SIMM9 !-+ RASO#,RAS2' 

f+ A[10:0) 0[31:16) 0[15:0) 

!-+ WEI OP[3:2) OP[1 :0) 

i- t t 
CAS[3:0)# 

!-+ RASO#,RAS2# SIMM11 

f+ A[10:0) 0[31:16) 0[15:0) 

f-+ WEI OP[3:2) OP[I:0) 

! ! 
MO[31:16) MO[15:0) 

LBXL MP[3:2) MP[I:0) 

AO[15:0) 
0[31:16) 0[15:0) 
HP[3:2) HP[I:0) 

0[47:32) 1 0[15:0) i 
OP[5:4) OP[1 :0) 

290479-51 

The figure shows the connections for the 82434LX. For the 82434NX, there are two additional RAS lines (RAS[7:6) #) 
and one additional address line (MA 11). 

Figure 42. 82434LX DRAM Configuration Supporting Single-Sided SIMMs 
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PCMC 

CAS[7:0]# I-------------...~-------___, 

RASO#r-------. 
RAS1# r---------, 
RAS2#1------~ 

RAS3# f--------, 
RAS4# I-----~ 
RAS5# /------, 

WEI 

MA[10:0] 

CAS[7:6,3:2]# CAS[5:4,1 :0]# 

SIMM1 

'----1-+-.. 1 RASO#,RAS2# RASO#,RAS2# 
'-----Hf-+ RAS1#,RAS3# RAS1#,RAS3# 

A[10:0] 0[31 :16] 0[15:0] A[10:0] 0[31 :16] 0[15:0] 
WEI OP[3:2] OP[1 :0] WEI OP[3:2] OP[1 :0] 

PCI Address/Data r ~ t !! 
AO[31:0] + ~ 

r-----~---~-, r-----~---~ 

NOTE: 

t AD~"' •• 

Host Data 
0[63:0] 
OP(7:0] 

LBXH 
MO[31 :16] MO[15:0] 

MP[3:2] MP[1 :0] 

AO[15:0] 
0[31 :16] 0[15:0] 
HP[3:2] HP[1 :0] 

0[63:48] 
OP[7:6] 

AO[15:0] 

MO[31 :16] MO[15:0] 
LBXL MP[3:2] MP[1:0] 

AO[15:0] 
0[31 :16] 0[15:0] 
HP[3:2] HP[1 :0] 

0[47:32] 
OP[5:4] 

290479-52 

The figure shows the connections for the 82434LX. For the 82434NX, there are two additional RAS lines (RAS[7:6] #) 
and one additional address line (MA 11). 

Figure 43. 82434LX DRAM Configuration Supporting Single- or Double-Sided SIMMs 
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6.1.3 CYCLE TIMING SUMMARY 

The 82434LX PCMC DRAM performance is summa­
rized in Table 13 for all CPU read and write cycles. 

Table 13. CPU to DRAM Performance Summary 

Burst, Single, 
Cycle Type x·4·4·4 x·4·4·4 

Timing Timing 

Read Page Hit 7-4-4-4 7 

Read Row Miss 11-4-4-4 11 

Read Page Miss 14-4-4-4 14 

Posted Write, WT L2 3-1-1-1 3 

Posted Write, WB L2 4-1-1-1 4 

Write Page Hit 12-4-4-4 12 

Write Row Miss 13-4-4-4 13 

Write Page Miss 16-4-4-4 16 

O-Active RAS # 10-4-4-4 10 
Mode Read 

O-Active RAS # 12-4-4-4 12 
Mode Write 

CPU writes to the CPU-to-Memory Posted Write 
Buffer are completed at 3-1-1-1 when the second 
level cache is configured for write-through mode and 
4-1-1-1 when the cache is configured for write-back 
mode. Table 14 shows the refresh performance in 
CPU clocks. 
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inteJ~ 
Table 14. Refresh Cycle Performance 

Refresh Hidden RAS# only CAS# before 
Type Refresh Refresh RAS# 

Single 12 13 14 

Burst of Four 48 52 56 

6.1.4 CPU TO DRAM BUS CYCLES 

This section describes the CPU-to-DRAM cycles for 
the 82434LX. 

6.1.4.1 Read Page Hit 

Figure 44 depicts a CPU burst read page hit from 
DRAM. The 82434LX PCMC decodes the CPU ad­
dress as a page hit and drives the column address 
onto the MA[ 1 0:0] lines. CAS[7:0] # are then assert­
ed to cause the DRAMs to latch the column address 
and begin the read cycle. CMR (CPU Memory Read) 
is driven on the HIG[4:0] lines to enable the memory 
data to host data path through the LBXs. The PCMC 
advances the MA[1:0] lines through the Pentium 
processor burst order, negating and asserting 
CAS [7:0] # to read each Qword. The host data is 
latched on the falling edge of MOLE, when 
CAS[7:0] # are negated. The latch is opened again 
when MOLE is sampled asserted by the LBXs. The 
LBXs tri-state the host data bus when HIG[4:0] 
change to NOPC and MOLE rises. A single read 
page hit from DRAM is similar to the first read of this 
sequence. The HIG[4:0] lines are driven to NOPC 
when BRDY # is asserted. 
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; 

HCLK 1 ! 
AOSj l\lJ~~--r-~~~--r-~,--r-~~~--r-~~-+--r-+-~~ 
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Figure 44. Burst DRAM Read Cycle-Page Hit 
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6.1.4.2 Read Page Miss 

Figure 45 depicts a CPU burst read page miss from 
DRAM. The 82434LX decodes the CPU address as 
a page miss and switches from initially driving the 
column address to driving the· row address on the 
MA[10:0jlines. RAS# is then negated to precharge 
the DRAMs and then asserted to cause the DRAMs 
to latch the new row address. The PCMC then 
switches the MA[10:0jlines to drive the column ad­
dress and asserts CAS [7:0j #. CMR (CPU Memory 
Read) is driven on the HIG[4:0] lines to enable the 
memory data to host data path through the LBXs. 

! ! ! 
! ! ! 

HCLK i , 
iii 

The PCMC advances the MA[1 :OJ lines through the 
Pentium processor burst order, negating and assert­
ing CAS[7:0j # to read each aword. The host data is 
latched on the falling edge of MOLE, when 
CAS [7:0j # are negated. The latch is opened again 
when MOLE is sampled asserted by the LBXs. The 
LBXs tri-state the host data bus when HIG[4:0j 
change to NOPC and MOLE rises. A single read 
page miss from ORAM is similar to the first read of 
this sequence. The HIG[4:0] lines are driven to 
NOPC when BROY # is asserted. 

AOSI~~!-+~+-~-+~+-~-+~+-~~~+-+-~~+-~ 
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A[31:3] a I ! ! ! ! !! !!!!!!!!! !!!! ! IX:! 
I I I •••••••• I , It. , , • I ••••••• I 
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AAS.: !!t!il~l~il:ltt ii ii!: 
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MO[63:0] f-! ++-H-+-+-+-+-H-+--{clW..:o--HLlJ+--+--LU-H-l~~ 
I 

MOLE 1-i +++-+. -+-+-!.-i-+-+-+-+-n 

HIG[4:0] ~I +'~:iQ.~c:;.,.xr+I-+-+-;-I-+I-+-+-+---+-+~~-+-+-.+-! -+-+---+-+~ 
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! !! ! ! 

BROYI I 
• ! 

Figure 45. DRAM Read Cycle-Page Miss 
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6.1.4.3 Read Row Miss 

Figure 46 depicts a CPU burst read row miss from 
DRAM. The 82434LX decodes the CPU address as 
a row miss and switches from initially driving the col­
umn address to driving the row address on the 
MA[10:0] lines. The RAS# signal that was asserted 
is negated and the RAS# for the currently accessed 
row is asserted. The PCMC then switches the 
MA[10:0] lines to drive the column address and as­
serts CAS[7:0] #. CMR (CPU Memory Read) is driv­
en on the HIG[4:0] lines to enable the memory data 

HCLK 

82434LX/82434NX 

to host data path through the LBXs. The PCMC ad­
vances the MA[1 :0] lines through the Pentium proc­
essor burst order, negating and asserting 
CAS[7:0] # to read each aword. The host data is 
latched on the falling edge of MDLE, when 
CAS[7:0] # are negated. The latch is opened again 
when MDLE is sampled asserted by the LBXs. The 
LBXs tri-state the host data bus when HIG[4:0] 
change to NOPC and MDLE rises. A single read row 
miss from DRAM is similar to the first read of this 
sequence. The HIG[4:0] lines are driven to NOPC 
when BRDY # is asserted. 

ADS. i\J.J 
A[31:3] b ! ! ix:1 

MA[10:0] t::±:::lx::1x ! R~W ! X i CO~ 1 ix'''!'"i --;:;:;:;-';;--t,,-r;:~;;---!1r-+-~ ..... +-- "+--+...., 

MAB[10:0] Ii: d ~o~ xl C~L i xA-I-+=:=!-::+-'~=:t-.::+-'J!--~r-:!"-" 
RAS. ~,. !!! ,! i ! ! I i 

i ':: ~,~:--,~+,-+:~--~~+-;--r~-+~~~~~;--r~ 

CAS. !." !!! \ ! i 
f i i ! i 

MD[63:0] "": --+---+-oii-oii>--+-+-i -+---+'--(' 
I i 

MOLE i ! 
HIG[ 4:0] ;-1 -;.,No=p,,:.,c,......;,lxr~-+--+--+--+-+-+---+--;:;;;;;i---i>--+-+-~-+--+--+--+-""i 

HD[63:0] tl-i-t--ii -i-k:t:t:t:::t:jC9Q~wD1~! qCOQ~W[]2~ix::t:)fJQ~Wril3D! Cl~,LD 
!-i-+---+--~r-~+-+-~~~i\ i,r~i~~~ IJr~!~~~ !Jr~!~~!\ !r1 

BROYI i j ~ i i\....ll i i"-JI i j'\.....J,/ i 
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Figure 46. Burst DRAM Read Cycle-Row Miss 
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6.1.4.4 Write Page Hit 

Figure 47 depicts p CPU burst write page hit from 
DRAM. The 82434LX decodes the CPU write cycle 
as a DRAM page hit. The HIG[4:0] lines are driven 
to PCMWQ to post the write to the LBXs. In the fig­
ure, the write cycle is posted to the CPU-to-Memory 
Posted Write Buffer at 4-1-1-1. The write is posted at 
4-1-1-1 when the second level cache is configured 
for a write-back policy. The write is posted to DRAM 
at 3-1-1-1 when the second level cache is config-

i 
HCLK! . 

ured for a write-through policy. When the cycle is 
decoded as a page hit,Jhe PCMC asserts WE# and 
drives the RCMWQ command on MIG[2:0] to enable 
the LBXs to drive the first Qword of the write onto 
the memory data lines. MEMDRV is then driven to 
cause the LBXs to continue to drive the first Qword 
for three more clocks. CAS [7:0] # are then negated 
and asserted to perform the writes to the DRAMs as 
the MA[1 :0] lines advance through the Pentium 
processor burst order. A single write is similar to the 
first write of the burst sequence. MIG[2:0] are driven 
to NOPM in the clock after CAS [7:0] # are asserted. 

ADS' r..,'! ! I, ' , 
i'-iJ'! ! ! 

A[31:3] bd! Ix 1 ! 

MA[10:0] i i . i xi eOL:1 ! x! ~oe~ i x i COL'3 ! x! !CO'4 ; x:l= 
MAB[10:0] j , 'x i cOe 1 I i ~ 1 coL 2! >d I cOe 3 I xl I cell 4 i k:: 

! I,! ! ! i i ! 1 ! i ! ! ! ! ! ! ! ! 
RAS' iii i ! ; , ' , , iii iii i i 

WE' ! ! , i V-
i !! 

WEB'! !" ir 

CASI i . : ! . . . . . 'I . . ~I . I ri'-l . 1 ri"'-, , V-

:~~:::: I. I INO~M i i~ME'DRn!B:eJDR~~JDR~:etDR~:4jNok 
HIG[4:0]! ~opb Ix I P¢MWO i xii i ! ! ! ! NO@e! iii ! ! ! ! 
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Figure 47. Burst DRAM Write Cycle-Page Hit 
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6.1.4.5 Write Page Miss 

Figure 48 depicts a CPU burst write page miss to 
DRAM. The 82434LX decodes the CPU write cycle 
as a DRAM page miss. The HIG[4:0] lines are driven 
to PCMWQ to post the write to the LBXs. In the fig­
ure, the write cycle is posted to the CPU-to-Memory 
Posted Write Buffer at 4-1-1-1 . The write is posted at 
4-1-1-1 when the second level cache is configured 
for a write-back policy. The write is posted to DRAM 
at 3-1-1-1 when the second level cache is config­
ured for a write-through policy. When. the cycle is 
decoded as a page miss, the PCMC switches the 
MA[10:0] lines from the column address to the row 
address and asserts WE#. The PCMC drives the 

82434LX/82434NX 

RCMWQ command on MIG[2:0] to enable the LBXs 
to drive the first Qword of the write onto the memory 
data lines. MEMDRV is then driven to cause the 
LBXs to continue to drive the first Qword. The RAS# 
signal for the currently decoded row is negated to 
precharge the DRAMs. RAS # is then asserted to 
cause the DRAMs to latch the row address. The 
PCMC then switches the MA[10:0] lines to the col­
umn address and asserts CAS[7:0] # to initiate the 
first write. CAS [7:0] # are then negated and assert­
ed to perform the writes to the DRAMs as the 
MA[1 :0] lines advance through the Pentium proces­
sor burst order. A single write is similar to the first 
write of the burst sequence. MIG[2:0] are driven to 
NOPM in the clock after CAS[7:0] # are asserted. 

290479-57 

Figure 48. Burst DRAM Write Cycle-Page Miss 
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6.1.4.6 Write Row Miss 

Figure 49 depicts a CPU burst write row miss to 
DRAM. The 82434LX decodes the CPU write cycle 
as a DRAM row miss. The HIG[4:0) lines are driven 
to PCMWQ to post the write to the LBXs. In the fig­
ure, the write cycle is posted to the CPU-to-Memory 
Posted Write Buffer at 4-1-1-1. The write is posted at 
4-1-1-1 when the second level cache is configured 
for a write-back policy. The write is posted to DRAM 
at 3-1-1-1 when the second level cache is config­
ured for a write-through policy. When the cycle is 
decoded as a row miss, the PCMC negates the al­
ready active RAS# signal, switches the MA[10:0) 
lines from the column address to the row address 

HCLK 

ADS' 

A[31:3) 

MA[10:0) 

MAB[10:0) 

RASt 

WE' 

WEB. 

CASt 

Mo[63:0) 

MIG[2:0) 

HIG[4:0) 

Ho[63:0) 

BRoYl 

and asserts the RAS # signal for the currently de­
coded row. The PCMC asserts WE # and drives the 
RCMWQ command on MIG[2:0) to enable the LBXs 
to drive the first Qword of the write onto the memory 
data lines. MEMDRV is then driven to cause the 
LBXs to continue to drive the first Qword. The PCMC 
then switches the MA[10:0) lines to the column ad­
dress and asserts CAS[7:0) # to initiate the first 
write. CAS[7:0) # are then negated and asserted to 
perform the writes to the DRAMs as the MA [1 :0 I 
lines advance through the Pentium processor burst 
order. A single write is similar to the first write of the 
burst sequence. MIG[2:0) are driven to NOPM in the 
clock after CAS[7:0) # are asserted. 

290479-58 

Figure 49. Burst DRAM Write Cycle-Row Miss 
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6.1.4.7 Read Cycle, O-Active RAS# Mode 

When in O·active RAS# mode, every CPU cycle to 
DRAM results in a RAS# and CAS# sequence. 
RAS # is always negated after a cycle completes. 
Figure 50 depicts a CPU burst read cycle from 
DRAM where the 82434LX is configured for O·active 
RAS # mode. When in O-active RAS # mode, the 
PCMC defaults to driving the row address on the 
MA[10:0jlines. The PCMC asserts the RAS# signal 
for the currently decoded row causing the DRAMs to 
latch the row address. The PCMC then switches the 
MA[10:0jlines to drive the column address and as· 
serts CAS[7:0j #. CMR (CPU Memory Read) is driv· 

HCLK 

AOSt ; 
; 
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en on the HIG[4:0jlines to enable the memory data 
to host data path through the LBXs. The PCMC ad­
vances the MA[1 :Ojlines through the Pentium proc­
essor burst order, negating and asserting 
CAS [7:0j # to read each Qword. The host data is 
latched on the falling edge of MDLE, when 
CAS[7:0j # are negated. The latch is opened again 
when MDLE is sampled asserted by the LBXs. The 
LBXs tri-state the host data bus when HIG[4:0j 
change to NOPC and MDLE rises. A single read row 
miss from DRAM is similar to the first read of this 
sequence. The HIG[4:0j lines are driven to NOPC 
when BRDY# is asserted. RAS# is negated with 
CAS[7:0j#. 
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Figure 50. Burst DRAM Read Cycle, O-Active RAS# Mode 
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6.1.4.8 Write Cycle, O-Active RAS# Mode 

When in O·active RAS # mode, every CPU cycle to 
DRAM results in a RAS# and CAS# sequence. 
RAS# is always negated after a cycle completes. 
Figure 51 depicts a CPU Burst Write Cycle to DRAM 
where the 82434LX is configured for O-active RAS # 
mode. The HIG[4:0] lines are driven to PCMWQ to 
post the write to the LBXs. In the figure, the write 
cycle is posted to the CPU-to-Memory Posted Write 
Buffer at 4-1-1-1. The write is posted at 4-1-1-1 
when the second level cache is configured for a 
write-back policy. The write is posted to DRAM at 
3-1-1-1 when the second level cache is configured 
for a write-through policy. When in O-active RAS# 
mode, the PCMC defaults to driving the row address 

HClK 
i i 

on the MA[10:0] lines. The PCMC asserts the RAS# 
signal for the currently decoded row causing the 
DRAMs to latch the row address. The PCMC asserts 
WE# and drives the RCMWQ command on 
MIG[2:0] to enable the LBXs to drive the first Qword 
of the write onto the memory data lines. MEMDRV is 
then driven to cause the LBXs to continue to drive 
the first Qword. The PCMC then switches the 
MA[10:0] lines to the column address and asserts 
CAS[7:0] # to initiate the first write. CAS[7:0] # are 
then negated and asserted to perform the writes to 
the DRAMs as the MA[1 :0] lines advance through 
the Pentium processor burst order. A single write is 
similar to the first write of the burst sequence. 
MIG[2:0] are driven to NOPM in the clock after 
CAS[7:0] are asserted. 
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Figure 51. Burst DRAM Write Cycle, O-Active RAS# Mode 
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6.1.5 REFRESH 

The refresh of the DRAM array can be performed by 
either using RAS # ·only or CAS # -before-RAS # re­
fresh cycles. When programmed for CAS # -before­
RAS# refresh, hidden refresh cycles are initiated 
when possible. RAS # only refresh can be used with 
any type of second level cache configuration (Le., no 
second level cache is present, or either a burst 
SRAM or standard SRAM second level cache is im­
plemented). CAS#-before-RAS# refresh can be en­
abled when either no second level cache is present 
or a burst SRAM second level cache is implement­
ed. CAS#-before-RAS# refresh should not be used 
when a standard SRAM second level cache is imple­
mented. The timing of internally generated refresh 
cycles is derived from HCLK and is independent of 
any expansion bus refresh cycles. 

The DRAM controller contains an internal refresh 
timer which periodically requests the refresh control 
logic to perform either a single refresh or a burst of 
four refreshes. The single refresh interval is 15.6 fLs. 
The interval for burst of four refreshes is four times 
the single refresh interval, or 62.4 fLs. The PCMC is 
configured for either single or burst of four refresh 
and either RAS#-only or CAS#-before-RAS# re­
fresh via the DRAM Control Register (offset 57h). 

To minimize performance impact, refresh cycles are 
partially deferred until the DRAM interface is idle. 
The deferment of refresh cycles is limited by the 
DRAM maximum RAS # low time of 100 fLs. Refresh 
cycles are initiated such that the RAS# maximum 
low time is never violated. 

82434LX/82434NX 

Hidden refresh cycles are run whenever all eight 
CAS # lines are active when the refresh cycle is in­
ternally requested. Normal CAS#-before-RAS# re­
fresh cycles are run whenever the DRAM interface is 
idle when the refresh is requested, or when any sub­
set of the CAS# lines is inactive as the refresh is 
internally requested. 

To minimize the power surge associated with re­
freshing a large DRAM array the DRAM interface 
staggers the assertion of the RAS # signals during 
both CAS#-before-RAS# and RAS#-only refresh 
cycles. The order of RAS # edges is dependent on 
which RAS # was most recently asserted prior to the 
refresh sequence. The RAS # that was active will be 
the last to be activated during the refresh sequence. 
All RAS [5:0] # lines are negated at the end of re­
fresh cycles, thus, the first DRAM cycle after a re­
fresh sequence is a row miss. 

6.1.5.1 RAS#-Only Refresh-Single 

Figure 52 depicts a RAS # -only refresh cycle when 
the 82434LX is programmed for single refresh cy­
cles. The diagram shows a CPU read cycle complet­
ing as the refresh timing inside the PCMC generates 
a refresh request. The refresh address is driven on 
the MA[10:0] lines. Since the CPU cycle was to row 
0, RASO# is negated. RAS1 # is the first to be as­
serted. RAS2 # through RAS5 # are then asserted 
sequentially while RASO # is driven high, precharg­
ing the DRAMs in row O. RASO# is then asserted 
after RAS5 #. Each RAS # line is asserted for six 
host clocks. 
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Figure 52_ RAS # Only Refresh-Single 
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6.1.5.2 CAS # -before-RAS # Refres'h-Single 

Figure 53 depicts a CAS # -before-RAS # refresh cy­
cle when the 82434LX is programmed for single re­
fresh cycles. The diagram shows a CPU read cycle 
completing as the refresh timing inside the PCMC 
generates a refresh request. The CPU read cycle is 

HCLK 
; 

82434LX/82434NX 

less than a Qword, therefore a hidden refresh is not 
initiated. After the CPU read cycle completes, all of 
the RAS# and CAS# lines are negated. The PCMC 
then asserts CAS[7:0) # and then sequentially as­
serts the RAS# lines, starting with RAS1 # since 
RASO# was the last RAS# line asserted. Each 
RAS # line is asserted for' six clocks. 

AOS'~ ! ! ; 
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Figure 53. CAS#-before-RAS# Refresh-Single 
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6.1.5.3 Hidden Refresh-Single 

Figure 54 depicts a hidden refresh cycle which takes 
place after a DRAM read page hit cycle. The dia­
gram shows a CPU read cycle completing as the 
refresh timing inside the 82434LX generates a re­
fresh request. The CPU" read cycle is an entire 

, 
! 

HCLK; 
i 
i 

ADS' I • • ! 

A[31:3) b-i-I -+--+-+-+-1 -+1~lx ! 

Qword, therefore a hidden refresh is initiated. After 
the CPU read cycle completes, RAS# is negated, 
but all eight CAS # lines remain asserted. The 
PCMC then sequentially asserts the RAS# lines, 
starting with RAS1 # since RASO# was the last ac­
tive RAS# line. Each RAS# line is asserted for six 
clocks. 
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6.2 82434NX DRAM Interface 
This sectiorideScribes the 82434NX DRAM inter­
face; Changes in the 82430NX PClset from the 
82430 PClset include: 
1. Increased maximum DRAM memory size to 

512 MBytes. The 82430NX PClset increases the 
maximum memory array size from 192 MBytes to 
$12 MBytes. 

2. Two additional row address lines (RAS[7:6] #) for 
a total of eight (RAS[7:0)#). 

3 .. Addition of 50 MHz hoSt-bus optimized DRAM 
timing sets. ' 

4. Three additional registers are ad<:lEld to support 
. the increased memory slzeDRAM Row Boundary 

Registers 6 and 7 (DRB[7:6}) and the DflAM 
Row Boundary extension (DRBE) Register. 

82434LX/82434NX 

5. Modified MA[11:0] timing to provide more 
MA[11:O] setup time to CAS [7:0) # assertion. 

6.2.1 DRAM ADDRESS TRANSLATION 

The MA(11:01Iines are translated from the host ad­
dress lines A(26:3) for all memory accesses, except 
those targeted to memory that has ,been remapped 
as a result of the creation of a memory space gap in 
the lower extended memory area. In the cese of a 
cycle targeting remapped memory, the least slgnifi. 
cant bits come direotty from the host address, while 
the more significant blts depend on the memory 
space gap start address. gap size, and the size of 
maln memory. 

Table 15. DRAM Address Translation 

Memory Address 11 10 9 8 7 6 5 4 3 2 1 0 
MA[11:0] 

Column Address A25 A23 A21 A11 A10 A9 A8 A7 A6 A5 A4 A3 

Row Address A26 A24 A22 A20 A19 A18 A17 A16 A15 A14 A13 A12 
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Cycle Type x-3-34 TlmIntt') 
Read {Page Hit/Row MiAI 6110/12-3-3-3 
PageM~ 

POstfd Write 4-1-1-1 

Write (Page Hit/Row Miss! . 
flageMiS$) , . 

10111;113-3-3-3 . 

O-Active RAS# -"'" 
Mode Reads 

Q..AQtlve AAS# Fa Mode Writes 

NOTES: 
1. Single ~ timirlQ$ are klentiOal to th$$e leadoff 

timings. 
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6.2.3.1 Bum DRAM Read Page Hit, 

FIgUre 55 depicts a CPU burSt read pag$ hit to 
DRAM. The 82434NX decodes the CPU addreElS as 
a pag$'hit and drives the column address- onto the 
MA[11:<>] lines. CAS[7:0]" are then assert«! for 
two ClKs and l'1egated for one ,CLK. CMR (CPU 
Memory Read) is driVen on the HIG[4:0}lines to en­
able the memory data to host data path through the 
LBXS. The PCMC adVances· the MA{1 :0] lines 
throtlgh theprooessor burSt order, rlegating and as­
sertihS CAS[1:0)" to read each 'Qword. The 
MD[63:0] data ls sampled with HClK In the LBXs 
when MOLE,ls asserted. and driven on ,the host bU$ 
the fOllowing cycle to meet the setup time of the 
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CPU. BROY:# is then asserted. When MOLE is neg­
ated. the LBX continues to drive the latched 
HO{SS .. O) to eMUte that the data hold time to 
CWE[7:0):# Is met for standard SRAMs. The lBXs 
tri-stete the host data bus when HIG{4:0] change to 
NOPe and MOLE rlses. A single read page hit from 
DRAM Is similar to the first read of this ·sequence. 
The H\G{4:O] lines are driVen to NOPe when the last 
BROY" ls asserted. 

The diagram ,also shoWs the typical control signal 
timing for a burSt $RAM line fill operation. Note that 
CCS# inactive will mask any new ADS # (caused by 
the NA" aSSEl!1ion).to the burst SRAMs. 

h-n-n-h-n-~ h-h-h-
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'- '--'.I '--r-
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6.2.3.3 Burst DRAM Read Row MI$8 

Flgure 57 depicts a CPU to DRAM burst r.d row 
miss cycle. The 82434NX decodes the CPU address 
as a row miss and switches from initially driving the 
column address to driving the row address 00 the 
MA[11:O} lines. The RAS" signal that w$S asserted 
is negated and the RAS" for the currenUy aocessed 
row is asserted (RAS" is asserted :I clock earlier in 
OwActive RAS#' Mode.) The PCMC then switches 
the MA[ 11 :O}lines to drive the column address and 
asserts CAS(7:O) "". CMR (CPU Memory Reed). is 
driven on the HIG[4:0] lines to enable the memory 
data to host data path through the LBXs, The PCMC 
advances the MAt1 :0) tines through the mlcroproc-

HCLK 

Atat:3} 
! 

HD(&3;O) . 
I 

BRDYt· ! 
MA(":O) w 

MAB{11:0] 
I 

RASt i 
I 

CASt, 
! 1 

MOLE I 

f 
HIG{4:01 

MOtu:OJ • 

! 

82434LX/82434NX 

essor burst order, negating and asserting 
CAS[7:0]" to read .00 Qword. The MO(83:0] data 
is sampled with HCLK in the LBXs when MOLE is 
asserted, and driven on the host bus the following 
cycle to meet the setup time of the CPU. BRDY"" is 
then asserted. When MOLE is negated, the LeX 
continues to drive the latched HO[63:0] to ensure 
that the data hold time to CWE[7:O) # is met for 
standard' SHAMs. The LBXs tri-state the host data 
bus when HIG[4:0] change to NOPe and MOLE ris· 
es. A single r.d row miss from DRAM is similar to 
the first read of this sequence. The HIG[4:0] lines 
are driven to NOPC when the last BROY" is 

. asserted, 

Figure 57. Burst DRAM Read Cycl&-Row Miss 

2-695 



82434LX/82434NX 

6.2.3~4 ~ DRAM Write Page Hit ' , " the u3Xsto drive the first Qword 6f the write onto 
, " .' ", ~ rrietnory data 1!tieS. MEMDRV is then driven to 

FIglJr$ 58 'depicts a CPU burst write pag$ hit io cause ~.LaX$, to continue to drive theflr$t Qword 
DRAM. Th&82434NX deoodesthe CPU write ~ ,',tot two.l'lIQrecl~CASf7:01" are1hen negated 
as. DRAM,~hlt3heHIGf4:01Ilnes ared~ 'an(f~ lo~rm the writes to theORAMu$ 
toPCMWO to po$t the write to the. LBX •• 1n the flg-- the MA{1~lfines, advance ,thrOugh the Pentium 
ure. the write ~ ,is posted to the CPU .. to-:Memory probE!ssOf purat ottIGt, A SihgIe write is SlmHar to the 
Posted Write Buff$r at 3-1':1-1. When the eyele is "fitst ~ of the buirBt MqO&rIO$. The MIG[2'.ol Ones 
deCoded as a page hit, the PCMC asserts' WE fl., and, , are driven ,to NOPMin' 'the clock When, the last 
drives the RCMWQeomrnandon MIG[2:0] toen8ble CAS£7:O]tk are asSerted. " ' 
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Figure 58. Burat DRAM Write Page"" 
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11i.2.:U turat DRAM Write Page Mias 

Figure 59 depicts a, CPU burst Wlite page miSS to 
DRAM. The 82434NX decodes th& CPU write cycle 
as a DRAM page miss and drives th& PCMWQ c0m­
mand [HIG[4:01 lines] to post the write data to th$ 
LBXs. In the figure. the write cycle is posted to the 
CPU-to-Memory Posted Write Buffer at 3·1-1-1. 
When th$ cyole is deoodad as a page miss, ,th& 
PCMC switches the MA[11:0] lines from the column 
address to the row address and aaserts WE#: 'in 
clock 4. The PCMC drives the RCMWQ command 
on MIG[2:0) to e~ the LBxs to drive the flr$t 
Qword 01 the Wlite onto the· memory data lines. 

HCLK 

ADSt 

A{31:3) 

H0tt3:01 

HIO(4.1IJ 

BRDY. ! ! 
MA(11:O] 

.. 1 

MA8[11:OJ 

RAN 

CASt 

. WEI 

WIIf . , 1 
MIG 

MO(63:0) ! 

I 
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MEMORV is than driven to cause the LBXs to con· 
tinue to drive the first Qword. The RAS# signal for 
the currently deooded row is negated to preoharge 
the DRAMs. RAS# is then asserted to cauSe the 
DRAMs to latch the row address. The PCMC then 
switches the MA[l1:O] lines to the column address 
and esserts. CAS(7:0] # to Initiate the first Wlite. 
CAS{7:O] (; are then negated and asserted 10 per­
form the Wlites to the DRAMs as the MA[1:O] lines 
advance through the Pentium processor burst order. 
A single write is $Imlar to the first Wlite 01 th& burst 
sequence. The MIG[2:01Ilnes are driven to NOPMln 
the clock when the last CAS[7:0) # are asserted. 

Figure 69. Burst DRAM Write CyCie-Page Miss 
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6.2.3 •• BUrst DRAM Write Row MI" 
,,' , 

FIgure 60 depicts a CPU burst. writE! row miss to 
DRAM. The 82434Nx deoodes.the CPU write cycl& . 
as.' DRAM roW rnl.and the HlG(4:ONlnes aredriv· 
EIIl to PCMWQ to pQstthewdte ~ta into .. LBXe. 
WhElllthecyc!elsdacoCled as a row miss, the PCMC 
negates the already active. AA,S# signa~' $WItches 
the MA[.11:0] lineefrom the 'COfumnaddress to the 
row addre. and asserts the RAS# signal for the 
ourrently decOded row. The PCMC a$$ert$ WE# 
and drives the RCMWQ'~ on MIG[2:0]·to 
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MA(11:0) 
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I t 
DL tiRO AD C JL A DEI 1 
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II 
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I . ! ! I J I t 
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f 

enable the LBXs to drive the first Qword of. the write 
onto the memory data lines. MEMDRV Is then driven 
10 cause the UilXs to t)()ntinue to drive the first 
Qword. The PCMC.thEI!l swltclles the MA{11:OJ lines 
to. thecQlumn address and asserts.CAS[7:O}# to 
initiate the first write. CAS[7:0) # are then negated 
and asSerted to. perform the wrltes.to.the DRAMs as 

. the MA[ 1:OJ lines advance through the microproces­
. sor- burst. order. A Single write 1$ similar to the first 
write of the burst sequef'ICEl. The MIG[2:O} lines are 
driven to NOPM in the ciock when the I$9t 
bAS[.7:o] #area:sserted.· 
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Figure 60. aurst DRAM WrIte Cycte..Row Miss 
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6.2.4 REFRESH 

The refresh of ftliiI DRAM array oanbe performed by 
either using RAS#.only or CAS#-before-RAS# 
refresh cyclee. When programmed for CAS 'III­
before-RAS#refresh. hidden refresh cyclee are 
initiated when possible. The timing of internally gen­
erated .refresh cycles Is derived from HeLl< aM Is 
independent of any expansion bus refresh cycles. 

The DRAM controller contains an in~ refresh 
timer which periodically requests tf)e refresh control 
iogio to perform either a single refresh or a burst of 
four refreshes. The single refresh interval is 15.6 p.$. 
The interval for burst of four refreshes is four times 
the single refnllsh Intel'llal, or 62.4 ~ The PCMC Is . 
configured for either Single or burst of four refresh 
and either RAS'III-only or CAS'III-before RAS'" re­
fresh via the DRAM Control Regi$ter (offset 57h). 

To minimize performance impact. refresh cycles are 
partially deferred until the ORAM intet:face is Idle. 
Refresh cycles are Initiated SI.Ich that the RAS# 
maximum active time Is never violated. 

H!dden refresh cycles are run whenever all eight 
CAS# lines are active at the and of a read transac­
tion when the refresh cycle Is internally requested. 
Normal CAS#-before-RAS# refresh cycles are run 

82434LX/82434NX 

whenever the DRAM interface is Idle when the re­
fresh is requested. or when any subset of the CAS # 
lines Is Inaclive as the refresh is internally requested. 

To minimize the power surge for refreshing a large 
DRAM array, the DRAM interlace staggers the as­
sertion and negation of the RAS# signals during 
both CAS#-before-RAS'III and RAS#-only refresh 
cycles. The order of RAS# edges is dependent on 
which RAS # was most recently asserted prior to the 
refrestl sequence. The RAS# that was active will be 
the last to be activated during the refresh sequence. 
All RAS[7:OI'" lines are negated at the end of re­
fresh Ciycles, making the first DRAM cycle after a 
refresh seqUence a row miss. 

6.2.4.1 RAS#-only Refresh-Single 

Figure 61 depicts a RAS'III-only refresh cycle when 
the 82434NX is programmed for single refresh cy­
cles. The diagram shows a cycle completing as the 
refresh timer inside the PCMC generates a refresh 
request. The refresh address is driven on the 
MA[11 ;0] lines. Since the cycle was to row 0, 
RASO'III Is negated. RAS1 # Is the first to be assert­
ed. RAS2# through RAS7" are then asserted se­
quentially while RA$O'III is driven high; precharglng 
the ORAMs in row O. RASO# Is then asserted after 
RAS7 'III. Each RAS# line is asserted for eight host 
clocks. 

290479-70 

figure 61. RAS#-Only Refresh-Single 
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U. ... I C~#-bef~#Flefruh-4lligle· . 

~tl2; depiot$". ~#'bef()r.RAS# reft'~ 
oycI$ ~the 82434NX is ~ fer single 
refre8I) 9y01ft.Th& diagram shoWs . a ~e oye!e 
~ as.tI)e teft',sh titTier inSide the PCMC 
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Figure 61. CAS#-Befor8-FlAS# Refl'eSh-'Slngle 
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6.1.4.3 Hidden Refreah-8lngle 

Figure 63 deplot$ a hidden refresh cyole whiohtakes 
place after a DRAM read page hit cycle. The dia­
gram shows a read cycle completing as the refresh 
timing inside the 82434NX PCMC generates a re­
fresh request. The cyole is an entire Oword; there· 

HCIJ( 

RASC)I .11--l.---I.--'+--Il11 I 

82434LX/82434NX 

fore, a hidden refresh is initiated. After the cycle 
completes, RAS# is negated. but all eight CAS# 
lines remain asserted. The PCMC then sequentially 
asserts the RAS;II lines. starting with RASi;ll since 
RASO# was the last active RAS;II line. Each RAS# 
Hne is asserted for eight clocks. 
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Figure 63. Hidden Refresh-Single 
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7.0 PCI INTERFACE 

The description in this section applies to both the 
82434LX and 82434NX. 

7.1 PCllnterface Overview 

The PCMC and LBXs form a high performance 
bridge from the Pentium processor to PCI and from 
PCI to main memory. During PCI-to-main memory 
cycles, the PCMC and LBXs act as a target on the 
PCI Bus, allowing PCI masters to read from and 
write to main memory. During CPU cycles, the 
PCMC acts as a PCI master. The CPU can then read 
and write 110, memory and configuration spaces on 
PCI. When the CPU accesses 110 mapped and con­
figuration space mapped PCMC registers, the PCMC 
intercepts the cycles and does not forward them to 
PCI. Although these CPU cycles do not result in a 
PCI bus cycle, they are described in this section 
since most of the PCMC internal registers are 
mapped into PCI configuration space. 

7.2 CPU-to-PCI Cycles 

7.2.1 CPU WRITE TO PCI 

Figure 64 depicts a series of CPU memory writes 
which are posted to PCI. The CPU initiates the 
cycles by asserting ADS# and driving the memory 
address onto the host address lines. The PCMC 
asserts NA # in the clock after ADS # allowing the 
Pentium processor to drive another cycle onto the 
host bus two clocks later. The PCMC decodes the 
memory address and drives PCPWL on the HIG[4:0] 
lines, posting the host address bus and the low 
Dword of the data bus to the LBXs. The PCMC as­
serts BRDY #, terminating the CPU cycle with one 
wait state. Since NA # is asserted in the second 
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clock of the first cycle, the Pentium processor does 
not insert an idle cycle after this_ cycle completes, 
but immediately drives the next cycle onto the bus. 
Thus, the Pentium processor maximum Dword write 
bandwidth of 89 MBytes/second is achieved during 
back-to-back Dword writes cycles. Each of the fol­
lowing write cycles is posted to the LBXs in three 
clocks. 

In this example, the PCMC is parked on PCI and 
therefore, does not need to arbitrate for the bus. 
When parked, the PCMC drives the SCPA command 
on the PIG[3:0j lines and asserts DRVPCI, causing 
the host address lines to be driven on the PCI 
AD[31 :0] lines. After the write is posted, the PCMC 
drives the DCPWA command on the PIG[3:0j lines 
to drive the previously posted address onto the 
AD[31 :Ojlines. The PCMC then drives DCPWD onto 
the PIG[3:0] lines, to drive the previously posted 
write data onto the AD[31:0] lines. As this is occur­
ring on PCI, the second write cycle is being posted 
on the host bus. In this case, the second write is to a 
sequential and incrementing address. Thus, the 
PCMC leaves FRAME# asserted, converting the 
write cycle into a PCI burst cycle. The PCMC contin­
ues to drive the DCPWD command on the PIG[3:0] 
lines. The LBXs advance the posted write buffer 
pointer to point to the next posted Dword when 
DCPWD is sampled on PIG [3:0] and TROY # is 
sampled asserted. Therefore, if the target inserts a 
wait-state by negating TROY #, the LBXs continue 
to drive the data for the current transfer. The remain­
ing writes are posted on the host bus, while the 
PCMC and LBXs complete the writes on PCI. 

CPU 1/0 write cycles to PCI differ from the memory 
write cycle described here in that 110 writes are nev­
er posted. BRDY # is asserted to terminate the cycle 
only after TRDY # is sampled asserted, completing 
the cycle on PCI. 
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Figure 64. CPU Memory Writes to PCI 

7.3 Register Access Cycles 

The PCMC contains two registers which are mapped 
into I/O space, the Configuration Space Enable 
Register (I/O port CF8h) and the Turbo-Reset Con­
trol Register (I/O port CF9h). All other internal 
PCMC configuration registers are mapped into PCI 
configuration space. Configuration space must be 
enabled by writing a non-zero value to the Key field 
in the CSE Register before accesses to these regis­
ters can occur. These registers are mapped to loca­
tions COOOh through COFFh in PCI configuration 

space. If the Key field is programmed with Oh, CPU 
I/O cycles to locations COOOh through CFFFh are 
forwarded to PCI as ordinary I/O cycles. Externally, 
accesses to the I/O mapped registers and the con­
figuration space mapped registers use the same bus 
transfer protocol. Only the PCMC internal decode of 
the cycle differs. NA # is never asserted during 
PCMC configuration register or PCI configuration 
register access cycles. See Section 3.2, PCI Config­
uration Space Mapped Registers for details on the 
PCMC configuration space mapping mechanism. 
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7.3.1 CPU WRITE CYCLE TO PCMC INTERNAL 
REGISTER 

A write to an internal PCMC register (either CSE 
Register, TRC Register or a configuration space­
mapped register) is shown in Figure 65. The cycle 
begins with the address, byte enables and status 
signals CN/R#, D/C# and MIIO#) being driven to 
a valid state indicating an I/O write to either CF8h to 
access the CSE register, CF9h to access the TRC 
Register or COXXh when configuration space is en­
abled to access a PCMC internal configuration regis­
ter. The PCMC decodes the cycle and asserts 
AHOLD to tri-state the CPU address lines. The 
PCMC signals the LBXs to copy either the upper 
Dword or the lower Dword of the data bus onto the 

Hcue 

address lines. The PCMC makes the decision on 
which Dword to copy based on the BE[7:0] # lines. 
The HIG[4:0] lines are driven to DACPYH or 
DACPYL depending on whether the lower Dword of 
the data bus or the upper Dword of the data bus 
needs to be copied onto the address bus. The LBXs 
sample the HIG[4:0) command, and drive the data 
onto the address lines. The f?CMC samples the 
A[31:0] lines on the second rising edge of HCLK 
after the LBXs begin driving the data. Finally, the 
PCMC negates AHOLD and asserts BRDY #, termi­
nating the cycle. 

If the write is to the CSE Register and the Key field is 
programmed to OOOOb then configuration space is 
disabled. If the Key field is programmed to a non­
zero value then configuration space is enabled. 
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; i i !!!.! I I . 
0(63:0) ! , ! i I icpu DiIVIrii • • I---i 

AHOLDI i I I iii ! I' I ! 
Il10[4:0)1 i NOPCi i I II i ~gr. II I &81 I 
BRDv·i ! : I ! i I ! ! i 1\.......L.r-1 
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Figure 65. CPU Write to a PCMC Configuration Register 
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7.3.2 CPU READ FROM PCMC INTERNAL 
REGISTER 

A read from an internal PGMG register (either GSE 
Register, TRG Register or a configuration space­
mapped register) is shown in Figure 66. The liD 
read cycle is from either GFBh to access the GSE 
register, GF9h to access the TRG Register or GOXXh 
when configuration space is enabled to access a 
configuration space-mapped register. The PGMG 
decodes the cycle and asserts AHOLD to tri-state 

the GPU address lines. The PGMG then drives the 
contents of the addressed register onto the A[31 :0] 
lines. One byte is enabled on each rising HGLK edge 
for four consecutive clocks. The PGMG signals the 
LBXs that the current cycle is a read from an internal 
PGMG register by issuing the ADGPY command to 
the LBXs over the HIG[4:0] lines. The LBXs sample 
the HIG[4:0] command and copy the address lines 
onto the data lines. Finally, the PGMG negates 
AHOLD, and asserts BRDY # terminating the cycle. 
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Figure 66. CPU Read from PCMC Configuration Register 
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7.3.3 CPU WRITE TO PCI DEVICE 
CONFIGURATION REGISTER 

In order to write to or read from a PCI device config­
uration register the Key field in the CSE register 
must be programmed to a non-zero value, enabling 
configuration space. When configuration space is 
enabled, PCI device configuration registers are ac­
cessed by CPU I/O accesses within the range of 
CnXXh where each PCI device has a unique non­
zero value of n. This allows a separate configuration 
space for each of 15 devices on PCI. Recall that 
when configuration space is enabled, the PCMC 
configuration registers are mapped into 1/0 ports 
COOOh through COFFh. 

A write to a PCI device configuration register is 
shown in Figure 67. The PCMC internally latches the 
host address lines and byte enables. The PCMC as­
serts AHOLO to tri-state the CPU address bus and 
drives the address lines with the translated address 
for the PCI configuration cycle. The translation is de­
scribed in Section 3.2, PCI Configuration Space 
Mapped Registers. On the HIG[4:0] lines, the PCMC 
signals the LBXs to latch either the upper Dword of 
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the host data bus or the lower Oword of the host 
data bus to be driven onto PCI during the data phase 
of the PCI cycle. On the PIG[3:0] lines, the PCMC 
signals the LBXs to drive the latched host address 
lines on the PCI AO[31 :0] lines. The upper two bytes 
of ' the address lines are used during configuration as 
IOSEL signals for the PCI devices. The IOSEL pin on 
each PCI device is connected to one of the 
AO[31:17] lines. 

The PCMC drives the command for a configuration 
write (1011) onto the C/BE[3:0] # lines and asserts 
FRAME # for one PCI clock. The PCMC drives the 
PIG[3:0] lines signaling the LBXs to drive the con­
tents of the PCI write buffer onto the PCI AO[31:0] 
lines. This command is driven for only one PCI clock 
before returning to the SCPA command on the 
PIG[3:0] lines. The LBXs continue to drive the 
AO[31:0] lines with the valid write data as long as 
ORVPCI is asserted. The PCMC then asserts 
IROY # and waits until sampling the TROY # signal 
active. When TROY # is sampled asserted, the 
PCMC negates ORVPCI tri-stating the LBX AO[31:0] 
lines. BROY # is asserted for one clock to terminate 
the CPU cycle. 
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Figure 67, CPU Write to PCI Device Configuration RegTster 
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7.3.4 CPU READ FROM PCI DEVICE 
CONFIGURATION REGISTER 

In order to write to or read from a PCI device config­
uration register the Key field in the CSE register 
must be programmed to a non-zero value, enabling 
configuration space. When configuration space is 
enabled, PCI device configuration registers are ac­
cessed by CPU I/O accesses within the range of 
CnXXh where each PCI device has a unique non­
zero value of n. This allows a separate configuration 
space for each of 15 devices on PCI. Recall that 
when configuration space is enabled, the PCMC· 
configuration registers occupy I/O addresses 
COXXH. 

A CPU read from a PCI device configuration register 
is shown in Figure 68. The PCMC internally latches 
the host address lines and byte enables. The PCMC 
asserts AHOLD to tri-state the CPU address bus. 
The PCMC drives the address lines with the translat-
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ed address for the PCI configuration cycle. The 
translation is described in Section 3.2, PCI Configu­
ration Space Mapped Registers. On the PIG[3:0] 
lines, the PCMC Signals the LBXs to drive the 
latched host address lines on the PCI AD[31 :0] 
lines. The upper two bytes of the address lines are 
used during configuration as IDSEL signals for the 
PCI devices. The IDSEL pin on each PCI device is 
connected to one of the AD[31:17] lines. 

The PCMC drives the command for a configuration 
read (1010) onto the C/BE[3:0] # lines and asserts 
FRAME# for one PCI clock. The PCMC drives the 
PIG[3:0] lines signaling the LBXs to latch the data 
on the PCI AD[31 :0] lines into the CPU-to-PCI first 
read prefetch buffer. The PCMC then drives the 
HIG[4:0] lines signaling the LBXs to drive the data 
from the buffer onto the host data lines. The PCMC 
asserts IRDY # and waits until sampling TRDY # ac­
tive. After TRDY # is sampled active, BRDY # is as­
serted for one clock to terminate the CPU cycle. 
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Figure 68. CPU Read from PCI Device Configuration Register 

2·709 



82434LX/82434NX 

During system initialization, the CPU typically at­
tempts to read from the configuration space of all 15 
possible PCI devices to detect the presence of the 
devices. If no device is present, DEVSEL# is not be 
asserted and the cycle is terminated, returning 
FF ... FFh to the CPU. Figure 69 depicts an 
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attempted read from a configuration register of a 
non-existent device. If no device responds then the 
PCMC aborts the cycle and sends the DRVFF com­
mand over the HIG[4:0] lines causing the LBXs to 
drive FF ... FFh onto the host data lines. 
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Figure 69. CPU Attempted Configuration Read from Non-Existent PCI Device 



7.4 PCI-to-Main Memory Cycles 

7.4.1 PCI MASTER WRITE TO MAIN MEMORY 

Figure 70 depicts a PCI master burst write to main 
memory. The PCI master begins by driving the ad­
dress on the AD[31 :0] lines and asserting FRAME # . 
Upon sampling FRAME# active, the PCMC drives 
the LCPA command on the PIG[3:0] lines causing 
the LBXs to retain the address that was latched on 
the previous PCLK rising edge. The PCMC then 
samples MEMCS# active, indicating that t~e cycle 
is directed to main memory. The PCMC drives the 
PPMWA command on the PIG[3:0] lines to move 
the latched PCI address into the write buffer address 
register. The PCMC then drives the DPWA com­
mand on the HIG[4:0] lines enabling the LBXs to 
drive the PCI master write address onto the host 
address bus. The PCMC asserts EADS# to initiate a 
first level cache snoop cycle and simultaneously be­
gins an internal second level cache snoop cycle. 

82434LX/82434NX 

Since the snoop is a result of a PCI master write, 
INV is asserted with EADS#. HITM# remains nega­
ted and the snoop either hits an unmodified line or 
misses in the second level cache, thus no write-back 
cycles are required. If the snoop hit an unmodified 
line in either the first or second level cache, the line 
is invalidated. The cycle is immediately forwarded to 
the DRAM interface. The four posted Dwords are 
written to main memory as two Qwords with two 
CAS[7:0] # cycles. In this example, the DRAM inter­
face is configured for X-3-3-3 write timing, thus each 
CAS[7:0] # low pulse is two HCLKs in length. 

The PCMC disconnects the cycle by asserting 
STOP # when one of the two four-Dword-deep PCI­
to-Memory Posted Write Buffers is full. If the master 
terminates the cycle before sampling STOP# as­
serted, then IRDY #, STOP # and DEVSEL # are 
negated when FRAME# is sampled negated. If the 
master intended to continue bursting, then the mas­
ter negates FRAME# when it samples STOP# as­
serted. IRDY#, STOP# and DEVSEL# are then 
negated one clock later. 
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Figure 70. PCI Master Write to Main Memory-Page Hit 
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7.4.2 PCI MASTER READ FROM MAIN MEMORY 

Figure 71 depicts a PCI master read from main 
memory. The PCI master initiates the cycle by drIv­
ing the read address on the AD[31:0) lines and as­
serting FRAME #. The PCMC drives the LPMA com­
mand on the PIG[3:0) lines causing the LBXs to re­
tain the address latched on the previous PCLK rising 
edge. The PCMC drives the DPRA command on the 
HIG[4:0) lines enabling the LBXs to drive the read 
address onto the host address lines. The snoop cy­
cle misses in the second level cache and either hits 
an unmodified line or misses in the first level cache. 
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The cycle is then forwarded to the DRAM interface. 
A read of four Qwords is performed. Each Qword is 
posted in the PCI-Memory Read Prefetch Buffer. 
The data is then driven onto PCI in an eight Dword 
burst cycle. If the master terminates the cycle before 
sampling STOP # , then IRDY#, STOP# and 
DEVSEL# are all negated after FRAME# is sam­
pled inactive. If the master intended to continue 
bursting, then the master negates FRAME# when it 
samples STOP # asserted and IRDY#, STOP# and 
DEVSEL# are negated one clock later. 

; 

: i : iii i 
., i .. 

PIG[3:0] 

ORVPCI __ +-~~!~'4i __ +-~~~4--+ __ ~:/~j:~::t:~~::i::t::~~!~~~!~: 
MEMC~ --~4-~!~r4--+--~~-4--+-~~~4-~--~4-~--+--,~~~ 

FRAME. i~LL--L-J--l--L __ ~J--l __ L-~-J __ l-~-J __ 1--l __ ~!{[j:7/~~ 
AO[31:0] 

IRon 

TROYI 

STOP. 

OEVSEL. 

WO DW' DW2 w w 

Figure 71. PCI Master Read from Main Memory-Page Hit 
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8.0 SYSTEM CLOCKING AND RESET 

8.1 Clock Domains 

The 82434LX and 82434NX PCMCs and 82433LX 
and 82433NX· LBXs operate based on two clocks, 
HCLK and PCLK. The CPU, second level cache, and 
the DRAM interfaces operate based on HCLK. The 
PCI interface timing is based on PCLK. 

8.2 Clock Generation and Distribution 

Figure 72 shows an example of the 82434LX and 
82434NX PCMC host clock distribution in the CPU, 
cache and memory subsystem. HCLK is distributed 
to the CPU, PCMC, LBXs and the second level 
cache SRAMs (in the case of a burst SRAM second 
level cache). 

The host clock originates from an oscillator which is 
connected to the HCLKOSC input on the PCMC. 
The PCMC generates six low skew copies of HCLK, 
HCLKA-HCLKF. Figure 72 shows an example of a 
host clock distribution scheme for a uni-processor 
system. In this figure, clock loading is balanced with 

PCMC 

HClKOSC • 
HClKIN 
HClKA 
HClKB 
HClKC 
HClKD 

each HGLK output driving two loads in the system. 
Each clock output should drive a trace of length k 
with stubs at the end of the trace of length / connect­
ing to the two loads. The / and k parameters should 
be matched for each of the six clock outputs to mini­
mize overall system clock skew. One of the HCLK 
outputs is used to clock the PCMC and the Pentium 
processor. Because the clock driven to the PCMC 
HCLKIN input and the Pentium processor CLK input 
originates with the same HCLK output, clock skew 
between the PCMC and the CPU can be kept lower 
than between the PCMC and other system compo­
nents. Another copy of HCLK is used to clock the 
LBXs. A 256 KByte burst SRAM second level cache 
can be implemented with eight 32 KByte x 9 syn­
chronous SRAMs. The four remaining copies of 
HCLK are used to clock the SRAMs. Each HCLK 
output drives two SRAMs. A 512 KByte second level 
cache is implemented with four 64 KByte x 18 syn­
chronous SRAMs. Two of the four extra copies are 
used to clock the SRAMs while the other two are 
unused. Anyone of the HCLK outputs can be used 
to clock the PCMC and Pentium processor, the two 
LBXs or any pair of SRAMs. All six copies are identi­
cal in drive strength. 

Figure 73 depicts the PCI clock distribution. 

I Oscillator I 
ClK 

CPU 

HClKE n ~L.HCLK HClKF 

lBXl LBXH 
To Burst SRAMs 

290479-82 

Figure 72. HCLK Distribution Example 
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PCMC 

~} CLOCK 
To LBXs & 

PCLKOUT ---. 
DRIVER 1-----+ PCI D,,,," 

r---

PCLKIN 

290479-83 

Figure 73. PCI Clock Distribution 

The PCMC generates PCLKOUT with an internal 
Phase Locked Loop (PLL). The PCLKOUT signal is 
buffered using a single component to produce sev­
eral low skew copies of PCLK to drive the LBXs and 
other devices on PCI. One of the outputs of the 
clock driver is directed back to the PCLKIN input on 
the PCMC. The PLL locks the rising edges of 
PCLKIN in phase with the rising edges of HCLKIN. 
The PLL effectively compensates for the delay of 
the external clock driver. The resulting PCI clock is 
one half the frequency of HCLK. Timing for all of the 
PCI interface signals is based on PCLKIN. All PCI 
interface inputs are sampled on PCLKIN rising edg­
es and all outputs transition as valid delays from 
PCLKIN rising edges. Clock skew between the 
PCLKIN pin on the PCMC and the PCLK pins on the 
LBXs must be kept within 1.25 ns to guarantee prop­
er operation of the LBXs. 

8.3 Phase Locked Loop Circuitry 

The 82434LX and 82434NX PCMCs each contain 
two internal Phase Locked Loops (PLLs). Loop fil­
ters and power supply decoupling circuitry must be 
provided externally. Figure 74 shows the PCMC con­
nections to the external PLL circuitry. 

One of the PCMC internal Phase Locked Loops 
(PLL) locks onto the HCLKIN input. The PLL is used 
by the PCMC in generating and sampling timing crit­
ical signals. An external loop filter is required. The 
PLLARC1 and PLLARC2 pins connect to the exter­
nal HCLK loop filter. Two resistors and a capacitor 
form the loop filter. The loop filter circuitry should be 
placed as close as possible to the PCMC loop filter 
pins. The PLL also has dedicated power and ground 

pins, PLLAVDD, PLLAVSS and PLLAGND. These 
power pins require a low noise supply. PLLAVDD, 
PLLAVSS and PLLAGND must be connected to the 
RC network shown in Figure 74. 

The second PCMC internal Phase Locked Loop 
(PLL) locks the PCLKIN input in phase with the 
HCLKIN input. The PLL is used by the PCMC to 
keep the PCI clock in phase with the host clock. An 
external loop filter is required. The PLLBRC1 and 
PLLBRC2 pins connect to the external PCLK loop 
filter. Two resistors and a capacitor form the loop 
filter. The loop filter circuitry should be placed as 
close as possible to the PCMC loop filter pins. The 
PLL also has dedicated power and ground pins, 
PLLBVDD, PLLBVSS and PLLBGND. These power 
pins require a low noise supply. PLLBVDD, 
PLLBVSS and PLLE~GND must be connected to the 
RC network shown in Figure 74. 

The resistance and capacitance values for the exter­
nal PLL circuitry are listed below. 

R1 = 10 KO ± 5% 

R2 = 1500 ± 5% 

R3 = 330 ± 5% 

C1 = 0.01 /kF ± 10% 

C2 = 0.47 /kF ± 10% 

An additional 0.01 /kF capacitor in parallel with C2 
will help to improve noise immunity. 

2-715 



82434LX/82434NX 

PCMC 

R1 R2 

PLLARC1 

PLLARC2 C1 

PLLAGND 
VDD 

PLLAVDD 

PLLAVSS 

R1 R2 

PLLBRC1 

PLLBRC2 C1 

PLLBGND 

R3 VDD 

PLLBVDD 

PLLBVSS 

290479-84 

Figure 74. PCMC PLL Circuitry Connections 
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8.4 System Reset 

Figure 75 shows the 82434LX and 82434NX PCMC 
system reset connections. The 82434LX and 
82434NX PCMC reset logic monitors PWROK and 
generates CPURST, PCIRST# and INIT. 

When asserted, PWROK is an indicator to the PCMC 
that VDD and HCLK have stabilized long enough for 
proper system operation. CPURST is asserted to ini­
tiate hard reset. INIT is asserted to initiate soft reset. 
PCIRST # is asserted to reset devices on PCI. 

PCMC 

PWROK 

CPURST 

INIT 

PCIRSn ToPCI 

82434LX/82434NX 

Hard reset is initiated by the PCMC in response to 
one of two conditions. First, hard reset is initiated 
when power is first applied to the system. PWROK 
must be driven inactive and must not be asserted 
until 1 ms after VDD and HCLK have stabilized at 
their AC and DC specifications. While PWROK is 
negated, the 82434LX asserts CPURST and 
PCIRST#. PWROK can be asserted asynchronous­
ly. When PWROK is asserted, the 82434LX first en­
sures that it has been completely initialized before 
negating CPURST and PCIRST#. CPURST is nega­
ted synchronously to the rising edge of HCLK. 
PCIRST# is negated asynchronously. 

0 

Power Stable 
& 

Front Panel Reset 

RESET L RESET 

LBXL LBXH 

CPU 

RESET 

D- INIT 

~ -KBD_RST' 

- ALT_RSn 

290479-85 

Figure 75. PCMC System Reset Logic 
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When PWROK is negated, the PCMC asserts 
AHOLD causing the CPU to tri-state the host ad­
dress lines. Address lines A[31 :29] are sampled by 
the PCMC 1 ms after the rising edge of PWROK. 
The values sampled on A[31 :30] are inverted inside 
the PCMC and then stored in Configuration Register 
52h bits 7 and 6. The A[31:30] strapping options are 
depicted in Table 18. 

Table 18. A[31:30] Strapping Options 

Configuration 
Secondary A[31:30] Register 52h, 

Bits [7:6] Cache Size 

11 00 Not Populated 

10 01 Reserved 

01 10 256 KByte Cache 

00 11 512 KByte Cache 

The value sampled on A29 is inverted inside the 
PCMC and stored in the SRAM Type Bit (bit 5) in the 
SCC Register. A28 is required to be pulled high for 
compatibility with future versions of the PCMC. 

The PCMC also initiates hard reset when the System 
Hard Reset Enable bit in the Turbo-Reset Control 
Register (I/O address CF9h) is set to 1 and the Re­
set CPU bit toggles from 0 to 1. The PCMC drives 
CPURST and PCIRST# active for a minimum of 
1 ms. 

Table 19 shows the state of all 82434LX PCMC 
output and bi-directional signals during hard reset. 
During hard reset both CPURST and PCIRST# are 
asserted. When the hard reset is due to PWROK 
negation, AHOLD is asserted. The PCMC samples 
the strapping options on the A[31 :29] lines 1 ms af­
ter the rising edge of PWROK. When hard reset is 
initiated via a write to the Turbo-Reset Control Reg­
ister (I/O port CF9h) AHOLD remains negated 
throughout the hard reset. Table 19 also applies to 
the 82434NX, with the exception of the signals listed 
in Section 8.5, 82434NX Reset Sequencing. 
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Table 19. 82434LX Output and 1/0 Signal States 
During Hard Reset 

Signal State Signal State 

A[31:0] Input IRDY# Input 

AHOLD High/Low KEN# Undefined 

BOFF# High MA[10:0] Undefined 

BRDY# High MDLE High 

CAA[6:3] Undefined MEMACK# High-Z 

CAB [6:3] Undefined MIG[2:0] Low 

CADS[1:0]# High NA# High 

CADV[1:0]# High PAR Input 

CALE High PEN# High 

CAS[7:0]# High PERR# Input 

COE[1:0]# High PLOCK# Input 

CWE[7:0] # High PIG3 Low 

C/BE[3:0]# Input PIG[2:0] High 

DEVSEL# Input RAS[5:0] # High 

DRVPCI Low REQ# High-Z 

EADS# High SERR# Input 

FRAME# Input STOP# Input 

HIG[4:0] Low TRDY# Input 

INIT Low WE# High 

INV Low 

Soft reset is initiated by the PCMC in response to 
one of two conditions. First, when the System Hard 
Reset Enable bit in the TRC Register is reset to 0, 
and the Reset CPU bit toggles from 0 to 1, the 
PCMC initiates soft reset by asserting INIT for a min­
imum of 2 HCLKs. Second, the PCMC initiates a soft 
reset upon detecting a shutdown cycle from the 
CPU. In this case, the PCMC first broadcasts a shut­
down special cycle on PCI and then asserts INIT for 
a minimum of 2 HCLKs. 



8.5 .82434NX Reset SequenCing· 

When PWROK is negated, the 82434NX PCMC 
drives the following signals Iow-BROY *'. NA # , 
AHOLO, .EADS#, INV, BOFF#, KEN#, 
PEN#, CPURST, INIT, CALE. CAOS[1:01*', 
CADV[1:0]#,CM{6:3]. CAB[6:3). OOE[1:0}*" 
CWE[7:O) 11. HCLK[A:F1 are driven as soon as the 
3.3V supply is active. Note that CWE[7:0) 11 toW pie­
vents the· second level cache data RAMs from driv­
ing the data bus, even though OOE[1:0]# are also 
driVen low. Also, note that BOFF # driven low caus· 
es the CPU to tri·state all outputs to the 82494NX 
PCMC and 82433NX LBX. except HITMI1. 
SMIACT#. and PCHK#. This rnlnimizesthe number 

PWROK ~ 

CPURST f 1 ma 

pelRln 

82434LX/82434NX 

of signals that the CPU may drive to the PCMC when 
the S.SV supply is active and the 5V supply is not 
active. 

Figure 76 shows how the 82434NX sequences 
CPURST and PCIRST# in response to PWROK as­
sertion. 

Some PCI devices may drive 3.3V friendly signals 
directly to S.SV devices that are not 5V tolerant. If 
such signals are powered from the $V supply they 
must be driVen low when PCIAST *' is asserted. 
Sorn8 of these signals may need to be driven high 
before CPURST Is negated. PCIRST 11 is negated 
1 ms before CPURST .to allow time for thiS to occur. 

2m. 

t i 
290479-86 

Figure 76. 82434NX Reset Sequencing at Power-Up 
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9.0 ELECTRICAL CHARACTERISTICS 

9.1 Absolute Maximum Ratings 

Case Temperature under Bias ....... O°C to + 85°C 

Storage Temperature .......... - 55°C to + 150°C 

Voltage on Any Pin 
with Respect to Ground ..... - 0.3 to Vee + 0.3V 

Supply Voltage 
with Respect to Vss ............ -0.3 to + 6.5V 

Maximum Total Power Dissipation ........... 2.0W 

Maximum Power Dissipation; Vcc3 . ,: .•.•• 410 mW 

The Maximum total power dissipation in the 
82434NX on the Vee and Vcc3 pins is 2.0W. The 
Vee3 pins may draw as much as 470 mW, however, 
total power will not exceed 2.0W. 

NOTICE: This data sheet contains information on 
products in the sampling and initial production phases 
of development. The specifications are subject to 
change without notice. Verify with your local Intel 
Sales office that you have the latest data sheet be­
fore finalizing a design. 

• WARNING: Stressing the device beyond the "Absolute 
Maximum Ratings" may cause permanent damage. 
These are stress ratings only. Operation beyond the 
"Operating Conditions" is not recommended and ex­
tended exposure beyond the "Operating Conditions" 
may affect device reliability. 

9.2 Thermal Characteristics 

The 82434LX and 82434NX PCMCs are designed 
for operation at case temperatures between O°C and 
85°C. The thermal resistances of the package are 
given in Table 20. 

Table 20. PCMC Package Thermal Resistance 

Parameter 
Air Flow Meters/Second 
(Linear Feet per Minute) 

0 0.5 1.0 2.0 5.0 
(0) (98.4) (196.9) (393.7) (984.3) 

OJA roC/Watt} 31 27 24.5 23 19 

0Je roC/Watt) 8.6 

9.3 82434LX DC Characteristics 
Functional Operating Range (V cc = 5V ± 5%; T CASE = O°C to + 85°C) 

Symbol Parameter Min Max Unit 
Test 

Conditions 

VIL1 Input Low Voltage -0.3 0.8 V Note 1, Vee = 4.75V 

VIH1 Input High Voltage 2.2 Vee + 0.3 V Note 1, Vee = 5.25V 

VIL2 Input Low Voltage -0.3 1.35 V Note 2, Vee = 4.75V 

VIH2 Input High Voltage 3.85 Vee + 0.3 V Note 2, Vee = 5.25V 

Vn Schmitt Trigger Threshold Voltage, 0.7 1.35 V Note 3, Vee = 5.0V 
Falling Edge 

VT1+ Schmitt Trigger Threshold Voltage, 1.4 2.2 V Note 3, Vee = 5.0V 
Falling Edge 

VH1 Hysteresis Voltage 0.3 1.2 V Note 3, Vee = 5.0V 

VT2- Schmitt Trigger Threshold Voltage, 1.25 2.3 V Note 3, Vee = 5.0V 
Falling Edge 

VT2+ Schmitt Trigger Threshold Voltage, 2.3 3.7 V Note 3, Vee = 5.0V 
Rising Edge 

VH2 Hysterersis Voltage 0.3 1.2 V Note 3, Vee = 5.0V 
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Functional Operating Range (Vec = 5V ± 5%; TCASE = O°C to + 85°C) (Continued) 

Symbol Parameter Min Max Unit 
Test 

Conditions 

Vou Output Low Voltage 0.5 V Note 4 

VOH1 Output High Voltage VCC - 0.5 V Note 4 

VOL2 Output Low Voltage 0.4 V Note 5 

VOH2 Output High Voltage 2.4 V Note 5 

lou Output Low Current 1 rnA Note 6 

IOH1 Output High Current -1 rnA Note 6 

IOL2 Output Low Current 3 rnA Note 7 

IOH2 Output High Current -2 rnA Note 7 

IOL3 Output Low Current 6 rnA Note 8 

IOH3 Output High Current -2 rnA Note 8 

IOL4 Output Low Current 3 rnA Note 9 

IOH4 Output High Current -1 rnA Note 9 

IIH Input Leakage Current +10 uA 

IlL Input Leakage Current -10 uA 

CIN Input Capacitance 12 pF FC = 1 MHz 

COUT Output Capacitance 12 pF FC = 1 MHz 

CliO 1/0 Capacitance 12 pF Fc = 1 MHz 

NOTES: 
1. VIL1 and VIH1 apply to the following signals: A[31:0), BE[7:0]#, D/C#, W/R#, M/IO#, HLOCK#, ADS#, PCHK#, 

HITM#, CACHE#, SMIACT#, PCLKIN, HCLKIN, HCLKOSC, FLSHBUF#, MEMCS#, SERR#, PERR#, MEMREQ#, 
GNT#, PLOCK#, STOP#,IRDY#, TRDY#, FRAME#, C/BE[3:0]#. 

2. VIL2 and VIH2 apply to the following signals: PPOUT[1:0), EOL. 
3. VT1-, VT1 + and VH1 apply to PWROK. VT2-, VT2+ and VH2 apply to TESTEN. 
4. VOL1 and VOH1 apply to the following signals: HIG[4:0)' MIG[2:0), PIG[3:0), DRVPCI, MDLE, PCIRST#. 
5. VOL2 and VOH2 apply to the following signals: REQ#, MEMACK#, FRAME#, C/BE[3:0]#, TRDY#, IRDY#, STOP#, 

PLOCK#, DEVSEL#, PAR, PERR#, SERR#, BOFF#, AHOLD, BRDY#, NA#, EADS#, KEN#, INV, A[31:0), 
PCLKOUT, HCLKA-HCLKF, CALE, COE[1:0]#, CWE[7:0]#, CADV[1:0]#, CADS[1:0]#, CAA[6:3), CAB[6:3), 
RAS[5:0]#, CAS[7:0]#, MA[10:0), WE#. 

6. IOL1 and IOH1 apply to the following signals: HIG[4:0), MIG[2:01, PIG[3:01, DRVPCI, MDLE, PCIRST#. 
7. IOL2 and IOH2 apply to the following signals: C/BE[3:0]#, REQ#, MEMACK#, MA[10:01, WE#. 
8. IOL3 and IOH3 apply to the following signals: FRAME#, TRDY#, IRDY#, STOP#, PLOCK#, DEVSEL#, PAR, PERR#, 

SERR#. 
9. IOL4 and IOH4 apply to the following signals: BOFF#, AHOLD, BRDY#, NA#, EADS#, KEN#, INV, CPURST, INIT, 

A[31:01, PCLKOUT, CALE, COE[1:0]#, CADS[1:0]#, CADV[1:0]#, CWE[7:0]#, CAA[6:3], CAB[6:3), RAS[5:0]#, 
CAS[7:0]#. 
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9.4 82434NX DC Ctu,lracterlstics 
FunotIonaJ Operating Range (VCC "" IV ± I%j v, 

-1 

Output Low CUrrent 3 
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functional Operattng Range (Vee ... 5V ±5%;Vcc3'" 3.135 to 3.465 V; 
T CASE = O"C to + 8S"C)(Continued) 

~ 
Parameter Min Max Unit 

loHa High Current -2 rnA 

1o1.3 Output low Current 6 

IOHS Output High Current -2 rnA 

leu Output Low Current S rnA 

loH. . Output High Current -1 rnA 

IIH Inputlti!akage CurrMt . +10 uA 

III .. Input Leakage Current -10 uA 

o.N Input Capacitance 12 pF 

I Output Capacitance 12 pF 

0./0 Capacitance 12 pF 

NOTES: 

Test 
conditions 

Note 8 

Note 9 

Note 9 

Note 10 

Note 10 

Fc"'" 1 MHz 

Fc'" 1 MHz 

Fc"" 1 MHz 

1. VIL1 and VIH1 apply' to the following sigOals: BE[1:O]#, O/C#, W/R#, M/IO#. HLOCK#. ADS#, PCHK#, HITM#. 
CACHE#, SMIACT#.PCLKIN, HCLKOsc, FLSHBUF#, MEMCS#, SERR#, PEAR#, MEMREO#, GNH. PLOCK#. 
STOP#.IROY#, TROY#, FRAME#. C/BE[3:O)#. 

2. VIL2 and VIH.2 apply to the follOWing Signats: PPOUT{1:o1. EOL. 
3, VI1.3 and VlH3 apply to thlt following signals: A[31:01. HCLKIN. 
4, Vn -, Vn + and VHl apply to PWRDK. Vra -. VT2+ and VH.2 apply to TESTEN. 
5. VaLl and VOH1aPPly to the following Signals: HIG{4:Oj. MIG(2:0). P1G[3:O}. ORVPCt. MOlE, PClAST#. 
6. VOl.2 and VOH2 apply to the following Signals: REO# • .MEMACK#. FRAMEifi, C/BE[S:Oj#. TROY#, IROY#. STOP#. 

PLOCK#. DEVSEL#, PAR. PERR#. SERR#. BOFF#. AHOLD. BRDY#, NA#. EAOS#. KEN#, INV. A{31:0}. 
PCLKOUT. HCLKA-HCLKF. CALE. COE[1:O]#. CWE[7:0)#. CAOV[1:OJ#, CAOSr1:01#. CAA{6:3]. CAB[6:3], 
RAS[7:OJ#. CAS[1:O]#. MAI11:OJ, WE#. . , 

7. lOLl and IOH1 apply to the folloWIng Signals: HlG(4:o1. MIG{2:0], PlG(s:ol. DRVPCI. MOLE, A[31 :8J. A[2:Oj, PCIRST#. 
8.100 and 1oH.2 apply to the following Signals: C/BE(3:0]#. REO#. MEMACK#. MA[11:01. WE#. 
9.10\.3 and IoHs apply to the following signals: FRAME#. TROY#. IROY#, STOP#. PLOCK#, OEV$EL#, PAR, PERR#. 

SERR#. 
10.1oL4 and lot« apply to the following signalS: BOFF#. AHOLD, BRDY#. NA#, EAOS#, KEN#. INV, CPURST, INIT. 

AI7:SJ. PCLKOUT. CALE. COE{1:0]#. CAOS[1:O)#, CADV[1:O]#. CWE[7:0)Ill, CAA[6:3J. CAS{6:31. RAS[7:0j#, 
CAS[7:0} Ill. . , ' . ' 

11. The output buffers for BROY#, NA#. AHOLD, EAOS#, INV. BOFF#, KEN#. PEN#, CPURST, (NIT. CALE. CAOS[1:01. 
CAOV[1:o1#, CAA[6:31, CAB[6:31, COE[1:0]#, CWE[7:01#. A{31:31 AND HCLK[A;F] are powered with Vcx;3 and there­
fore drive 3.SV signal levels. 
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9.5 82434LX AC Characteristics 

The AC characteristics given in this section consist of propagation delays, valid delays, input setup require­
ments, input hold requirements, output float delays, output enable delays, output-to-output delays, pulse 
widths, clock high and low times and clock period specifications. Figure 77 through Figure 85 define these 
specifications. Section 9.5 lists the 82434LX AC Characteristics. Output test loads are listed in the right 
column. 

In Figure 77 through Figure 85, VT = 1.5V for the following signals: 

A[31:01, BE[7:0j#, PEN#, D/C#, W/R#, M/IO#, HLOCK#, ADS#, PCHK#, HITM#, EADS#, BRDY#, 
BOFF#, AHOLD, NA#, KEN#, INV, CACHE#, SMIACT#, INIT, CPURST, CALE, CADV[1:0]#, COE[1:0]#, 
CWE[7:0]#, CADS[1:0]#, CAA[6:3], CAB[6:3], WE#, RAS[5:0]#, CAS[7:0]#, MA[10:01, C/BE[3:0]#, 
FRAME#, TRDY#, IRDY#, STOP#, PLOCK#, GNT#, DEVSEL#, MEMREQ#, PAR, PERR#, SERR#, 
REQ#, MEMCS#, FLSHBUF#,MEMACK#, PWROK, HCLKIN, HCLKA-HCLKF, PCLKIN, PCLKOUT. 

VT = 2.5V for the following signals: 

PPOUT[1:0], EOL, HIG[4:0], PIG[3:01, MIG[2:0], DRVPCI, MDLE, PCIRST#. 

9.5.1 HOST CLOCK TIMING, 66 MHz (82434LX) 

Functional Operating Range (Vee = 4.9V to 5.25V; TeASE = O·C to + 70·C) 

Symbol Parameter Min Max Figure Notes 

t1a HCLKOSC High Time 6.0 82 

t1b HCLKOSC Low Time 5.0 82 

t2a HCLKIN Period 15 20 82 

t2b HCLKIN Period Stability ±100 ps(1) 

t2c HCLKIN High Time 4 82 

t2d HCLKIN Low Time 4 82 

t2e HCLKIN Rise Time 1.5 83 

t2f HCLKIN Fall Time 1.5 83 

t3a HCLKA-HCLKF Output-to-Output Skew 0.5 85 OpF 

t3b HCLKA-HCLKF High Time 5.0 85 OpF 

t3c HCLKA-HCLKF Low Time 5.0 85 OpF 

NOTE: 
1. Measured on rising edge of adjacent clocks at 1.5V. 
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9.5.2 CPU INTERFACE TIMING, 66 MHz (82434LX) 

Functional Operating Range (Vee = 4.9V to 5.25V; TeASE = O°C to + 70°C) 

Symbol Parameter Min Max Fig Notes 

t10a ADS#, HITM#, W/R#, M/IO#, D/C#, 4.6 79 
HLOCK#, CACHE#, BE[7:0]#, 
SMIACT# Setup Time to HCLKIN 
Rising 

t10b ADS#, HITM#, W/R#, M/IO#, D/C#, 0.8 79 
HLOCK#, CACHE#, BE[7:0]#, 
SMIACT # Hold Time from HCLKIN 
Rising 

t11a PCHK# Setup Time to HCLKIN Rising 4.3 79 

t11 b PCHK# Hold Time from HCLKIN Rising 1.1 79 

t12a A[18:3] Rising Edge Setup Time to 4.5 79 Setup to HCLKIN rising when 
HCLKIN Rising ADS# is sampled active by PCMC. 

t12aa A[18:3] Falling Edge Setup Time to 3.2 79 Setup to HCLKIN Rising when 
HCLKIN Rising ADS # is Sampled Active by 

PCMC. 

t12ab A[18:3] Rising Edge Setup Time to 4.7 Setup to HCLKIN Rising when 
HCLKIN Rising ADS # is Sampled Active by 

PCMC. 

t12ac A[18:3] Falling Edge Setup Time to 4.1 Setup to HCLKIN Rising when 
HCLKIN Rising ADS # is Sampled Active by 

PCMC. 

t12b A[31:0] Hold Time from HCLKIN Rising 0.5 79 Hold from HCLKIN rising two 
clocks after ADS# is sampled 
active by PCMC. 

t12c A[31 :0] Setup Time to HCLKIN Rising 6.5 79 Setup to HCLKIN rising when 
EADS # is sampled active by the 
CPU. 

t12d A[31 :0] Hold Time from HCLKIN Rising 1.5 79 Hold from HCLKIN rising when 
EADS# is sampled active by the 
CPU. 
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Functional Operating Range (Vee = 4.9V to 5.25V; TeASE = O°C to + 70°C) (Continued) 

Symbol Parameter Min Max Fig Notes 

t12e A[31 :0] Output Enable from HCLKIN 0 13 81 
Rising 

t12f A[31 :0] Valid Delay from HCLKIN 1.3 13 78 o pF 
Rising 

t12g A[31 :0] Float Delay from HCLKIN 0 13 80 
Rising 

t12h A[2:0] Propagation Delay from 1 16 77 o pF 
BE[7:0]# 

t13a BRDY # Rising Edge Valid Delay 1.7 7.8 78 o pF 
from HCLKIN Rising 

t13b BRDY # Falling Edge Valid Delay 1.7 7.6 78 OpF 
from HCLKIN Rising 

t14 NA# Valid Delay from HCLKIN 1.3 7.8 78 OpF 
Rising 

t15a AHOLD Valid Delay from HCLKIN 1.3 7.1 78 o pF 
Rising 

t15b BOFF # Valid Delay.from HCLKIN 1.8 7.1 78 
Rising 

t16a EADS#, INV, PEN# Valid Delay from 1.3 7.4 78 o pF 
HCLKIN Rising 

t16b CPURST Rising Edge Valid Delay 0.9 7.5 78 
from HCLKIN Rising 

t16c CPURST Falling Edge Valid Delay 0.9 7.0 78 
from HCLKIN Rising 

t16d KEN # Valid delay from HCLKIN 1.3 7.6 78 
Rising 

t17 INIT High Pulse Width 2 HCLKs 84 Soft reset via TRC register or 
CPU shutdown special cycle 

t18 CPURST High Pulse Width 1 ms 84 Hard reset via TRC register, 0 pF 

2-726 



82434LX/82434NX 

9.5.3 SECOND LEVEL CACHE STANDARD SRAM TIMING, 66 MHz (82434LX) 

Functional Operating Range (V cc = 4.9V to 5.25V; T CASE = O°C to + 70°C) 

Symbol Parameter Min Max Fig Notes 

t20a CAA[6:3] ICAB [6:3] Propagation 0 8.5 77 o pF 
Delay from A[6:3] 

t20b CAA[6:3]/CAB[6:3] Valid Delay from 0 7.2 78 o pF 
HCLKIN Rising 

t21a COE[1 :0] # Falling Edge Valid Delay 0 9 78 o pF 
from HCLKIN Rising 

t21b COE[1 :0] # Rising Edge Valid Delay 0 5.5 78 o pF 
from HCLKIN Rising 

t22a CWE[7:0] # ICBS[7:0] # Falling Edge 2 14 78 CPU burst or single write to 
Valid Delay from HCLKIN Rising second level cache, 0 pF 

t22b CWE[7:0] # ICBS[7:0] # Rising Edge 3 14 78 CPU burst or single write to 
Valid Delay from HCLKIN Rising second level cache, 0 pF 

t22c CWE[7:0] # ICBS[7:0] # Valid Delay 1.4 7.7 78 Cache line Fill, 0 pF 
from HCLKIN Rising 

t22d CWE[7:0] # ICBS[7:0] # Low Pulse 1 HCLK 84 o pF 
Width 

t22e CWE[7:0] # ICBS[7:0] # Driven High -1 85 Last write to second level cache 
before CALE Driven High during cache line fill, 0 pF 

t22f CAA[4:3]/CAB[4:3] Valid before 1.5 85 CPU burst write to second level 
CWE[7:0] # Falling cache, 0 pF 

t23 CALE Valid Delay from HCLKIN 0 7.5 78 o pF 
Rising 

t24 CR/W[1:0]# Valid Delay from 1.5 7.6 78 o pF 
HCLKIN Rising 

t25 CBS[1 :0] # Valid Delay from HCLKIN 1.0 12.0 78 OpF 
Rising; Reads from Cache SRAMs 
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9.5.4 SECOND LEVEL CACHE BURST SRAM TIMING, 66 MHz (82434LX) 

Functional Operating Range (V CC = 4.9V to 5.25V; T CASE = O·C to + 70·C) 

Symbol Parameter Min Max Fig Notes 

t30a CAA[6:3]iCAB[6:3] Propagation Delay from A[6:3] 0 8.S 77 o pF 

t30b CAA[6:3]iCAB[6:3] Valid Delay from HCLKIN Rising 0 7.0 78 o pF 

t31 CADS[1 :0] # Valid Delay from HCLKIN Rising 1.S 7.7 78 OpF 

t32 CADV[1 :0] # Valid Delay from HCLKIN Rising 1.S 7.1 78 OpF 

t33 CWE[7:0] # Valid Delay from HCLKIN Rising 1.0 9.0 78 o pF 

t34a COE[1 :0] # Falling Edge Valid Delay from HCLKIN Rising 0 9.0 78 o pF 

t34b COE[1 :0] # Rising Edge Valid Delay from HCLKIN Rising 0 S.S 78 OpF 

t3S CALE Valid Delay from HCLKIN Rising 0 7.S 78 o pF 

9.5.5 DRAM INTERFACE TIMING, 66 MHz (82434LX) 

Functional Operating Range (V cc = 4.9V to 5.25V; T CASE = O·C to + 70·C) 

Symbol Parameter Min Max Fig Notes 

t40a RAS[S:O] # Valid Delay from 0 7.S 78 SOpF 
HCLKIN Rising 

t40b RAS[S:O] # Pulse Width High 4 HCLKs - S 84 RAS # precharge at 
beginning of page miss cycle, 
SO pF 

t41a CAS [7:0] # Valid Delay from 0 7.S 78 SO pF 
HCLKIN Rising 

t41b CAS[7:0] # Pulse Width High 1 HCLKIN -S 84 CAS # precharge during burst 
cycles, SO pF 

t42 WE# Valid Delay from HCLKIN 0 21 78 SO pF 
Rising 

t43a MA[10:0] Propagation Delay from 0 23 77 SO pF 
A[23:3] 

t43b MA[10:0] Valid Delay from 0 10.1 78 SO pF 
HCLKIN Rising 

9.5.6 PCI CLOCK TIMING, 66 MHz (82434LX) 

Functional Operating Range (Vcc = 4.9V to 5.25V; TCASE = O·C to + 70·C) 

Symbol Parameter Min Max Fig Notes 

tSOa PCLKOUT High Time 13 82 20 pF 

tSOb PCLKOUT Low Time 13 82 20pF 

tS1a PCLKIN High Time 12 82 

tS1b PCLKIN Low Time 12 82 

tS1c PCLKIN Rise Time 3 83 

tS1d PCLKIN Fall Time 3 83 
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9.5.7 PCI INTERFACE TIMING, 66 MHz (82434LX) 

Functional Operating Range (Vee = 4.9V to 5.25V; TeASE = O·C to + 70·C) 

Symbol Parameter Min Max Fig Notes 

t60a C/BE[3:0] #, FRAME#, TRDY #, IRDY #, STOP#, 2 11 78 Min:OpF 
PLOCK#, PAR, PERR#, SERR#, DEVSEL# Valid Max: 50 pF 
Delay from PCLKIN Rising 

t60b C/BE[3:0] #, FRAME#, TRDY#, IRDY#, STOP#, 2 81 
PLOCK#, PAR, PERR#, SERR#, DEVSEL# Output 
Enable Delay from PCLKIN Rising 

t60e C/BE[3:0] #, FRAME#, TRDY #, IRDY #, STOP # , 2 28 80 
PLOCK#, PAR, PERR#, SERR#, DEVSEL# Float 
Delay from PCLKIN Rising 

t60d C/BE[3:0]#, FRAME#, PLOCK#, PAR, PERR#, 7 79 
SERR #, Setup Time to PCLKIN Rising 

t60da TRDY #, IRDY # Setup Time to PCLKIN Rising 8.1 77 

t60db STOP # , DEVSEL # Setup Time to PCLKIN Rising 8.5 77 

t60e C/BE[3:0]#, FRAME#, PLOCK#, PAR, PERR#, 0 77 
SERR# Hold Time from PCLKIN Rising 

t61a REQ#, MEMACK# Valid Delay from PCLKIN Rising 2 12 78 Min: 0 pF 
Max: 50 pF 

t61b REQ #, MEMACK # Output Enable Delay from 2 81 
PCLKIN Rising 

t61e REQ#, MEMACK# Float Delay from PCLKIN Rising 2 28 80 

t62a FLSHREQ#, MEMREQ# Setup Time to PCLKIN 12 79 
Rising 

t62b FLSHREQ#, MEMREQ# Hold Time from PCLKIN 0 79 
Rising 

t63a GNT# Setup Time to PCLKIN Rising 10 79 

t63b GNT# Hold Time from PCLKIN Rising 0 79 

t64a MEMCS# Setup Time to PCLKIN Rising 7 79 

t64b MEMCS# Hold Time from PCLKIN Rising 0 79 

t65 PCIRST # Low Pulse Width 1 ms 84 Hard Reset via TRC 
Register, 0 pF 
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9.5.8 LBX INTERFACE TIMING, 66 MHz (82434LX) 

Functional Operating Range (Vcc = 4.9V to 5.25V; TCASE = O·C to + 700C) 

Symbol Parameter Min Max Fig Notes 

t70 HIG[4:0] Valid Delay from HCLKIN Rising 0.8 6.5 78 OpF 

t71 MIG[2:0] Valid Delay from HCLKIN Rising 0.9 6.5 78 o pF 

t72 PIG[3:0] Valid Delay from PCLKIN Rising 0.7 10.9 78 o pF 

t73 PCIDRV Valid Delay from PCLKIN Rising 1 13.5 78 o pF 

t74a MOLE Falling Edge Valid Delay from HCLKIN Rising 0.6 5.6 78 o pF 

t74b MOLE Rising Edge Valid Delay from HCLKIN Rising 0.6 6.8 85 OpF 

t75a EOL, PPOUT[1 :0] Setup Time to PCLKIN Rising 7.7 79 

t75b EOL, PPOUT[1 :0] Hold Time from PCLKIN Rising 1.0 79 

9.5.9 HOST CLOCK TIMING, 60 MHz (82434LX) 

Functional Operating Range (V cc = 4.75V to 5.25V; T CASE = O·C to + 85·C) 

Symbol Parameter Min Max Fig Notes 

t1a HCLKOSC High Time 6.0 82 

t1b HCLKOSC Low Time 5.0 82 

t2a HCLKIN Period 16.66 20 82 

t2b HCLKIN Period Stability ±100 pS(1) 

t2c HCLKIN High Time 4 82 

t2d HCLKIN Low Time 4 82 

t2e HCLKIN Rise Time 1.5 83 

t2f HCLKIN Fall Time 1.5 83 

t3a HCLKA-HCLKF Output-to-Output Skew 0.5 85 o pF 

t3b HCLKA-HCLKF High Time 5.0 82 OpF 

t3c HCLKA-HCLKF Low Time 5.0 82 o pF 

NOTE: 
1. Measured on rising edge of adjacent clocks at 1.SV. 
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9.5.10 CPU INTERFACE TIMING, 60 MHz (82434LX) 

Functional Operating Range (Vee = 4.75V to 5.25V; TeASE = O·C to + 85·C) 

Symbol Parameter Min Max Fig Notes 

t10a ADS#, HITM#, W/R#, M/IO#, D/C#, 4.6 79 
HLOCK#, CACHE#, BE[7:0]#, 
SMIACT # Setup Time to HCLKIN 
Rising 

t10b ADS#, HITM#, W/R#, MIIO#, D/C#, 1.1 79 
HLOCK#, CACHE#, BE[7:0]#, 
SMIACT # Hold Time from HCLKIN 
Rising 

t11a PCHK# Setup Time to HCLKIN Rising 4.3 79 

t11b PCHK# Hold Time from HCLKIN Rising 1.1 79 

t12a A[18:3] Rising Edge Setup Time to 4.5 79 Setup to HCLKIN rising when 
HCLKIN Rising ADS# is sampled active by PCMC. 

t12aa A[18:3] Falling Edge Setup Time to 3.2 79 Setup to HCLKIN Rising when 
HCLKIN Rising ADS # is Sampled Active by 

PCMC. 

t12ab A[18:3] Rising Edge Setup Time to 4.7 79 Setup to HCLKIN Rising when 
HCLKIN Rising ADS # is Sampled Active by 

PCMC. 

t12ac A[18:3] Falling Edge Setup Time to 4.1 79 Setup to HCLKIN Rising when 
HCLKIN Rising ADS # is Sampled Active by 

PCMC. 

t12b A[31 :0] Hold Time from HCLKIN Rising 0.5 79 Hold from HCLKIN rising two 
clocks after ADS # is sampled 
active by PCMC. 

t12c A[31 :0] Setup Time to HCLKIN Rising 6.5 79 Setup to HCLKIN rising when 
EADS # is sampled active by the 
CPU. 

t12d A[31 :0] Hold Time from HCLKIN Rising 1.5 79 Hold from HCLKIN rising when 
EADS # is sampled active by the 
CPU. 

t12e A[31 :0] Output Enable from HCLKIN 0 13 81 
Rising 

t12f A[31 :0] Valid Delay from HCLKIN Rising 1.3 13 78 o pF 

t12g A[31 :0] Float Delay from HCLKIN 0 13 80 
Rising 
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Functional Operating Range (Vee = 4.75V to 5.25V; TeASE = D·C to + 85·C) (Continued) 

Symbol Parameter Min Max Fig Notes 

t12h A[2:0] Propagation Delay from 1 16 77 OpF 
BE[7:0]# 

t13a BRDY # Rising Edge Valid Delay 2.1 7.9 78 OpF 
from HCLKIN Rising 

t13b BRDY # Falling Edge Valid Delay 2.1 7.9 78 o pF 
from HCLKIN Rising 

t14 NA# Valid Delay from HCLKIN 1.4 8.4 78 o pF 
Rising 

t15a AHOLD Valid Delay from HCLKIN 2.0 7.6 78 o pF 
Rising 

t15b BOFF# Valid Delay from HCLKIN 2.0 7.6 78 
Rising 

t16a EADS#, INV, PEN# Valid Delay from 2.0 8.0 78 o pF 
HCLKIN Rising 

t16b CPURST Rising Edge Valid Delay 1.2 7.5 78 
from HCLKIN Rising 

t16c CPURST Falling Edge Valid Delay 1.2 7.5 78 
from HCLKIN Rising 

t16d KEN # Valid delay from HCLKIN 1.7 8.2 78 
Rising 

117 INIT High Pulse Width 2 HCLKs 84 Soft reset via TRC register or 
CPU shutdown special cycle 

t18 CPURST High Pulse Width 1 ms 84 Hard reset via TRC register, 0 pF 
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9.5.11 SECOND LEVEL CACHE STANDARD SRAM TIMING, 60 MHz (82434LX) 

Functional Operating Range (Vcc = 4.75Vto5.25V;TCASE = O°Cto + 85°C) 

Symbol Parameter Min Max Fig Notes 

t20a CAA[6:3] ICAB [6:3] 0 8.5 77 o pF 
Propagation Delay from A[6:3] 

t20b CAA[6:3] ICAB [6:3] Valid 0 7.2 78 o pF 
Delay from HCLKIN Rising 

t21a COE[1 :0] # Falling Edge Valid 0 9 78 o pF 
Delay from HCLKIN Rising 

t21b COE[1:0] # Rising Edge Valid 0 5.5 78 o pF 
Delay from HCLKIN Rising 

t22a CWE[7:0] # ICBS[7:0] # 2 14 78 CPU burst or single write to second 
Falling Edge Valid Delay from level cache, 0 pF 
HCLKIN Rising 

t22b CWE[7:0] # ICBS[7:0] # Rising 3 15 78 CPU burst or single write to second 
Edge Valid Delay from HCLKIN level cache, 0 pF 
Rising 

t22c CWE[7:0] # ICBS[7:0] # Valid 1.4 7.7 78 Cache line Fill, 0 pF 
Delay from HCLKIN Rising 

t22d CWE[7:0] # ICBS[7:0] # Low 1 HCLK 84 o pF 
Pulse Width 

t22e CWE[7:0] # ICBS[7:0] # Driven -1 85 Last write to second level cache during 
High before CALE Driven High cache line fill, 0 pF 

t22f CAA[4:3]/CAB[4:3] Valid 1.5 85 CPU burst write to second level cache, 
before CWE[7:0] # Falling OpF 

t23 CALE Valid Delay from HCLKIN 0 8 78 OpF 
Rising 

t24 CR/W[1:0) # Valid Delay from 1.5 8.2 78 o pF 
HCLKIN Rising 

t25 CBS[1:0)# Valid Delay from 1.0 12.0 78 o pF 
HCLKIN Rising; Reads from 
CacheSRAMs 
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9.5.12 SECOND LEVEL CACHE BURST SRAM TIMING, 60 MHz (82434LX) 

Functional Operating Range (Vcc = 4.75V to 5.25V; TCASE = DoC to + 85°C) 

Symbol Parameter Min Max Fig Notes 

t30a CAA[6:3]/CAB[6:3] Propagation Delay from A[6:3] 0 8.5 77 o pF 

t30b CAA[6:3]/CAB[6:3] Valid Delay from HCLKIN Rising 0 8.2 78 o pF 

t31 CADS[1:0] # Valid Delay from HCLKIN Rising 1.5 8.2 78 o pF 

t32 CADV[1 :0] # Valid Delay from HCLKIN Rising 1.5 8.2 78 o pF 

t33 CWE[7:0] # Valid Delay from HCLKIN Rising 1.0 10.5 78 OpF 

t34a COE[1 :0] # Falling Edge Valid Delay from HCLKIN Rising 0 9.5 78 o pF 

t34b COE[1 :0] # Rising Edge Valid Delay from HCLKIN Rising 0 6.0 78 o pF 

t35 CALE Valid Delay from HCLKIN Rising 0 8.5 78 o pF 

9.5.13 DRAM INTERFACE TIMING, 60 MHz (82434LX) 

Functional Operating Range (V CC = 4.75V to 5.25V; T CASE = DoC to + 85°C) 

Symbol Parameter Min Max Fig Notes 

t40a RAS[5:0] # Valid Delay from 0 8.0 78 50 pF 
HCLKIN Rising 

t40b RAS[5:0] # Pulse Width High 4 HCLKs-5 84 RAS # precharge at beginning 
of page miss cycle, 50 pF 

t41a CAS[7:0] # Valid Delay from 0 8.0 78 50 pF 
HCLKIN Rising 

t41b CAS [7:0] # Pulse Width High 1 HCLK-5 84 CAS# precharge during burst 
cycles, 50 pF 

t42 WE # Valid Delay from HCLKIN 0 21 78 50 pF 
Rising 

t43a MA[10:0] Propagation Delay from 0 23 77 50 pF 
A[23:3] 

t43b MA[10:0] Valid Delay from HCLKIN 0 10.7 78 50 pF 
Rising 
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9.5.14 PCI CLOCK TIMING, 60 MHz (82434LX) 

Functional Operating Range (Vee = 4.75V to 5.25V; TeASE = O·C to + 85·C) 

Symbol Parameter Min Max Fig Notes 

t50a PCLKOUT High Time 13 82 20 pF 

t50b PCLKOUT Low Time 13 82 20 pF 

t51a PCLKIN High Time 12 82 

t51b PCLKIN Low Time 12 82 

t51c PCLKIN Rise Time 3 83 

t51d PCLKIN Fall Time 3 83 

9.5.15 PCI INTERFACE TIMING, 60 MHz (82434LX) 

Functional Operating Range (Vee = 4.75V to 5.25V; TeAsE = O·C to + 85·C) 

Symbol Parameter Min Max Fig Notes 

t60a C/BE[3:0]#, FRAME#, TRDY#,IRDY#, STOP#, PLOCK#, 2 11 78 Min: 0 pF 
PAR, PERR#, SERR#, DEVSEL# Valid Delay from PCLKIN Max: 50 pF 
Rising 

t60b C/BE[3:0]#, FRAME#, TRDY#,IRDY#, STOP#, PLOCK#, 2 81 
PAR, PERR#, SERR#, DEVSEL# Output Enable Delay from 
PCLKIN Rising 

t60c C/BE[3:0]#, FRAME#, TRDY#,IRDY#, STOP#, PLOCK # , 2 28 80 
PAR, PERR#, SERR#, DEVSEL# Float Delay from PCLKIN 
Rising 

t60d C/BE[3:0]#, FRAME#, TRDY#,IRDY#, STOP#, PLOCK#, 9 79 
PAR, PERR#, SERR#, DEVSEL# Setup Time to PCLKIN 
Rising 

t60e C/BE[3:0]#, FRAME#, TRDY#,IRDY#, STOP#, PLOCK#, 0 79 
PAR, PERR#, SERR#, DEVSEL# Hold Time fromPCLKIN 
Rising 

t61a REQ#, MEMACK# Valid Delay from PCLKIN Rising 2 12 78 Min: 0 pF 
Max: 50 pF 

t61b REQ #, MEMACK # Output Enable Delay from PCLKIN Rising 2 81 

t61c REQ#, MEMACK# Float Delay from PCLKIN Rising 2 28 80 

t62a FLSHREQ#, MEMREQ# Setup Time to PCLKIN Rising 12 79 
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Functional Operating Range (V CC = 4.75V to 5.25V; T CASE = O·C to + 85·C) (Continued) 

Symbol Parameter Min Max Fig Notes 

t62b FLSHREQ#, MEMREQ# Hold Time 0 79 
from PCLK.IN Rising 

t63a GNT # Setup Time to PCLKIN Rising 10 79 

t63b GNT # Hold Time from PCLKIN Rising 0 79 

t64a MEMCS# Setup Time to PCLKIN Rising 7 79 

t64b MEMCS# Hold Time from PCLKIN Rising 0 79 

t65 PCIRST # Low Pulse Width 1 ms 84 Hard Reset via TRC Register, 
OpF 

9.5.16 LBX INTERFACE TIMING, 60 MHz (82434LX) 

Functional Operating Range (Vcc = 4.75V to 5.25V; TCASE = O·C to + 85·C) 

Symbol Parameter Min Max Fig Notes 

t70 HIG[4:0] Valid Delay from HCLKIN Rising 0.8 6.7 78 o pF 

t71 MIG[2:0] Valid Delay from HCLKIN Rising 0.9 6.5 78 OpF 

t72 PIG[3:0] Valid Delay from PCLKIN Rising 1.5 12 78 OpF 

t73 PCIDRV Valid Delay from PCLKIN Rising 1 13 78 OpF 

t74a MDLE Falling Edge Valid Delay from HCLKIN Rising 0.6 6.8 78 OpF 

t74b MDLE Rising Edge Valid Delay from HCLKIN Rising 0.6 6.8 85 OpF 

t75a EOL, PPOUT[1 :0] Setup Time to PCLKIN Rising 7.7 79 

t75b EOL, PPOUT[1 :0] Hold Time from PCLKIN Rising 1.0 79 
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9.6 82434NX AC. Characterietlos 
The AC characteristietgiven in. tbl$ s8Qtion consist of propagation delays. valid clelavs, input setup fequire­
ments. input hold f"eqilirernGnts. output float d$IayS, output enable delays, output-to-output delays. pulse 
widths, ctock high and low times and clock period specifications. Figure 77 through FIgure 85 define these 
specifications, Output test loads are Rated in the right column. 

In Figure 77 tt'!rough Figure 85, VT ... 1.5V foI'the following signals: 

A{31:01. BE[7:0]#. PEN # , O/C#, W/R#, MIIO#, HLOCKI', ADS#, PCHK#. Hll'M#, EAOS'#, BROY#. 
BOFF" AHOLD. NA#, KEN#, INV, CACHEI', SMIACT#, INIT. CPlJRST, CALE. CADV[1:01#.00E{1:o1#, 
CWE[1:0)#, CAD$[1:D]#. CM(6:S], CAB[6:31. WEI', RAS[5:0]#, CA$[1:0]#, MAl10:01. C/BE[3:01#, 
FRAME#, TROY#,IRDY#, STOP#, PLOCKI', GNU, DEVSEL#, MEMREQ#, PAR. PEAR#,. SERR#, 
REa#. MEMC$#, FLSHBUF#. MEMACK#. PWROK. HCLKlN, HCLKA-HCLKF, PCLKlN, PCLKOUT,. 

VT "" 2.5V for the following signalS: 

PPOUT£1:01, EOL, HIG[4:0), PIG[$:O), MIG[2:0], DRVPCt. MOLE, PCIRST# 

U.1 HOST CLOCK TlMING, 66 MHz (~). PREUMlNAAY . 

Functional Operating Range (Vee "" 4.16V to 5.z5V; VeeS== 3.1S6V to 3.466V; TCASE "'" O"C to + WC) 
Symbol Parameter Min Max' Fig 

Ua HCLKOSC High Time 6.0 
t1b HCLKOSC Low Tune 5.0 

t2a HCLKIN Period 15 

t2b . HCLKIN Period Stability PS(1) 

t2c HCLKIN High Time 4 

t2d HCLKIN Low Time 4 

. t2e HCLKIN Rise Time 1.5 

t2f HCLKIN Fall Time 

taa HCLKA-HCLKF Output-to-Output Skew 

tab HCLKA-HCLKF High Time 

tac HCLKA-HCLKF Low Time 5.0 

NOTES: 
1. Measured on rising edge of adjacent clocks at 1.5V, 
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82434LX/82434NX intel® 
FuilOtional Operatirtg flange(Vcc =: 4.7~V to 6.2J,V;,V(l;,3 = ;i.1~V to 3A65Y; TeASE = 0"0 to +85"0) 

~ ...... --... MIn ,Max 'PIG . Note. 
t10a· , #,W/R#~ S8tupnmetoHC~1f'J 4:6 19 

4 6 '. E[1:0} # Setup 11me jO , ,19 

t10¢ I;ITM# Setup TIme to HClKIN Rising 6,4 ,19 

tIOd CACHE# ,MilOI $etup 1im,e to "4.6 ,19 
HOL:K1N ~islng , -.. '; 

, . 
ttOe DIe# SetupTltne to HCLKlN Rising , 4.0. '79 
t101 HL.OCK#. 8MJACT#, Setup Tltne to 4.0 19 
. HClK!N Aising , 

t1"09I HITM#, MllOI, 0/0#, Hold Time from 0.1 19 
HOLKIN Rising , 

t10h W/R#, HLOCK#. Hold.Tlme from· . 0.8' 19 
. HQ!-KlN Rising 

t10i AOS# ,BE(i:o) # Hold Time ,from 1.1 19 
HCLKlN Rising 

ttO! Ell!, 8MIACT# Hold Time from 1.1 

ffi_W~N.~_· . 
HCU<IN Rising 

t11a PCItK# _1ImoW HCi.KIN Rising m 
tUb PCHK# Hold 11me from HCLKIN Rising . 

tt2a Al3i :0) Setup 11me to HCLKIN Rising . . . ADS# is sampled a~ve by PCMC. 

t12b A(S1:oJ Hold TIme from HCLKIN RiSing 0.5 HOLD from HCLKIN RISing two 
, cIoc:ks after ADS II ls$ampJeq 
actM\! by PCMC 

t120 Al31 :0)' Setup 11me to HClKIN Rising I 6.0 79 Setup to HCl.KIN rising when 
EADS# Is sampled active by the 
CPlJ· 
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CASE= 0 nu 
functional Operating Range (Vee'" 4.75V to 5.25"; Vcc3 "" 3.135V to U85V; 

. T O'C t + 8S·C) (Conti ad) 

Symbol Parameter Min EF'9 NOte$ 

t12d A(S1:OJ Hold TIme from HCLKIN 1.5 79 Hold from HCLKIN rising when 
Rising EAOS# is sampled active by 

the CPU. 

112e A{31 :O} 0utpU1 Enable from HCLKIN 0 is 81 
Rising 

t12f A(SM} Valid Oelayfrom HCLKIN 1.3~18 OpF 
Rising 

t129 A(S1 :01 Float Oelay from HCLKIN 0 1S 80 
Rising 

t12h A(2:O] Propagation Delay from 
BE{1:O] <I 

1.0 16 17 OpF 

t1Sa BROY # Risih(fEdge Valid Delay 1.6 7.5 18 OpF 
from HCLKIN Rising 

t13b BROY <I Falling Edge Valid Delay I 1.6 7.5 18 OpF 
from HCLKIN Rising 

t14 NA # Valid Delay from HCLKlN .8m Rising 

tiSa lay from HCLKIN I 1.5 
Rising 

t15b BOFF # Valid Delay from HCLKIN 1.5 7.0 78 OpF 
Rising 

• INY, PEN# Valid Oelayfrom 1.5 7.5 18 OpF 
Rising 

t16b CPURST Rising Edge Valid Delay 1.2 7.0 78 OpF 
from HCLKIN Rising 

t16c CPURST Failing Edge VaNd Delay 1.2 1.0 78 OpF 
from HCLKIN Rising 

116<1 KEN # Valid delay from HCLKIN 1.5 7.5 78 OpF 
Rising 

tl1 INIT High Pulse Width 2 HCLKs 84 OpF 

t1S CPURSr High Pulse Width 1 ma 84 o pF; Hard reset via 
TRC register 
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82434LX/82434NX infel® 
9.6.3 SECOND LEVEL CACH! STANDARD'SAAM TIMING. 66 ~ (82434NX), PRlUUINARY 

Functional Operating Range (VCC = 4.75V to USV'; VCc3 ... 3.13sV to 3.46$V; TeASE = O"C to + 85"C) 

Symbol Parameter ' Min Notes . 

t20a CAA[6:3]/GAB[6:3) Propagation Delay from " 
A(6:3] , " 

0 

t20b CAA[6:3] IGAB{6:3J Valid Delay from 
HCLKIN Rising 

t21a COE[1 :O} # Falling Edge Valid Delay from 0 9 
HCLKIN Rising 

t21b ' COEr 1:oJ # Rising Edge Va~d o.Iay from ,0 5.5 
HCLKIN Rising 

t22a CWE[7:0} # 108S[7:0] I; Falling Edge Valid 2 14 
Delay from HCLKIN Rising 

t22b CWE[7:01#/CBS[7:0)# Rising Edge VaRd 3 
o.Iay from HCLKlN RiSing 

t22c CWE[7:0) # ICBS[7;0) # Valid Delay from 1.0 ' 
HCLKINRising 

t22d CWe[7:0) # ICBS(7:0) # Low Pulse Width 

t22e CWE[7:0)#/CBS[7:0)# Dnven High before -1 85 Last Wl'ite~ second level 
GALE Driven High cache during cache line ' 

fiII,OpF 

t22f CAA[4:3]1CAB[4:3) Valid before 1.5 85 ,CPU burst write to second 
CWE[7:01 #. Falling level cache, 0 pF ' 

t23 CALE Valid Delay from HCLKIN Rising 0 8.0 78 OpF 
t24 CR/W[1 :0] # Valid'Oelay from HCLKIN 1.5 

Rising 

t25 CB8[1 :0] (I Valid Delay from HCLKIN ' 1.0 
Rising; Reads from Cache $RAMs 

t26a CC8[1:0) #. Propagation Delay from ADS# 
Falling 
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82434LX/82434NX 

9.6.4 SECOND LEVEL CACHE BURST $RAM TIMING, 66 MHz (82434NX). PRWMlNARY 

FunctIonal OperatIng Range (Vee ... 4.7SV to 5.25Y; Vcc3 - 3.135V to t.A65V; TCASE ""I ere to + WC) 

~ - MIn Max fig Notte 
[6:3]/CAB[6:3) Propagation Delay from A[6:3) 0 6.5 77 OpF 

[6:31/CAB[6:3) Valid Delay from HCLION Rising 0 U 18 OpF 

131 CAOS[1:01,* Valid Delay from HCLKIN RisIng 1.5 8.0 18 OpF 

t32: CADV{1 :01 '* Valid Delay from HCLKIN RisIng 1.5 8.0 18 OpF 

t33 CWE(7:01'* Valid Delay from HCLKIN RisIng 1.5 9.0 78 OpF 

t34a COE[1:O) '* Falling Edge Valid Delay from HCLKlN Rising 0.5 9.0 78 OpF 

t34b COE[1:O) '* RisIng Edge vlIid Delay from HCLKlN RisIng 0.5 6.0 78 O~ 

t35 CALE Valid Delay from HCLION Rising' , 0 8.0 18 OpF 

9.6.5 DRAM INTERFACE TIMING, 66 MHz, (82434NX), PREUMINARY 

FunctIonal OperatIng Range (Vee ... 4.7SVto5.25Y;Vcc3" 3.13SVtoSM6V;TCASE" crCto +WC) , 
Symbol Parameter Min Max fig Notes 
t40a RAS(7:o1,* Valid Delay from 0 8.0 78, ,50pF 

HCLKlN Rising 

t40b RAS(7:01,* PutseWIdth High 4HCLKs-5 84 RA$# precharge at~ning 
of page mI$$ cycle. 50 pF 

t41a I CAS(7:01 # Valid Delay from 0 ........ . .., 50pF 
HCLION Rising 

t41b CAS(7:01,* Pulse Width High 1 HCLKIN-5, 84 CAS'# precharge during burst 
oyde$,50pF 

t42 WE# Valid OeIayfrom HCLKIN 0 21 78 50pF 
Rising 

t4Sa MA[ 10:01 Propagation Delay from 
A[23:3} 

0 2S 77 50pF 

t43b MA[10:0] Valid Delay from HCLKIN 0 10.7 78 50pF 
Rising i 

t430 MA 11, PropagatIon Delay from 
A(25:24] 

0 28.0 77 SO¢: 

t43d MA 11 Valid Delay from HCLKlN 0 12 , 78 'SOpF 
Rising 
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82434LX/82434NX 

u..a PCI CLOCK ',TIMING, .. ~ ..."X), PRELIMINARY , 

FunCtIoRaIOperalng ...... tVCC .. 4.'1ivto 5.25Y;Veca-,a:131Vto8.A85V;TCASE'- O"C'to +WC) 

~ ,Paqmeter ' ~ ... ~ Motu 

isoa PCLkOUT HIgh ~ is ,82 20pF 

t50b " PoLKOl1T Low Time 13 2OpF, 

t51a , PC~N High 1Jme 12 " 82 

t51b PCLKIN Low Time 12 " 82 

,t51'o " 
" 

PCl..KIN'RiIe TIme " 3' SS 

t51d ,cLKIH"FaD 11me., " ,3 , SS 
" 

'\ ' 

9.8.7 ,PCIINTlRFACa _I.: ... f82484NX).1.EUJi~Y : , 
FunctIonal OperatIng Ranee tv 4.75V to U5V: Vcc3 3. 135V to U85V T , cc .. • ... ;r~ ... O"C to + 85"C) 

Symbol PaIaI'fteter ' , Min lIu: fig NotQ 

t60a ClBE(3:OJ#, FRAME'#, TROY., lROY,#, STOP#, PLOOK#" 2 , '11 18 MIn:OpF 
, PAR,' PEAR#.SERR#, dEvsEL# Valid OeIayfrOm PCOON' , Max:50pF 

RIsing , 
teat>- C/BE[3:O) #, FRAME # , TROY# ,IROY #. STOP#, PLOCK #. 

" 
,2 81 

PAR, PEAR#, $EM#. DEVSEL# OUtput enible Delay from 
PCU<IN RIsing 

t60c 0/8E[3:O) '#. FRAME # , TROY # ,IRDY #, STOP # • PL09K# .. 
,PAR, PEAR # • SERR #. DEVSEL# Float Delay _ PCU<lN , 

2 28 80 

Rising , , 

t60d CtBE[3:O)#, FRAME#, TROY#,IRDY#; STOP#, PLOCK#, 1 79 
PAR, PEAR#, SEAR#, DEVSEL# setup TIme to PCLKlN 
Rising 

t60e OIBE[3:0)#, FRAME # , TRDY#, tROY # , STOP#, PLOCK#, 0 79 
PAR, PEAR # • seAR#l DFNsEL# Hold TIme from PCLKIN 

, Rising 

t61a REO # • MEMACK# Valid 'Delay from PCLKtN Rising , , 2 12 78 MIn:OpF 
Max:50pF 

t61b REq#, MEMACKiII Output Enable Delay from PClKlN RiaIng 

H t61c REel # , MEMAcK # Float Delay from PCLKlN Rising 

t62a FLSHREO#, M£MREQ# Setup TIme to PCLKIN Rising 

t62b FLSHREO#, MEMREQ# Hold Time from PCLKIN Rising 0' )'9 .. ' 
" , 
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82434LX/82434NX 

Functional Operating Range (Vee = 4.75V to 5.25V; VCC3 "'" 3. 135V to 3.465V; 
T CASE· = O"C to + 8S°C) (Continued) 

Symbol Parameter Fig Notes 

t6Sa· GNT#' Setup Time to PCLKIN Rising 79 

t6Sb GNT#' Hold Time from PCLKIN Rising 79 

t64a MEMCS#' Setup Time to PCLKIN Rising 79 

t64b MEMCS#' Hold Time from PCLKIN Rising 79 

t65 PCIRST #' Low Pulse Width 84 Hard Reset via TRO Register,O pF 

9.6.8 LaX INTERFACE TIMING, 66 MHz (82434NX), PRELIMINARY 

Functional Operating Range(Vcc "" 4.76Vto 5.25V;Vcc3 ". 3.135Vto 3.465V;TcASE "" O"C to + 86·C) 

Symbol Pa.rameter Min Max Fig Notes 

t70 HIG[4:01 VaNd Delay from HCLKIN Rising 0.8 6.5 78 0 pF 

t71 MIG[2:0] Valid Delay from HClKIN Rising 

t72 . PIG{S:O] Valid Delay from PCLKIN Rising 

t73 PCIDRV Valid Delay from PCLKIN Rising 

t74a MDLE Falling Edge Valid Delay from HCLKIN Rising 

t74b MDLE Rising Edge Valid from HClKIN Rising 

t75a EOL, PPOUT{1 :0] Setup Time to PCLKIN Rising 

t75b EOL, PPOUT{1 :01 Hold Time from PCLKIN Rising 

9.6.9 HOST CLOCK TIMING. 50 and 60 MHz (82434NX) 

FunctiOnal Oparating Range (Vee = 4.75V to S.2aV; Vee3 = 3.135V to 3.486V; TeASE = O"C to +85"C) 

Symbol Parameter Min Max Fig Notes 

t1a HCLKOSC High Time 6.0 82 ' 

t1b HCLKOSC Low Time 5.0 82 
~------4---------------------------r--1 

pS(1) 

HCLKIN Low Time 4 82 

12e HCLKlN Rise Time 1.5 83 

12f HOLKIN Fall Time 1.5 83 

13a HCLKA-HCLKF Output-to-Output Skew 0.5 85 OpF 

tab HCLKA-HCLKF High Time 5.0 82 OpF 

t30 HCLKA-HCLKF Low Time 5.0 82 OpF 

NOTES: 
1. Measured on rising edge of adjacent clocks at 1.5V. 
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82434LX/82434NX 

9.6.1Q CPU INTUfA~ 11.,6t,ANP .MHl(ft~) 
FUnctk)iWOperatlngRange(Vec- 4.76Vto 'YCC3" 3.136Yto 3.465Y;TCME = O"Cto + arC) 

tiCe 

t10f 

t10g 

t10h 

t10i 

1101 

t11a 

t11b 

t12b 

t120 

t12d 

2-744 

\\ Piir8",' . _ FIg' Note. 

CACHE#. MtJO.ifoSEltup Time to 
HCLKlN Rising • 
O/C# Setup TIme to HCLKIN RI$ln 
HLOCK #, SMIACT*. setup Tinl$ to·· 
HCLKIN Rising " . 

HITM#, M/IO#. O/C#; Hold Time . 
HCLKIN Rising . , 

W/R#. HLOCK # Hoid from HCLKIN 
RiSirlg 

ADs# • .ee(7:0}# Hokf TIme frotn , 
HCLKlN Ri~il9 ' 
cACHE # , SMIACT# Hold ~ftom 
HClKIN Rising 

A(S1 :0) Hold Time from HCLKlN Rising 

A[S1:oJ Setup Time to Hct..KINRising 

A(S1 :0) Hold Time from HCLKlN Rising. 

6.5 

1.5 

79, 

79 

79 

79 

79 

79 

Setup to HCLKlN rising when 
ADS.ifo is ~mpIed ~ by PCMC. 

HOi.r)rrom HOLKIN Rising two 
cIocl<s'after ADS# is sampled . aetIvG by PdMC ' "" ' ' 

79 setuP to HCLKlN risirlg When 
EADS '# Is sampled active by the 
CPU. 

79 Hold from HCLKlN rising when 
'EADS# is sampled aCtive bythEl 
CPU. 



82434LX/82434NX 

Functional Operating Range (Vee = 4,.15V to 5.25V; VCC3 = 3.135V to 3.465V; TCASE - erc to + 85"C) 
(Continued) . 

Symbol Parameter Min Max Fig Notes 

t12e A[3i :0) Output Enable from HCLKIN 0 13 81 
Rising 

t12f A[$i :01 Valid Delay from HCLKlN 1.$ 1$ 78 OpF 
Rising 

t129 A[31 :0) Float Delay from HCLKIN 0 13 80 
Rising 

t12h A[2:0] Propagation Delay from 
BE[7:0]# 

1,0 16 77 OpF 

t13a BRDY # Rising Edge Valid Delay 2.1 7,9 78 OpF 
from HCLKIN Rising 

t13b BRDY # FaII.lng Edge Valid Delay 2.1 I 7.9 78 OpF 
from HCLKIN Rising 

t14 NA# Valid Delay from HCLKlN 1.4 8.4 78 OpF 
Rising 

t1Sa AHOLD Valid Delay from HCLKIN 2,0 7. OpF 
Rising 

t15b BOFF # Valid Delay from HCLKIN 2.0 7.6 78 OpF 
Rising 

tiSa EADS#, INV, PEN # Valid Delay from 2.0 8.0 78 OpF 
HCLKIN Rising 

ti6b CPURST Rising Edge Valid Delay 1.2 7.5 OpF· 
from HCLKIN Rising 

t160 CPURST Falling Edge Valid Delay 1.2 OpF 
from HCLKIN Rising 

tied KEN# Valid delay from HCLKIN 1.7 8 OpF 
Rising 

t17 INIT High Pulse Width 2 HCLKs 84 OpF 

t18 CPURST High Pulse Width 1 ms 84 o pF; Hard reset via TRC regISter 
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82434LX/82434NX infel® 
9.6.11 SICONo LlVEL CACHE STANDARD SRAM TIMING •. 60 AND .• MHJ (824J4NX) 

~tIonIiOperatingRanoe(VOC =- 4.75Vtos.26V;VQC3";' 3.:136Vto3.465V;TCASE =- veto +8S"C) 

SymbOt ' I" .·~ter Min Max Flg Notu 
t20a CAA[6:3}/CAB(6:3) Propagation DelaY 

from A(6:3] . 
() ~5 77 OpF • 

t20b\ . dAA£6:3]ICAB(6:s1Valid DeI$Yfrom 0 7.2. 78 OPF 
. HCU<IN Rising .' . 

t21a COE[1:o1# Falling Edge Valid Delay 9.0 78 OpF 
from HCl.KIN RlslllQ 

.t21b COE [1 :01 I< Rl$lng !dg$ Valid DEltay . 
from HCl.K'N Rising . . '. 

78 OpF 

t22a CWE(7:01 I< ICSS[7:O) # Falling Edge CPU burst or .Slngle write to 
Valid Delay from HCl.KIN RIsing second level cacM. 0 pF 

t22b CWE[1:0] # ICBS(7:O) I< Rising Edge S CPU burst or single write to 
Vaf'Jd Delay from HCl.K{N Rising second level cache. 0 

t22c CSS{7:01 I< Valid Delay 1.4 1.1 Cache 11M FUJ. 0 PF 
Rising 

t22d CWE[7:0}#/QBS(7!0)# LowPUf$e 14 
. Width 

t22e CWE(7:01 I< ICBS(7:o1 "'Driven High ·1 
b$fore CALE Driven High· 

CAA[4;Sl/CAB[4:31 Valid before 1.6 
CWE[7:011< Fall 

CALE Valid Delay from HCl.I<lN RlsIn9 
CRIW[1 :0] # VQud Delay from HCLKIN 
Rising .. 

CBS{ 1 :0] # Valid Delay from HCl.KIN . 1.0 .12.0 78 OpF 
. Rising; Reads from ¢ache SRAMs. 

t26a OOS[1:O] # Propagation Delay from 7.0 77 o pF; FIrst access after 
AOS# Falling werdown 

t26b 008[1:0] # Valid Delay from HCLKIN 1.5 8.2 78 o pF; !nterlngpowerdown 
. Rising 
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82434LX/82434NX 

9.6.12 SECOND LEVEL CACHE BURST SRAM TIMING, 50 AND 60 MHz (82434NX) 

Parameter Min 

t30a B[6:3) Propagation Delay from A[6:3] 0 

tSOb CAA(6:3}1CAB[6:3) Valid Delay from HCLKIN Rising 0 

t31 CADS{1:0)" Valid Delay from HClKIN Rising 1.5 

132 CADV{1:0)" Valid Delay from HCLKIN Rising 1.5 

t33 CWE[7:0]" Valid Delay from HCLKIN Rising 1.0 

t34a COE(1 :01 1# Falling Edge Valid Delay from HCLKIN Rising 

COEl1 :0) # Rising Edge Valid Delay from HCLKINRlsing 0 

CALE Valid Delay from HCLKlN Rising 0 

9.6.13 DRAM INTERFACE TIMING, 50 AND 60 MHz (82434NX) 

Functional Operating Range (Vee .., 4.75V to 5.25V; Vee3 -= 3.135V to 3.A65V; TeASE = erc to + 85"C) 

Symbol Parameter NoteS 
t40a RAS[1:0J # Valid Delay from 

HCLKlN Rising 

t40b RAS[7:0)# Pulse Width High 

t41 a CASI7:0] # Valid Delay from 
HCLKIN Rl$lng 

t41 b CAS(7:O]" Pulse Wil:ith High 

t42 WE 1# Valid Delay from HCLKlN 

0 

1 HCLK-5 

0 21 

50pF 

RAS# precharge at beginning 
of page miss cycle,. 50 pF 

50pF 

84 CAS# precharge during burst 
cycles, 50 pF 

78 50pF 
Rising 

~~ ~~~~~from~~-o--12a1771e~--------~ 77 50pF 

t43c 

t43d MA 11 Valid Delay from HCLKIN 
Rising 

77 

78 

50pF 

SopF 

50pF 
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82434LX/82434NX 

9.6.14 . PCI CLOCK TlMING,,50 AND 60 MHz (82434NX) 

FunctionaI()perating Rahp(VCC'" 4.7SVtO 5.25V;VCC3 ... 3.135Vto 3.465V;,TCASE -O"C to +85"C) 

Syri1.bOJ Parameter Min, Max 

t50a PCLkOUT HiQh Time 13 

tsob PCLKOUT Low Time 13 82 20pF 

tS1a· PCLKIN High Time 12 82 

t5ib PCLKIN Low Time 12 82 

. t5ic. PCLKIN Rise Time 3 ~3 

., t51d PCLkIN Fal( Tim"" 3 83 

9.8.15 PCI INTERFACE TIMING; 50 AND 60 MHz (82434NX) 

Functional Operating Raoge (Vee ... 4.75V to 5.25V; Vcc3 "'" 3.13SV to 3.465V; TCASE '7 O"C to + 85"C) 

Symbol Parameter , Notes 

t60a 

160b 

1600 

t60d 

1608 

t61a 

161b 

t64a 

164b 

t65 
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C/BE{S;O]#, FRAME#, TROY#,IROY~.~TOP#, PLOCK#, ' 
PAR, PE~R #, SERR #, OEVSEL# Valid Delay from PCLKIN 
Risi " 

C/BE[3:0) I',FRAMEI'. TROY I', IROY #', STOP#', PLOCK #, 
PAR, PERRI; $ERR #, DEVSEL# Output Enable Delay from 

, PCl.KIN Rising 

• TROY # , IRDY#.STOPI', PLOCK#', 
SEFi~ I' , DEVSEL I' Float Delay from PCLKIN 

Rising 

, CiBE(3:0]I,FRAME#. TRDY#,IRDY#.STOP#, PLOCK#; 
PAR, PERR#. SERRI'. DEVSEL#' Setup Time to PCLKIN 
Fiising 

CiBEts:O] (I. FRAME # • ,TROY #, IRDY#. STOP # , PLOCK # , 
PAR, PERRI',SERR#, DEVSELI' HoidTimefromPCLKIN 
Rising 

REO#, MEMACK# Valid Delay from PCLKIN Rising 

REO#. MEMACK# Output Enable Delay fromPCLKIN Rising 

2 11 

2 

2 28 

9 

78 

81 

80 

79 

79 

Min:OpF 
Max: 50pF 

Hard Reset via 
TRC Register, 
OpF 



82434LX/82434NX 

1.$.16 LeX INTERFACE TIMING, 50 AND 60 MHz (82434NX) 

Funct~nalOperattng Range(Vcc'" 4.75Vto 6.25V;Vcc3 = 3.136Vto 3.465V;TcASE = O'Cto +fWC) 

Symbol Parameter Min Notes 

t70 HIG[4:0) Valid Delay from HCLKIN RIsing 0.8 0 pF 

MIG(2:0) Valid Delay from HCLKIN Rising 

PIG[3:0] Valid Delay from PCLKIN RIsing 

t75a 

t75b EOL, PPOUT(1 :0] Hold Time from PCLKIN Rising 

9.6.17 TIMING DIAGRAMS 

\IT "t:pm ....... D"'~ Input 

Output 
290479-87 

Figure 77. Propagation Delay 

Clock 

Output 

v,,~ """''*: ____ _ 
290479-88 

Figure 78. Valid Delay from Rising Clock Edge 

/ 
Clock 7'-1.5V 

--------' =*etup Time Hold Tlmek ~ .. ~ 

VT VT Input 
290479-89 

Figure 79. Setup and Hold Times 
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82434LX/82434NX 

2-750 

Input --------7f~Toat Delay 

, I. )01---
1 

Output 

Figure 80. Float Delay 

Clock 7f"1.SV 

---/ I. Output Enable Delay 1 _ 
Output -------------~-'C 

Figure 81. Output Enable Delay 

2.0V 

O.8V O.8V 

Low Time .. 
1 .... 1------Period -------I~ 

1.SV 

Figure 82. Clock High and Low Times and Period 

---. ~ Rise Time 

Figure 83. Clock Rise and Fall Times 

290479-90 

290479-91 

290479-92 

290479-93 



82434LX/82434NX 

VT VT 

+-----Pulse Width ---.~ 
290479-94 

Figure 84. Pulse Width 

Output1 

Output2 

290479-95 

Figure 85. Output-to-Output Delay 
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82434LX/82434NX 

10.0 PINOUT AND PACKAGE INFORMATION 

10.1 Pin Assignment 

Except for the pins listed in Figure 86 notes, the pin assignment for the 82434LX and 82434NX are the same. 

VSS 
A2S 
A2' 
A22 
A2S 
AI. 
A20 
A2S A. 

AS 
AS 
A3 
AS 
A7 

Al0 A. 
A12 
Al1 
A13 
VDD 
AI' 
AIS 
VDD 
VSS 

CPURST 
INIT 

PEN' 
INV 

KEN. 
BOFF* 

NM 
BRDY" 
AHOLD 
EAO$. 

VDD 
VSS 

HCLKF 
HelKE 
HClKD 
HelKe 
HClKB 
HCLKA 

VDD 
vss 

PLLAGNO 
PLLARe1 
PLLAVSS 
PLLARC2 
PLLAVDD 

HClKIN 
VSS 

HClKOSC 

NOTES: 

peLKIN 
PLLBVDD 
PLLBAC2 
PLLBVSS 
PLLBACl 
PLLBGND 
VSS 
VOD 
VSS 
pclAsn 
ClBEo. 
C/BEn 
CJBE2. 
ClBE3, 

~FWDV. 
VSS 
VDD 
CASS, 
CAS" 
CAS4' 
CASO' 
CAS6' 
CASU 
CAS7' 
CAS3, 
VDD 
VSS 
RAS4. 
RASo*, 
RAS2. 
RAS,. 
RASa. 
RASS" 
MAO 
MAl 
VDD 

~~ 
MA' 
MAS 
VSS 
MAS 
MA7 
MAS 
MAg 
MAlO 
~l~note) 
VSS 

~gf~:~ 

290479-96 

1. For the 62434NX, pin 105=RAS6#, 106=RAS7#, and 109=MA11. These pins are no connects for the 62434LX 
and are signal connections for the 62434NX. 

2. For the 62434NX, pins 23, 35, 43, 74, 66, and 102 are 3.3V VDD pins (Le., VDD3). These pins are VDD pins for the 
62434LX. 

Figure 86. PCMC Pin Assignment 
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82434LX/82434NX 

Table 21. 82434LX Alphabetical Pin Assignment 

Pin Name Pin # Type Pin Name Pin # Type Pin Name Pin # Type 

AO 204 tis AHOlO 33 out CAS5# 138 out 

A1 205 tis BEO# 56 in CAS6# 134 out 

A2 206 tis BE1# 53 in CAS7# 132 out 

A3 12 tis BE2# 57 in CBEO# 146 tis 

A4 9 tis BE3# 59 in CBE1# 145 tis 

A5 10 tis BE4# 55 in CBE2# 144 tis 

A6 11 tis BE5# 54 in CBE3# 143 tis 

A7 14 tis BE6# 58 in COEO# 87 out 

A8 13 tis BE7# 60 in COE1# 85 out 

A9 16 tis BOFF# 30 out CPURST 25 out 

A10 15 tis BROY# 32 out CWEO # ICBSO # 100 out 

A11 18 tis CAA3 82 out CWE1 # ICBS1 # 99 out 

A12 17 tis CAA4 ,80 out CWE2#/CBS2# 98 out 

A13 19 tis CAA5 78 out CWE3#/CBS3# 97 out 

A14 21 tis CAA6 76 out CWE4#/CBS4# 96 out 

A15 22 tis CAB3 84 out CWE5 # ICBS5 # 95 out 

A16 201 tis CAB4 81 out CWE6# ICBS6# 91 out 

A17 202 tis CAB5 79 out CWE7 # ICBS7 # 90 out 

A18 203 tis CAB6 77 out O/C# 68 in 

A19 6 tis CACHE# 64 in OEVSEl# 170 sltls 

A20 7 tis CAOSO# ,CR/WO# 93 out ORVPCI 186 out 

A21 200 tis CAOS1 #,CR/W1 # 94 out EAOS# 34 out 

A22 4 tis CADVO'" (82434LX) 88 out EOl 161 in 

A23 196 tis CAOVOI#/CCSOI# 
(82434NX) 

FlSHREQ# 162 in 

A24 3 tis 
CAOV1 '" (82434LX) 89 out 

FRAME# 173 sltls 

A25 8 tis 0A0V1 #/CCS1 1# GNT# 163 in 

A26 5 tis (82434NX) HClKA 42 out 

A27 197 tis CAlE 101 out HClKB 41 out 

A28 2 tis CASO# 135 out HClKC 40 out 

A29 198 tis CAS1# 137 out HClKO 39 out 

A30 207 tis CAS2# 133 out HClKE 38 out 

A31 199 tis CASU 131 out HClKF 37 out 

AOS# 66 in CAS4# 136 out HClKIN 50 in 
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Table 21. 82434LX Alphabetical Pin Assignment (Continued) 

Pin Name Pin # Type Pin Name Pin # Type Pin Name Pin # Type 

HCLKOSC 52 in MA11 109 out PLLAGND 45 V 

HIGO 184 out (82434NX Only) PLLARC1 46 in 

HIG1 183 out MDLE 185 out PLLARC2 48 in 

HIG2 182 out MEMACK# 195 out PLLAVDD 49 V 

HIG3 181 out MEMCS# 164 in PLLAVSS 47 V 

HIG4 180 out MEMREQ# 165 in PLLBGND 151 V 

HITM# 65 in MIGO 179 out PLLBRC1 152 in 

HLOCK# 71 in MIG1 178 out PLLBRC2 154 in 

INIT 26 out MIG2 175 out PLLBVDD 155 V 

INV 28 out NA# 31 out PLLBVSS 153 V 

IRDY# 142 sltls NC 70 NC PLOCK # 168 s/tls 

KEN# 29 out NC (82434LX only) 105 NC PPOUTO 159 in 

M/IO# 61 in NC (82434LX only) 106 NC PPOUT1 160 in 

MAO 122 out NC (82434LX only) 109 NC PWROK 62 in 

MA1 121 out PAR 171 tis RASO# 127 out 

MA2 119 out PCHK# 72 in RAS1# 125 out 

MA3 118 out PCIRST# 147 out RAS2# 126 out 

MA4 117 out PCLKIN 156 in RAS3# 124 out 

MA5 116 out PCLKOUT 174 out RAS4# 128 out 

MA6 114 out 
PEN# 27 out RAS5# 123 out 

MA7 113 out 
PERR# 169 s/o/d RAS6# 105 out 

MA8 112 out PI GO 193 out ($2434NX only) 

MA9 111 out 

MA10 110 out 

PIG1 192 out 

PIG2 191 out 

RAS7# < 106 Out 
(82434NX only) 

PIG3 187 out 
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Table 21. 82434LX Alphabetical Pin Assignment (Continued) 

Pin Name Pin # Type Pin Name Pin # Type Pin Name Pin # Type 

REQ# 194 out Voo 103 V Vss 92 V 

sERR# 172 slold Voo 120 V Vss 104 V 

sMIACT# 69 in Voo 130 V Vss 107 V 

STOP # 167 sItts Voo 139 V Vss 115 V 

TEsTEN 63 in Voo 149 V Vss 129 V 

TRDY# 141 sItts Voo 158 V Vss 140 V 

20 V Voo 176 V Vss 148 V 

Voo 188 V Vss 150 V 

Voo 208 V Vss 157 V 

Vss 1 V Vss 166 V 

Voo (S2434LX) 43 V 
Vss 24 V Vss 177 V 

VOO3(82434NX) Vss 36 V Vss 189 V 

Voo 73 V Vss 44 V Vss 190 V 

Voo (S2434lX) 74 V Vss 51 V W/R# 67 in 

VeDa (82434NX) Vss 75 V WE# 108 out 

Voo (82434LX) 86 V 
Voos (82434NX) 

Vss 83 V 

Voa (82434LX) 102 V 
Veos (82434NX) 
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Table 22. Numerical Pin Assignment 

Pin# Pin Name Type Pin # Pin Name Type Pin# Pin Name Type 

1 Vss V 32 BRDY# out 62 PWROK in 

2 A28 tis 33 AHOlD out 63 TESTEN in 

3 A24 tis 34 EADS# out 64 CACHE# in 

4 A22 tis 

5 A26 tis 
~. 'It 65 HITM# in 

66 ADS# in 

6 A19 tis 36 Vss V 67 W/R# in 

7 A20 tIs 37 HClKF out 68 D/C# in 

8 A25 tIs 38 HClKE out 69 SMIACT# in 

9 A4 tis 39 HClKD out 70 NC NC 

10 A5 tIs 40 HClKC out 71 HlOCK# in 

11 A6 tis 41 HClKB out 72 PCHK# in 

12 A3 tIs 42 HClKA out 73 VDD V 

13 A8 tis 

14 A7 tis 

15 A10 tis 

16 A9 tis 

17 A12 tis 

18 A11 tis 

19 A13 tis 

20 VDD V 

21 A14 tIs 

22 A15 tis 

23 Voo (82434LX) V 
VOOS(82434NX) 

43 . Voo (82434LX) V 
VOO3 (82434NX) 

44 Vss V 

45 PlLAGND V 

46 PlLARC1 in 

47 PlLAVSS V 

48 PllARC2 in 

49 PllAVDD V 

50 HClKIN in 

51 Vss V 

52 HClKOSC in 

53 BE1# in 

74 . Vob(82434LX) V 
Vooo (82434NX) 

75 Vss V 

76 CAA6 out 

77 CAB6 out 

78 CAA5 out 

79 CAB5 out 

80 CAA4 . out 

81 CAB4 out 

82 CAA3 out 

83 Vss V 

84 CAB3 out 

24 Vss V 54 BE5# in 85 COE1# out 

25 CPURST out 55 BE4# in eEl Voo (82434LX) V 

26 INIT out 56 BEO# in Vooa (82434NX) 

27 PEN# out 57 BE2# in 87 COEO# out 

28 INV out 

29 KEN# out 

58 BE6# in 

59 BE3# in 

~88 ~# (82434lX) 
CAOVO#/CCSO# • 
(82434NX) 

30 BOFF# out 60 BE7# in 
89 OAOV1/# (82434LX) 

31 NA# out 
61 MIIO# in 0A0V1 /# Ices1 /# . 

(82434NX) .. 
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Table 22. Numerical Pin Assignment (Continued) 

Pin# Pin Name Type Pin# Pin Name Type Pin# Pin Name Type 

90 CWE7 # ICBS7 # out 119 MA2 out 151 PLLBGNO V 

91 CWE6# ICBS6# out 120 VDD V 152 PLLBRC1 in 

92 Vss V 121 MA1 out 153 PLLBVSS V 

93 CAOSO# ,CR/WO# out 122 MAO out 154 PLLBRC2 in 

94 CAOS1 # ,CR/W1 # out 123 RAS5# out 155 PLLBVOD V 

95 CWE5#/CBS5# out 124 RAS3# out 156 PCLKIN in 

96 CWE4#/CBS4# out 125 RAS1# out 157 Vss V 

97 CWE3# ICBS3 # out 126 RASU out 158 VDD V 

98 CWEUICBS2# out 127 RASO# out 159 PPOUTO in 

99 CWE1 # ICBS1 # out 128 RAS4# out 160 PPOUT1 in 

100 CWEO#/CBSO# out 129 Vss V 161 EOL in 

101 CALE out 130 VDD V 162 FLSHREQ# in 

102 VOO (82434LX) V 131 CAS3# out 163 GNT# in 
VOOO(82434NX) 132 CAS7# out 164 MEMCS# in 

103 VDD V 133 CASU out 165 MEMREQ# in 
104 Vss V 134 CAS6# out 166 Vss V 
1()S NC (82434LX) NC 

RAS6" (S2434NX) out 
135 CASO# out 167 STOP # s/tls 

106 NC (S2434LX) NC 
136 CASH out 168 PLOCK# s/tls 

RAS7" (S2434NX) out 137 CAS1# out 169 PERR# s/o/d 

107 Vss V 138 CAS5# out 170 OEVSEL# sltls 

108 WE# out 139 VDD V 171 PAR tis 

E§(8243~ 
. Ai1 (824 

140 Vss V 

141 TROY# s/tls 

172 SERR# s/o/d 

173 FRAME# s/t/s 

110 MA10 out 142 IROY# s/tls 174 PCLKOUT out 

111 MA9 out 143 CBE3# tis 175 MIG2 out 

112 MA8 out 144 CBEU tis 176 VDD V 

113 MA7 out 145 CBE1# tis 177 Vss V 

114 MA6 out 146 CBEO# tis 178 MIG1 out 

115 Vss V 147 PCIRST# out 179 MIGO out 

116 MA5 out 148 Vss V 180 HIG4 out 

117 MA4 out 149 VDD V 181 HIG3 out 

118 MA3 out 150 Vss V 182 HIG2 out 
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Table 22. Numerical Pin Assignment (Continued) 

Pin# Pin Name Type Pln# Pin Name Type Pin# Pin Name Type 

183 HIG1 out 192 PIG1 out 201 A16 tis 

184 HIGO out 193 PIGO out 202 A17 tis 

185 MDLE out 194 REQ# out 203 A18 tis 

186 DRVPCI out 195 MEMACK# out 204 AO tis 

187 PIG3 out 196 A23 tis 205 A1 tis 

188 Voo V 197 A27 tis 206 A2 tis 

189 Vss V 198 A29 tis 207 A30 tis 

190 Vss V 199 A31 tis 208 Voo V 

191 PIG2 out 200 A21 tis 
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10.2 Package Characteristics 
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Figure 87. 208·Pin Quad Flatpack (QFP) Dimensions 

Table 23. 82434LX Package Dimensions Table 24. 82434NX Package Dtmen$lons 

Symbol Description Value (mm) Value(mm) 

A Seating Height 3.5 (max) 3.7 (max) 

A1 Stand-Off Height 0.20-0.50 At 0.05-0.50 

A2 Package Height 3.0 (nominal) A2. Package Height 3.45 (max) 

B Lead Width 0.18 +0.1/-0.05 B Lead Width 0.13-0.27 

0 Package Length and 30.6 ± 0.3 0 Package Length and SO.6 ± 0.3 
Width. Including Pins Width, Including Pins 

01 Package Length and 28 ± 0.1 01 Package Length and 26 ± 0.1 
Width. Excluding Pins Width, Excluding Pi 

e Linear Lead Pitch 0.5 ± 0.1 

G Lead Coplanarity 0.1 (max) 

L Lead Length 0.5 ± 0.2 

0 Lead Angle 0°_10° LaadAngle 00-10· 
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11.0 TESTABILITY 

A NAND tree is provided in the 82434LX and 
82434NX PCMCs for Automated Test Equipment 
(ATE) board level testing. The NAND tree allows the 
tester to test the connectivity of a subset of the 
PCMC signal pins. 

For the 82434LX, the output of the NAND tree is 
driven on pin 109. The NAND tree is enabled when 
A24 = 1, A25 = 0, A26 = 1, and TESTEN = 1 at the 
rising edge of PWROK. PLL Bypass mode is en­
abled when A24 = 1, and TEST EN = 1 at the rising 
edge of PWROK. In PLL Bypass mode, the 82434LX 
and 82434NX PCMC AC specifications are affected 
as follows: 

1. Output valid delays increase by 20 ns. 

2. All hold times are 20 ns. 

3. Setup times and propagation delays are 
unaffected. 

4. Input clock high and low times are 100 ns. 

In both the NAND tree test mode and PLL Bypass 
mode, TESTEN must remain asserted throughout 
the testing. A[28:24] should be set up at least 
1 HCLK before the rising edge of PWROK and held 
at least 3 HCLKs after PWROK. Table 11 shows the 
order of the NAND tree inside the PCMC. 

When not in NAND Tree test mode, the 82434LX 
drives the output of the host clock PLL onto pin 109. 

82434NX Test Modes 

The . state of A[28:24],' TESTeN, CPURST, and 
PWROK can place the 82434NX PCMC into two test 
modes. When PWROK is loW. A[27:24] and 
TESTEN directly control the mode of operation of 
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the PCMC. When PWROK b! high, the state of 
A[27:241 and TESTEN are latched and the PcMC 
remains in the iOdieated mode until PWROK is again 
negated.' Th~ high' order Lex samples the state of 
A27 on .the falling edge of CPURST. 

When .PWROKis loW and 'both 'rt:STeN and A27 
are loW; the 82434NX driVes MA11 onto pin 109. If 
both TESTeN and A27 are low when PWAOK tran­
sitions from .1oW to high. the PCMC continues to 
drive MA.11 onto pin 1()9. If the high order LBX sam­
ples A27 low on the falling edge of CPURST, it will 
tri·state pin 123. 

When PWROK is loW, TeSTeN hdow, and A27 is 
high the PCMC . drives the output of the host clock 
PLL onto pin 109. Observing pill 109 when in this 
mode indicates if the host clock Pll has locked 
onto the correct frequency. If TESTEN is low and 
A27 is high when PWAOK transitions from low to 
high the PCMC continues to drive the output of the 
host clock Pl.L onto pin 109, regardless of the val­
ues of TeSTEN and A27. If the high order LBX sa.rn.: 
pies A27 high on the falling edge of CPURST, it 
drives the output 'Of its host cl6ck PLL onto pin 123. 
No phase delay' information can be inferred from 
these outputs. 

When ~ROK is low, TESTEN is high, A26 is high. 
A25 is loW, ~a is high and A24 is high, the PCMC 
will drive the OUtput of the NAND tree onto pin 109. If 
TESTEN is h19h, A2,6 is high. and A25 is low when 
PWROK transitions from low to high, the PCMC oon­
tinues to drive the output of the NAND tree onto 
piil109. . 

A27 must be pulled low via a pulldown resistor to 
ground for normal.QPeration. 
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Table 25. NAND Tree Order 

Order Pin # Signal Order Pin # Signal Order Pin # Signal 

1 141 TRDY# 25 199 A31 49 17 A12 

2 142 IRDY# 26 200 A21 50 18 A11 

3 143 CBE3# 27 201 A16 51 19 A13 

4 144 CBE2# 28 202 A17 52 21 A14 

5 145 CBE1# 29 203 A18 53 22 A15 

6 146 CBEO# 30 204 AO 54 53 BE1# 

7 159 PPOUTO 31 205 A1 55 54 BE5# 

8 160 PPOUT1 32 206 A2 56 55 BE4# 

9 161 EOL 33 207 A30 57 56 BEO# 

10 162 FLSHBUF# 34 2 A28 58 57 BE2# 

11 163 GNT# 35 3 A24 59 58 BE6# 

12 164 MEMCS# 36 4 A22 60 59 BE3# 

13 165 MEMREQ# 37 5 A26 61 60 BE7# 

14 167 STOP# 38 6 A19 62 61 MIIO# 

15 168 PLOCK# 39 7 A20 63 64 CACHE# 

16 169 PERR# 40 8 A25 64 65 HITM# 

17 170 DEVSEL# 41 9 A4 65 66 ADS# 

18 171 PAR 42 10 A5 66 67 W/R# 

19 172 SERR# 43 11 A6 67 68 D/C# 

20 173 FRAME# 44 12 A3 68 69 SMIACT# 

21 194 REQ# 45 13 A8 69 71 HLOCK# 

22 196 A23 46 14 A7 70 72 PCHK# 

23 197 A27 47 15 A10 71 63 TESTEN 

24 198 A29 48 16 A9 

ADDITIONAL TESTING NOTES: 
1. HCLKOUT[6:1] can be toggled via HCLKIN. 
2. CAx[6:3] are flow through outputs via A[6:3] after PWROK transitions high. 
3. MA[10:0] are flow through outputs via A[13:3] after PWROK transitions high. 
4. CAS[7:0] # outputs can be tested by performing a DRAM read cycle. 
5. PCLKOUT can be tested in PLL bypass mode, frequency is HCLK/2. 
6. PCIRST is the NAND Tree output of Tree Cell 6. 
7. INIT is the NAND Tree output of Tree Cell 53. 
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82420/82430 
PClset BRIDGE COMPONENT 

82378ZB (SIO), 82379AB (SIO.A) FOR 82374EB/SB (ESC), 82375EB/SB 
ISA BUSES (PCEB) FOR EISA BUSES 

• Provides the Bridge between the PCI • Provides the Bridge between the PCI 
Bus and ISA Bus Bus and EISA Bus 

• 100% PCI and ISA Compatible • 100% PCI and EISA Compatible 

• Enhanced DMA Functions (82378ZB • Data Buffers Improve Performance 
Only) • Data Buffer Management Ensures Data 

• Integrated Data Buffers to Improve Coherency 
Performance • Burst Transfers on both the PCI and 

• Integrated 16-bit BIOS Timer EISA Buses 

• Arbitration for PCI Devices • 32-Bit Data Paths 

• Arbitration for ISA Devices • PCI and EISA Address Decoding and 

• Integrates the Functionality of One Mapping 

82C54 Timer • Programmable Main Memory Address 

• Integrates the Functionality of Two Decoding 

82C59 Interrupt Controllers • Integrated EISA Compatible Bus 

• Non-Maskable Interrupts (NMI) Controller 

• Four Dedicated PCI Interrupts • Supports Eight EISA Slots 

• Complete Support for SL Enhanced • Provides Enhanced DMA Controller 

Intel486TM CPU's • Provides High Performance Arbitration 

• Integrated Power Management Support • Integrates Support Logic for X-Bus 
- System Management Interrupts Peripheral and more 
- Fast Off Timer • Integrates the Functionality of Two 
- STPCLK # Signal to Throttle CPU 82C59 Interrupt Controllers and Two 

Clock 82C54 Timers 
-APM Port 

Provides I/O APIC for Dual-Processor • Generates Non-Maskable Interrupts • (DP) Support • Provides BIOS Interface 

The 82420/82430 PClset Bridge components provide a bridge between the PCI to either EISA or ISA buses. 
The 82378 provides the bridge between PCI bus and the ISA bus while the 82374 and 83275 together provide 
the bridge between the PCI bus and the EISA bus. 

The SID integrates many of the common liD functions found in todays ISA based PC systems. The SID 
incorporates the logic for a PCI interface (master and slave), ISA interface (master and slave), enhanced 
seven channel DMA controller and support for other decode logic. The 82379AB adds an APIC for dual-pro­
cessing Pentium TM Processor systems. 
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82420/82430 PClset 

The 82374 EISA System Component (ESC) and 83275 PCI-EISA Bridge (PCEB) together provide the EISA 
system compatible master/slave functions on both the PCI Local Bus and the EISA Bus and the common I/O 
functions found in today's EISA systems. The ESC incorporates the logic for an EISA (master and slave) 
interface, EISA bus controller. enhanced seven channel DMA controller with Scatter-Gather support, EISA 
arbitration, 14 channel interrupt controller, five programmable timer/counters and non-maskable control logic. 
The ESC also integrates support logic to decode peripheral devices such as the Flash BIOS, Real Time Clock, 
Keyboard/Mouse Controller, Floppy Controller, two Serial Ports, one Parallel Port, and IDE Hard Disk Drive. 
The PCEB provides the address and data paths, bus controls, and bus protocol translation for PCI-to-EISA and 
EISA-to-PCI transfers. Extensive data buffering in both directions increases system performance by maximiz­
ing PCI and EISA Bus efficiency and allowing concurrency on the two buses. The PCEB integrates central bus 
control functions, PCI parity generation, system error reporting, and programmable PCI and EISA memory and 
I/O address space mapping and decoding. 

The complete document for this product is available from Intel's Literature Center at 1-800-548-4725. 
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82374EB/82374SB EISA 
SYSTEM COMPONENT (ESC) 

• Integrates EISA Compatible Bus 
Controller 
- Translates Cycles Between EISA and 

ISA Bus 
- Supports EISA Burst and Standard 

Cycles 
- Supports ISA Zero Wait-State Cycles 
- Supports Byte Assembly / 

Disassembly for 8-, 16- and 32-Bit 
Transfers 

- Supports EISA Bus Frequency of up 
to 8.33 MHz 

• Supports Eight EISA Slots 
- Directly Drives Address, Data and 

Control Signals for Eight Slots 
- Decodes Address for Eight Slot 

Specific AENs 

• Provides Enhanced DMA Controller 
- Provides Scatter-Gather Function 
- Supports Type A, Type B, Type C 

(Burst), and Compatible DMA 
Transfer 

- Provides Seven Independently 
Programmable Channels 

-Integrates Two 82C37A Compatible 
DMA Controllers 

• Integrates the Functionality of two 
82C59 Interrupt Controllers and two 
82C54 Timers 
- Provides 14 Programmable Channels 

for Edge or Level Interrupts 
- Provides 4 PCI Interrupts Routible to 

any of 11 Interrupt Channels 
- Supports Timer Function for Refresh 

Request, System Timer, Speaker 
Tone, Fail Safe Timer, and CPU 
Speed Control 

• Advanced Programmable Interrupt 
Controller (APIC) 
- Multiprocessor Interrupt 

Management 
- Separate Bus For Interrupt Messages 

• 5V CMOS Technology 
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• Provides High Performance Arbitration 
- Supports Eight EISA Masters and 

PCEB 
- Supports ISA Masters, DMA 

Channels, and Refresh 
- Provides Programmable Arbitration 

Scheme for Fixed, Rotating, or 
Combination Priority 

• Integrates Support Logic for X-Bus 
Peripherals 
- Generates Chip Selects/Encoded 

Chip Selects for Floppy and 
Keyboard Controller, IDE, Parallel! 
Serial Ports, and General Purpose 
Peripherals 

- Provides Interface for Real Time 
Clock 

- Generates Control Signals for X-Bus 
Data Transceiver 

- Integrates Port 92, Mouse Interrupt, 
and Coprocessor Error Reporting 

• Generates Non-Maskable Interrupts 
(NMI) 
- PCI System Errors 
- PCI Parity Errors 
- EISA Bus Parity Errors 
- Fail Safe Timer 
- Bus Timeout 
- Via Software Control 

• Provides BIOS Interface 
- Supports 512K Bytes of Flash or 

EPROM BIOS on the X-Bus 
- Allows BIOS on PCI 
- Supports Integrated VGA BIOS 

• 82374$8 System Power Management 
(Intel SMM Support) .. 
- Fast On/Off Support via SMI 

GenerationHardWare Events, 
Software Events, EXTSMI#, Fast Off 

.. Timei' ~ System Events .. . . .. ... . . .... 
- Programmable CPU Clock Control 
- Enables Energy Efficient Desktop 

Systems 
• Only Available as Part of a Supported 

Kit 
• 208-Pin QFP Package 

December 1995 
Order Number: 290476-004 



82374EB/82374SB 

This document describes .both the 82374EB and 82374$B components. Unshaded areas describe the 
82.374EB. Shaded areas, like this one, describe the 82374SB operations that differ from the 82374EB. 

The 82374EB/SB EISA System Component (ESC) provides all the EISA system compatible functions. The 
ESC with the PCEB provide all the functions to implement an EISA-to-PCI bridge and EISA I/O subsystem. 
The ESC integrates the common I/O functions found in today's EISA-based PC systems. The ESC incorp­
orates the logic for an EISA (master and slave) interface, EISA bus controller, enhanced seven channel DMA 
controller with scatter-gather support, EISA arbitration, 14 channel interrupt controller, Advanced Programma­
ble Interrupt Controller (APIC), five programmable timer/counters, and non-maskable-interrupt (NMI) control 
logic. The ESC also integrates support logic to decode peripheral devices such as the Flash BIOS, real time 
clock, keyboard/mouse controller, floppy controller, two serial ports, one parallel port, and IDE hard disk drive. 

The 82374SB also contains support for SMM power management 
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82374EB/82374SB 

NOTE: 

PCICLK 
PERR. 
SERRII 

RESET. 

EISAHOLD 
EISAHLDA 

PEREQ.nNTAIl 
NMFLUSH. 

SDCPYEN[13,3:1]1I 
SDCPYUP 

SDOE[2:0]1I 
SDLE[3:0]' 

AFLUSH. 

SPKR 
SLOWHII 

IRQ[15:9,7:3,1] 
IRQ8// 

INT 
NMI 

APICCLK 

APICDO 

APICD1 

SALE. 
LASAOEII 
SALAOEII 

FERRII 
IGNNEII 

LBIOSCSII 
KYBDCSII 
ALTRSTII 

ALTA20 
ABFULL 
RTCALE 
RTCRDII 
RTCWRII 
FDCCSII 

DSKCHG 
DLiGHTIl 

CRAMRDII 
CRAMWRII 

XBUSTRII 
XBUSOEII 

GPCS[2:0)#lECS[2:0] 

AEN[4:1]1EAEN[4:1] 

PCI 
Bua 

Interface 

Integrated 
Support 

Logic 

SMM Interface and INIT are on the 823478B only. 

Simplified ESC Block Diagram 
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BCLKOUT 
BCLK 
LA[31 :27]II/CPG[4:0) 
LA[26:24]1I 
LA[23:2] 
LA[23:2] 
BE[3:0]1I 
MnOIl 
WIRII 
EX3211 
EX18// 
STARTII 
CMDII 
EXRDY 
SLBURsn 
MSBURSTII 
MASTER18// 
SD[7:0] 

BALE 
SA[1:0] 
SBHEII 
M1611 
101611 
MRDCII 
MWTCII 
SMROCII 
SMWTCII 
10RCil 
IOWCII 
CHRDY 
IOCHKII 
NOWSII 
OSC 
REFRESHII 
RSTDRV 
AENII 

DREQ[7:5,3:0] 
DACK[7:5,3:0) 

EOP 

MREQ[7:4]I/IPIRQ[O:3]1I 
MREQ[3:0]1I 

MACK[3:0)lIEMACK[3:0] 

INITITEST 

STPCLKII 
SMIII 
EXTSMI# 
STPGNTII 
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SYSTEM COMPONENT (ESC) 
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1.0 ARCHITECTURAL OVERVIEW 

The PCI-EISA bridge chip set provides an I/O subsystem core for the next generation of high-performance 
personal computers (e.g., those based on the Intel486™ or Pentium® processors). System designers can take 
advantage of the power of the PCI (Peripheral Component Interconnect) for the local I/O bus while maintain­
ing access to the large base of EISA and ISA expansion cards, and corresponding software applications. 
Extensive buffering and buffer management within the PCI-EISA bridge ensures maximum efficiency in both 
bus environments. 

The chip set consists of two components-the 82375EB/SB PCI-EISA Bridge (PCEB) and the 82374EB/SB 
EISA System Component (ESC). These components work in tandem to provide an EISA 1/0 subsystem 
interface for personal computer platforms based on the PCI standard. This section provides an overview of the 
PCI and EISA Bus hierarchy followed by an overview of the PCEB and ESC components. 

Bus Hierarchy-Concurrent Operations: 

Figure 1 shows a block diagram of a typical system using the PCI-EISA Bridge chip set. The system contains 
three levels of buses structured in the following hierarchy: 

• Host Bus as the execution bus 

• PCI Bus as a primary 110 bus 

• EISA Bus as a secondary 110 bus 

This bus hierarchy allows concurrency for simultaneous operations on all three bus environments. Data buffer­
ing permits concurrency for operations that cross over into another bus environment. For example, a PCI 
device could post data into the PCEB, permitting the PCI Local Bus transaction to complete in a minimum time 
and freeing up the PCI Local Bus for further transactions. The PCI device does not have to wait for the transfer 
to complete to its final destination. Meanwhile, any ongoing EISA Bus transactions are permitted to complete. 
The posted data is then transferred to its EISA Bus destination when the EISA Bus is available. The PCI-EISA 
Bridge chip set implements extensive buffering for PCI-to-EISA and EISA-to-PCI bus transactions. In addition 
to concurrency for the operations that cross bus environments, data buffering allows the fastest operations 
within a particular bus environment (via PCI burst transfers and EISA burst transfers). 

The PCI Local Bus with 132 MByte/sec and EISA with 33 MByte/sec peak data transfer rate represent bus 
environments with significantly different bandwidths. Without buffering, transfers that cross the single bus 
environment are performed at the speed of the slower bus. Data buffers provide a mechanism for data rate 
adoption so that the operation of the fast bus environment (PCI), i.e. usable bandwidth, is not significantly 
impacted by the slower bus environment (EISA). 
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PCI Bus 

The PCI Bus has been defined to address the growing industry needs for a standardized local bus that is not 
directly dependent on the speed and the size of the processor bus. New generations of personal computer 
system software such as Windows™ and Win-NTTM with sophisticated graphical interfaces, multi-tasking and 
multi-threading bring new requirements that traditional PC I/O architectures can not satisfy. In addition to the 
higher bandwidth, reliability and robustness of the I/O subsystem is becoming increasingly important. The PCI 
environment addresses these needs and provides an upgrade path for the future. PCI features include: 

• Processor independent 

• Multiplexed, burst mode operation 

• Synchronous at frequencies from 20-33 MHz 

• 120 MByte/sec usable throughput (132 MByte/sec peak) for 32 bit data path 

• 240 MByte/sec usable throughput (264 MByte/sec peak) for 64 bit data path 

• Optional 64 bit data path with operations that are transparent with the 32 bit data path 

• Low latency random access (60 ns write access latency to slave registers from a master parked on the bus) 

• Capable of full concurrency with processor/memory subsystem 

• Full multi-master capability allowing any PCI master peer-to-peer access to any PCI slave 

• Hidden (overlapped) central arbitration 

• Low pin count for cost effective component packaging (address/data multiplexed) 

• Address and data parity 

• Three physical address spaces: memory, I/O, and configuration 

• Comprehensive support for autoconfiguration through a defined set of standard configuration functions 

System partitioning shown in Figure 1 illustrates how the PCI can be used as a common interface between 
different portions of a system platform that are typically supplied by the chip set vendor. These portions are the 
Host/PCI Bridge (including a main memory DRAM controller and an optional second level cache controller) 
and the PCI-EISA Bridge. Thus, the PCI allows a system I/O core design to be decQupled from the processor/ 
memory treadmill, enabling the I/O core to provide maximum benefit over multiple generations of processor/ 
memory technology. For this reason, the PCI-EISA Bridge can be used with different processors. Regardless 
of the new requirements imposed on the processor side of the Host/PCI Bridge (e.g. 64-bit data path, 3.3V 
interface, etc.) the PCI side remains unchanged which allows reusability not only of the rest of the platform 
chip set (Le. PCI-EISA Bridge) but also of all other I/O functions interfaced at the PCI level. These functions 
typically include graphics, SCSI, and LAN. 

EISA Bus 

The EISA bus in the system shown in the Figure 1.0 represents a second level I/O bus. It allows personal 
computer platforms built around the PCI as a primary I/O bus to leverage the large EISAIISA product base. 
Combinations of PCI and EISA buses, both of which can be used to provide expansion functions, will satisfy 
even the most demanding applications. 

Along with compatibility with 16-bit and 8-bit ISA hardware and software, the EISA bus provides the following 
key features: 

• 32-bit addressing and 32-bit data path 

• 33 MByte/sec bus bandwidth 

• Multiple bus master support through efficient arbitration 

• Support for autoconfiguration 
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Integrated Bus Central Control Functions 

The PCI-EISA Bridge chip set integrates central bus functions on both the PCI and EISA Buses. For the PCI 
Bus, the functions include PCI bus arbitration and default bus driver. For the EISA Bus, central functions 
include the EISA Bus controller and EISA arbiter are integrated in the ESC component and EISA Data Swap 
Logic is integrated in the PCEB. 

Integrated System Functions 

The PCI-EISA Bridge chip set integrates system functions including PCI parity and system errors reporting, 
buffer coherency management protocol, PCI and EISA memory and I/O address space mapping and decod­
ing. For maximum flexibility all of these functions are programmable allowing for variety of optional features. 

1.1 peEB Overview 

The PCEB provides the Interface (bridge) between PCI and EISA buses by translating bus protocols in both 
directions. It uses extensive buffering on both the PCI and EISA interfaces to allow concurrent bus operations. 
The PCEB also implements the PCI central support functions (e.g., PCI arbitration, error signal support, and 
subtractive decoding). The major functions provided by the PCEB are described in this section. 

PCI Bus Interface 

The PCEB can be either a master or slave on the PCI Bus and supports bus frequencies from 25 MHz to 
33 MHz. For PCI-initiated transfers, the PCEB can only be a slave. The PCEB becomes a slave when it 
positively decodes the cycle. The PCEB also becomes a slave for unclaimed cycles on the PCI Bus. These 
unclaimed cycles are either negatively or subtractively decoded by the PCEB and forwarded to the EISA Bus. 

As a slave, the PCEB supports single cycle transfers for memory, I/O, and configuration operations and burst 
cycles for memory operations. Note that, burst transfers cannot be performed to the PCEB's internal registers. 
Burst memory write cycles to the EISA Bus can transfer up to four Dwords, depending on available space in 
the PCEB's Posted Write Buffers. When space is no longer available in the buffers, the PCEB terminates the 
transaction. This supports the Incremental Latency Mechanism as defined in the Peripheral Component Inter­
connect (PCI) Specification. Note that, if the Posted Write Buffers are disabled, PCI burst operations are not 
performed and all transfers are single cycle. 

For EISA-initiated transfers to the PCI Bus, the PCEB is a PCI master. The PCEB permits EISA devices to 
access either PCI memory or I/O. While all PCI I/O transfers are single cycle, PCI memory cycles can be 
either single cycle or burst, depending on the status of the PCEB's Line Buffers. During EISA reads of PCI 
memory, The PCEB uses a burst read cycle of four Dwords to prefetch data into a Line Buffer. During EISA-to­
PCI memory writes, the PCEB uses PCI burst cycles to flush the Line Buffers. The PCEB contains a program­
mable Master Latency Timer that provides the PCEB with a guaranteed time slice on the PCI Bus, after which it 
surrenders the bus. 

As a master on the PCI Bus, the PCEB generates address and command signal (C/BE#) parity for read and 
write cycles, and data parity for write cycles. As a slave, the PCEB generates data parity for read cycles. Parity 
checking is not supported. 

The PCEB, as a resource, can be locked by any PCI master. In the context of locked cycles, the entire PCEB 
subsystem (including the EISA Bus) is considered a single resource. 
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PCI Bus Arbitration 

The PCI arbiter supports six PCI masters-The Host/PCI bridge, PCEB, and four other PCI masters. The 
arbiter can be programmed for twelve fixed priority schemes, a rotating scheme, or a combination of the fixed 
and rotating schemes. The arbiter can be programmed for bus parking that permits the Host/PCI Bridge 
default access to the PCI Bus when no other device is requesting service. The arbiter also contains an efficient 
PCI retry mechanism to minimize PCI Bus thrashing when the PCEB generates a retry. The arbiter can be 
disabled, if an external arbiter is used. 

EISA Bus Interface 

The PCEB contains a fully EISA-compatible master and slave interface. The PCEB directly drives eight EISA 
slots without external data or address buffering. The PCEB is only a master or slave on the EISA Bus for 
transfers between the EISA Bus and PCI Bus. For transfers contained to the EISA Bus, the PCEB is never a 
master or slave. However, the data swap logic contained in the PCEB is involved in these transfers, if data size 
translation is needed. The PCEB also provide support for 1/0 recovery. 

EISAIISA masters and DMA can access PCI memory or 1/0. The PCEB only forwards EISA cycles to the PCI 
Bus if the address of the transfer matches one of the address ranges programmed into the PCEB for EISA-to­
PCI positive decode. This includes the main memory segments used for generating MEMCS# from the EISA 
Bus, one of the four programmable memory regions, or one of the four programmable 1/0 regions. For EISA­
initiated accesses to the PCI Bus, the PCES is a slave on the EISA Bus. 1/0 accesses are always non-buffered 
and memory accesses can be either non-buffered or buffered via the Line Buffers. For buffered accesses, 
burst cycles are supported. 

During PCI-initiated cycles to the EISA Bus, the PCEB is an EISA master. For memory write operations through 
the Posted Write Buffers, the PCEB uses EISA burst transfers, if supported by the slave, to flush the buffers. 
Otherwise, single cycle transfers are used. Single cycle transfers are used for all 1/0 cycles and memory 
reads. 

PCIIEISA Address Decoding 

The PCEB contains two address decoders-one to decode PCI-initiated cycles and the other to decode EISA­
initiated cycles. The two decoders permit the PCI and EISA Buses to operate concurrently. 

The PCEB can also be programmed to provide main memory address decoding on behalf of the Host/PCI 
bridge .. When programmed, the PCEB monitors the PCI and EISA bus cycle addresses, and generates a 
memory chip select signal (MEMCS#) indicating that the current cycle is targeted to main memory residing 
behind the Host/PCI bridge. Programmable features include, readlwrite attributes for specific memory seg­
ments and the enablingldisabling of a memory hole. If MEMCS# is not used, this feature can be disabled. 

In addition to the main memory address decoding, there are four programmable memory regions and four 
programmable 1/0 regions for EISA-initiated cycles. EISAIISA master or DMA accesses to one of these 
regions are forwarded to the PCI Bus. 

Data Buffering 

To isolate the slower EISA Bus from the PCI Bus, the PCEB provides two types of data buffers. Buffer 
management control guarantees data coherency. 

For "EISA-initiated cycles to the PCI Bus, there are four 16-byte wide Line Buffers. These buffers permit 
prefetching of PCI memory read data and posting of PCI memory write data. 

2-778 



82374EB/82374SB 

By using burst transactions to fill or flush these buffers, if appropriate, the PCEB maximizes bus efficiency. For 
example, an EISA device could fill a Line Buffer with byte, word, or Oword transfers and The PCEB would use a 
PCI burst cycle to flush the filled line to PCI memory. 

BIOS Timer 

The PCEB has a 16 bit BIOS Timer. The timer can be used by BIOS software to implement timing loops. The 
timer count rate is derived from the EISA clock (BCLK) and has an accuracy of ± 1 Ils. 

1.2 ESC Overview 

The ESC implements system functions (e.g., timer/counter, OM A, and interrupt controller) and EISA subsys­
tem control functions (e.g., EISA bus controller and EISA bus arbiter). The major functions provided by the 
ESC are described in this section. 

EISA Controller 

The ESC incorporates a 32-bit master and an a-bit slave. The ESC directly drives eight EISA slots without 
external data or address buffering. EISA system clock (BCLK) generation is integrated by dividing the PCI 
clock (divide by 3 or divide by 4) and wait-state generation is provided. The AENx and MACKx signals provide 
a direct interface to four EISA slots and supports eight EISA slots with encoded AENx and MACKx signals. 

The ESC contains an a-bit data bus (lower a bits of the EISA data bus) that is used to program the ESC's 
internal registers. Note that for transfers between the PCI and EISA Buses, the PCEB provides the data path. 
Thus, the ESC does not require a full 32 bit data bus. A full 32-bit address bus is provided and is used during 
refresh cycles and for OMA operations. 

The ESC performs cycle translation between the EISA Bus and ISA Bus. For mis-matched master/slave 
combinations, the ESC controls the data swap logic that is located in the PCEB. This control is provided 
through the PCEB/ESC interface. 

DMA Controller 

The ESC incorporates the functionality of two 82C37 OMA controllers with seven independently programma­
ble channels. Each channel can be programmed for a or 16 bit OMA device size, and ISA-compatible, type 
"A", type "B", or type "C" timings. Full 32 bit addressing is provided. The OMA controller is also responsible 
for generating refresh cycles. 

The OMA controller supports an enhanced feature called scatter/gather. This feature provides the capability 
of transferring multiple buffers between memory and I/O without CPU intervention. In scatter/gather mode, 
the OMA can read the memory address and word count from an array of buffer descriptors, located in main 
memory, called the scatter/gather descriptor (SGO) table. This allows the OMA controller to sustain OMA 
transfers until all of the buffers in the SGO table are handled. 

Interrupt Controller 

The ESC contains an EISA compatible interrupt controller that incorporates the functionality of two 82C59 
Interrupt Controllers. The two interrupt controllers are cascaded providing 14 external and two internal inter­
rupts. 
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Advanced Programmable Interrupt Controller (APIC) 

In addition to the standard EISA compatible interrupt controller described above, the ESC incorporates the 
Advanced Programmable Interrupt Controller (APIC). While the standard interrupt controller is intended for use 
in a uni-processor system, APIC can be used in either a uni-processor or multi-processor system. APIC 
provides multi-processor interrupt management and incorporates both static and dynamic symmetric interrupt 
distribution across all processors. In systems with multiple 1/0 subsystems, each subsystem can have its own 
set of interrupts. 

Timer/Counter 

The ESC provides two 82C54 compatible timers (Timer 1 and Timer 2). The counters in Timer 1 support the 
system timer interrupt (IRQO#), refresh request, and a speaker tone output (SPKR). The counters in Timer 2 
support fail-safe timeout functions and the CPU speed control. 

Integrated Support Logic. 

To minimize the chip count for board designs, the ESC incorporates a number of extended features. The ESC 
provides support for AL TA20 (Fast A20GATE) and AL TRST with 1/0 Port 92h. The ESC generates the control 
signals for SA address buffers and X-Bus buffer. The ESC also provides chip selects for BIOS, the keyboard 
controller, the floppy disk controller, and three general purpose devices. Support for generating chip selects 
with an external decoder is provided for IDE, a parallel port, and a serial port. The ESC provides support for a 
PCIAT compatible coprocessor interface and IRQ13 generation. 

Power ~(U.$74Ss) 
, . 

Extensive power management capability permits a system to operate in a low power . state 'without being 
powered down. Qnce In the low power state (called "Fast Off" state), the computei' appears to be off. For 
example, t/lEI SMM code could tum off the CRT, line printer, hard disk drive's spindle motor, and fans. In 
addition. the CPU's clock can be governed. To the user, the machine appeafs to be·in the off state.' However, 
~ system 1$ actually in an $ldremely low power state that stili permits the CPU to functiOn and maintain 
communication connections normally associated with today's desktops (e.g., LAN, Modem, or FAX). program­
mable options provide power management flexibility. For ~e, various system events can be programmed 
to place the system In ttle low power state or break events can be programmed to wake the system up. 

2.0 SIGNAL DESCRIPTION 

This section provides a detailed description of each Signal. The Signals are arranged in a functional group 
according to their associated interface. 

The" #" symbol at the end of a signal indicates that the active, or asserted state occurs when the signal is at 
a low voltage level. When "#" is not presented after the Signal name, the signal is asserted when at the high 
voltage level. 

The terms assertion and negation are used extensively. This is done to avoid confusion when working with a 
mixture of "active-low" and "active-high" signals. The term assert, or assertion indicates that a Signal is 
active, independent of whether that level is represented by a high or low voltage. The term negate, or 
negation indicates that a Signal is inactive. 
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The following notations are used to describe the signal type. 

in Input is a standard input-only signal. 

out Totem Pole Output is a standard active driver. 

old Open Drain Input/Output. 

tis Tri-State is a bi-directional, tri-state inputloutput pin. 

s/tls Sustained Tri-State is an active low tri-state signal owned and driven by one and only one agent at a 
time. The agent that drives a s/tls pin low must drive it high for at least one clock before letting it float. 
A new agent can not start driving a s/tls signal any sooner than one clock after the previous owner tri­
states it. A pull-up sustains the inactive state until another agent drives it and is provided by the central 
resource. 

NOTE: 
During a hard reset, INTR, NMI, IGNNE#, SMI# (on 82374SB), ALTRST#, STPCLK# (on 82374SB) 
and AL T A20 are driven low to prevent problems associated with 5V /3.3V power sequencing. Any 
outputs of the ESC that are directed to a 3.3V CPU must be driven through a 5V to 3.3V translator. 

2.1 PCI Local Bus Interface Signals 

Pin Name Type Description 

PCICLK in PCI CLOCK: PCICLK provides timing for all transactions on the PCI bus. The ESC uses 
the PCI Clock (PCICLK) to generate EISA Bus Clock (BCLK). The PCICLK is divided by 
3 or 4 to generate the BCLK. The EISA Bridge supports PCI Clock frequencies of 
25 MHz through 33 MHz. 

PERR# in PARITY ERROR: PERR # indicates a data parity error. PERR # may be pulsed active 
by any agent that detects an error condition. Upon sampling PERR # active, the ESC 
generates an NMI interrupt to the CPU. 

SERR# in SYSTEM ERROR: SERR # may be pulsed active by any agent that detects an error 
condition. Upon sampling SERR # active, the ESC generates an NMI interrupt to the 
CPU. 

RESET# in SYSTEM RESET: RESET # forces the entire ESC chip into a known state. All internal 
ESC state machines are reset and all registers are set to their default values. RESET # 
may be asynchronous to PCICLK when asserted or negated. Although asynchronous, 
negation must be a clean, bounce-free edge. The ESC uses RESET # to generate 
RSTDRV signal. 

2.2 EISA Bus Interface Signals 

Pin Name Type Description 

BCLKOUT out EISA BUS CLOCK OUTPUT: BCLKOUT is typically buffered to create EISA Bus Clock 
(BCLK). The BCLK is the system clock used to synchronize events on the EISAIISA 
bus. The BCLKOUT is generated by dividing the PCICLK. The ESC uses a divide by 3 
or divide by 4 to generate the BCLKOUT. 

BCLK in EISA BUS CLOCK: The ESC uses BCLK to synchronize events on the EISA bus. The 
ESC generates or samples all the EISAIISA bus signals on either the rising or the 
falling edge of BCLK. 
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Pin Name Type Description 

LA[31 :27) # / tis EISA ADDRESS BUS/CONFIGURATION RAM PAGE ADDRESS: These are 
CPG[4:0) multiplexed signals. These signals behave as the EISA address bus under all 

conditions except during access cycle to the Configuration RAM. 

EISA Address Bus: LA[31 :27) # are directly connected to the EISA address bus. 
The ESC uses the address bus in conjunction with the BE[3:0) # signals as inputs to 
decode accesses to its internal resources except in OMA and Refresh modes. 
During OMA and Refresh modes, these are outputs, and the ESC uses these signals 
in conjunction with BE[3:0) # to drive Memory address. 

Configuration Ram Page Address: CPG [4:0) are connected to Configuration SRAM 
address lines. During I/O access to 0800h-08FFh, the ESC drives these signals with 
the configuration page address (the value contained in register OCOOh). The 
Configuration RAM Page Address function can be disabled by setting Mode Select 
register bit 5 = o. 

LA[26:24) # tis EISA ADDRESS BUS: These signals are directly connected to the EISA address 
and bus. The ESC uses the address bus in conjunction with the BE[3:0) # signals as 
LA[23:2) inputs to decode accesses to its internal resources except in OMA and Refresh 

modes. During OMA and Refresh modes, these are outputs, and the ESC uses 
these signals in conjunction with BE[3:0) # to drive Memory address. 

BE[3:0) # tis BYTE ENABLES: BE[3:0) # signals are directly connected to the EISA address bus. 
These signals indicate which byte on the 32-bit EISA data bus are involved in the 
current cycle. BE[3:0) # are inputs during EISA master cycles which do not require 
assembly/disassembly operation. For EISA master assembly/disassembly cycles, 
ISA master cycles, OMA, and Refresh cycles BE[3:0) # are outputs. 

BEO#: Corresponds to byte lane 0-SO[7:0) 
BE1 #: Corresponds to byte lane 0-SO[15:8) 
BE2#: Corresponds to byte lane 0-SO[23:16) 
BE3#: Corresponds to byte lane 0-SO[31 :24) 

M/IO# tis MEMORY OR I/O CYCLE: M/IO# signal is used to differentiate between memory 
cycles and I/O cycles on the EISA bus. A High value on this signal indicates a 
memory cycle, and a Low value Indicates an I/O cycle. M/IO# is an input to the 
ESC during EISA master cycles, and M/IO# is an output during ISA, OMA, and ESC 
initiated Refresh cycles. M/IO# is floated during ISA master initiated Refresh 
cycles. 

W/R# tis WRITE OR READ CYCLE: W /R # signal is used to differentiate between write and 
read cycles on the EISA bus. A High value on this signal indicates a Write cycle, and 
a Low value indicates a Read cycle. W /R # is an input to the ESC during EISA 
master cycles, and W/R# is an output during ISA, OMA, and Refresh cycles. 

2-782 



8237 4EB/8237 4SB 

Pin Name Type Description 

EX32 # old EISA 32 BIT DEVICE DECODE: EX32 # signal is asserted by a 32-bit EISA slave 
device. EX32# assertion indicates that an EISA device has been selected as a slave, 
and the device has a 32-bit data bus size. The ESC uses this signal as an input as 
part of its slave decode to determine if data size translation andlor cycle translation 
is required. EX32# is an output of the ESC during the last portion of the mis-matched 
cycle. This is an indication to the backed-off EISA master that the data translation 
has been completed. The backed-off EISA master uses this signal to start driving the 
EISA bus again. 

EX16# old EISA 16-BIT DEVICE DECODE: EX16# signal is asserted by a 16-bit EISA slave 
device. EX16# assertion indicates that an EISA device has been selected as a slave, 
and the device has a 16 bit data bus size. The ESC uses this signal as an input as 
part of its slave decode to determine if data size translation and lor cycle translation 
is required. EX16# is an output of the ESC during the last portion of the mis-matched 
cycle. This is an indication to the backed-off EISA master that the data translation 
has been completed. The backed-off EISA master uses this signal to start driving the 
EISA bus again. 

START # tis START CYCLE: START # signal provides timing control at the start of an EISA cycle. 
START # is asserted for one BCLK. START # is an input to the ESC during EISA 
master cycles except portions of the EISA master to mis-matched slave cycles where 
it becomes an output. During ISA, DMA, and Refresh cycles START# is an output. 

CMD# out COMMAND: CMD# signal provides timing control within an EISA cycle. The ESC is a 
central resource of the CMD# signal, and the ESC generates CMD# during all EISA 
cycles. CMD# is asserted from the rising edge of BCLK simultaneously with the 
negation of START # , and remains asserted until the end of the cycle. 

EXRDY old EISA READY: EXRDY signal is deasserted by EISA slave devices to add wait states 
to a cycle. EXRDY is an input to the ESC for EISA master cycles, ISA master cycles, 
and DMA cycles where an EISA slave has responded with EX32# or EX16# 
asserted. The ESC samples EXRDY on the falling edge of BCLK after CMD# is 
asserted (except during DMA compatible cycles). During DMA compatible cycles, 
EXRDY is sampled on the second falling edge of BCLK after CMD# is driven active. 
For all types of cycles if EXRDY is sampled inactive, the ESC keeps sampling it on 
every falling edge of BCLK #. EXRDY is an output for EISA master cycles decoded as 
accesses to the ESC internal registers. ESC forces EXRDY low for one BCLK at the 
start of a potential DMA burst write cycle to insure that the initial write data is held 
long enough to be sampled by the memory slave. 

SLBURST# in SLAVE BURST: SLBURST# signal is asserted by an EISA slave to indicate that the 
device is capable of accepting EISA burst cycles. The ESC samples SLBURST # on 
the rising edge of BCLK at the end of START # for all EISA cycles. During DMA 
cycles, the ESC samples SLBURST# twice; once on the rising edge of BCLK at the 
beginning of START # and again on the rising edge of BCLK at the end of START # . 
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Pin Name Type Description 

MSBURST# tis MASTER BURST: MSBURST # signal is asserted by an EISA master to indicate 
EISA burst cycles. MSBURST# is asserted by an EISA master in response to an 
asserted SLBURST # signal. The ESC samples SLBURST # on the rising edge of 
BCLK that CMO # is asserted. If asserted, the ESC samples SLBURST # on all 
subsequent rising edges of BCLK until sampled negated. The ESC keeps CMO# 
asserted during Burst cycles. MSBURST # is an output during OMA burst cycles. 
The ESC drives MSBURST # active on the falling edge of BCLK, one half BCLK 
after SLBURST # is sampled active at the end of START #. 

MASTER16# in MASTER 16-BIT: MASTER16# is asserted by a 16-bit EISA Bus master or an ISA 
Bus master device to indicate that it has control of the EISA Bus or ISA Bus. The 
ESC samples MASTER 16 # on the rising edge of BCLK that START # is asserted. If 
MASTER16# is sampled asserted, the ESC determines that a 16-bit EISA Bus 
master or an ISA Bus master owns the Bus. If MASTER 16 # is sampled negated at 
the first sampling pOint, the ESC will sample MASTER 16 # a second time on the 
rising edge of BCLK at the end of START#. If MASTER16# is sampled asserted 
here, the ESC determines that a 32-bit EISA Bus master has downshifted to a 16-bit 
Bus master, and thus, the ESC will disable the data size translation function. 

SO[7:0) tis SYSTEM DATA: SO[7:0] signals are directly connected to the System Data bus. 
The SO[7:0] pins are outputs during 1/0 reads when the ESC internal registers are 
being accessed and during interrupt acknowledge cycles. The SO[7:0] pins are 
input during 1/0 writes cycles when the ESC internal registers are being accessed. 

2.3 ISA Bus Signals 

Pin Name Type Description 

BALE out BUS ADDRESS LATCH ENABLE: BALE signal is asserted by the ESC to indicate that 
a address (SA[19:01. LA[23:17]), AEN and SBHE # signal lines are valid. The 
LA[23:17] address lines are latched on the trailing edge of BALE. BALE remains active 
throughout OMA and ISA Master cycles and Refresh cycles. 

SA[1:0] tis ISA ADDRESS BITS 0& 1: SA[1 :0] are the least significant bits of the ISA address bus. 
SA[1 :0] are inputs to the ESC during ISA master cycles except during ISA master 
initiated Refresh cycles. The ESC uses the SA[1 :0] in conjunction with SBHE # to 
generate BE[3:0] # on the EISA bus. The SA[1:0] are outputs of the ESC during EISA 
master cycles and OMA cycles. The ESC generates these from BE[3:0] #. 

SBHE# tis ISA BYTE HIGH ENABLE: SBHE # signal indicates that the high byte on the ISA data 
bus (SO[15:8]) is valid. SBHE # is an input to the ESC during ISA master cycles, except 
during ISA master initiated Refresh cycles. The ESC uses the SBHE# in conjunction 
with SA[1 :0] to generate BE [3:0] # on the EISA bus. SBHE# is an output during EISA 
master and OMA cycles. 
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Pin Name Type Description 

M16# old MEMORY CHIP SELECT 16: M16# is an input when the ESC component owns the 
ISA bus. M16# is an output when an externallSA bus Master owns the ISA bus. The 
ISA slave memory drives this signal Low if it is a 16-bit memory device. For ISA to EISA 
translation cycles, the ESC combinatorially asserts M 16 # if either EX32 # or EX 16 # 
are asserted. This signal has an external pull-up resistor. 

1016# old 16 BIT 1/0 CHIP SELECT: 1016# signal is used to indicate a 16-bit I/O bus cycle. This 
signal is asserted by the I/O devices to indicate that they support 16-bit I/O bus cycles. 
All I/O accesses to the ESC registers are run as 8-bit I/O bus cycles. This signal has 
an external pull-up resistor. 

MRDC# tis MEMORY READ: MRDC# signal indicates a read cycle to the ISA memory devices. 
MRDC# is the command to a memory slave that it may drive data onto the ISA data 
bus. MRDC# is an output when the ESC owns the ISA bus. MRDC# is an input when 
an externallSA Bus master owns the ISA Bus. This signal is driven by the ESC during 
refresh cycles. 

MWTC# tis MEMORY WRITE: MWTC# signal indicates a write cycle to the ISA memory devices. 
MWTC# is the command to a memory slave that it may latch data from the ISA data 
bus. MWTC# is an output when the ESC owns the ISA bus. MWTC# is an input when 
an ISA Bus master owns the ISA Bus. 

SMRDC# out SYSTEM MEMORY READ: SMRDC# signal is asserted by the ESC to request a 
memory slave to drive data onto the data lines. SMRDC # indicates that the memory 
read cycle is for an address below the 1 MByte range on the ISA bus. This signal is also 
asserted during refresh cycles. 

SMWTC# out SYSTEM MEMORY WRITE: SMWTC# signal is asserted by the ESC to request a 
memory slave to accept data from the data lines. SMWTC# indicates that the memory 
write cycle is for an address below the 1 MByte range. 

10RC# tis 1/0 READ: 10RC# is the command to an ISA I/O slave device that it may drive data on 
to the data bus (SD[15:0]). The device must hold the data valid until after 10RC# is 
negated. 10RC# is an output when the ESC component owns the ISA bus. 10RC# is 
an input when an ISA Bus master owns the ISA Bus. 

10WC# tis 1/0 WRITE: 10WC# is the command to an ISA I/O slave device that it may latch data 
from the ISA data bus (SD[15:0]). 10WC# is an output when the ESC component owns 
the ISA Bus. 10WC# is an input when an ISA Bus master owns the ISA Bus. 

CHRDY old 1/0 CHANNEL READY: CHRDY when asserted allows ISA Bus resources request 
additional time (wait-states) to complete the cycle. CHRDY is an input when the ESC 
owns the ISA Bus. CHRDY is an input to the ESC during compatible DMA cycles. 
CHRDY is an output during ISA Bus master cycles to PCI slave or ESC internal register. 
The ESC will ignores CHRDY for ISA-Bus master accessing an ISA-Bus slave. 

10CHK# in 1/0 CHANNEL CHECK: 10CHK# can be asserted by any resource on the ISA Bus. 
When asserted, it indicates that a parity or an uncorrectable error has occurred for a 
device or memory on the ISA Bus. A NMI will be generated to the CPU if enabled. 
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Pin Name Type Description 

NOWS# old ZERO WAIT STATES: NOWS# indicates that an peripheral device wishes to 
execute a zero wait-state bus cycle (the normal default 16-bit ISA bus memory or I/O 
cycle is 3 BClKS). When NOWS # is asserted, a 16-bit memory cycle will occur in 
two BClKs and a 16-bit I/O cycle will occur in three BClKs. When NOWS# is 
asserted by an 8-bit device the default 6 BClKs cycle is shortened to 4 or 5 BClKs. 

NOWS# is an input when the ESC performing bus translation cycles. NOWS# is an 
output when the ESC internal registers are accessed. 

If CHRDY and NOWS# are both asserted during the same clock then NOWS# will 
be ignored and wait-states will be added as a function of CHRDY (CHRDY has 
precedence over NOWS#). 

OSC in OSCILLATOR: OSC is the 14.31818 MHz signal with 50% duty cycle. OSC is used 
by the ESC timers. 

RSTDRV out RESET DRIVE: RSTDRV is asserted by the ESC. An asserted RSTDRV causes a 
hardware reset of the devices on the ISA Bus. RSTDRV is asserted whenever the 
RESET # input to the ESC is asserted. 

REFRESH# tis REFRESH: REFRESH # is used by the ESC as an output to indicate when a refresh 
cycle is in progress. It should be used to enable the SA[15:0] address to the row 
address inputs of all banks of dynamic memory on the ISA bus so that when MRDC# 
goes active, the entire expansion bus dynamic memory is refreshed. Memory slaves 
must not drive any data onto the bus during refresh and should not add wait states 
since this will affect the entire system throughput. As an output, this signal is driven 
directly onto the ISA bus. This signal is an output only when the ESC DMA Refresh is 
a master on the bus responding to an internally generafed request for Refresh. Upon 
RESET this pin will tristate. Note that address lines [15:8] are driven during refresh, 
but the value is meaningless and is not used to refresh ISA bus memory. 

REFRESH # may asserted by an expansion bus adapter acting as a 16-bit ISA bus 
master. 

AEN# out ADDRESS ENABLE: AEN # is driven high for Bus (Ilaster cycles. AEN # is driven 
low for DMA cycles. and Refresh cycles. AEN# is used to disable I/O devices from 
responding to DMA and Refresh cycles. System designs which do not used the slots 
specific AENs (AEN[4:1]/EAEN[4:1D provided by the ESC can use the AEN# signal 
to generate their own slot specific AENs. 

AEN[4:1]! out SLOT SPECIFIC ADDRESS ENABLE/ENCODED SLOT SPECIFIC ADDRESS 
EAEN[4:1] ENABLE: These pins have a slightly different function depending on the ESC 

configuration (Mode Select register bit 1 and bit 0). 

Slot Specific Address Enable: If the ESC is programmed to support 4 EISA slots, 
these signals function as Slot Specific Address Enables (AEN[4:1 D. 

Encoded Slot Specific Address Enable:. If the ESC has been programmed to support 
more'than 4 EISA slots, then these signals behave as Encoded Address Enables 
(EAEN[4:11). A discrete decoder is required to generate slot specific AENs. 

Refer to Section 5.8.1 AEN GENERATION for a detailed description of these signals. 
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2.4 DMA Signal Description 

Pin Name Type Description 

DREQ[7:5,3:0] in DMA REQUEST: DREQ signals are either used to request DMA service from the 
ESC or used to gain control of the ISA Bus by a ISA Bus master. The active level 
(high or low) is programmed in the Command registers. When the Command 
register bit 6 is programmed to 0, DREQ are asserted high, otherwise the DREQ 
are asserted low. All inactive to active edges of DREQ are assumed to be 
asynchronous. The request must remain asserted until the appropriate DACK is 
negated. At power-up and after RESET, these lines should be low (negated). 

DACK # [7:5,3:0] out DMA ACKNOWLEDGE: DACK # indicate that a request for DMA service from 
the DMA subsystem has been recognized or that an ISA Bus master has been 
granted the bus. The level of the DACK lines when asserted may be 
programmed to be either high or low. This is accomplished by programming the 
DMA Command register. These lines should be used to decode the DMA slave 
device with the IORC# or IOWC# line to indicate selection. If used to signal 
acceptance of a bus master request, this signal indicates when it is legal to 
assert MASTER 16 #. If the DMA controller has been programmed for a timing 
mode other than compatible mode, and another'device has requested the bus, 
and a 4 fJ-s time has elapsed, DACK# will be negated and the transfer stopped 
before the transfer is complete. In this case, the transfer will be restarted at the 
next arbitration period in which the channel wins the bus. Upon reset these lines 
are negated. 

EOP tis END OF PROCESS: EOP pin acts in one of two modes, and it is directly 
connected to the TC line of the ISA Bus. In the first mode, EOP-In, the pin is an 
input and can be used by a DMA slave to stop a DMA transfer. In the second 
mode, TC-Out, it is used as a terminal count output by DMA slaves. An active 
pulse is generated when the byte counter reaches its last value. 

EOP-In Mode: During DMA, for all transfer types, the EOP pin is sampled by the 
ESC. If it is sampled asserted, the address bus is tristated and the transfer is 
terminated. 

TC-Out Mode: The EOP output will be asserted after a new address has been 
output if the byte count expires with that transfer. The EOP (TC) will stay 
asserted until AEN # is negated unless AEN is negated during an 
autoinitialization. EOP (TC) will be negated before AEN is negated during an 
autoinitialization. 

Intout Mode: In this mode the EOP signal has the same behavior as the 
Chaining Interrupt or the Scatter-Gather interrupt to the host processor (IRQ13). 
If a scatter-gather or chaining buffer is expired, EOP will go active on the falling 
edge of BCLK. Only the currently active channel's interrupt will be reflected on 
this pin. Other channel's with active interrupts pending will not affect the EOP 
pin. 

Whenever all the DMA channels are not in use, the EOP pin is kept in output 
mode and negated. After reset, the EOP pin is kept in output mode and negated. 
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2.5 EISA Arbitration Signals 

Pin Name 

MREQ[3:0]# 

MREQ[7:4] # I 
PIRQ[0:3]# 

2-788 

Type Description 

in MASTER REQUEST: MREQ[3:0] # are slot specific signals used by EISA bus 
masters to request bus access. MREQ# once asserted, must remain asserted 
until the corresponding MACK # is asserted. The MREQ # is negated on the falling 
edge of BClK slightly before the end of a master transfer. The lA[ 1. BE[ ] #, 
M/IO#, and W/R# lines should be floated on or before the rising edge of BClK 
after MREQ# is negated. The end of the last bus cycle is derived from CMD# in 
this case. The MREQ# signals are asserted on the falling edge of BClK. MREQ# 
is always sampled on the rising edge of BClK. MREQ# is synchronous with 
respect to BClK. After asserting MREQ# , the corresponding master must not 
assert MREQ # until 1.5 BClKs after CMD # is negated. 

in MASTER REQUEST /PCIINTERRUPT REQUEST: These pins behave in one of 
two modes depending on the state of the Mode Select Register bit 1 and bit o. 
Master Request: MREQ# Iil'1es are slot specific signals used by EISA bus masters 
to request bus access. This signal behave in the same manner as MREQ[3:0] # 
signals. 

PCllnterrupt Request: PIRQ# are used to generate asynchronous interrupts to 
the CPU via the Programmable Interrupt Controller (82C59) integrated in the ESC. 
These signals are defined as level sensitive and are asserted low. The PIRQx# 
can be shared with PC compatible interrupts IRQ3:IRQ7, IRQ9:IRQ15. The 
PIRQx# Route Control Register determines which PCI interrupt is shared with 
which PC compatible interrupt. 

Register Pins 
Bit[1:0] MREQ7#/ MREQ6#/ MREQ5#/ MREQ4#/ 

PIRQO# PIRQ1# PIRQU PIRQ3# 
00 PIRQO# PIRQ1 # PIRQ2# PIRQ3# 
01 PIRQO# PIRQ1 # MREQ5# MREQ4# 
10 PIRQO# MREQ6# MREQ5# MREQ4# 
11 MREQ7# MREQ6# MREQ5# MREQ4# 
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Pin Name Type Description 

MACK[3:0] # I out MASTER ACKNOWLEDGE:/ENCODED MASTER ACKNOWLEDGE: These pins 
EMACK[3:0] behave in one of two modes depending on the state of the Mode Select register bit 

1 and bit o. If the ESC is programmed to support 4 EISA slots, then these pins are 
used as MACK #. If the ESC is programmed to support more than 4 EISA slots, 
then these pins are used as EMACK # 

Master Acknowledge: The MACK[3:0] # signals are asserted from the rising edge 
of BCLK at which time the bus master may begin driving the LA[], BE[] #, M/IO#, 
and W IR # lines on the next falling edge of BCLK. MACK # will stay asserted until 
the rising edge of BCLK when MREQ# is sampled negated. MACK# is sampled by 
EISA Bus masters on the falling edge of BCLK. If another device has requested the 
bus, MACK# will be negated before MREQ# is negated. When MACK# is 
negated, the granted device has a maximum of 8 IJ-s to negate MREQ# and begin 
a final bus cycle. The ESC may negate the MACK # signal a minimum of one BCLK 
after asserting it if another device (or refresh) is requesting the bus. Upon reset 
MACK # is negated. 

Encoded Master Acknowledge: EMACK # behaves like MACK #. The difference 
is that a discrete decoder is required to generate MACK # for the EISA Bus 
masters. 

Refer to Section 5.8.2 MACK Generation for details. 

2.6 Timer Unit Signal 

Pin Name Type Description 

SPKR out SPEAKER DRIVE: SPKR is the output of Timer 1, Counter 2 and is "ANDed" with Port 
061 h bit 1 to provide Speaker Data Enable. This signal drives an external speaker 
driver device, which in turn drives the ISA system speaker. SPKR has a 24 mA drive 
capability. Upon reset, its output state is low. 

SLOWH# out SLOW DOWN CPU: SLOWH # is the output of Timer 2, Counter 2. This counter is used 
to slow down the main CPU of its execution via the CPU's HOLD pin by pulse width 
modulation. The first read of 1/0 register in the 048h-04Bh range will enable SLOWH # 
signal to follow the output of the Timer 2, Counter 2. Upon reset, SLOWH # is negated. 

Hardware Reset (Strapping Option) 

During hardware reset this signal is an input and the level on the pin at the end of the 
reset sequence determines where BIOS resides. A high level indicates that BIOS 
resides on the X-Bus and a low level indicates that BIOS resides on the ISA Bus. The 
status is used by the ESC, to control the X-Bus transceivers during BIOS access. 

NOTE: 

For the 82374EB, this pin has an internal weak pull-up of approximately 8 KO. 
For proper configuration of the BIOS location during reset, a weak external pull-
down resistor (approx. 5000) must be connected to this pin. 

An external pull-<lown resistor is not needed for the 82374$8. 
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2.7 Interrupt Controller Signals 

Pin Name Type Description 

IRQ[15:9), in INTERRUPT REQUEST: IRQ These signals provide both system board components 
IRQ8#, and EISA bus I/O devices with a mechanism for asynchronously interrupting the CPU. 
IRQ[7:3,1] The assertion mode of each interrupt can be programmed to be edge or level 

triggered. An asserted IRQ input must remain asserted until after the falling edge of 
INTA#. If the input is negated before this time, a DEFAULT IRQ7 will occur when the 
CPU acknowledges the interrupt. 

IRQ8# requires an external pull·up resistor (8 KO-10 KO). 

INTR out CPU INTERRUPT: INTR is driven by the ESC to signal the CPU that an Interrupt 
request is pending and needs to be serviced. It is asynchronous with respect to BClK 
or PCIClK and it is always an output. The interrupt controllers must be programmed 
following a reset to ensure that this pin takes on a known state. Upon reset the state of 
this pin is undefined. 

NMI out NON-MASKABLE INTERRUPT: NMI is used to force a non·maskable interrupt to the 
CPU. The CPU registers an NMI when it detects a rising edge on NMI. NMI will remain 
active until a read from the CPU.to the NMI register at port 061 h is detected by the 
ESC. This signal is set to low upon reset. 

2.8 APIC Bus Signals 

Pin Name Type Description 

APICClK in APIC BUS CLOCK: APICClK provides the timing reference for the APIC Bus. 
Changes on APICD[1 :0] # are synchronous to the rising edge of APICClK. 

APICD[1:0] od APIC DATA: APICD1 and APICDO are the APIC data bus signals. Interrupt messages 
are sent/received over this bus. APIC arbitration uses APICD1. 

2.9 System Power Management Signals (823748B Only) 
PIn Name Type Description . 

STPCLK# out STOP CLOCK: STPCLK# is asserted by the ESC in response to one of many 
maskabl& hardwar& or software &v&nts. For 3.3V processors that are not 5V tolerant, 
STPCLK # is driven to the CPU STPCLK # pin through a 5V to 3.3V translator. When 
the CPU samples STPClK # esserted it responds by stopping its internal clOck. After a 
hard reset, this signal is negated. 

SMI#- out SYSTEM MANAGEMENT INTERRUPT: SMI# is asserted by the ESC in response to 
one of many maskable hardware or software events. For 3.3V processors that are not 
5V tolerant, SMI#- is driven to the CPU SMI # pin through ~ . .5y.to.3 .. ~V.~~Ttle . 

, A ,~'" ~ . ePl:Jrecognizes 1he falling lJdge ofSMI #' as thehlglieSt Priority interrupt in 1he system. 
The CPU responds by entering SMM (System Management Mode). SMI# is negated 
during and following reset. After a hard reset, this Signal is negated.. 
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Pin Name Type Description 

EXTSMI:# in EXTERNAL SYSTEM MANAGEMENT INTERRUPT: EXTSMI:# is a falUng edge 
triggered input to the ESC indicating that an external device is requesting the system 
to enter SMM mode. When enabled via the SMI Enable Register. a falling edge on 
EXTSMI:# results in the assertion of the SMI #: signal to the CPU. EXTSMI # is an 
asynchronous Input to the ESC. 

INIT/TEST in INtTIALIZElTEST: On the 8237488, the function of this pin is selected by the value 
on the GPCSO# pin at reset If GPCSO# is low, INIT is selected and if GPCSO#: is 
high, TEST is &elected. On the e2374E8, this pin only functions as the TEST pin. 

INIT 

INIT is connected to the INIT pin on the CPU and indicates to the ESC that a CPU soft 
reset is occuring. When asserted, the ESC ensures that STPCLK # is negated when 
the CPU comes out of the soft reset. The ESC also blocks SMI #: generation when I NIT 
is ,asserted. 

TEST 

For TEST signal description, see the TEST signal section. 

STPGNT:# in STPCLK#: GRANT: When asserted, STPGNT # indicates to the ESC that a Stop grant 
PCI special cycle was recognized by the PCE8. The ESC may then negate the 
STPCLK:# signal when the STPCLK'" Timer expires. 

2.10 ESC/PCEB Interface Signals 

2.10.1 ARBITRATION AND INTERRUPT ACKNOWLEDGE CONTROL 

Pin Name Type Description 

EISAHOLO out EISA HOLD: EISAHOLO is used to request control of the EISA bus from its default 
owner, the PCES. This signal is synchronous to PCICLK and is asserted when 
RESET # is asserted. 

ElSAH LOA in EISA HOLD ACKNOWLEDGE: ElSAH LOA in used by the PCES to inform the ESC 
that it has been granted ownership of EISA bus. This signal is synchronous to PCICLK. 

PEREQ#I in PCI TO EISA REQUEST OR INTERRUPT ACKNOWLEDGE: PEREQ#/INTA# is a 
INTA# dual function signal. The context of the signal pin is determined by the state of 

ElSAH LOA signal. 

When ElSAH LOA is deasserted this signal has the context of Interrupt Acknowledge 
i.e. if PEREQ# IINTA# is asserted it indicates to the ESC that current cycle on the 
EISA is an interrupt acknowledge. 

When ElSAH LOA is asserted this signal has the context of PCI-to-EISA Request i.e. if 
PEREQ # liNT A # is asserted it indicates to the ESC that PCES needs to obtain the 
ownership of the EISA bus on behalf of an PCI agent. 

This signal is synchronous to the PCICLK and it is driven inactive when RESET # is 
asserted. 
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2.10.2 PCEB BUFFER COHERENCY CONTROL 

Pin Name Type Description 

NMFLUSH# tIs NEW MASTER FLUSH: NMFLUSH# is a bi·directional signal which is used to 
provide handshake between PCEB and ESC to control flushing of system buffers on 
behalf of EISA masters. 

Ouring an EISA bus ownership change, before ESC can grant the bus to the EISA 
master (or OMA) it must ensure that system buffers are flushed and buffers pointing 
(potentially) towards EISA subsystem are disabled. The ESC asserts NMFLUSH # 
signal for one PCI clock indicating the request for system buffer flushing. (After 
driving NMFLUSH # asserted for 1 PCI clock the ESC tri-states NMFLUSH # signaL) 
When PCEB samples NMFLUSH # asserted it starts immediately to drive 
NMFLUSH # asserted and initiates internal and external requests for buffer flushing. 
After all buffers have been flushed (indicated by the proper handshake signals), the 
PCES negates NMFLUSH # for 1 PCI clock and stops driving it. When the ESC 
samples the signal deasserted that indicates that all system buffers are flushed, it 
grants EISA bus to an EISA master (or OMA). The ESC resumes responsibility of 
default NMFLUSH # driver and starts driving NMFLUSH # deasserted until the next 
time a new EISA master (or OMA) wins arbitration. 

This signal is synchronous with PCICLK and is negated by the ESC at reset. 

AFLUSH# tis APIC FLUSH: AFLUSH # is bi-directional signal between the PCEB and ESC that 
controls system buffer flushing on behalf of the APIC. After a reset the ESC negates 
AFLUSH # until the APIC is initialized and the first interrupt request is recognized. 

SOCPYUP out SYSTEM (DATA) COpy UP: SOCPYUP is used to control the direction of the byte 
copy operation. A High on the signal indicates a COpy UP operation where the 
lower byte lower word of the SO data bus is copied on to the higher byte or higher 
word of the bus. A Low on the signal indicates a COPY OOWN operation where the 
higher byte(s) of the data bus are copied on to the lower byte(s) of the bus. The 
PCEB uses the signal to perform the actual data byte copy operation during mis-
matched cycles. 

SOOE[2:0] # out SYSTEM DATA OUTPUT ENABLES: SOOE# enable the SO data output of the 
PCEB Oata Swap Buffers on to EISA bus. The ESC activates these signals only 
during mis-matched cycles. The PCEB uses these signal to enable the SO data 
buffers as follows: 

SOOEO#: Enables byte lane 0 SO[7:0] 
SOOE1 #: Enables byte lane 1 SO[15:8] 
SOOE2#: Enables byte lane 2 SO[23:16] and byte lane 3 SO[31 :24] 

SOLE[3:0]# out SYSTEM DATA LATCH ENABLES: SOLE[3:0] # enable the latching of EISA data 
bus These signals are activated only during mis-matched cycles except PCEB 
initiated write cycle. The PCEB uses these signals to latch the SO data bus as 
follows: 

SOLEO#: Latch byte lane 0 SO[7:0] 
SOLE1 #: Latch byte lane 0 SO[15:8] 
SOLE2#: Latch byte lane 0 SO[23:16] 
SOLE3#: Latch byte lane 0 SO[31:24] 
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2.11 Integrated Logic Signals 

2.11.1 EISA ADDRESS BUFFER CONTROL 

Pin Name Type Description 

SALE# out SA LATCH ENABLE: SALE # is directly connected to F543s which buffer the LA 
addresses from the SA addresses. The rising edge of SALE # latches the LA address 
bit LA[19:2) to the SA address bit SA[19:2). 

LASAOE# out LA TO SA ADDRESS OUTPUT ENABLE: LASAOE# is directly connected to the SA 
output buffer enables of the F543s. The ESC asserts LASAOE # during EISA master 
cycles. When LASAOE# is asserted, the LA to SA output buffers of the F543s are 
enabled. 

SALAOE# out SA TO LA ADDRESS OUTPUT ENABLE: SALAOE # is connected to the LA output 
buffer enables of the F543s. This signal functionally is the exact opposite of 
LASAOE# signals. The ESC asserts SALAOE# during ISA master cycles. When 
LASAOE # is asserted, the SA to LA output buffers of the F543s are enabled. 

2.11.2 COPROCESSOR INTERFACE 

Pin Name Type Description 

FERR# in NUMERIC CO-PROCESSOR ERROR: FERR # signal is tied to the Co-processor error 
Signal of the CPU. If FERR # is asserted (Co-processor error detected by the CPU), an 
internallR013 is be generated and the INTR from the ESC will be asserted. 

IGNNE# out IGNORE NUMERIC ERROR: IGNNE# is tied to the ignore numeric error pin of the 
CPU. IGNNE# is asserted and internallR013 is negated from the falling edge of 
10WC# during an 1/0 write to location OOFOh. IGNNE# will remain asserted until 
FERR# is negated. During reset, this signal is driven low. 

2.11.3 BIOS INTERFACE 

Pin Name Type Description 

LBIOSCS# out LATCHED BIOS CHIP-SELECT: LBIOSCS# indicates the that the current address is 
for the system BIOS. The ESC generates this signal by decoding the EISA LA 
addresses. The ESC uses a transparent latch to latch the decoded signal. The 
LBIOSCS# is latched on the falling edge of BALE and qualified with REFRESH #. 
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2.11.4 KEYBOARD CONTROLLER INTERFACE 

Pin Name Type Description 

KYBDCS# out KEYBOARD CHIP SELECT: KYBDCS# is connected to the chip select of the 82C42. 
KYBDCS# is active for 110 addresses 0060h and 0064h. 

ALTRST# out ALTERNATE RESET: AL TRST # is used to reset the CPU under program control. 
This signal is AN D' ed together externally with the reset signal (RST AR #) from the 
keyboard controller to provide a software means of resetting the CPU. This provides a 
faster means of reset than is provided by the Keyboard controller. Writing a 1 to bit 0 in 
the Port 92 register will cause this signal to pulse active (low) for approximately 4 
BCLK's. Before another AL TRST# pulse can be generated, bit 0 must be written back 
to a O. During reset, this signal is driven low. 

ALTA20 out ALTERNATE A20: AL TA20 is used to force A20M # to the CPU low for support of real 
mode compatible software. This signal is externally OR'ed with the ALTA20 signal 
from the Keyboard controller and CPURST to control the A20M # input of the CPU. 
Writing a "0" to bit 1 of Port 92h Register will force AL TA20 inactive (low). This in turn 
will drive A20M # to the CPU low, if A20GATE from the keyboard controller is also low. 
Writing a "1" to bit 1 of the Port 92h Register will force AL TA20 active (high), which in 
turn will drive A20M # to the CPU high, regardless of the state of AL TA20 from the 
keyboard controller. Upon reset, this signal is driven low. 

ABFULL in AUXILIARY BUFFER FULL: ABFULL is tied directly to the ABFULL signal on the 
keyboard controller on the system board. This signal indicates that the keyboard 
controller auxiliary buffer for the mouse interface is full. See the CLKDIV Register 
desciption for programming the ABFULL function. If this function is not used, ABFULL 
should be tied low through a 1 K resistor. 

2.11.5 REAL TIME CLOCK INTERFACE 

Pin Name Type Description 

RTCALE out REAL TIME CLOCK ADDRESS LATCH ENABLE: RTCALE is directly connected to 
the system Real Time Clock. The RTC uses this signal to latch the appropriate memory 
address. A write to port 070h with the appropriate Real Time Clock memory address 
that will be written to or read from will cause RTCALE to go active. 

RTCRD#I out REAL TIME CLOCK READ COMMAND/PCI INTERRUPT REQUEST 3: This signal 
PIRQ3# pin has two functions and the function is selected via the Mode Select Register. When 

functioning as RTCRD#, this signal is asserted for liD reads from address 0071 h. If 
the Power On Password protection is enabled (liD Port 92h bit 3 = 1), then for 
accesses to RTC addresses 36h-3Fh (Port 70h), RTCRD# will not be asserted. For 
details on PIRQ3#, see the Mode Select Register description. For the PIRQ3# 
function, an external pull-up resistor (10-20 K) must be added to this signal. 
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Pin Name Type Description 

RTCWR#/ out REAL TIME CLOCK WRITE COMMAND/PCI INTERRUPT REQUEST 2: This signal 
PIRQU pin has two functions, and the function is selected via the Mode Select Register. 

When functioning as RTCWR #, this signal is asserted for I/O writes to address 
0071 h. If the Power On Password protection is enabled (I/O Port 92h bit 3 = 1) then 
for accesses to RTC addresses 36h-3Fh (Port 70h) RTCWR # will not be generated. 
For details on PIRQ2#, see the Mode Select Register description. For the PIRQ2# 
function, an external pull-up resistor (10K-20K) must be added to this signal. 

2.11.6 FLOPPY DISK CONTROLLER INTERFACE 

Pin Name Type Description 

FDCCS#/ out FLOPPY DISK CONTROLLER CHIP SELECT /PCIINTERRUPT REQUEST 1: This 
PIRQ1 # signal has two functions and the function is selected via the Mode Select Register. As 

FDCCS# is asserted for I/O cycles to the floppy drive controller. When functioning as 
FDCCS#, this signal is also asserted when IDECS1 # is decoded. See the Mode 
Select Register description for details on the PIRQ1 # function of this signal. Note that 
for the PIRQ1 # function, an external pull-up resistor (10 K!l-20 K!l) must be added to 
this signal. 

DSKCHG in DISK CHANGE: DSKCHG signal is tied directly to the DSKCHG signal of the floppy 
controller. This signal is inverted and driven onto system data line 7 (SD7) during I/O 
read cycles to floppy address locations 3F7h (primary) or 377h (secondary) as 
indicated by the table below. Note that the primary and secondary locations are 
programmed in the X-Bus Address Decode Enable/Disable Register "A". 

FDCCS# IDECSx# State of SD7 State of 
Decode Decode (output) XBUSOE# 

Enabled Enabled Tri-stated Enabled 
Enabled Disabled Driven Disabled 

via DSKCHG 
Disabled Enabled Tri-stated Disabled (note) 
Disabled Disabled Tri-stated Disabled 

NOTE: 
This mode is not supported because of potential contention between the X-Bus 
buffer and a floppy on the ISA bus driving the system bus at the same time 
during shared I/O accesses. 

This signal is also used to determine if the floppy controller is present on the X-Bus. It 
is sampled on the trailing edge of RESET, and If high, the Floppy is present. For 
systems that do not support a Floppy via the ESC, this pin should strapped low. If 

I 'I 
sampled low, the SD7 function, and XBUSOE# will not be enable for accesses Lv ~~-:. 
floppy disk controller. 
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Pin Name Type Description 

OUGHT#/ out FIXED DISK ACTIVITY LlghtlPCllNTERRUPT REQUEST 0: This signal has two 
PIROO# functions, depending on the programming of the Mode Select Register. As OUGHT #, 

this signal controls the fixed disk X light. When low, the light is on. When high, the light 
is off. If either bit 6 or bit 7 of the Port 92 register is set to a 1 (bit 6 and 7 are internally 
NOR'ed together), OUGHT # is driven active (low). Setting both bits 6 and 7 low will 
cause OUGHT # to be driven high. For the PIROO # function, see the Mode Select 
Register description. Note that for the PIROO# function, an external pull-up resistor 
(10 K!l-20 K!l) must be added to this signal. 

2.11.7 CONFIGURATION RAM INTERFACE 

Pin Name Type Description 

CRAMRO# out CONFIGURATION RAM READ COMMAND: CRAMRO# is connected directly to the 
system Configuration RAM. The ESC asserts CRAMRO# for I/O reads from the 
address range programmed into the low and high bytes of the configuration RAM 
command registers. 

CRAMWR# out CONFIGURATION RAM WRITE COMMAND: This is an active Low output. 
CRAMWR # is connected directly to the system Configuration RAM. The ESC 
activates CRAMWR # for I/O writes to the address range programmed into the low 
and high bytes of the configuration RAM command registers. 

2.11.8 X-BUS CONTROL AND GENERAL PURPOSE DECODE 

Pin Name Type Description 

XBUST/R# out X-BUS DATA TRANSMIT/RECEIVE: XBUST /R # is tied directly to the direction 
control of a 74F245 that buffers the X-Bus data, XO(7:0), from the system data bus, 
SO(7:0). XBUST/R# is driven high (transmit) during I/O and memory reads for EISA 
and ISA masters. For OMA cycles (channel 2 only), XBUST /R# is driven high for the 
following cases: 

1. Memory read, I/O write cycles where LBIOSCS # is asserted. 

2. I/O read, memory write cycles where Oigital Output Register bit 3 is set to 1. 

XBUST /R # is driven low (receive) under all other conditions. 
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Pin Name Type Description 

XBUSOE# out X-BUS DATA OUTPUT ENABLE: XBUSOE# is tied directly to the output enable of 
a 74F245 that buffers the X-Bus data, XD(7:0), from the system data bus, SD(7:0). 

For EISA and ISA master memory read or write cycles, XBUSOE # is asserted 
when LBIOSCS# is asserted. Otherwise, XBUSOE# is not asserted. 

For EISA and ISA master I/O read or write cycles, SBUSOE# is asserted if an ISC 
supported X-Bus device has been decoded, and the decoding for that device has 
been enabled via the proper configuration registers. An exception to this is during 
an I/O read access to floppy location 3F7h (primary) or 377h (secondary) if the IDE 
decode space is disabled (Le., IDE is not present on the X-Bus). In this case, 
XBUSOE# is not asserted. XBUSOE# is also not asserted during an I/O access to 
the floppy controller if DSKCHG is sampled low at reset. 

XBUSOE# is not asserted during DMA cycles, except for channel 2 DMA. For 
channel 2 DMA, XBUSOE # is asserted. 

GPCS [2:0] # / out GENERAL PURPOSE CHIP SELECT IENCODED CHIP SELECT: These are dual 
ECS[2:0] function signals. The function of these pins is selected through the Mode Select 

Register bit 4. 

General Purpose Chip Select: GPCS[2:0] # are chip selects for peripheral 
devices. The peripheral devices can be mapped in the I/O range by programming 
the General Purpose Chip Select Base Address registers and General Purpose 
Mask registers (offset 64h-6Eh). 

Encoded Chip Select: ECS[2:0] provide encoded chip select decoding for serial 
ports, parallel port, IDE and general purpose devices. The device chip selects for 
the peripheral devices are generated by using a F138 with ECS[2:0] as inputs. 

Hardware Reset (Test Mode) 

8237488: 
During Reset, GPCSO/ECSO is an input signal. The level of this signal is sampled at 
the end of the reset sequence to determine whether the TEST pin is used as the 
current TEST function (sampled "1 ") or as the INIT signal (sampled "O"). After 
reset, the existing GPCS/ECS functionality on this pin is maintained. Note that an 
internal pull-up of approximately 8 KO is included on this pin. If the INIT mode on 
the TEST pin is to be seleeted, an external pull-down of approximately 5000 should 
be connected to the pin.. 
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2.12 Test Signal 

Pin Name Type Description 

INIT/TEST in TEST: On the 82374EB, this pin only functions as a TEST pin. 

On the 823748B, the function of this pin is selected by the value on the GPCSO# pin 
at reset-If GPCSO# is low. INIT is selected and if GPCSO# is high, TEST is selected. 

INIT 
For INIT signal description, see the Power Management Signal section. 

TEST 
TEST is used to tri-state all of the outputs. For normal operations, this signal should be 
tied to Vee. For test mode, this pin should be tied to ground. 

3.0 REGISTER DESCRIPTION 

The ESC contains ESC configuration registers, DMA registers, Timer Unit registers, Interrupt Unit registers, 
and EISA configuration registers. All of the registers are accessible from the EISA bus. During a reset the ESC 
sets its internal registers to predetermined default states. The default values are indicated in the individual 
register descriptions. 

The following notation is used to describe register access attributes: 

RO Read Only. If a register is read only, writes have no effect. 

WO Write Only. If a register is write only, reads have no effect. 

R/W Read/Write. A register with this attribute can be read and written. Note that individual bits in some 
read/write registers may be read only. 

3.1 Configuration Registers 

The ESC's configuration registers are accessed through an indexing scheme. The index address register is 
located at I/O address 0022h, and the index data register is located at I/O address 0023h. The offset (data) 
written into the index address register selects the desired configuration register. Data for the selected configu­
ration register can be read from or written to by performing a read or a write to the inde~ data register. See the 
Address Decode section for a summary of configuration register index addresses. 

Some of the ESC registers described in this section contain reserved bits. These bits are labeled "R". Soft­
ware must deal correctly with fields that are reserved. On reads, software must use appropriate masks to 
extract the defined bits and not rely on reserved bits being any particular value. On writes, software must 
ensure that the values of reserved bit positions are preserved. That is, the values of reserved bit positions 
must first be read, merged with the new values for other bit positions and then written back. 

In addition to reserved bits within a register, the ESC's configuration space contains address locations that are 
marked "Reserved" (See Address Decode Section). The ESC responds to accesses to these address loca­
tions by completing the Host cycle. When a reserved register location is read, aoaOh is returned. Writes to 
reserved registers have no effect on the ESC. 
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3.1.1 ESCID-ESC ID REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

02h 
OOh 
Read/Write 
8 Bits 

Since the ESC configuration registers are accessed by the index addressing mechanism using I/O Ports 22h, 
and 23h, it is possible that another device in the system might use the same approach for configuration. In 
order to avoid contention with similar index register devices, the ID register must be written with OFh. The ESC 
will not respond to accesses to any other configuration register until the ID byte has been written in the ESC ID 
Register. 

Bit Description 

7:0 ESC ID Byte: These bits must be written to a value of OFh before the ESC will respond to any other 
configuration register access. After a reset has occurred all of the configuration registers, except this 
register, are disabled. 

3.1.2 RID-REVISION ID REGISTER 

Address Offset: 08h 
Default Value: 02h (82374EB: A·2 stepping) 

03h (82374SB: B-O stepping) 
Attribute: Read only 
Size: 8 Bits 

This 8-bit register contains device stepping information. Writes to this register have no effect. 

Bit Description 

7:0 Revision ID Byte: These bits contain the stepping information about the device. The register is 
hardwired to the default value during manufacturing. The register is read only. Writes have no effect on 
the register value. 

3.1.3 MS-MODE SELECT REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

40h 
20h' 
Read/Write 
8 Bits 

This register selects the various functional modes of the ESC. 

Bit Description 

7 Reserved 

6 MREQ[7:4] # IPIRQ[3:0] # Enable: This bit enables the selected (MREO[7:4] # /PIRO[3:0] # 
functionality. 1 = Enabled; 0 = Disabled 

5 Configuration RAM Address: This bit is used to enable or disable the configuration RAM Page 
Address (ePG [4:0)) generation. If this bit is set to 1, accesses to the configuration RAM space will 
generate the RAM page address on the LA[31 :27] # pins. If this bit is set to 0, the ePG [4:0] signals will 
not be activated. The default for this bit is 1. 
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Pin Name Description 

4 General Purpose Chip Selects: This bit is used to select the functionality of the GPCS[2:0] # / 
ECS[2:0] pins. If the bit is set to 0, the GPCS[2:0] # functionality is selected. If the bit is set to 1, 
the ESC[2:0] functionality is selected. 

3 System Error: This bit is used to disable (0) or enable (1) the generation of NMI based on 
SERR# signal pulsing active. When this bit = 1 (and NMls are enabled via the NMIERTC 
Register) and SERR # is asserted, the NMI signal is asserted. When this bit = 0, the NMI signal 
is negated and SERR # is disabled from generating an NMI. Note that other NMI sources are 
enabled/disabled via the NMISC Register. 

2:0 PIRQx Mux/Mapping Control: These bits select muxing/mapping of PIRQ[3:0] # with 
MREQ[7:4] and group of X-Bus signals (OUGHT #, RTCWR #, RTCRD #). Different bit 
combinations select the number of EISA slots or group of X-Bus signals which can be 
supported with the certain number of PIRQx# signals by determining the functionality of pins 
AEN[4:1 ]/EAEN[4:1], MACK[3:0] # /EMACK[3:0] #, MREQ[7:4] # /PIRQ[3:0] #, OUGHT # / 
PIRQO#, FDCCS#/PIRQ1 #, RTCWR#/PIRQ2#, RTCRD#/PIRQ3# as shown in Table 1. 

Table 1. Mode Select Register 

Bits 
Signal Function 

[2:0] AEN[4:1]1 MACK [3:0] # I MREQ[7:4#1 DLlGHT#/ FDDCS#/ RTCWR#/ RTCRD#/ 
EAEN[4:1]# EMACK[3:0] # PIRQ[0:3]# PIRQO# PIRQU PIRQU PIRQ3# 

000 EAEN[4:1]# EMACK[3:0] # MREQ[7:4# PIRQO# PIRQ1 # PIRQ2# PIRQ3# 

001 EAEN[4:1]# EMACK[3:0] # MREQ[7:4# PIRQO# PIRQ1# RTCWR# RTCRD# 

010 EAEN[4:1]# EMACK[3:0] # MREQ[7:4# PIRQO# FDDCS# RTCWR# RTCRD# 

011 EAEN[4:1]# EMACK[3:0] # MREQ[7:4# DUGHT# FDDCS# RTCWR# RTCRD# 

100 AEN[4:1] MACK[3:0] # PIRQ[0:3j# DUGHT# FDDCS# RTCWR# RTCRD# 

101 EAEN[4:1]# EMACK[3:0] # PIRQO#, DUGHT# FDDCS# RTCWR# RTCRD# 
PIRQ1 #, 
MREQ5#, 
MREQ4# 

110 EAEN[4:1] # EMACK[3:0] # PIRQO#, DUGHT# FDDCS# RTCWR# RTCRD# 
MREQ6#, 
MREQ5#, 
MREQ4# 

111 EAEN[4:1] # EMACK[3:0] # MREQ[7:4# DUGHT# FDDCS# RTCWR# RTCRD# 
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3.1.4 BIOSCSA-BIOS CHIP SELECT A REGISTER 

Address Offset: 42h 
Default Value: 10h 

Read/Write 
8 Bits 

Attribute: 
Size: 

The LBIOSCS# signal is used to decode access to the motherboard BIOS. The ESC decodes memory access 
to the following address ranges, and if the range has been enabled the LBIOSCS# signal is always asserted 
for memory reads in the enabled BIOS range. If the BIOS Write Enable bit is set in the configuration register 
BIOSCSB, the LBIOSCS# is also asserted for memory write cycles. 

Bit Description 

7:6 Reserved 

5 Enlarged BIOS: During Memory access to locations FFF80000h-FFFDFFFFh with this bit set, 
LBIOSCS# will be asserted for memory read cycles. If bit 3 of BIOSCSB is set, then LBIOSCS# will 
be asserted for write cycles as well. 

4 High BIOS: During Memory access to locations OFOOOOh-OFFFFFh, FFOOOOh-FFFFFFh, 
FFFFOOOOh-FFFFFFFFh with this bit set, LBIOSCS# will be asserted for memory read cycles. If bit 3 
of BIOSCSB is set, then LBIOSCS# will be asserted for write cycles as well. 

3 Low BIOS 4: During Memory access to locations OECOOOh-OEFFFFh, FFEECOOOh-FFEEFFFFh, 
FFFECOOOh-FFFEFFFFh with this bit set, LBIOSCS# will be asserted for memory read cycles. If bit 3 
of BIOSCSB is set, then LBIOSCS # will be asserted for write cycles as well. 

2 Low BIOS 3: During Memory access to locations OE8000h-OEBFFFh, FFEE8000h-FFEEBFFFh, 
FFFE8000h-FFFEBFFFh with this bit set, LBIOSCS# will be asserted for memory read cycles. If bit 3 
of BIOSCSB is set, then LBIOSCS # will be asserted for write cycles as well. 

1 Low BIOS 2: During Memory access to locations OE4000h-OE7FFFh, FFEE4000h-FFEE7FFFh, 
FFFE4000h-FFFE7FFFh with this bit set, LBIOSCS# will be asserted for memory read cycles. If bit 3 
of BIOSCSB is set, then LBIOSCS# will be asserted for write cycles as well. 

0 Low BIOS 1: During Memory access to locations OEOOOOh-OE3FFFh, FFEEOOOOh-FFEE3FFFh, 
FFFEOOOOh-FFFE3FFFh with this bit set, LBIOSCS# will be asserted for memory read cycles. If bit 3 
of BIOSCSB is set, then LBIOSCS# will be asserted for write cycles as well. 
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3.1.5 BIOSCSB-BIOS CHIP SELECT B REGISTER 

Address Offset: 43h 
Default Value: OOh 

Read/Write 
8 Bits 

Attribute: 
Size: 

The LBIOSCS# signal is used to decode access to the motherboard BIOS. The ESC decodes memory access 
to the following address ranges, and if the range has been enabled the LBIOSCS # signal is always asserted 
for memory reads in the enabled BIOS range. If the BIOS Write Enable bit is set in the configuration register 
BIOSCSB, the LBIOSCS# is also asserted for memory write cycles. 

Bit Description 

7:4 Reserved 

3 BIOS Write Enable: When enabled LBIOSCS# is asserted for memory read AND write cycles for 
addresses in the decoded and enabled BIOS range, otherwise LBIOSCS# is asserted for memory 
read cycles ONLY. 

2 16 Meg BIOS: During Memory access to locations FFOOOOh-FFFFFFh with this bit set, LBIOSCS# 
will be asserted for memory read cycles. If bit 3 of BIOSCSB is set, then LBIOSCS# will be asserted 
for write cycles as well. 

1 High VGA BIOS: During Memory access to locations OC4000h-OC7FFFh with this bit set, LBIOSCS# 
will be asserted for memory read cycles. If bit 3 of BIOSCSB is set, then LBIOSCS# will be asserted 
for write cycles as well. 

0 Low VGA BIOS: During Memory access to locations OCOOOOh-OC3FFFh with this bit set, LBIOSCS# 
will be asserted for memory read cycles. If bit 3 of BIOSCSB is set, then LBIOSCS# will be asserted 
for write cycles as well. 
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3.1.6 CLKDIV-EISA CLOCK DIVISOR REGISTER 

Address Offset: 4Dh 
xx001000b 
Read/Write 
8 Bits 

Default Value: 
Attribute: 
Size: 

This register is used to select the integer value used to divide the PCI clock (PCIClK) to generate the EISA 
Bus Clock (BClK) and enable/disable the co-processor error support. In addition, for the 82374SB, the 
register controls the ABFUll and KBFUll functions. 

Bit Description 

7:6 Reserved 

5 Co-processor Error: The state of this bit determines if the FERR # signal is connected to the ESC 
internallR013 interrupt signal. If this bit is set to 1, the ESC will assert IR013 to the interrupt controller 
if FERR # signal is asserted. If this bit is set to 0, then the FERR # signal is ignored by the ESC (i.e. this 
signal is not connected to any logic in the ESC). 

4 82374EB:Reserved 

82374$8: ABFULL (With IRQ12): When bit 4= 0, the intemallRQ12 is directed. to the interrupt 
controller Ilrld transitions on ABFULL have no affect On thI$ interrupt signal. Wl1$n bit 4= 1, the 
assertion of ABFULL is latched and directed to the IntemallRQ12 signal in the following manner: 

• If the interrupt controller is programmed for edge detect mode on IRQ1.2, a Iow-to-high transition is 
generated on the internal IRQ12 signal. Transitions on the IRQ1.2 input pin are not reflected on the 
internallRQ12 slgnal. 

• If the interrupt controller is programmed for level-sensitive mode, a high-to-Iow transition IS 
generated on the internal IRQ1.2 signal. Transitions on the IRQ12 Input pin are also reflected on the 
internal IRQ12 signal. 

The latching of the ABFULL Signal is cleared by an 110 read of address 6Oh(no aliasing) or by a hard 
reset. 

3 82374EB: Reserved 

82374SB: Keyboard FuR (KBFULL): This bit selects the edge-detect KBFULL function on the IRQ1 
Input signal. When bit 3'" 0, IRQ1 is directed to the interrupt controller. When bit 3= 1 (default), IRQ1 
is latched and directed to the interrupt controller. The latched IRQ1 is cleared by an 1/0 read of 
address 60h (no aliasing) or by a hard reset. 

2:0 Clock Divisor: These bits are used to select the integer that is used to divide the PCIClK down to 
generate the BClK. Upon reset, these bits are set to OOOb (divisor of 4). 

Bit[2:0] Divisor BCLK 

000 4 (33.33 MHz) 8.33 MHz 
001 3 (25 MHz) 8.33 MHz 
010 Reserved 
011 Reserved 
1xx Reserved 
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3.1.7 PCSA-PERIPHERAL CHIP SELECT A REGISTER 

Address Offset: 4Eh 
xO000111b 
Read/Write 
8 Bits 

Default Value: 
Attribute: 
Size: 

This register is used to enable or disable accesses to the RTC, keyboard controller, Floppy Disk controller, and 
IDE. Disabling any of these bits will prevent the chip select and X·Bus transceiver control Signal (XBUSOE#) 
for that device from being generated. This register is also used to select which address range (primary or 
secondary) will be decoded for the resident floppy controller and IDE. It also allows control of where the 
keyboard controller is physically located (X·Bus or elsewhere).This insures that there is no contention with the 
X·Bus transceiver driving the system data bus during read accesses to these devices. 

Bit Description 

7 Reserved 

6 Keyboard Controller Mapping: 0 = keyboard controller mapped to the X·Bus (default). 
1 = keyboard controller not mapped to the X-Bus. 

When bit 6 = 0, the keyboard controller encoded chip select signal and the X·Bus transceiver enable 
(XBUSOE#) are generated for accesses to address locations 60h (82374EB/SB), 62h (82374EB 
only), 64h (82374EB/SB) and 66h (82374EB only). When bit 6= 1, the keyboard controller chip 
select signals are generated for accesses to these address locations. However XBUSOE # is 
disabled. Bit 1 must be 1 for either value of this configuration bit to decode an access to locations 
60h,62h,64h,or66h. 

5,3:2 Floppy Disk and IDE, Floppy Disk Decodes: Bits 2 and 3 are used to enable or disable the floppy 
locations as indicated. Bit 2 defaults to enabled (1) and bit 3 defaults to disabled (0) when a reset 
occurs. Bit 5 is used to select between the primary and secondary address range used by the Floppy 
Controller and the IDE. Only primary or only secondary can be programmed at anyone time. This bit 
defaults to primary (0). The following table shows how these bits are used to select the floppy 
controller: 

Address Bit 2 Bit 3 BitS DSKCHG FDCCS# 

X X X X 0 1 
3FOh,3F1h X 1 0 1 0 
3F2h-3F7h 1 X 0 1 o (Note) 
370h,371h X 1 1 1 0 
372h-37Fh 1 X 1 1 o (Note) 

NOTE: 
If IDE decode is enabled, all accesses to locations 03F6h and 03F7h (primary) or 0376h and 
0377h (secondary) will result in decode for IDECS1 # (FDCCS# will not be generated). An 
external AND gate can be used to tie IDECS1 # and FDCCS# together to insure that the 
floppy is enabled for these accesses. 
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Pin Name Description 

4 IDE DECODE: Bit 4 is used to enable or disable IDE locations 1 FOh-1 F7h (primary) or 170h-
177h (secondary) and 3F6h,3F7h (primary) or 376h,377h (secondary). 

82374EB: 
When this bit is set to 0, the IDE encoded chip select signals and the X-Bus transceiver signal 
(XBUSOE# ) are not generated for these addresses. 

8237488: 
When this bit is set to 0, the IDE encoded chip select signals and 1he X-Bus transceiver signal 
(XBUSOE "" ) are not generated for addresses 1 FOh-1 F7h (primary) or 170h-177h (secondary) 
and 3F6h. or 376h. Note that read/write accesses to a(:1dresMSmh and SF7h are not 
disabled and stiD generate xaUSOE *' . 

1 KEYBOARD CONTROLLER DECODE: Enables (1) or disables (0) the keyboard controller 
address locations 60h (82374EB/SB), 62h (82374EB only), 64h (82374EB/SB), and 66h 
(82374EB only). When this bit is set to 0, the keyboard controller encoded chip select signals 
and the X-Bus transceiver signal (XBUSOE #) are not generated for these locations. Note that 
the value of this bit affects control function (keyboard controlling mapping) provided by bit 6 of 
this register. 

0 Bit 0: REAL TIME CLOCK DECODE: Enables (1) or disables (0) the RTC address locations 
70h-77h. When this bit is set to 0, the RTC encoded chip select signals RTCALE, RTCRD, 
RTCWR # , and XBUSOE # signals are not generated for these addresses. 

3.1.8 PCSS-PERIPHERAL CHIP SELECT B REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

4Fh 
CFh 
Read/Write 
8 Bits 

This register is used to enable or disable generation of the X-Bus transceiver signal (XBUSOE#) for accesses 
to the serial ports and parallel port locations. When disabled, the XBUSOE# signal for that device will not be 
generated. 

Bit Description 

7 CRAM Decode: This bit is used to enable (1) or disable (0) I/O write accesses to location OCOOh and 
I/O read/write accesses to locations 0800h-08FFh. The configuration RAM read and write 
(CRAMRD #, CRAMWR #) strobes are valid for accesses to 0800h-08FFh. 

6 Port 92 Decode: This bit is used to disable (0) access to Port 92. This bit defaults to enable (1) at 
PCIRST. 

5:4 Parallel Port Decode: These bits are used to select which Parallel Port address range (LPT1, 2,or 3) 
is decoded. 

Bits [5:4) Decode 
00 LPT1 (3BCh-3BFh) 
01 LPT2 (378h-37Fh) 
10 LPT3 (278h-27Fh) 
11 Disabled 
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Pin Name Description 

3:2 Serial Port B Address Decode: If either COM1 or COM2 address ranges are selected, these 
bits default to disabled upon PCIRST. 

Bits[3:2] Decode 
00 3F8h-3FFh (COM1) 
01 2F8h-2FFh (COM2) 
10 Reserved 
11 Port A disabled 

1:0 Serial Port A Address Decode: If either COM1 or COM2 address ranges are selected, these 
bits default to disabled upon PCIRST. 

Bits[1:0] Decode 
00 3F8h-3FFh (COM1) 
01 2F8h-2FFh (COM2) 
10 Reserved 
11 Port A disabled 

3.1.9 EISAID[4:1]-EISA 10 REGISTERS 

Address Offset: 
Default Value: 
Attribute: 
Size: 

50h, 51h, 52h,53h 
OOh, OOh, OOh, OOh 
Read/Write 
8 Bits each 

These 8 bit registers contain the EISA motherboard 10. The data in the register is reflected on the data bus for 
I/O cycles addressed to OC80h-OC83h respectively. 

Bit Description 

7:0 EISA 10 Byte: These bits contain the EISA Motherboard 10 information. On power up these bits 
default to OOh. These bit are written with the 10 value during configuration. The value of these bits are 
reflected in I/O registers OC80h-OC83h. 

3.1.10 SGRBA-SCATTER/GATHER RELOCATE BASE ADDRESS REGISTER 

Address Offset: 57h 
Default Value: 04h 

Read/Write 
8 Bits 

Attribute: 
Size: 

The value programmed in this register determines the high order I/O address of the S-G registers. The default 
value is 04h. 

Bit Description 

7:0 S-G Relocate Byte: These bits determine the I/O location of the Scatter Gather Registers. The 
Scatter-Gather register relocation range is xx10h-xx3Fh (default 0410h-043Fh). These bits 
determine the Byte 1 of the I/O address. Address Signals LA[15:8] are compared against the contents 
of this register (bit[7:0l) to determine I/O accesses to the Scatter-Gather registers. The default on 
Power up is 04h. 
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3.1.11 APICBASE-APIC BASE ADDRESS RELOCATION 

Address Offset: 59h 
Default Value: OOh 
Attribute: Read/Write 
Size: 8 Bits 

The APICBASE Register provides the modifier for the APIC base address. 

82374EB: 
APIC is mapped in the CPU memory space at the locations FECO-,<OOOh and FECO-,<010h (x = O-Fh). The 
value of "x" is defined by bits[5:2]. Thus, the relocation register provides a 4 KByte address granularity. The 
default value of OOh provides APIC unit mapping at the addresses FECOOOOOh and FEC00010h. 

823748B: 
APIC is mapped in the CPU memory space at the locations FECO-XYOQh and FECO-l(y10h (x=O·Fh, 
y""'0,4,8,Ch). The value of "y" is defined by bits[1:0] and value of "x" is defined by bits[5:2]. Thus. the 
relocation register provides a 1 KByte address granularity (i.e. potentially up to 64 1/0 APtCs can be uniformly 
addresses in the memory space). The default value of OOh provides APIC unit mapping at the addresses 
FECOOOOOh and FEC00010h. 

Bit Description 

7:6 Reserved 

5:2 X-Base Address-R/W: Bits[5:2] are compared to host address bits A [15: 12], respectively. 

1:0 82374EB: Reserved 

823745B: V-Base Address-RIW: Bits[ 1 ;0] are compared to host address bits A[ 11 :10], 
respectively. 

3.1.12 PIRQ[O:3]#-PIRQ ROUTE CONTROL REGISTERS 

Address Offset: 
Default Value: 
Attribute: 
Size: 

60h, 61h, 62h, 63h 
80h 
Read/Write 
8 Bits 

These registers control the routing of PCI Interrupts (PIRQ[0:3] #) to the PC compatible interrupts. Each PCI 
interrupt can be independently routed to 1 of 11 compatible interrupts. 

Interrupt Steering Programming Considerations 
When using the PCI programmable interrupt steering feature, the following programming considerations apply: 

1. Any interrupt steered to by a PIRQx# must be programmed to level sensitive mode. 

2. For an interrupt used as a PIRQx#, that IRQ pin is also level sensitive. It is not permissible to use an 
interrupt on the EISA/ISA Bus as edge triggered as well as on the PCI Bus as level sensitive. 

3. Registers that must be programmed when using a PIRQx# include the Mode Select Registers, Edge Level 
Registers, PIRQ[3:0] # Route Control Registers, and the Interrupt Mask Registers (listed in suggested 
programming order) 
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Bit Description 

7 Routing of Interrupts: When enabled (0) this bit routes the PCllnterrupt signal to the PC compatible 
interrupt signal specified in bits[6:0j. After a reset or a power-on this bit is disabled (set to 1). 

6:0 IRQx# Routing Bits: These bits specify which IRQ signal to generate when the PCllnterrupt for this 
register has been triggered. 

Bits [6:0] IRQx# Bits [6:0] IRQx# 
0000000 Reserved 0001001 IRQ9 
0000001 Reserved 0001010 IRQ10 
0000010 Reserved 0001011 IRQ11 
0000011 IRQ3 0001100 IRQ12 
0000100 IRQ4 0001101 Reserved 
0000101 IRQ5 0001110 IRQ14 
0000110 IRQ6 0001111 IRQ15 
0000111 IRQ7 0010000 to 
0001000 Reserved 1111111 Reserved 

3.1.13 GPCSLA[2:0j-GENERAL PURPOSE CHIP SELECT LOW ADDRESS REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

64h,68h,6Ch 
OOh 
Read/Write 
8 Bits 

This register contains the low byte of the General Purpose Peripheral mapping address. The contents of this 
register are compared with the LA[7:0] address lines. The contents of this register, the GPCSHA Register and 
the GPCSM Register control the generation the GPCS[2:0j # signal or the ESC[2:0j signal (101, 110 combina­
tion). If Mode Select Register (offset 40h) bit 4 = 1, offset register 6Ch is ignored. 

Bit Description 

7:0 GPCS Low Address Byte: The contents of these bits are compared with the address lines LA[7:0] to 
generate the GPCS[2:0j # signal or the ECS[2:0] combination for this register. The mask register 
(GPCSM[2:0]) determines which bits to use during the comparison. 

3.1.14 GPCSHA[2:0j-GENERAL PURPOSE CHIP SELECT HIGH ADDRESS REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

65h,69h,6Dh 
COh 
Read/Write 
8 Bits 

This register contains the high byte of the General Purpose Peripheral mapping address. The contents of this 
register are compared with the LA[15:8] address lines. The contents of this register, the GPCSLA Register and 
the GPCSM Register control the generation the GPCS[2:0] # signal or the ESC[2:0] signal (101, 110 combina­
tion). If Mode Select Register (offset 40h) bit 4 = 1, offset register 6Dh is ignored. 

Bit Description 

7:0 GPCS High Address Byte: The contents of these bits are compared with the address lines LA[15:8] 
to generate the GPCS[2:0] # signal or the ECS[2:0] combination for this register. 
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3.1.15 GPCSM[2:0)-GENERAL PURPOSE CHIP SELECT MASK REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

66h,6Ah,6Eh 
OOh 
Read/Write 
8 Bits 

This register contains the mask bits for determining the address range for which the GPCSx# signals are 
generated. If a register bit is set to a 1 then the corresponding bit in the GPCSL register is not compared with 
the address signal in the generation of the GPCSx# signals. If Mode Select Register (offset 40h) bit 4 = 1, 
offset register 6Eh is ignored. 

Bit Description 

7:0 GPCS Mask Register: The contents of these bits are used to determine which bits to compare 
GPCSLA[2:0) with the address lines LA[7:0). A 1 bit means the bit should not be compared. 

3.1.16 GPXBC-GENERAL PURPOSE PERIPHERAL X-BUS CONTROL REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

6Fh 
xxxx xOOOb 
Read/Write 
8 Bits 

The register controls the generation of the X-BUS buffer output enable (XBUSOE #) signal for I/O accesses to 
the peripherals mapped in the General Purpose Chip Select address decode range. This register determines if 
the General Purpose Peripheral is placed on the XBUS or not. If the General Purpose Peripheral is on the 
X-Bus, then the corresponding bit is set to 1. Otherwise the bit is set to O. 

Bit Description 

7:3 Reserved 

2 XBUSOE# Generation for GPCS2#: When this bit is enabled XBUSOE# will be generated when 
GPCS2 # is generated; 1 = Enabled, 0 = Disabled. 

1 XBUSOE # Generation for GPCS 1 #: When this bit is enabled XBUSOE # will be generated when 
GPCS1 # is generated; 1 = Enabled, 0 = Disabled. 

0 XBUSOE# Generation for GPCSO#: When this bit is enabled XBUSOE# will be generated when 
GPCSO# is generated;1 = Enabled, 0= Disabled. 
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3.1.17PAc-PCtIAPIC CONTROL REQISTER 

AQcir$ss Offset: 70b 
Default ValUe: 0011 
Attrlbutel . R&adlWrite 
sa.: 8.atts 

The PAO R~ ~$. th~H)p$I'ation .ofthe INTR signal in .APIO/PtC configuration and the routing of the 
Sy$mManageJ:neNt1nterrupUSMI), . 

sMl ~~ (SIIJRC): Whetl. SM.IRO'!"'.1; the 8MI is r'Outed via the APlO, When SMJRO "" 0, 
. .th$. SMll$r'o~ via the ~I# signa~ Note ·that wh$ti. SMRo= 1; INTR can oot be routed ~rciugh the 

.APlC, SIn~it is sharing the APlC interrupt input with SMII#. . 

o INTR Routing Control (INTAC): Whetl APlC is enabled On mixed or pure APIC mode), this bit allows 
the ESC's external INTR signal to be masked (foroeslNTR to the inactive state but does oot triwstates 
the signal), Thus, the CPU's INTR pin can be used (by providing a simple -gate) for the APIO Local 
Interrupt (LINTRX). However,.INTR must not be nta$ked via this bit when APIC is disabled and INTR is 
the 'Only meoI'lanlsm to ~gnal the 8259 recognized Interrupts to the CPU. When INTRC= 1, INiR is 
disabled (APIC must be enabled). When INTRC= 0, INTR is enabled. 

3.1.18 TESTe-TEST CONTROL REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

88h 
OOh 
Read/Write 
8 Bits 

This register provides control for ESC manufacturing test modes. The functionality of this register is reserved. 

3.1.19 SMICNTL-SMI CONTROL REGISTER 

AddresS Offset 
Default Value: 
Attribute: 
Size: 

AOh 
OSh 
Read/Write 
Batts 

For the 8237488. the SMICNTL Register provides Fast Off TImer contrOl, 8TPCu< 1# enable/disable. and CPU 
clock scaling. This register also enables/diSables the system management interrupt (8MQ. 

Btt Description 

~ .. rved; Must be 0 whenwrltingthia.reglsler •... ~'" 
"'" ,,~, , ' , 

6: Reserved· . 

:3 Fa&t Off Timer r=reue (CTMRFRZ): This field enables/disables the Fast Off Timer. Whetl this bit is 1. 
the Fast Off timer stops counting, This prevents time-outs from occurring while executing SMM code. 
When this bit is 0, the Fast Off timer counts. . 
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PIn Name De&criptlon 

2 STPCLK "" scaUng Enable (CSTPCLKSC)= This bit enables/disables control of the 8TPClK "" 
high/low times by tM clock soaIIng timers. When bit 2 = 1. the 8TPCLK"" slgnat scaling control 
is enabled When enabled (and bit 1 = 1. enabling tM STPClK #4 signal). the high and low times 
for the STPCLK "" signal are controlled by tM Clock Scaling 8TPClK"" High Timer and Clock 
Scaling STPClK# Low Timer Registers, respectively. When bit 2=0 (default), the scaling 
control of the STPCLK '" signal is dlsabled 

1 STPCLK "" Signal Enable (CSTPCLKE): This bit permits software to place the CPU into a low 
power state. When bit 1 "" 1, the STPClK"" signal Is enabled and a reed from the APMC 
Reglster~auses 8TPCLK" to be asserted. When bit 1-0 (default), the 8TPCLK# signal is 
disabled and Is negated (hlgh). Software can set this bit to 0 by writing a 0 to it or by any write to 
the APMC Register. 

0 SUI 1; Gate (CSMIGATE): When bit 0 =1. the SMI" signal is enabled and III $yStem 
management interrupt condition causes the SMI" signal to be asserted When bit 0'" 0 
(default), the SMI "" signal is masked and negated. This bit only affects the SMI # signal and 
does not effect the detection/recording of 811.41 events (i.e., Thls bit does not effect the SMI 
status bits in the 8MIREO Register). Thus, SMI conditions can be pending when this bit Is set to 
1. If an SMIIs pending when this bit is set to 1, the SMI '" signal is asserted. 

3.1.20 SMiEN-SM1 ENABLE REGISTER 

Address Offset: A2-A3h 
Default Value: oooOh 
Attribute: Read/Write 
Sja:, 16 Bits 

For the 8237488. his register enables the generation of SMI (asserting the 811.41# signal) for the associated 
hardware events (bIts[5:0l), and software events (bit 7). When a hardware event is enabled, the opcurrence of 
a corresponding event results In the.assertion of 811.41#, it enabled via the 8MlCNTl Register. The SMI# Is 
asserted independent of the current power state {Power.()n or Fast 00). The default for all souroesln this 
register is disabled. 

Bit DUcriptlon 

15:8 Reserved . 

7 APMC Write SMI Enable: This bit enables 8MI for writes to the APMC Register. Whenbit 7 =1, 
writes to the APMC Register generate an 8MI. When bit 7'" 0, writes to the APMC Register do not 
generate an 811.41. 

6 EXTSMI"" SMI Enable: When bit 6-1, asserting the EXTBMI" input slghal generates an 8MI. when 
bit 6"'" 0, asserting EXTSMI"" does not generate an SMI. . 

5 Fast Off Timet SMI Enable: This bit enables the Fast Off Timer to generate an SMI. When bit 5"" 1, 
the timer generates an 811.41 when it decrements to zero. When bit 5 "" 0, tM tkner does hot generate 
anSM!. 

4 IAQ12 SMI Enable (PSf2 Mouse Interrupt): This bit enables the IRQ12 signal to generate an SMI. 
When bit 4 = '1, asserting the IR012 input signa! generates an SMt When bit 4""' 0, asserting IRQ12 . 
does hot generate an SM!. 

:3 IRQ8 SMI Enable (ATe Alarm Interrupt): This bit enabies the IROS signal to generate an 811.41. 
When bit :3 = 1, esserting the IROS input signal generates an SMI. When bit :3 = 0, asserting IROS 
does not generate an 8MI. 
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Bit \ Description 

2 ,IRQ4 .1~-(COM2/c0M4lnterruPt or Mouse): Thsi bit enables the IRQ4 signal to generate r ,S~I: When bit 1 :-l.US$I1ing the IROO input signal generate$ an 8M!. When bit 2"" 0, asserting 
AQ4 doeS not ~era~ an 8MI. 

1 IAGl3 SMi ~ (COIl1/C0u3lnterrupt ~r Mouse): This: bit enables the IROO signal to generate 
an 8M1. When bit t= 1.EissElrting the IROO input signal generates an SMI. When bit 1 =0, asserting 
!RQ3 does fl9t generate a" SMI. 

0 IRq1 .(~ (K~fdlnterrupt): This bit enables the IRQ1 signal to ganerate an SMI. When 
bit 0 -', asMrtIng the 1RQ1 Input signal generates an SMI. When bit 0 I11III 0, asserting IRQ1 does not 
Qerl$/'~ an ~t ' ", 

3.1.21 sU-SYSTb EVENT ENABLE REGISTER 

Address 0ffMt: 
Default Vallie: 
Attribute: ' 
Size: 

For the 82374SB, this register en~es hardwere events as system events or braak events for power manage. 
ment co,nti'ol. Note', that-aft of the functional bits In the SEE Register provide system evant control. In addition, 
all bits IlIso prOvide break event control. The default for each system/break event In this register Is disabled. 

syStem events: ACtivIty by these events can keep the system from powering down. When a system evant is 
enabi. the corresponding hardware evant, activity prevents a Fast Off powerdown condition. Anytime the 
oorre8pol'ldinghardware event occurs (signal is asserted). the Fast Off Timer is re-Ioaded with Its initial oount. 

Break eventa: ~se Mf!l$ Can awaken a powered down system. Whan a break evant is an~ the 
oorr$spondlng,hardWn avant activity powers up the system by negating STPCLK#. Note that STPCLK# is 
not negated, until, the _ grant special cycle has baan generated by the CPU. Thus, from ,the time. that 
STPCLK #is asserted until the stop grant cycle is returned, the occurranca 01 subsequent break events are 
latched in the, ESC. 

NOTE: 
I~IT is always enabled asa break avant. Howe~. INIT only causes a break event after'a stop grant 
speclaI cyae has bean raeeiIIad. H INIT is asserted wh~e STPCLK # is active and then negated be­
fore the _grant cycI$ i~ received, INIT do .. not causa a break evant 

Bit Description 

31 F. off SUI ~e (FSMIEN):·When bit 31-1 (anablad), an SMI causes a system evant 1t!at re-
IOad$ the Fast Off Timer and a break evant that nagates the STPCLK # signal. When bit 31 ... 0 
(dissbled); an SMI does not re-Ioad the Fast Off TIITlar or negate the STPCLK # signal. 

,SO R888fVt:d , ~ , '" ~ ,~ . ''''''- " 

29 Fast Off MMI Enabte (FNMIEN): Whan bit 29 "'" 1 (enabled), an NMI (e.g., parity error)causes a system 
event that r$-loads the Fast Off Timer and a break evant that negat .. the STPCLK # ·signal. Whan bit 
29 =0 (disabled), an SMI does not re-Ioad the Fast Off Timer or nagate the STPCLK# signal. 
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Bit Description 

28:16 Reserved . 

15:3 Fast Off IRQ[ 15:3] Enable (FlRQl15:3)EN): These bits are uSed to prevent the system from 
entering Fast Off and break any current powerdown state when the selected hardware interrupt 
occurs. When a bit "" 1 (enabled). the OOI'responding interrupt causes a system event that re·loads 
the Fast Off Timer and a break event that negates the STPCLK rIP signal. When a bit = 0 (dlsabled). 
the corresponding interrupt does not rIHoad the Fast Off Timer Of negate the STPCLK rIP signal. 

~rved .. '. 

1:0 Fast Off IRO(1:O] Enable (FlRQ[1:O]EN): These bits are used to prevent the system from entering 
Fa$t Off and break any current powerdown statE! when the selected hardware Interrupt occurs. 
When a bit "'" 1, the corresponding Interrupt causes a system event that "",loads the Fast Off Timer 
and a break event that negates the STPCLK rIP signal. When a bit ... 0 (disabled). the corresponding 
Interrupt does not re-Ioad the Fast Off Timer or negate the STPCLK rIP signal. 

3.1.22 FTMR-FAST OFF TIMER REGISTER 

Address Offset ASh 
Default Value: OFh 
Attribute: Read/Write· 
Size: SBits 

For the 82374SB, the Fast Off Timer is used to indicate (through an SMt) that the sy$tE!m has been idle for a 
pre-programmed period of time, The Fast Off Timer consists of a count·down timer and the value programmed 
into this register is loaded into the Fast Off Timer When an enabled system event occurs. When the timer 
expires. en 8M1 special cycle is generated When the Fast Off Tmer is enabled (bit 3 -0 In the SMICNTl 
Register); the timer counts down from the value loaded Into this register. The count time interval is onemlnule: 
When the Fast Off Timer reaches OOh, an 8M1 is generated and the timer is re-Ioad with the value programmed 
Into this register. If en enabled system event occurs before·the Fast Off Timer reaches OOh. the Fast Off Timer 
is "",loaded with the value in this register. 

HOTE: 
Before writing to the FTIIAR Register. the Fast Off Timer must be stopped via bit 3 of the SMICNTL 
Register. In addition, this register should NOT be programmed to OOh. . 

BIt Description 

7:0 FaSt Off Timer Value: Bits[7:01 contain the starting count valUe. A read from the FTMR Register 
returns the value last written. 

3.1.23 SMIREQ-:-SMI REQUEST REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

AA·ABh 
OOh 
Read/Write 
16 Bits 

For the 823748B, the SMIREQ Register contains status bits indicating th.e cause of an SM!. When an enabled 
event causes an SMI, the ESC automatically sets the corresponding event's status bit to 1. Software sets the 
status bits to 0 by writing a 0 to them. Only the ESC hardware can set status bits to a 1. Software 
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writing a 1 to any of the status bits has no effect. If software attempts to set a status bit to 0 at the same time 
that the ESC is setting it to 1, the bit is set to. 1 Q.e., the ESC hardware dominates). 

The 8Ml.handlercan Query the status bits to see what caused the 8M1 and then branch to the appropriate 
1'()JJtine. ~s the indIVidUal rOutines complete the handler resets the appropriate status bit by writing a 0 to the 
«ooespOnding.bit. . . 

Eaph of the 8MIREQ bits is set by the ESC in response to the activa1ion of the corresponding SMI event. If the 
8M1 event is stlU active ~n the corresponding SMfREQ bit is set to 0, the ESC. does not set the statl,is bit 
back to a 1 Q.e., there is only one status indioa1ioi'l per active SMI event). 

When an IROx signa' is asserted, the corresponding RIROx bit is set to a 1, If the IRQx signal is still active 
~n softwar!!J sets the RIRQx bit to.o, RIRQx is not set back.to a. i. The IROX may be negated before 
SOftware Sets the RIRQx·bit to O.lf the RIRQx bit is set to 0 at the same time a new IROx is activated, RIROX' 
~ at 1. This Indlcat$s to the SMI handler that a new SMI event has been detected. 

NOTE: 
1. The SMIREO bits are set. cleared, or read independently of each other and Independently of the 
CSMIGATE bit in the SMICNTL Register. 
2. If an IROX' is set in level mode and shared by two devices, the IRQ should not be enabled as an 
SMI# evant. The ESC's SMIREO bits are essentially set with an edge. When the seeondlRQ occurs 
on a shared IRQ, there is no second edge and the SMI #I wiD not be generated for theseeond IRO. 

Bit Description 

15:8 R...,-ved 

7 APM SMI Status (RAPl/iC): The ESC sets this bit to 1 to indjcate that a write to the APM Control 
Register caused 8nSM!. Software sets this bit to a 0 by writing a 0 to it. . 

6 EXTSMt# SMI Status. (REXT): The~ sets this bit to 1 to indicate that EXTSMI,# caused an 8MI. 
Software sets.this bit to a 0 by writing a 0 to it. 

5 Fast Off Timer expired Stlitus (RFOT):The ESC sets this bit to 1 to indicate that the Fast Off Timer 
expired and caused an SM!. Softw!Y$ sets this bit to a 0 by writing a 0 to it. When the Fast Off Timer 
expkes, the ESC set~ this bit to a1. Note that the timer re-starts counting one the next clock after it 

, expires. 

4 IRQ12 Reque$t SMI Status (RIRQ12): The ESC sets this bt't to 1 to indicate that IR012 caused an 
SMl. Software sets this bit to a 0 by wrltlng a 0 to it. . 

3 1Ro8# Reque$tSMI Status: The ESC sets 1his bit to 1 to tndieate that IROB # caused an 8M!. 
Software sets thi~ piUo a 0 by writing a 0 to it. 

2 tRQ4Request SMIStatus: The ESC sets this bit to 1 to iildicate that 1RQ4 caused an SMI. Software 
sets this bit to a 0 by writing a 0 to it. 

1 1RQ3 Request SMI Status: The ESC sets this bit to 1 to indicate that IRQS caqsed an SMI. Software . 
sets this. bit to a 0 by writing a 0 to It . 

·0 . 1RQ1 Request SMtStatus: The ESC sets this bitto'Ho tndieate that IRQ1caU$ed an SMt -software~ 
sets this bit to a 0 by writing a 0 to it. 
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3.1.24 CTL TMRCLOCK SCALE STPCLK 4# LOW TIMER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

ACh 
OOh 
Read/Write 
8 Bits 

8237 4EB/8237 4SB 

For the 8237488, the value in this register defines the duration of the 8TPCU<1II asserted period when bit 2 in 
the SMICNTL Register is set to 1. The value in this register Is loaded into the STPCLK;; Timer when 
STPCLK4# Is asserted. However, the timer does not start until the Stop Grant Bus Cycle Is received. The 
STPCLK III timer oounts using a 32 jJ>S a1ock. 

Bit Description 

7:0 Clock Scaling STPCLK;; Low Timer Value: Bits[7:O] define the duration of the STPCLK"" asserted 
period during a100k throttling. 

3.1.25 CTLTMRH-CLOCK SCALE STPCLKIII HfGH TiMER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

AEh 
OOh 
Read/Write 
8 Bits 

For the 823748B, the value in this register defines the duration of the STPCU< III negated period when bit 2 in 
the SMICNTLRegister Is set to 1. The value in this register Is loaded into the STPCLK"" Timer when 
STPCLKIII is negated. The STPCLK"" timer counts using a.32 /A-s olock. 

er Value: Bits[7:0] define the duration of the STPCLK"" negated 

3.2 DMA Register Description 

The ESC contains DMA circuitry that incorporates the functionality of two 82C37 DMA controllers (DMA 1 and 
DMA2). The DMA registers control the operation of the DMA controllers and are all accessible from the EISA 
Bus. This section describes the DMA registers. Unless otherwise stated, a reset sets each register to its 
default value. The operation of the DMA is further described in Chapter 6.0, DMA Controller. 

3.2.1 DCOM-COMMAND REGISTER 

Register Location: 

Default Value: 
Attribute: 
Size: 

08h-Channels 0-3 
ODOh-Channels 4-7 
OOh 
Write Only 
8 Bits 

This 8-bit register controls the configuration of the DMA. It is programmed by the microprocessor in the 
Program Condition and is cleared by reset or a Master Clear instruction. Note that disabling Channels 4-7will 
also disable Channels 0-3, since Channels 0-3 are cascaded onto Channel 4. The DREQ and DACK # channel 
assertion sensitivity is assigned by channel group, not per individual Channel. For priority resolution the DMA 
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consists of two logical channel groups-Channels 0-3 (Controller 1-DMA1) and Channels 4-7 (Controller 2-
DMA2). Both groups may be assigned fixed priority, one group can be assigned fixed priority and the second 
rotating priority, or both groups may be assigned rotating priority. A detailed description of the channel priority 
scheme is found in the DMA functional description, Section 6.5. Following a reset or DMA Master Clear, both 
DMA-1 and DMA-2 are enabled in fixed priority, the DREQ sense level is active high, and the DACK# 
assertion level is active low. 

Bit Description 

7 DACK # Assert Level: Bit 7 controls the DMA channel request acknowledge (DACK #) assertion 
level. Following reset, the DACK # assertion level is active low. The low level indicates recognition and 
acknowledgment of the DMA request to the DMA slave requesting service. Writing a 0 to bit 7 assigns 
active low as the assertion level. When a 1 is written to this bit, a high level on the DACK # line 
indicates acknowledgment of the request for DMA service to the DMA slave. 

6 DREQ Sense Assert Level: Bit 6 controls the DMA channel request (DREQ) assertion detect level. 
Following reset, the DREQ sense assert level is active high. In this condition, an active high level 
sampled on DREQ is decoded as an active DMA channel request. Writing a 0 to bit 6 assigns active 
high as the sense assert level. When a 1 is written to this bit, a low level on the DREQ line is decoded 
as an active DMA channel request. 

5 Reserved: Must be O. 

4 DMA Group Arbitration: Each channel group is individually assigned either fixed or rotating arbitration 
priority. At reset, each group is initialized in fixed priority. Writing a 0 to bit 4 assigns fixed priority to the 
channel group, while writing a 1 assigns rotating priority to the group. 

3 Reserved: Must be O. 

2 DMA Group Enable: Writing a 1 to this bit disables the DMA channel group, while writing a 0 to this bit 
enables the DMA channel group. Both channel groups are enabled following reset. Disabling Channel 
group 4-7 also disables Channel group 0-3, which is cascaded through Channel 4. 

1:0 Reserved: Must be O. 
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3.2.2 DCM-DMA CHANNEL MODE REGISTER 

Register Location: OBh-Channels 0-3 
OD6h-Channels 4-7 
OOOOOOxxb Default Value: 

Attribute: Write Only 
Size: 8 Bits 

Each channel has a Mode Register associated with it. The Mode registers provide control over DMA Transfer 
type, transfer mode, address increment/decrement, and autoinitialization. When writing to the register, 
bits [1 :0) determine which channel's Mode Register will be written and are not stored. Only bits[7:2) are stored 
in the mode register. This register is set to the default value upon reset and Master Clear. Its default value is 
Verify transfer, autoinitialize disable, Address increment, and Demand mode. Channel 4 defaults to cascade 
mode and cannot be programmed for any mode other than cascade mode. 

Bit Description 

7:6 DMA Transfer Mode: Each DMA channel can be programmed in one of four different modes: single 
transfer, block transfer, demand transfer and cascade. 

Bits [7:6) Transfer Mode 
00 Demand mode 
01 Single mode 
10 Block mode 
11 Cascade mode 

5 Address Increment/Decrement Select: Bit 5 controls address increment/decrement during multi-
byte DMA transfers. When bit 5 = 0, address increment is selected. When bit 5 = 1, address decrement 
is selected. Address increment is the default after a PCIRST # cycle or Master Clear command. 

4 Autoinitialize Enable: When bit 4 = 1, the DMA restores the Base Page, Address, and Word count 
information to their respective current registers following a terminal count (TC). When bit 4 = 0, the 
autoinitialize feature is disabled and the DMA does not restore the above mentioned registers. A 
PCI RST # or Master Clear disables autoinitialization (sets bit 4 to 0). 

3:2 DMA Transfer Type: Verify, write and read transfer types are available. Verify transfer is the default 
transfer type upon PCIRST# or Master Clear. Write transfers move data from an I/O device to 
memory. Read transfers move data from memory to an I/O device. Verify transfers are pseudo 
transfers; addresses are generated as in a normal read or write transfer and the device responds to 
EOP etc. However, with Verify transfers, the ISA memory and I/O cycle lines are not driven. Bit 
combination 11 is illegal. When the channel is programmed for cascade ([7:6) = 11) the transfer type 
bits are irrelevant. 

Bits [3:2) Transfer Type 
00 Verify transfer 
01 Write transfer 
10 Read Transfer 
11 Illegal 

1:0 DMA Channel Select: Bits[1 :0) select the DMA Channel Mode Register that will be written by 
bits[7:2). 

Blts[1:0) Channel 
00 Channel 0 (4) 
01 Channel 1 (5) 
10 Channel 2 (6) 
11 Channel 3 (7) 
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3.2.3 DCEM-DMA CHANNEL EXTENDED MODE REGISTER 

Register Location: 040Bh-Channels 0-3 
04D6h-Channels 4-7 
OOOOOOxxb Default Value: 

Attribute: Write Only 
Size: 8 Bits 

Each channel has an Extended Mode Register. The register is used to program the DMA device data size, 
timing mode, EOP input/output selection, and Stop register selection. When writing to the register, bits[1 :0] 
determine which channel's Extended Mode Register 'Will be written and are not stored. Only bits[7:2] are 
stored in the Extended Mode Register. Four timing modes are available: ISA-compatible, A, B, and Burst. 

The default bit values for each DMA group are selected upon reset. A Master Clear or any other programming 
sequence will not set the default register settings. The default programmed values for DMA 1 Channels 0-3 are 
8-bit 1/0 Count by Bytes, Compatible timing, and EOP output. The default values for DMA2 Channels 4-7 are 
16-bit 110 Count by Words with shifted address, Compatible timing, and EOP output. These default settings 
provide a rigorous ISA-compatible DMA implementation. 

NOTE: 
DMA1/DMA2 refer to the original PC-AT implementation which used two discrete 8237 DMA control­
lers. In this context, DMA1 refers to DMA Channels 0-3 and DMA2 refers to DMA Channels 4-7. The 
PC-AT used Channel 4 (Channel 0 of DMA2) as a cascade channel for DMA 1. Consequently, Chan­
nel 4 is not used in compatible DMA controllers although the compatible DMA registers are kept to 
maintain compatibility with the original PC-AT. Because Channel 4 is not used, the DMA controller 
does not support extended registers for Channel 4. 

Bit Description 

7 Stop Register: Bit 7 of this register selects whether or not the Stop registers associated with this 
channel are.to be used. Normally the Stop Registers will not be used. This function was added to help 
support data communication or other devices that work from a ring buffer in memory. Upon reset, the 
bit 7 is set to O-Stop register disabled. The detailed Stop register functional description discusses the 
use of the Stop registers. 

6 EOP Input/Output: Bit 6 of the Extended Mode register selects whether the EOP signal is to be used 
as an output during DMA on this channel or an input. EOP will generally be used as an output, as was 
available on the PCAT. The input function was added to support Data Communication and other 
devices that would like to trigger an autoinitialize when a collision or some other event occurs. The 
direction of EOP is switched when DACK is changed (when a different.channel wins the arbitration and 
is granted the bus). There may be some overlap of the ESC driving the EOP signal along with the DMA 
slave. However, during this overlap both devices will be driving the signal to a low level (negated). For 
example, assume Channel 2 is about to go inactive (DACK negated) and channel 1 is about to go 
active. If Channel 2 is programmed for "EOP OUT" and Channel 1 is programmed for "EOP IN", when 
Channel 2's DACK is negated and Channel1's DACK is asserted, the ESC may be driving EOP to a 
low value on behalf of Channel 2 at the same time the device connected to Channel 1 is driving EOP in 
to the ESC, also at an inactive level. This overlap will only last until the ESC EOP output buffer is 
trlstated, lind will not effect the DMA operation. Upon reset, the value of bit 6 is 0 (EOP output 
selected). 
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Bit Description 

5:4 DMA Cycle Timing Mode: The ESC supports four DMA transfer timings: ISA-compatible, Type A, 
Type B, and Burst. Each timing and its corresponding code are described below. Upon reset, 
compatible timing is selected and the value of these bits is "00". The cycle timings noted below are for 
a BCLK (8.33 MHz maximum BCLK frequency). DMA cycles to ISA expansion bus memory will default 
to compatible timing if the channel is programmed in one of the performance timing modes (Type A, B, 
or Burst). 

00 Compatible Timing 

DMA slaves on the ISA bus may run compatible DMA cycles. Bits[5:4] must be programmed to 00. 
Compatible timing is provided for DMA slave devices, which, due to some design limitation, cannot 
support one of the faster timings. Compatible timing runs at 9 BCLKs (1080 nsf single cycle) and 8 
BCLKs (960 nslcycle) during the repeated portion of a BLOCK or DEMAND mode transfers. 

01 Type "A" Timing 

Type "A" timing is provided to allow shorter cycles to EISA memory. If ISA memory is decoded, the 
system automatically reverts to ISA DMA type compatible timing on a cycle-by-cycle basis. Type "A" 
timing runs at 7 BCLKs (840 ns/single cycle) and 6 BCLKs (720 ns/cycle) during the repeated portion 
of a BLOCK or DEMAND mode transfer. Type "A" timing varies from compatible timing primarily in 
shortening the memory operation to the minimum allowed by system .memory. The 1/0 portion of the 
cycle (data setup on write, I/O read access time) is the same as with compatible cycles. The actual 
active command time is shorter, but it is expected that the DMA devices which provide the data access 
time or write data setup time should not require excess lOR # or lOW # command active time. 
Because of this, most ISA DMA devices should be able to use type "A" timing. 

10 Type "B" Timing 

Type "B" timing is provided for 8-/16- bit ISA or EISA DMA devices which can accept faster I/O 
timing. Type "B" only works with EISA memory. Type "B" timing runs at 6 BCLKs (720 ns/single 
cycle) and 4 BCLKs (480 nslcycle) during the repeated portion of a BLOCK or DEMAND mode 
transfer. Type "B" timing requires faster DMA slave devices than compatible timing in that the cycles 
are shortened so that the data setup time on I/O write cycles is shortened and the 1/0 read access 
time is required to be faster. Some of the current ISA devices should be able to support type "B" 
timing, but these will probably be more recent designs using relatively fast technology. 

11 Type "C" Timing (Burst) 

Burst timing is provided for high performance EISA DMA devices. The DMA slave device needs to 
monitor the EXRDY and 10RC# or 10WC# signals to determine when to change the data (on writes) 
or sample the data (on reads). This timing will allow up to 33 MBytes per second transfer rate with a 
32-bit DMA device and 32-bit memory. Note that 8- or 16-bit DMA devices are supported (through the 
programmable Address size) and that they use the "byte lanes" natural to their size for the data 
transfer. As with all bursts, the system will revert to two BCLK cycles if the memory does not support 
burst. When a DMA burst cycle accesses non-burst memory and the DMA cycle crosses a page 
boundary into burstable memory, the ESC will continue performing non-burst cycles. This will not 
cause a problem since the data is still transferred correctly. 
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Bit Description 

3:2 Addressing Mode: The ESC supports 8-, 16-, and 32-bit DMA device data sizes. The four data size 
options are programmable with bits[3:2]. Both the 8 bit liD, "Count By Bytes" Mode and the 16-bit 
liD, "Count By Words" (Address Shifted) Mode are ISA compatible. The 16-bit and 32-bit liD, "Count 
By Bytes" Modes are EISA extensions. Byte assemblyldisassembly is performed by the EISA Bus 
Controller. Each of the data transfer size modes is discussed below. 

00 8-Bit liD, "Count By Bytes" Mode 

In 8 bit liD, "count by bytes" mode, the address counter can be programmed to any address. The 
count register is programmed with the "number of bytes minus 1" to transfer. 

01 16-Bit liD, "Count By Words" (Address Shifted) Mode 

In "count by words" mode (address shifted), the address counter can be programmed to any even 
address, but must be programmed with the address value shifted right by one bit. The Page registers 
are not shifted during DMA transfers. Thus, the least significant bit of the Low Page register is ignored 
when the address is driven out onto the bus. The Word Count register is programmed with the number 
of words minus 1 to be transferred. 

10 32-Bit liD, "Count By Bytes" Mode 

In 32-bit "count by bytes" m.ode, the address counter can be programmed to any byte address. For 
most DMA devices, however, it should only be programmed to a Dword aligned address. If the starting 
address is not Dword aligned then the DMA controller will do a partial Dword transfer during the first 
and last during the first and last transfers if necessary. The bus controller logic will do the bytelword 
assembly necessary to read or write any size memory device and both the DMA and bus controllers 
support burst for this mode. In this mode, the Address register is usually incremented or decremented 
by four and the byte count is usually decremented by four. The Count register should be programmed 
with the number of bytes to be transferred minus 1. 

11 16-Bit liD, "Count By Bytes" Mode 

In 16-bit "count by bytes" mode, the address counter can be programmed to any byte address. For 
most DMA devices, however, it should be programmed only to even addresses. If the address is 
programmed to an odd address, then the DMA controller will do a partial word transfer during the first 
and last transfer if necessary. The bus controller will do the bytelword assembly necessary to write 
any size memory device. In this mode, the Address register is incremented or decremented by two and 
the byte count is decremented by the number of bytes transferred during each bus cycle. The Word 
Count register is programmed with the "number of bytes minus 1" to be transferred. This mode is 
offered as an extension of the two ISA compatible modes discussed above. This mode should only be 
programmed for 16 bit ISA DMA slaves. 

1:0 DMA Channel Select: Bits[ 1 :0] select the particular channel that will have its DMA Channel Extend 
Mode Register programmed with bits[7:2]. 

Bits[1:0] Channel 
00 Channel 0 (4) 
01 Channel 1 (5) 
10 Channel 2 (6) 
11 Channel 3 (7) 
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3.2.4 DR-DMA REQUEST REGISTER 

Register Location: 

Default Value: 
Attribute: 
Size: 

09h-Channels 0-3 
OD2h-Channels 4-7 
OOOOOOxxb 
Write Only 
8 Bits 

Each channel has a Request bit associated with it in one of the two Request Registers. The Request register is 
used by software to initiate a DMA request. The DMA responds to the software request as though DREO[x] is 
asserted. These requests are non-maskable and subject to prioritization by the Priority Encoder network (refer 
to the Channel Priority Functional Description). Each register bit is set or reset separately under software 
control or is cleared upon generation of a TC. The entire register is cleared upon reset or a Master Clear. It is 
not cleared upon a RSTDRV output. To set or reset a bit, the software loads the proper form of the data word. 
Bits[1 :0] determine which channel Request register will be written. In order to make a software request, the 
channel must be in Block Mode. The Request register status for DMA1 and DMA2 is output on bits[7:4] of a 
Status register read to the appropriate port. 

Bit Description 

7:3 Reserved: Must be O. 

2 DMA Channel Service Request: Writing a 0 to bit 2 resets the individual software DMA channel 
request bit. Writing a 1 to bit 2 will set the request bit. The request bit for each DMA channel is reset to 
o upon a reset or a Master Clear. 

1:0 DMA Channel Select: Bits[1 :0] select the DMA channel mode register to program with bit 2. 

Bits[1:0] Channel 
00 Channel 0 
01 Channel 1 (5) 
10 Channel 2 (6) 
11 Channel 3 (7) 

3.2.5 MASK REGISTER-WRITE SINGLE MASK BIT 

Register Location: 

Default Value: 
Attribute: 
Size: 

OAh-Channels 0-3 
OD4h-Channels 4-7 
000001xxb 
Write Only 
1 Bit/Channel 

Each DMA channel has a mask bit that can disable an incoming DMA channel service request DREO[x] 
assertion. Two registers store the current mask status for DMA 1 and DMA2. Setting the mask bit disables the 
incoming DREO[x] for that channel. Clearing the mask bit enables the incoming DREO[x]. A channel's mask 
bit is automatically set when the Current Word Count register reaches terminal count (unless the channel is 
programmed for autoinitialization). Each mask bit may also be set or cleared under software control. The entire 
register is also set by a reset or a Master Clear. Setting the entire register disables all DMA requests until a 
clear Mask register instruction allows them to occur. This instruction format is similar to the format used with 
the Request register. 

Individually masking DMA Channel 4 (DMA controller 2, Channel 0) will automatically mask DMA Channels 
[3:0], as this Channel group is logically cascaded onto Channel 4. Setting this mask bit disables the incoming 
DR EO's for Channels [3:0]. 
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Bit Description 

7:3 Reserved: Must be O. 

2 DMA Channel Mask Set/Clear: Writing a 1 to bit 2 sets the mask bit and disables the incoming DREQ 
for the selected channel. Writing a 0 to bit 2 clears the mask bit and enables the incoming DREQ for 
the elected channel. 

1:0 DMA Channel Select: Bits[1 :0) select the DMA Channel Mode Register to program with bit 2. 

Bits[1:OJ Channel 
00 Channel 0 (4) 
01 Channel 1 (5) 
10 Channel 2 (6) 
11 Channel 3 (7) 

3.2.6 WAMB-WRITE ALL MASK BITS REGISTER 

Register Location: 

Default Value: 
Attribute: 
Size: 

OFh-Channels 0-3 
ODEh-Channels 4-7 
OFh 
Read/Write 
8 Bits 

This command allows enabling and disabling of incoming DREQ assertions by writing the mask bits for each 
controller, DMA 1 or DMA2, simultaneously rather than by individual channel as is done with the "Write Single 
Mask Bit" command. Two registers store the current mask status for DMA 1 and DMA2. Setting the mask bit 
disables the incoming DREQ[x) for that channel. Clearing the mask bit enables the incoming DREQ[x). Unlike 
the "Write Single Mask Bit" command, this command includes a status read to check the current mask status 
of the selected DMA channel group. When read, the mask register current status appears on bits[3:0). A 
channel's mask bit is automatically set when the Current Word Count register reaches terminal count (unless 

. the channel is programmed for autoinitialization). The entire register is also set by a reset or a Master Clear. 
Setting the entire register disables all DMA requests until a clear Mask register instruction allows them to 
occur. 

Two important points should be taken into consideration when programming the mask registers. First, individu­
ally masking DMA Channel 4 (DMA controller 2, Channel 0) will automatically mask DMA Channels [3:0], as 
this channel group is logically cascaded onto Channel 4. Second, masking off DMA controller 2 with a write to 
port ODEh will also mask off DREQ assertions from DMA controller 1 for the same reason: when DMA Channel 
4 is masked, so are DMA Channels 0-3. 
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Bit Description 

7:4 Reserved: Must be O. 

3:0 Channel Mask Bits: Setting the bit(s) to a 1 disables the corresponding DREQ(s). Setting the bit(s) to 
a 0 enables the corresponding DREQ(s). Bits[3:0] are set to 1 upon PCIRST # or Master Clear. When 
read, bits[3:0] indicate the DMA channel [3:0] ([7:4]) mask status. 

Bit Channel 
0 0(4) 
1 1(5) 
2 2(6) 
3 3(7) 

NOTE: 
Disabling channel 4 also disables channels 0-3 due to the cascade of DMA 1 through channel 4 
of DMA2. 

3.2.7 DS-DMA STATUS REGISTER 

Register Location: 08h-Channels 0-3 
ODOh-Channels 4-7 
OOh Default Value: 

Attribute: Read Only 
8 Bits Size: 

Each DMA controller has a read-only Status register. A Status register read is used when determining which 
channels have reached terminal count and which channels have a pending DMA request. Bits[3:0] are set 
every time a TC is reached by that channel. These bits are cleared upon reset and on each Status Read. 
Bits[7:4] are set whenever their corresponding channel is requesting service. 

Bit Description 

7:4 Request Status: When a valid DMA request is pending for a channel (on its DREQ signal line), the 
corresponding bit is set to 1. When a DMA request is not pending for a particular channel, the 
corresponding bit is set to O. The source of the DREQ may be hardware, a timed-out block transfer, or 
a software request. Note that channel 4 does not have DREQ or DACK lines, so the response for a 
read of DMA2 status for channel 4 is irrelevant. 

Bit Channel 
4 0 
5 1(5) 
6 2(6) 
7 3(7) 

3:0 Terminal Count Status: When a channel reaches terminal count (TC), its status bit is set to 1. If TC 
has not been reached, the status bit is set to O. Note that channel 4 is programmed for cascade, and is 
not used for a DMA transfer. Therefore, the TC bit response for a status read on DMA2 for channel 4 is 
irrelevant. 

Bit Channel 
0 0 
1 1(5) 
2 2(6) 
3 3(7) 
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3.2.8 DB&CA-DMA BASE AND CURRENT ADDRESS REGISTER (8237 COMPATIBLE SEGMENT) 

Register Location: OOOh-DMA Channel 0 
002h-DMA Channel 1 
004h-DMA Channel 2 
006h-DMA Channel 3 
OCOh-DMA Channel 4 
OC4h-DMA Channel 5 
OC8h-DMA Channel 6 
OCCh-DMA Channel 7 
OOOOh Default Value: 

Attribute: Read/Write 
Size: 16 Bits per channel 

Each channel has a 16-bit Current Address register. This register holds the value of the 16 least significant bits 
of the full 32-bit address used during DMA transfers. The address is automatically incremented or decrement­
ed after each transfer and the intermediate values of the address are stored in the Current Address register 
during the transfer. This register is written to or read from by the microprocessor or bus master in successive 
8-bit bytes. The programmer must issue the "Clear Byte Pointer Flip-Flop" command to reset the internal byte 
pointer and correctly align the write prior to programming the Current address register. After clearing the Byte 
Pointer Flip-flop, the first write to the Current Address port programs the low byte, bits [7:0] , and the second 
write programs the high byte, bits[15:8]. This procedure applies for read cycles also. It may also be re-initial­
ized by an autoinitialize back to its original value. autoinitialize takes place only after a TC or EOP. 

Each channel has a Base Address register located at the same port address as the corresponding Current 
Address register. These registers store the original value of their associated Current registers. During autoini­
tialize these values are used to restore the Current registers to their original values. The Base registers are 
written simultaneously with their corresponding Current register in successive 8-bit bytes by the microproces­
sor. The Base registers cannot be read by any external agents. 

In Scatter-Gather Mode these registers store the lowest 16-bits of the current memory address. During a 
Scatter-Gather transfer the DMA will load a reserve buffer into the base memory address register. 

In Chaining Mode these register store the lowest 16-bits of the current memory address. The CPU will program 
the base register set with a reserve buffer. 

Bit Description 

15:0 Base and Current Address: These bits represent the 16 least significant address bits used during 
DMA transfers. Together with the DMA Low Page register, they help form the ISA-compatible 24-bit 
DMA address. As an extension of the ISA compatible functionality, the DMA High Page register 
completes the 32-bit address needed when implementing ESC extensions such as DMA to the PCI 
bus slaves that can take advantage of full 32-bit addressability. Upon reset or Master Clear, the value 
of these bits is OOOOh. 
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3.2.9 DB&CBW-DMA BASE AND CURRENT BYTE/WORD COUNT REGISTER (8237 COMPATIBLE 
SEGMENT) 

Register Location: 

Default Value: 
Attribute: 
Size: 

001 h-OMA Channel 0 
003h-OMA Channel 1 
005h-OMA Channel 2 
007h-OMA Channel 3 
OC2h-DMA Channel 4 
OC6h-DMA Channel 5 
OCAh-DMA Channel 6 
OCEh-DMA Channel 7 
OOOOh 
Read/Write 
16 Bits per channel 

Each channel has a 16-bit Current Byte/Word Count register. This register determines the lower 16 bits for the 
number of transfers to be performed. There is a total of 24 bits in the Byte/Word Count registers. The 
uppermost 8 bits are in the High Byte/Word Count register. The actual number of transfers will be one more 
than the number programmed in the Current Byte/Word Count register (Le., programming a count of 100 will 
result in 101 transfers). The byte/word count is decremented after each transfer. The intermediate value of the 
byte/word count is stored in the register during the transfer. When the value in the register goes from zero to 
OFFFFFFh, a TC will be generated. 

Following the end of a DMA service it may also be re-initialized by an autoinitialization back to its original value. 
autoinitialize can occur only when a TC occurs. If it is not autoinitialized, this register will have a count of 
FFFFh after TC. 

When the Extended Mode register is programmed for "count by word" transfers to/from a 16-bit I/O, with 
shifted address, the Byte/Word count will indicate the number of 16-bit words to be transferred. 

When the Extended Mode register is programmed for "count by byte" transfers, the Byte/Word Count will 
indicate the number of bytes to be transferred. The number of bytes does not need to be a multiple of the 
transfer size in this case. 

Each channel has a Base Byte/Word Count register located at the same port address as the corresponding 
Current Byte/Word Count register. These registers store the original value of their associated Current regis­
ters. During autoinitialize these values are used to restore the Current registers to their original values. The 
Base registers cannot be read by any external agents. 

In Scatter-Gather mode these registers store the lowest 16-bits of the current Byte/Word Count. During a 
Scatter-Gather transfer the DMA will load a reserve buffer into the base Byte/Word Count register. 

In Chaining Mode these register store the lowest 16-bits of the current Byte/Word Count. The CPU will then 
program the base register set with a reserve buffer. 

Bit Description 

15:0 Base and Current Byte/Word Count: These bits represent the lower 16 byte/word count bits used 
when counting down a DMA transfer. Upon reset or Master Clear, the value of these bits is OOOOh. 
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3.2.10 DMA BASE AND CURRENT HIGH BYTE/WORD COUNT REGISTER; DMA BASE HIGH BYTE/ 
WORD COUNT REGISTER 

Register Location: 

Default Value: 
Attribute: 
Size: 

401h-DMA Channel 0 
403h-DMA Channel 1 
405h-DMA Channel 2 
407h-DMA Channel 3 
4C6h-DMA Channel 5 
4CAh-DMA Channel 6 
4CEh-DMA Channel 7 
OOh 
Read/Write 
8 Bits per channel 

Each channel has a 8-bit Current High Byte/Word Count register. This register provides the uppermost 8 bits 
for the number of transfers to be performed. The byte/word count is decremented after each transfer. The 
intermediate value of the byte/word count is stored in the register during the transfer. When the value in the 
register goes from zero to FFFFh, a TC may be generated. 

Following the end of a DMA service it may also be re-initialized by an autoinitialization back to its original value. 
autoinitialize can occur only when a TC occurs. If it is not autoinitialized, this register will have a count of 
FFFFh after TC. 

The High Byte/Word Count register must be the last Byte/Word Count register programmed. Writing to the 
8237 Compatible Byte/Word Count registers will clear the High Byte/Word Count register to OOh. 

When the Extended Mode register is programmed for "count by word" transfers to/from a 16-bit I/O, with 
shifted address, the Byte/Word count will indicate the number of 16-bit words to be transferred. 

When the Extended Mode register is programmed for "count by byte" transfers, the Byte/Word Count will 
indicate the number of bytes to be transferred. The number of bytes does not need to be a multiple of the 
transfer size in this case. 

Each channel has a Base High Byte/Word Count register located at the same port address as the correspond­
ing Current High Byte/Word Count register. These registers store the original value of their associated Current 
registers. During autoinitialize these values are used to restore the Current registers to their original values. 
Normally, the Base registers are written simultaneously with their corresponding Current register in successive 
8 bit bytes by the microprocessor. However, in Chaining Mode only the Base register set is programmed and 
the Current register is not effected. The Base registers cannot be read by any external agents. 

In Scatter-Gather mode these registers store the lowest 8 bits of the current High Byte/Word Count. During a 
Scatter-Gather transfer the DMA will load a reserve buffer into the base High Byte/Word Count register. 

In Chaining Mode these register store the lowest 8 bits of the current High Byte/Word Count. The CPU will 
then program the base register set with a reserve buffer. 

Bit Description 

7:0 Base and Current High Byte/Word Count: These bits represent the 8 high order byte/word count 
bits used when counting down a DMA transfer. Upon reset or Master Clear, the value of these bits is 
OOh. 
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3.2.11 DMA MEMORY LOW PAGE REGISTER; DMA MEMORY BASE LOW PAGE REGISTER 

Register Location: 

Default Value: 
Attribute: 
Size: 

087h-DMA Channel 0 
083h-DMA Channel 1 
081 h-DMA Channel 2 
082h-DMA Channel 3 
08Bh-DMA Channel 5 
089h-DMA Channel 6 
08Ah-DMA Channel 7 
OOh 
Read/Write 
8 Bits per channel 

Each channel has an 8-bit Low Page register associated with it. The DMA memory Low Page register contains 
the eight second most-significant bits of the 32·bit address. It works in conjunction with the DMA controller's 
High Page register and Current Address register to define the complete (32-bit) address for the DMA channel. 
This 8-bit register is read or written directly by the processor or bus master. It may also be re·initialized by an 
autoinitialize back to its original value. autoinitialize takes place only after a TC or EOP. 

Each channel has a Base Low Page Address register located at the same port address as the corresponding 
Current Low Page register. These registers store the original value of their associated Current Low Page 
registers. During autoinitialize these values are used to restore the Current Low Page registers to their original 
values. The 8·bit Base Low Page registers are written simultaneously with their corresponding Current Low 
Page register by the microprocessor. The Base Low Page registers cannot be read by any external agents. 

During Scatter-Gather these registers store the 8 bits from the third byte of the current memory address. 
During a Scatter·Gather transfer the DMA will load a reserve buffer into the base memory address register. 

In Chaining Mode these register store the 8 bits from the third byte of the current memory address. The CPU 
will program the base register set with a reserve buffer. 

Bit Description 

7:0 DMA LOW PAGE AND BASE LOW PAGE: These bits represent the eight second most-significant 
address bits when forming the full 32-bit address for a DMA transfer. Upon reset or Master Clear, the 
value of these bits is OOh. 

3.2.12 DMAP-DMA PAGE REGISTER 

Register Location: 
Default Value: 
Attribute: 
Size: 

080h,84h, B5h, B6h,88h, BCh,8Dh,8Eh 
xxh 
Read/Write 
8 Bits 

These registers have no effect on the DMA operation. These registers provide extra storage space in the I/O 
space for DMA routines. 

Bit Description 

7:0 DMA PAGE: These bit have no effect on the DMA operation. These bits only provide storage space in 
the I/O map. 

2-827 



82374EB/82374SB 

3.2.13 DMALPR-DMA LOW PAGE REFRESH REGISTER 

Register Location: 
Default Value: 
Attribute: 
Size: 

08Fh 
xxh 
Read/Write 
8 Bits 

The contents of this register are driven on the address byte 2 (LA[23:16] #) during Refresh cycles. 

Bit Description 

7:0 DMA LOW PAGE REFRESH: The contents of the bits are driven on to the address bus(LA[23:16l) 
during refresh. 

3.2.14 DMAMHPG-DMA MEMORY HIGH PAGE REGISTER; DMA MEMORY BASE HIGH PAGE 
REGISTER 

Register Location: 

Default Value: 
Attribute: 
Size: 

0487h-DMA Channel 0 
0483h-DMA Channel 1 
0481h-DMA Channel 2 
0482h-DMA Channel 3 
048Bh-DMA Channel 5 
0489h-DMA Channel 6 
048Ah-DMA Channel 7 
OOh 
Read/Write 
8 Bits per channel 

Each channel has an 8-bit High Page register. The DMA memory High Page register contains the eight most­
significant bits of the 32-bit address. It works in conjunction with the DMA controller's Low Page register and 
Current Address register to define the complete (32-bit) address for the DMA channels and corresponds to the 
"Current Address" register for each channel. This 8-bit register is read or written directly by the processor or 
bus master. It may also be re-initialized by an autoinitialize back to its original value. Autoinitialize takes place 
only after a TC or EOP. 

This register is reset to OOh during the programming of both the low page register and the Current Address 
register. Thus, if this register is not programmed after the other address and Low Page registers are pro­
grammed, then its value will be zero. In this case, the DMA channel will operate the same as an 82C37 (from 
an addressing standpoint). This is the address compatibility mode. 

If the high 8 bits of the address are programmed after the other addresses, then the channel will modify its 
operation to increment (or decrement) the entire 32-bit address. This is unlike the 82C37 "Page" register in 
the original PCs which could only increment to a 64K boundary (for 8-bit channels) or 128K (for 16-bit chan­
nels). This is ex1ended address mode. In this mode, the ISA bus controller will generate the signals MEMR# 
and MEMW # only for addresses below 16 MBytes. 

Each channel has a Base High Page Address register located at the same port address as the corresponding 
Current High Page Address register. These registers store the original value of their associated Current 
registers. During autoinitialize these values are used to restore the Current registers to their original values. 
The 8 bit Base High Page registers are written simultaneously with their corresponding Current register by the 
microprocessor. The Base registers cannot be read by any ex1ernal agents. 

During Scatter-Gather these registers store the 8 bits from the highest byte of the current memory address. 
During a Scatter-Gather transfer the DMA will load a reserve buffer into the base memory address register. 
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In Chaining Mode these register store the 8 bits from the highest byte of the current memory address. The 
CPU will program the base register set with a reserve buffer. 

Bit Description 

7:0 DMA High Page and Base High Page: These bits represent the eight most-significant address bits 
when forming the full 32-bit address for a DMA transfer. Upon reset or Master Clear, the value of these 
bits is OOh. 

3.2.15 DMAHPGR-DMA HIGH PAGE REGISTER REFRESH 

Register Location: 
Default Value: 
Attribute: 
Size: 

048Fh 
xxh 
Read/Write 
8 Bits per channel 

The contents of this register are driven on the address byte 3 (LA[31 :24] #) during Refresh cycles. 

Bit Description 

7:0 DMA High Page Refresh: The contents of the bits are driven on to the address bus (LA[31 :24]) during 
refresh. 

3.2.16 STOP REGISTERS 

Register Location: 

Default Value: 
Attribute: 
Size: 

04EOh-CHO Stop Reg Bits[7:2] 
04E1h-CHO Stop Reg Bits[15:8] 
04E2h-CHO Stop Reg Bits[23:16] 
04E4h-CH1 Stop Reg Bits[7:2] 
04E5h-CH1 Stop Reg Bits[15:8] 
04E6h-CH1 Stop Reg Bits[23:16] 
04E8h-CH2 Stop Reg Bits[7:2] 
04E9h-CH2 Stop Reg Bits[15:8] 
04EAh-CH2 Stop Reg Bits[23:16] 
04ECh-CH3 Stop Reg Bits[7:2] 
04EDh-CH3 Stop Reg Bits[15:8] 
04EEh-CH3 Stop Reg Bits[23:16] 
04F4h-CH5 Stop Reg Bits[7:2] 
04F5h-CH5 Stop Reg Bits[ 15:8] 
04F6h-CH5 Stop Reg Bits[23:16] 
04F8h-CH6 Stop Reg Bits[7:2] 
04F9h-CH6 Stop Reg Bits[15:8] 
04FAh-CH6 Stop Reg Bits[23:16] 
04FCh-CH7 Stop Reg Bits[7:2] 
04FDh-CH7 Stop Reg Bits[15:8] 
04FEh-CH7 Stop Reg Bits[23:16] 
See Below 
Read/Write 
See Below 

The Stop registers are used to support a common data communication structure, the ring buffer. The ring 
buffer data structure and Stop Register operation are described in Section 6.7.4. The Stop registers, in con­
junction with a channel's Base and Current address and byte count registers, are used to define a fixed portion 
of memory for use by the ring buffer data structure. Following a reset, these registers are not reset to O. 
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Bit Description 

23:2 Upper, Mid, Lower Stop Bits: These 22 bits provide the Stop Address. If the Stop function is 
enabled then the channel will Stop whenever its Memory Address matches the Stop Address. 
Bits[23:16] are the upper stop bits. Bits[15:8] are the mid stop bits and bits[7:2] are the lower stop 
bits. Bits[1 :0] are not used and are don't cares. 

3.2.17 CHAIN-CHAINING MODE REGISTER 

Register Location: 040Ah-Channels 0-3 
04D4h-Channels 4-7 
OOOOOOxxb Default Value: 

Attribute: Write Only 
Size: 8 Bits 

Each channel has a Chaining Mode register. The Chaining Mode register enables or disables DMA buffer 
chaining and indicates when the DMA Base registers are being programmed. When writing to the register, 
bits[1 :0] determine which channel's Chaining Mode register to program. The chaining status and interrupt 
status for all channels can be determined by reading the Chaining Mode Status, Channel Interrupt Status, and 
Chain Buffer Expiration Control registers. The Chaining Mode register is reset to zero upon reset, access (read 
or write) of a channel's Mode register or Extended Mode register, or a Master Clear. The values upon reset are 
disable chaining mode and generate IRQ13. 

Bit Description 

7:5 Reserved: Must be O. 

4 Buffer Expired Signal: After one of the two buffers in the DMA expires then the DMA will inform the 
CPU that the next buffer should be loaded into the base register set. This bit determines whether 
IRQ13 or EOP should be used to inform the CPU that the buffer is complete; 1 = generate TC, 
0= Generate IRQ13; 1 = Programming complete, 0 = Don't start chaining. 

3 Base Register Programming: After the reserve buffer's address and word count are written to the 
base register set, this bit should be set to 1 to inform the DMA that the second buffer is ready for 
transfer. . 

2 Buffer Chaining Mode: Bit 2 enables the chaining mode logic. If the bit is set to 1 after the initial DMA 
address and word count are programmed, then the Base address and word count are available for 
programming the next buffer in the chain. 1 = Enable chaining, 0 = Disable chaining. 

1:0 DMA Channel Select: Bits[ 1 :0] select the DMA channel mode register to program with bits[ 4:2]. 

Bits[1:0] Channel 
00 00r4 
01 1 or 5 
10 20r6 
11 3 or 7 
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3.2.18 CHAINSTA-CHAINING MODE STATUS REGISTER 

Register Location: 
Default Value: 
Attribute: 
Size: 

04D4h 
OOh 
Read Only 
8 Bits 

8237 4EB/8237 4SB 

This register is read only and is used to determine if chaining mode for a particular channel is enabled or 
disabled. A 1 read in this register indicates that the channel's chaining mode is enabled. A 0 indicates that the 
chaining mode is disabled. All Chaining mode bits are disabled after a reset with reset. After the DMA is used 
in Chaining mode the CPU will need to clear the Chaining mode enable bit if non-Chaining mode is desired. 

Bit Description 

7:5, Chaining Mode Status: If this bit is set to 1 then this channel has chaining enabled by writing 1 to bit 
3:0 2 of the Chaining Mode Register. This bit can be reset to 0 by either writing a 0 to bit 2 of the Chaining 

Mode Register or reset being asserted or by a Master Clear Command. 

4 Reserved 

3.2.19 CHINTST-CHANNEL INTERRUPT STATUS REGISTER 

Register Location: 
Default Value: 
Attribute: 
Size: 

040Ah 
OOh 
Read Only 
8 Bits 

Channel Interrupt Status is a read only register and is used to indicate the source (channel) of a DMA chaining 
interrupt on IRQ13. The DMA controller asserts IRQ13 after reaching terminal count, with chaining mode 
enabled. It does not assert IRQ13 during the initial programming sequence that loads the Base registers. After 
a reset, a read of this register will produce OOh. 

Bit Description 

7:5, Chaining Interrupt Status: When a channel interrupt status read returns a 0, bits[7:5,3:0] indicates 
3:0 that channel did not assert IRQ13. When a channel interrupt status read returns a 1, then that channel 

asserted IRQ13 after reaching a Terminal Count. 

4 Reserved 

3.2.20 CHAINBEC-CHAIN BUFFER EXPIRATION CONTROL REGISTER 

Register Location: 
Default Value: 
Attribute: 
Size: 

040Ch 
OOh 
Read Only 
8 Bits 

This register is read only and reflects the outcome of the expiration of a chain buffer. A Chain Buffer Expiration 
Control register bit with 0 indicates the DMA controller asserts IRQ13 when the DMA controller reaches 
terminal count. A 1 indicates the DMA controller asserts TC when the DMA controller reaches terminal count. 
This bit is programmed in bit 4 of the Chaining Mode register. 
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Bit Description 

7:5, Chaining Buffer Expired: When a chain buffer expiration control read returns 0, bit[7:5,3:0] indicates 
3:0 that Channel [7:5,3:0] will assert IRQ13 when the DMA channel reaches terminal count. When a 

chain buffer expiration control read returns 1, bit[7:5,3:0] indicates that Channel [7:5,3:0] will assert 
TC when the DMA controller reaches terminal count. This bit will reset to 0 following a reset. 

4, Reserved 

3.2.21 SCATGA-SCATTER-GATHER COMMAND REGISTER 

Register Location: 

Default Value: 
Attribute: 
Size: 

0410h-Channels 0 
0411 h-Channels 1 
0412h-Channels 2 
0413h-Channels 3 
0415h-Channels 5 
0416h-Channels 6 
0417h-Channels 7 
OOxxxxOOb 
Write Only, Relocateable 
8 Bits 

The Scatter-Gather command register controls operation of the Descriptor Table aspect of S-G transfers. The 
S-G command register is write only. The current S-G transfer status can be read in the S-G channel's corre­
sponding S-G Status register. The S-G command register can initiate a S-G transfer, and stop a transfer. 

Scatter-Gather commands are issued with command codes. Bits[1 :0] are used to implement the code mecha­
nism. The S-G codes are described in the table below. Bit 7 is used to control the IRQ13/EOP assertion that 
follows a terminal count. Bit 6 controls the effect of bit 7. Common Scatter-Gather command writes are listed 
in Table 2. 

Table 2. Scatter Gather Command Bits 

Bits 
Command 

7654 3210 

No S-G operation (S-G NOOP) 0000 OOOOb 

Start S-G xxOO 0001b 

Stop S-G xxOO 0010b 

Issue IRQ13 on Terminal Count 0100 OOxxb 

Issue EOP on Terminal Count 1100 OOxxb 

Note that the "x" don't care states in Table 2 do not preclude programming those bits during the command 
write. For instance, for any S-G command code on bits[1 :0], an optional selection of IRQ13 or EOP can take 
place If bit 7 is set to 1 and the appropriate choice is made for bit 6. All O's in the command byte indicate an S­
G NOOP: no S-G command is issued, and EOP/IRQ13 modification is disabled. Note that an EOP/IRQ13 
modification can be made while disabling the S-G command bits (bits[1 :0] = OOb); conversely, an S-G com­
mand may be issued while EOP/IRQ13 modification is disabled (bit 6=Ob). After a reset, or Master Clear, 
IRQ13 is disabled and EOP is enabled. 
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The Start command assumes the Base and Current registers are both empty and will request a prefetch 
automatically. It also sets the status register to S-G Active, Base Empty, Current Empty, not Terminated, and 
Next Null Indicator to O. The EOPIIRQ13 bit will still reflect the last value programmed. 

Bit Description 

7 EOP/IRQ13 Selection: Bit 7 is used to select whether EOP or IRQ will be asserted at termination 
caused by the last buffer expiring. The last buffer can be either the last buffer in the list or the last 
buffer loaded in the DMA while it is suspended. If this bit is set to 1 then EOP will be asserted 
whenever the last buffer is completed. If this bit is set to 0 then IRQ13 will be asserted whenever the 
last buffer is completed. 

EOP can be used to alert an expansion bus I/O device that a scatter-gather termination condition was 
reached; the I/O device in turn can assert its own interrupt request line, and invoke a dedicated 
interrupt handling routine. IRQ13 should be used whenever the CPU needs to be notified directly. 

Following reset, or Master Clear, the value stored for this bit is 0, and IRQ13 is selected. Bit 6 must be 
set to a 1 to enable this bit during an S-G Command register write. When bit 6 is a 0 during the write, bit 
7 will not have any effect on the current EOPIIRQ13 selection. 

6 Enable IRQ13/EOP Programming: Enabling IRQ13/EOP programming allows initialization or 
modification of the S-G termination handling bits. If bit 5 is reset to 0, bit 7 will not have any effect on 
the state of IRQ13 or EOP assertion. When bit 5 is set to a 1, bit 7 determines the termination handling 
following a terminal count. 

5:2 Reserved 

1 :0 S-G Command Code 

Blts[1:0] Function 

00 No S-G command operation is performed. Bits[7:5] may still be used to program EOP/ 
IRQ13 selection. 

01 The Start command initiates the scatter-gather process. Immediately after the Start 
command is issued a request is issued to fetch the initial buffer to fill the Base Register set 
in preparation for performing a transfer. The Buffer Prefetch request has the same priority 
with respect to other channels as the DREQ it is associated with. Within the channel, 
DREQ is higher in priority than a prefetch request. 

10 The Stop command halts a Scatter-Gather transfer immediately. When a Stop command is 
given, the Terminate bit in the S-G Status register and the DMA channel mask bit are both 
set. 

11 Reserved 

The S-G Status register contains information on the S-G transfer status. This register maintains 
dynamic status information on S-G Transfer Activity, the Current and Base Buffer state, S-G Transfer 
Termination, and the End of the List indicator. 
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3.2.22 SCAGAST-SCATTER-GATHER STATUS REGISTER 

Register location: Channels 0 
0419h-Channels 1 
041 Ah-Channels 2 
041 Bh-Channels 3 
041 Dh-Channels 5 
041 Eh-Char'lnels 6 
041 Fh-Channels 7 
08h Default Value: 

Attribute: Read Only, Relocatable 
8 Bits Size: 

The Scatter .. Gather Status Register provides Scatter-Gather process status information to the CPU or Master. 
An active bit is set to 1 after the S-G Start command is issued. The active bit will be 0 before the initial start 
command, following a terminal count, and after an S-G Stop command is issued. The Current Buffer and Base 
Buffer State Bits indicate whether the corresponding register has a buffer loaded. It is possible for the Base 
Buffer State to be set while the Current Buffer State is cleared. When the Current Buffer transfer is complete, 
the Base Buffer will not be moved into the Current Buffer until the start of the next data transfer. Thus, the 
Current Buffer State is empty (cleared), while the Base Buffer State is full (set). The Terminate bit is set active 
after a Stop command, after TC for the last buffer in the list and both Base and Current buffers have expired. 
The EOP and IRQ13 Bits indicate which end of process indicator will be used to alert the system of an S-G 
process termination. The EOl status bit is set if DMA controller has loaded the last buffer of the Link List. 

Bit Description 

7 Next Link Null Indicator: If the Next SGD fetched from memory during a fetch operation has the EOl 
value (1), the current value of the Next Link register is not overwritten. Instead, bit 7 of the channel's 
S-G Status register, the Next Link Null indicator, is set to a 1. If the fetch returns a EOl value not equal 
to (1), this bit is reset to o. This status bit is written after every fetch operation. Following reset, or 
Master Clear, this bit is reset to O. This bit is also cleared by an S-G Start Command Write. 

6 Reserved 

5 IRQ13 or EOP on Last Buffer: When the IRQ13/EOP status bit is 1, EOP was either defaulted to at 
reset or selected through the S-G Command register as the S-G process termination indicator. EOP 
will be issued to alert the system when a terminal count occurs or following the Stop Command. When 
this bit is returned as a 0, an IRQ13 will be issued to alert the CPU of this same status. 

4 Reserved 

3 S-G Base Buffer State: When the Base Buffer status bit contains a 0, the Base Buffer is empty. When 
the Base Buffer Status bit is set to 1, the Base buffer has a buffer link loaded. Note that the Base 
Buffer State may be set while the Current buffer state is cleared. This condition occurs when the 
Current Buffer expires following a transfer; the Base Buffer will not be moved into the Current Register 
until the start of the next DMA transfer. 

2 S-G Current Buffer State: When the Current Buffer status bit contains a 0, the Current Buffer is 
empty. When the Current Buffer status bit is set to 1, the Current Buffer has a buffer link loaded and is 
considered full. Following reset, bit 2 is reset to O. 

1 Reserved 
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Bit Description 

0 S-G Active: The Scatter-Gather Active bit indicates the current S-G transfer status. Bit 0 will be a 1 
after a S-G Start Command is issued. Bit 0 will be a 0 before the Start command is issued. Bit 0 will be 
a 0 after terminal count on the last buffer on the channel is reached. Bit 0 will also be a 0 after a S-G 
Stop command has been issued. Following reset, or Master Clear, this bit is reset to O. 

3.2.23 SCAGAD-SCATTER-GATHER DESCRIPTOR TABLE POINTER REGISTER 

Register location: 

Default Value: 
Attribute: 
Size: 

0420h-0423h-Channels 0 
0424h-0424h-Channels 1 
0428h-042Bh-Channels 2 
042Ch-042Ch-Channels 3 
0434h-0437h-Channels 5 
0438h-043Bh-Channels 6 
043Ch-043Fh-Channels 7 
See below 
Read/Write, Relocateable 
32 Bits 

The SGD Table Pointer register contains the 32 bit pointer to the first SGD entry in the SGD table in memory. 
Before the start of a S-G transfer, this register should have been programmed to point to the first SGD in the 
SGD table. Following a "Start" command, it initiates reading the first SGD entry by pointing to the first SGD 
entry to be fetched from the memory. Subsequently, at the end of the each buffer block transfer, the contents 
of the SGD table pointer registers are incremented by 8 until the end of the SGD table is reached. 

When programmed by the CPU, the SGD Table Pointer Registers can be programmed with a single 32-bit PCI 
write. Note that the PCEB and EISA Bus Controller will split the 32-bit write into four 8-bit writes. 

Following a prefetch to the address pointed to by the channel's SGD table pOinter register, the new Memory 
Address is loaded into the Base Address register, the new Byte Count is loaded into the Base Byte Count 
register, and the newly fetched Next SGD replaces the current Next SGD value. 

The end of the SGD table is indicated by a End of Table field having a MSB equal to 1. When this value is read 
during a SGD fetch, the current SGD value is not replaced. Instead, bit 7 of the channel's status register is set 
to a 1 when the EOl is read from memory. 

Bit Description 

31:0 SGD Table Pointer: The SGD table pointer register contains a 32-bit pointer to the main memory 
location where the software maintains the Scatter Gather Descriptors for the linked-list buffers. 
These bits are translated into A[31 :0] signals for accessing memory on the PCI. 
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3.2.24 CBPFF-CLEAR BYTE POINTER FLIP FLOP REGISTER 

Register Location: 

Default Value: 
Attribute: 
Size: 

OOCh-Channels 0-3 
OD8h-Channels 4-7 
xxh 
Write Only 
8 Bits 

This command is executed prior to writing or reading new address or word count information to the DMA. This 
initializes the flip-flop to a known state so that subsequent accesses to register contents by the microproces-
sor will address upper and lower bytes in the correct sequence. . 

The Clear Byte Pointer command clears the internal latch used to address the upper or lower byte of the 16-bit 
address and Word Count registers. The latch is also cleared at power on by reset and by the Master Clear 
command. The Host CPU may read or write a 16-bit DMA controller register by performing two consecutive 
accesses to the liD port. The Clear Byte Pointer command precedes the first access. The first 110 write to a 
register port loads the least significant byte, and the second access automatically accesses the most signifi­
cant byte. 

When the Host CPU is reading or writing DMA registers, two Byte Pointer Flip-Flops are used; one for Chan­
nels 0-3 and one for Channels 4-7. Both of these act independently. There are separate software commands 
for clearing each of them (OCh for Channels 0-3, OD8h for Channels 4-7). 

Description 

Clear Byte Pointer FF: No specific pattern. Command enabled with a write to the liD port address. 

3.2.25 DMC-DMA MASTER CLEAR REGISTER 

Register Location: OODh-Channels 0-3 
ODAh-Channels 4-7 

Default Value: xxh 
Attribute: Write Only 
Size: 8 Bits 

This software instruction has the same effect as the hardware Reset. The Command, Status, Request, and 
Internal First/Last Flip-Flop registers are cleared and the Mask register is set. The DMA controller will enter 
the idle cycle. 

There are two independent Master Clear Commands, ODh which acts on Channels 0-3, and ODAh which acts 
on Channels 4-7. 

Description 

Master Clear: No specific pattern. Command enabled with a write to the 110 port address. 
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3.2.26 DCM-DMA CLEAR MASK REGISTER 

Register Location: 

Default Value: 
Attribute: 
Size: 

OOEh-Channels 0-3 
ODCh-Channels 4-7 
xxh 
Write Only 
n/a 
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Software Command This command clears the mask bits of all four channels, enabling them to accept DMA 
requests. I/O port OEh is used for Channels 0-3 and I/O port ODCh is used for Channels 4-7. 

Description 

Clear Mask: No specific pattern. Command enabled with a write to the I/O port address. 

3.3 Timer Unit Registers 

The ESC contains five counters that are equivalent to those found in the 82C54 Programmable Interval Timer. 
The Timer registers control these counters and can be accessed from the EISA Bus via I/O space. This 
section describes the counter/timer registers on the ESC. The counter/timer operations are further described 
in Section 8.0, Interval Timer 

3.3.1 TCW-TIMER CONTROL WORD REGISTER 

Register Location: 

Default Value: 
Attribute: 
Size: 

043h-Timer 1 
04Bh-Timer 2 
xxh 
Write Only 
8 Bits 

The Timer Control Word specifies the counter selection, the operating mode, the counter byte programming 
order and size of the COUNT value, and whether it counts down in a 16-bit or binary-coded decimal (BCD) 
format. After writing the control word, a new count may be written at any time. The new value will take effect 
according to the programmed mode. 

There are six programmable counting modes. Typically, the ESC Timer Unit Counters 0 and 2 are programmed 
for Mode 3, the Square Wave Mode, while Counter 1 is programmed in Mode 2, the Rate Generator Mode. 

Two special commands are selected through the Control Word Register. The Counter Latch Command is 
selected when bits[5:4j are both o. The Read-Back Command is selected when bits[7:6j are both 1. When 
either of these two commands are selected with the Control Word Register, the meaning of the other bits in 
the register changes. Both of these special commands, and the respective changes they make to the bit 
definitions in this register, are covered in detail under separate register descriptions later in this section. 

Bits 4 and 5 are also used to select the count register programming mode. The programming process is 
simple: 

1. Write a control word. 

2. Write an initial count for each counter. 

3. Load the LSB, MSB, or LSB then MSB. 

The read/write selection chosen with the control word dictates the programming sequence that must follow 
when initializing the specified counter. 
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If a counter is programmed to read/write two-byte counts, the following precaution applies: A program must 
not transfer control between writing the first and second byte to another routine which also writes into that 
same counter. Otherwise, the counter will be loaded with an incorrect count. The count must always be 
completely loaded with both bytes. 

Bits 6 and 7 are also used to select the counter for the control word you are writing. 

Following reset, the control words for each register are undefined. You must program each timer to bring it into 
a known state. However, each counter OUT signal is reset to 0 following reset. The SPKR output, interrupt 
controller input IROO (internal), bit 5 of port 061 h, and the internally generated Refresh request are each reset 
to 0 following reset. 

Bit Description 

7:6 Counter Select: The Counter Selection bits select the counter the control word acts upon as shown 
below. The Read Back Command is selected when bits[7:6] are both 1. 

Bit [7:6] Function 
00 Counter 0 select 
01 Counter 1 select 
10 Counter 2 select 
11 Read Back Command (see Section 3.3.2) 

5:4 Read/Write Select: Bits[5:4] are the read/write control bits. The Counter Latch Command is selected 
when bits[5:4] are both O. The read/write options include read/write least significant byte, read/write 
most significant byte, or read/write the LSB and then the MSB. The actual counter programming is 
done through the counter I/O port (040h, 041 h, and 042h for counters 0, 1, and 2, respectively). 

Blt[5:4] Function 
00 Counter Latch Command (see Section 3.3.3) 
01 R/W Least Significant Byte (LSB) 
10 R/W Most Significant Byte (MSB) 
11 R/W LSB then MSB 

3:1 Counter Mode Selection: Bits[3:1] select one of six possible modes of operation for the counter as 
shown below. Note that for the fail safe timer (timer 2, counter 0), modes 1, 2, 3, 4, and 5 are reserved. 

Bit[3:1] Mode Function 
000 0 Out signal on end of count ( = 0) 
001 1 Hardware retriggerable one-shot (Reserved for timer 2, counter 0.) 
X10 2 Rate generator (divide by n counter) (Reserved for timer 2, counter 0.) 
X11 3 Square wave output (Reserved for timer 2, counter 0.) 
100 4 Software triggered strobe (Reserved for timer 2, counter 0.) 
101 5 Hardware triggered strobe (Reserved for timer 2, counter 0.) 

0 Binary/BCD Countdown Select: When bit 0 = 0, a binary countdown is used. The largest possible 
binary count is 216. When bit 0= 1, a binary coded decimal (BCD) count is used. The largest BCD 
count allowed is 104. 
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3.3.2 TIMER READ BACK COMMAND REGISTER 

Register Location: 043h-Timer 1 
04Bh-Timer 2 
xxh Default Value: 

Attribute: Write Only 
8 Bits Size: 

The Read-Back command is used to determine the count value, programmed mode, and current states of the 
OUT pin and Null Count flag of the selected counter or counters. The Read-Back command is written to the 
Control Word register, which latches the current states of the above mentioned variables. The value of the 
counter and its status may then be read by I/O access to the counter address. 

Status and/or count may be latched on one, two, or all three of the counters by selecting the counter during 
the write. The Count latched will stay latched until read, regardless of further latch commands. The count must 
be read before newer latch commands latch a new count. The Status latched by the read-back command will 
also remain latched until after a read to the counter's I/O port. To reiterate, the Status and Count are 
unlatched only after a counter read of the Status register, the Count register, or the Status and Count register 
in succession. 

Both count and status of the selected counter(s) may be latched simultaneously by setting both the COUNT # 
and STATUS # bits [5:4) = OOb. This is functionally the same as issuing two consecutive, separate read-back 
commands. As stated above, if multiple count and/or status read-back commands are issued to the same 
counter(s) without any intervening reads, all but the first are ignored. 

If both count and status of a counter are latched, the first read operation from that counter will return the 
latched status, regardless of which was latched first. The next one or two reads (depending on whether the 
counter is programmed for one or two byte counts) return the latched count. Subsequent reads return an 
unlatched count. 

A register description of the Status Byte read follows later in this section. Note that bit definitions for a write to 
this port changed when the read-back command was selected, when compared to a normal control word write 
to this same port. 

Bit Description 

7:6 Read Back Command: When bits [7:6) are both 1, the read-back command is selected during a write 
to the control word. The normal meanings (mode, countdown, r/w select) of the bits in the control 
register at I/O address 043h change when the read-back command is selected. Following the read-
back command, I/O reads from the selected counter's I/O addresses produce the current latch status, 
the current latched count, or both if bits 4 and 5 are both O. 

5 Latch Status of Selected Counters: When bit 5 is a 1 ,-the Current Count value of the selected 
counters will be latched. When bit 4 is a 0, the Status will not be latched. 

4 Latch Count of Selected Counters: When bit 4 is a 1, the Status of the selected counters will be 
latched. When bit 4 is a 0, the Status will not be latched. The Status byte format is described in the 
next register description. 

3 Counter 2: Counter 2 is selected for the latch command selected with bits 4 and 5 if bit 3 is a 1. If bit 3 
is a 0, Status and/or Count will not be latched. 

2 Counter 1: Counter 1 is selected for the latch command selected with bits 4 and 5 if bit 2 is a 1. If bit 2 
is a 0, Status and/or Count will not be latched. 

1 Counter 0: Counter 0 is selected for the latch command selected with bits 4 and 5 if bit 1 is a 1. If bit 1 
is a 0, Status and/or Count will not be latched. 

0 Reserved: Must be O. 
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3.3.3 COUNTER LATCH COMMAND REGISTER 

Register Location: 

Default Value: 
Attribute: 
Size: 

043h-Timer 1 
04Bh-Timer 2 
xxh 
Write Only 
8 Bits 

The Counter Latch command latches the current count value at the time the command is received. This 
command is used to insure that the count read from the counter is accurate (particularly when reading a two­
byte count). The count value is then read from each counter's Count register. One, two or all three counters 
may be latched with one counter latch command. 

If a Counter is latched once and then, some time later, latched again before the count is read, the second 
Counter Latch Command is ignored. The count read will be the count at the time the first Counter Latch 
Command was issued. 

The count must be read according to the programmed format. Specifically, if the Counter is programmed for 
two byte counts, two bytes must be read. The two bytes do not have to be read one right after the other; read, 
write, or programming operations for other Counters may be inserted between them. 

One precaution is worth noting. If a Counter is programmed to readlwrite two-byte counts, a program must not 
transfer control between reading the first and second byte to another routine which also reads from that same 
Counter. Otherwise, an incorrect count will be read. Finish reading the latched two-byte count before transfer­
ring control to another routine. 

Note that bit definitions for a write to this port have changed when the read-back command was selected, 
when compared to a normal control word write to this same port. 

Bit Description 

7:6 Counter Selection: Bits 6 and 7 are used to select the counter for latching. 

Bit[7:6) Function 
00 Latch counter 0 select 
01 Latch counter 1 select 
10 Latch counter 2 select 
11 Read Back Command select 

5:4 Specifies Counter Latch Command: When bits[5:4) are both 0, the Counter Latch command is 
selected during a write to the control word. The normal meanings (mode, countdown, rlw select) of the 
bits in the control register at 1/0 address 043h change when the Counter Latch command is selected. 
Following the Counter Latch command, 1/0 reads from the selected counter's 1/0 addresses produce 
the current latched count. 

3:0 Reserved: Must be o. 
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3.3.4 TMSTAT-TIMER STATUS BYTE FORMAT REGISTER 

Register Location: 040h-Timer 1, Counter 0 
041 h-Timer 1, Counter 1 
042h-Timer 1, Counter 2 
048h-Timer 2, Counter 0 
04Ah-Timer 2, Counter 2 
Oxxxxxxxb Default Value: 

Attribute: Read Only 
Size: 8 Bits per counter 

Each Counter's Status Byte may be read following an Timer Read·Back Command. The Read·Back command 
is programmed through the counter control register. If "Latch Status" is chosen as a Read-Back option for a 
given counter, the next read from the counter's I/O port address returns the Status byte. 

The Status byte returns the countdown type, either BCD or binary; the Counter Operational Mode; the Read/ 
Write Selection status; the Null count, also referred to as the Count Register Status; and the current State of 
the counter OUT pin. 

Bit Description 

7 Counter OUT Pin State: When this bit is a 1, the OUT pin of the counter is also a 1. When this bit is a 
0, the OUT pin of the counter is also a O. 

6 Count Register Status: Also referred to as Null Count, indicates when the last count written to the 
Count Register (CR) has been loaded into the counting element (CE). The exact time this happens 
depends on the counter Mode and is described in the Mode definitions, but until the count is loaded 
into the counting element (CE), it can't be read from the counter. If the count is latched or read before 
the load time, the count value returned will not reflect the new count written to the register. When bit 6 
is a 0, the count has been transferred from CR to CE and is available for reading. When bit 6 is a 1, the 
Null count condition exists. The count has not been transferred from CR to CE and is not yet available 
for reading. 

5:4 Read/Write Status: Bits[5:4] reflect the read/write selection made through bits[5:4] of the control 
register. The binary codes returned during the status read match the codes used to program the 
counter read/write selection. 

3:1 Mode Selection Status: Bits[3:1] return the counter mode programming. The binary code returned 
matches the code used to program the counter mode, as listed under the bit function above. 

0 Countdown Type Status: Bit 0 reflects the current countdown type, either 0 for binary countdown or a 
1 for binary coded decimal (BCD) countdown. 
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3.3.5 CAPS-COUNTER ACCESS PORTS 

Register Location: 

Default Value: 
Attribute: 
Size: 

040h-Timer 1, Counter 0 
041 h-Timer 1, Counter 1 
042h-Timer 1, Counter 2 
048h-Timer 2, Counter 0 
04Ah-Timer 2, Counter 2 
xxh 
Read/Write 
8 Bits per counter 

Each of these 1/0 ports is used for writing count values to the count registers; reading the current count value 
from the counter by either an I/O read, after a counter-latch command, or after a read-back command; and 
reading the Status byte following a read-back command. 

Bit Description 

7:0 Counter Access: Each counter 1/0 port address is used to program the 16 bit count register. The 
order of programming, either LSB only, MSB only, or LSB then MSB, is defined with the Counter 
Control register at I/O port address 043h. The counter 1/0 port is also used to read the current count 
from the count register, and return the status of the counter programming following a read-back 
command. 

3.4 Interrupt Controller Registers 

The ESC contains an EISA compatible interrupt controller that incorporates the functionality of two 82C59 
interrupt controllers. The interrupt registers control the operation of the interrupt controller and can be ac­
cessed from the EISA Bus via 1/0 space. This section describes the Interrupt registers. The operation of the 
Interrupt Controller is described in Chapter 9.0. 

3.4.1 ICW1-INITIALIZATION COMMAND WORD 1 

Register Location: 

Default Value: 
Attribute: 
Size: 

020h-INT CNTRL-1 
OAOh-INT CNTRL-2 
xxh 
Write Only 
8 Bits per controller 

A write to Initialization Command Word One starts the interrupt controller initialization sequence. Addresses 
020h and OAOh are referred to as the base addresses of CNTRL-1 and CNTRL-2 respectively. 

An 1/0 write to the CNTRL-1 or CNTRL-2 base address with bit 4 equal to 1 is interpreted as ICW1. For ESC­
based EISA systems, three 1/0 writes to "base address + 1" must follow the ICW1. The first write to "base 
address + 1" performs ICW2, the second write performs leW3, and the third write performs ICW4. 
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ICW1 starts the initialization sequence during which the following automatically occur: 

a. The edge sense circuit is reset, which means that following initialization, an interrupt request (IRQ) input 
must make a low-to-high transition to generate an interrupt. 

b. The Interrupt Mask register is cleared. 

c. IRQ7 input is assigned priority 7. 

d. The slave mode address is set to 7. 

e. Special Mask Mode is cleared and Status Read is set to IRR. 

f. If IC4 was set to 0, then all functions selected by ICW4 are set to zero. However, ICW4 must be programmed 
in the ESC implementation of this interrupt controller, and IC4 must be set to a 1. 

ICW1 has three significant functions within the ESC interrupt controller configuration. ICW4 is needed, so bit 0 
must be programmed to a 1. There are two interrupt controllers in the system, so bit 1, SNGL, must be 
programmed to a 0 on both CNTRL-1 and CNTRL-2, to indicate a cascade configuration. Bit 4 must be a 1 
when programming ICW1. OCW2 and OCW3 are also addressed at the same port as ICW1. This bit indicates 
that ICW1, and not OCW2 or OCW3, will be programmed during the write to this port. 

Bit 2, ADI, and bits[7:5], A7-A5, are specific to an MSC-85 implementation. These bits are not used by the ESC 
interrupt controllers. Bits[7:5,2] should each be initialized to O. 

Bit Description 

7:5 Reserved: A7-A5 are MCS-85 implementation specific bits. They are not needed by the ESC. These 
bits should be OOOb when programming the ESC. 

4 ICW IOCW Select: Bit 4 must be a 1 to select ICW1. After the fixed initialization sequence to ICW1, 
ICW2, ICW3, and ICW4, the controller base address is used to write to OCW2 and OCW3. Bit 4 is a 0 
on writes to these registers. A 1 on this bit at any time will force the interrupt controller to interpret the 
write as an ICW1. The controller will then expect to see ICW2, ICW3, and ICW4. 

3 Reserved: This bit is not used in the ESC. 

2 Reserved: ADI ignored for the ESC. 

1 SNGL: This bit must be programmed to a 0 to indicate that two interrupt controllers are operating in 
cascade mode on the ESC. 

0 IC4: This bit must be set to a 1. IC4 indicates that ICW4 needs to be programmed. The ESC requires 
that ICW4 be programmed to indicate that the controllers are operating in an 80x86 type system. 
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3.4.2 ICW2-INITIALIZATION COMMAND WORD 2 

Register Location: 021h-INT CNTRL-1 
OA1h-INT CNTRL-21 
xxh Default Value: 

Attribute: Write Only 
Size: a Bits per controller 

ICW2 is used to initialize the interrupt controller with the five most significant bits of the interrupt vector 
address. The value programmed for bits[7:3] is used by the CPU to define the base address in the interrupt 
vector table for the interrupt routines associated with each IRO on the controller. Typical ISA ICW2 values are 
04h for CNTRL-1 and 70h for CNTRL-2. Section 9.a.1 of the Interrupt Unit Functional Description contains a 
table detailing the interrupt vectors for each interrupt request level, as they would appear when the vector is 
driven onto the data bus. 

Bit Description 

7:3 Interrupt Vector Base Address: Bits[7:3] define the base address in the interrupt vector table for the 
interrupt routines associated with each interrupt request level input. For CNTRL-1, a typical value is 
00001 b, and for CNTRL-2, 10boOb. 

The interrupt controller combines a binary code representing the interrupt level to receive service with 
this base address to form the interrupt vector that is driven out onto the bus. For example, the 
complete interrupt vector for IRO[O] (CNTRL-1), would be 0000 1000b (CNTRL-1 [7:3] = 00001 band 
OOOb representing IRO[O]). This vector is used by the CPU to point to the address information that 
defines the start of the interrupt routine. 

2:0 Interrupt Request Level: When writing ICW2, these bits should a" be O. During an interrupt 
acknowledge cycle, these bits wi" be programmed by the interrupt controller with the interrupt code 
representing the interrupt level to be serviced. This interrupt code is combined with bits[7:3] to form 
the complete interrupt vector driven onto the data bus during the second INTA# cycle. The table in 
Section 9.a.1 outlines each of these codes. The code is a simple three bit binary code: OOOb 
represents IROO (IRoa), 001 b IR01 (IR09), 01 Ob IR02 (lR01 0), and so on until 111 b IR07 (IR015). 
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3.4.3 ICW3-INITIALIZATION COMMAND WORD 3 (MASTER) 

Register Location: 021 h-INT CNTRL·1 
xxh Default Value: 

Attribute: Write Only 
8 Bits Size: 

The meaning of ICW3 differs between CNTRL·1 and CNTRL-2. On CNTRL-1, the master controller, ICW3 
indicates which CNTRL-1 IRQ line physically connects the INT output of CNTRL-2 to CNTRL-1. ICW3 must be 
programmed to 04h, indicating the cascade of the CNTRL-2 INT output to the IRQ[2] input of CNTRL-1. 

An interrupt request on IRQ2 causes CNTRL-1 to enable CNTRL-2 to present the interrupt vector address 
during the second interrupt acknowledge cycle. 

Bit Description 

7:3, Cascade Interrupt Controller IRQs: Bits[7:3] and bits[ 1 :0] must be programmed to O. 
1:0 

2 Cascade Interrupt Controller IRQs: Bit 2 must always be programmed to a 1. This bit indicates that 
CNTRL-2, the slave controller, is cascaded on interrupt request line two (IRQ[2l). When an interrupt 
request is asserted to CNTRL-2, the IRQ goes through the priority resolver. After the slave controller 
priority resolution is finished, the INT output of CNTRL-2 is asserted. However, this INT assertion does 
not go directly to the CPU. Instead, the INT assertion cascades into IRQ[2] on CNTRL-1. IRQ[2] must 
go through the priority resolution process on CNTRL-1. If it wins the priority resolution on CNTRL-1 
and the CNTRL-1 INT signal is asserted to the CPU, the returning interrupt acknowledge cycle is really 
destined for CNTRL-2. The interrupt was originally requested at CNTRL-2, so the interrupt 
acknowledge is destined for CNTRL-2, and not a response for IRQ[2] on CNTRL-1. 

When an interrupt request from IRQ[2] wins the priority arbitration, in reality an interrupt from 
CNTRL-2 has won the arbitration. Because bit 2 of ICW3 on the master is set to 1, the master knows 
which identification code to broadcast on the internal cascade lines, alerting the slave controller that it 
is responsible for driving the interrupt vector during the second INTA# pulse. 

3.4.4 ICW3-INITIALIZATION COMMAND WORD 3 (SLAVE) 

Register Location: 
Default Value: 
Attribute: 
Size: 

INT CNTRL-2 port address-OA 1 h 
xxh 
Write Only 
8 Bits 

On CNTRL-2 (the slave controller), ICW3 is the slave identification code broadcast by CNTRL-1 from the 
trailing edge of the first INTA# pulse to the trailing edge of the second INTA# pulse. CNTRL-2 compares the 
value programmed in ICW3 with the incoming identification code. The code is broadcast over three ESC 
internal cascade lines. ICW3 must be programmed to 02h for CNTRL-2. When 010b is broadcast by CNTRL-1 
during the INTA# sequence, CNTRL-2 assumes responsibility for broadcasting the interrupt vector during the 
second interrupt acknowledge cycle. 

As an illustration, consider an interrupt request on IRQ[2] of CNTRL-1. By definition, a request on IRQ[2] must 
have been asserted by CNTRL-2. If IRQ[2] wins the priority resolution on CNTRL-1, the interrupt acknowledge 
cycle returned by the CPU following the interrupt is destined for CNTRL-2, not CNTRL-1. CNTRL-1 will see the 
INTA# signal, and knowing that the actual destination is CNTRL-2, will broadcast a slave identification code 
across the internal cascade lines. CNTRL-2 will compare this incoming value with the 010b stored in ICW3. 
Following a positive decode of the incoming message from CNTRL-1, CNTRL-2 will drive the appropriate 
interrupt vector onto the data bus during the second interrupt acknowledge cycle. 
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Bit Description 

7:3 Reserved: Must be O. 

2:0 Slave Identification Code: The Slave Identification code must be programmed to 010b during the 
initialization sequence. The code stored in ICW3 is compared to the incoming slave identification code 
broadcast by the master controller during interrupt acknowledge cycles. 

3.4.5 ICW4-INITIALIZATION COMMAND WORD 4 

Register Location: 021 h-INT CNTRL-1 
OA 1 h-I NT CNTR L-2 
xxh Default Value: 

Attribute: Write Only 
8 Bits Size: 

Both ESC interrupt controllers must have ICW4 programmed as part of their initialization sequence. Minimally, 
the microprocessor mode bit, bit 0, must be set to a 1 to indicate to the controller that it is operating in an 
80x86 based system. Failure to program this bit will result in improper controller operation during interrupt 
acknowledge cycles. Additionally, the Automatic End of Interrupt (AEOI) may be selected, as well as the 
Special Fully Nested Mode (SFNM) of operation. 

The default programming for ICW4 is 01 h, which selects 80x86 mode, normal EOI, buffered mode, and special 
fully nested mode disabled. 

Bits 2 and 3 must be programmed to 0 for the ESC interrupt unit to function correctly. 

Both bit 1, AEOI, and bit 4, SFNM, can be programmed if the system developer chooses to invoke either 
mode. 

Bit Description 

7:5 Reserved: Must be O. 

4 SFNM: Bit 4, SFNM, should normally be disabled by writing a 0 to this bit. If SFNM = 1, the special fully 
nested mode is programmed. 

3:2 Master/Slave Buffer Mode (BUF): Bit 3, BUF, must be programmed to 0 for the ESC. This is non-
buffered mode. While different programming options are sometimes offered for bits 2 and 3, within the 
ESC interrupt unit, bits 2 and 3 must always be programmed to OOb. 

1 AEOI: Bit 1, AEOI, should normally be programmed to O. This is the normal end of interrupt. If 
AEOI = 1, the automatic end of interrupt mode is programmed. 

0 Microprocessor Mode: The Microprocessor Mode bit must be programmed to 1 to indicate that the 
interrupt controller is operating in an 80x86 based system. Never program this bit to o. 
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3.4.6 OCW1-0PERATION CONTROL WORD 1 

Register Location: 

Default Value: 
Attribute: 
Size: 

021h-INT CNTRL-1 
OA 1 h-INT CNTRL-2 
xxh 
Read/Write 
8 Bits 

OCW1 sets and clears the mask bits in the interrupt Mask register (IMR). Each interrupt request line may be 
selectively masked or unmasked any time after initialization. A single byte is written to this register. Each bit 
position in the byte represents the same-numbered channel: Bit 0= IRQ[Ol, bit 1 = IRQ[1] and so on. Setting 
the bit to a 1 sets the mask, and clearing the bit to a 0 clears the mask. Note that masking IRQ[2] on CNTRL-1 
will also mask all of controller 2's interrupt requests (IRQ8-IRQ15). Reading OCW1 returns the controller's 
mask register status. 

The IMR stores the bits which mask the interrupt lines to be masked. The IMR operates on the IRR. Masking 
of a higher priority input will not effect the interrupt request lines of lower priority. 

Unlike status reads of the ISR and IRR, for reading the IMR, no OCW3 is needed. The output data bus will 
contain the IMR whenever 1/0 read is active and the 1/0 port address is 021h or OA1h (OCW1). 

All writes to OCW1 must occur following the ICW1-ICW4 initialization sequence, since the same 1/0 ports are 
used for OCW1, ICW2, ICW3 and ICW4. 

Bit Description 

7:0 Interrupt Request Mask: When a 1 is written to any bit in this register, the corresponding IRQ[x] line 
is masked. For example, if bit 4 is set to a 1, then IRQ[4] will be masked. Interrupt requests on IRQ[4] 
will not set Channel 4's interrupt request register (lRR) bit as long as the channel is masked. 

When a 0 is written to any bit in this register, the corresponding IRQ [x] mask bit is cleared, and 
interrupt requests will again be accepted by the controller. 

Note that masking IRQ[2] on CNTRL-1 will also mask the interrupt requests from CNTRL-2, which is 
physically cascaded to IRQ[2]. 

3.4.7 OCW2-oPERATION CONTROL WORD 2 

Register Location: 

Default Value: 
Attribute: 
Size: 

020h-INT CNTRL-1 
OAOh-INT CNTRL-2 
xxh 
Write Only 
8 Bits 

OCW2 controls both the Rotate Mode and the End of Interrupt Mode, and combinations of the two. The three 
high order bits in an OCW2 write represent the encoded command. The three low order bits are used to select 
individual interrupt channels during three of the seven commands. The three low order bits (labeled L2, L 1 and 
LO) are used when bit 6, the SL bit, is set to a 1 during the command. 

Following a reset and ICW initialization, the controller enters the fully nested mode of operation. Non-specific 
EOI without rotation is the default. Both rotation mode and specific EOI mode are disabled following initializa­
tion. 
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Bit Description 

7:5 Rotate and EOI Codes (R, SL, EOI): These three bits control the Rotate and End of Interrupt modes 
and combinations of the two. A chart of these combinations is listed above under the bit definition. 

Bits[7:S] Function 
001 Non-specific EOI command 
011 Specific EOI Command 
101 Rotate on Non-Specific EOI Command 
100 Rotate in Auto EOI Mode (Set) 
000 Rotate in Auto EOI Mode (Clear) 
111 'Rotate on Specific EOI Command 
110 'Set Priority Command 
010 No Operation 

• LO - L2 Are Used 

4:3 OCW2 Select: When selecting OCW2, bits 3 and 4 must both be O. If bit 4 is a 1, the interrupt 
controller interprets the write to this port as an ICW1. Therefore, always ensure that these bits are both 
o when writing an OCW2. 

2:0 Interrupt Level Select (L2, L 1, LO): L2, L 1, and LO determine the interrupt level acted upon when the 
SL bit is active. A simple binary code, outlined above, selects the channel for the command to act 
upon. When the SL bit is inactive, these bits do not have a defined function; programming L2, L 1 and 
LO to 0 is sufficient in this case. 

Bit[2:0] Interrupt Level 
000 IRQ 0(8) 
001 IRQ 1(9) 
010 IRQ 2(10) 
011 IRQ3(11) 
100 IRQ 4(12) 
101 IRQ 5(13) 
110 IRQ 6(14) 
111 IRQ 7(15) 

3.4.8 OCW3-oPERATION CONTROL WORD 3 

Register Location: 

Default Value: 
Attribute: 
Size: 

020h-INT CNTRL-1 
OAOh-INT CNTRL-2 
x01xxx10b 
Read/Write 
8 Bits 

OCW3 serves three important functions; Enable Special Mask Mode, Poll Mode control, and IRR/ISR register 
read control. 

First, OCW3 is used to set or reset the Special Mask Mode (SMM). The Special Mask Mode can be used by an 
interrupt service routine to dynamically alter the system priority structure while the routine is executing, through 
selective enabling/disabling of the otlier channel's mask bits. 

Second, the Poll Mode is enabled when a write to OCW3 is issued with Bit 2 equal to 1. The next I/O read to 
the interrupt controller is treated like an interrupt acknowledge; a binary code representing the highest priority 
level interrupt request is released onto the bus. 
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Third, OCW3 provides control for reading the In-Service Register (ISR) and the Interrupt Request Register 
(IRR). Either the ISR or IRR is selected for reading with a write to OCW3. Bits 0 and 1 carry the encoded 
command to select either register. The next 1/0 read to the OCW3 port address will return the register status 
specified during the previous write. The register specified for a status read is retained by the interrupt control­
ler. Therefore, a write to OCW3 prior to every status read command is unnecessary, provided the status read 
desired is from the register selected with the last OCW3 write. 

Bit Description 

7 Reserved: Must be O. 

6 SMM: If ESMM = 1 and SMM = 1 the Interrupt Controller will enter Special Mask Mode. If ESMM = 1 
and SMM = 0 the Interrupt Controller will revert to normal mask mode. When ESMM = 0, SMM has no 
effect. 

5 Enable Special Mask Mode: When this bit is set to 1 it enables the SMM bit to set or reset the Special 
Mask Mode. When ESMM = 0 the SMM bit becomes a "don't care". 

4:3 OCW3 Select: When selecting OCW3, bit 3 must be a 1 and bit 4 must be O. If bit 4 is a 1, the Interrupt 
Controller interprets the write to this port as an ICW1. Therefore, always ensure that bits[4:3] are 
"01 b" when writing an OCW3. 

2 Poll Mode Command: When bit 2 is a 0, the Poll command is not issued. When bit 2 is a 1, the next 
1/0 read to the Interrupt Controller is treated as an Interrupt Acknowledge cycle. An encoded byte is 
driven onto the data bus, representing the highest priority level requesting service. 

1:0 Register Read Command: Bits[1 :0] provide control for reading the In-Service Register (ISR) and the 
Interrupt Request Register (IRR). When bit 1 = 0, bit 0 will not effect the register read selection. When 
bit 1 = 1, bit 0 selects the register status returned following an OCW3 read. If bit 0 = 0, the IRR will be 
read. If bit 0 = 1, the ISR will be read. Following ICW initialization, the default OCW3 port address read 
will be "read IRR". To retain the current selection (read ISR or read IRR), always write a 0 to bit 1 
when programming this register. The selected register can be read repeatedly without reprogramming 
OCW3. To select a new status register, OCW3 must be reprogrammed prior to attempting the read. 

Bits[1:0] Function 
00 No Action 
01 No Action 
10 Read IRQ Register 
11 Read IS Register 
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3.4.9 ELCR-EDGE/LEVEL CONTROL REGISTER 

Register Location: 

Default Value: 
Attribute: 
Size: 

04DOh-INT CNTRL·1 
04D1h-INT CNTRL·1 
OOh 
Read/Write 
8 Bits 

The Edge/Level Control Register is used to set the interrupts to be triggered by either the signal edge or the 
logic level. INTO, INT1, INT2, INT8, INT13 must be set to edge sensitive. After a reset all the INT signals are 
set to edge sensitive. 

Programming Considerations: 
If an interrupt is switched from level to edge sensitive, a false interrupt is generated on that interrupt line. If the 
IRQx line is high, then switching the level/edge bet from a 1 to a 0 causes the interrupt controller to detect an 
interrupt. Also note that even if this interrupt is masked when programming this register, the interrupt controller 
still latches the false interrupt. As soon as this interrupt is unmasked, the false interrupt is processed. 

Thus, before switching the edge/level function, disable interrupts to the processor (either mask interrupts or 
CLI instruction). Then program the ELCR Register. Finally, re·initialize the interrupt controller to clear the false 
interrupt. 

Bit Description 

7:0 Edge/Level Select: The bits select if the interrupts are triggered by either the signal edge or the logic 
level. A 0 bit represents an edge sensitive interrupt, and a 1 is for level sensitive. Bit[2:0] and bit 13 
must be set to O. After A reset or power·on these registers are set to OOh. 

Bit Port 04DOh Port 04D1h 
6 INTO INT8 
1 INT1 INT9 
2 INT2 INT10 
3 INT3 INT11 
4 INT4 INT12 
5 INT5 INT13 
6 INT6 INT14 
7 INT7 INT15 

3.4.10 NMISC-NMI STATUS AND CONTROL REGISTER 

Register Location: 
Default Value: 
Attribute: 
Size: 

061h 
XOXO 0000 
Read/Write, Read Only 
8 Bits 

This register is used to check the status of different system components, control the output of the Speaker 
Counter (Timer 1, Counter 2), and gate the counter output that drives the SPKR signal. This register also 
controls NMI generation and reports NMI source status. Note that NMI generation is globally enabled/disabled 
via the NMIERTC Register and NMI generation for SERR# is controlled via the MS Register. Bits[7:4] of this 
register are read-only and must be written as Os when writing to this register. Bits[3:0] are read/write. Follow­
ing reset, bit 7 returns the PCI System Board Parity Error status (PERR#) and bit 5 is undetermined until 
Counter 2 is properly programmed. 
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Bit Description 

7 System Board Error-RO: Bit 7 is set if the PERR # line is pulsed. This interrupt is enabled by setting 
bit 2 to O. To reset the interrupt, set bit 2 to 0 and then set it to 1. Note that this bit does not reflect 
status of an NMI caused by SERR#, which is enabled and disabled/cleared via the MS Register. 

6 IOCHK # NMI Source-RO: Bit 6 is set if an expansion board asserts 10CHK # on the ISA/EISA Bus. 
This interrupt is enabled by setting bit 3 to O. To reset the interrupt, set bit 3 to 0 and then set it to 1 . 

5 Timer 1, Counter 2-RO: The Timer 1, Counter 2 OUT signal state is reflected in bit 5. The value on 
this bit following a read is the current state of the Counter 2 OUT signal. Counter 2 must be 
programmed following a reset for this bit to have a determinate value. 

4 Refresh Cycle Toggle-RO: The Refresh Cycle Toggle signal toggles from either 0 to 1 or 1 to 0 
following every refresh cycle. 

3 IOCHK # NMI Enable-R/W: When bit 3 is a 1, 10CHK # NMI's are disabled and cleared, and when 
bit 3 is a 0 (default), 10CHK# NMI's are enabled. 

2 PCI System Board Error-R/W: When bit 2 is a 1 , the system board error is disabled and cleared. 
When bit 2 is a 0 (default), the system board parity error is enabled. Note that NMI generation for 
system board errors is enabled/disabled via bit 3 (System Error) of the Mode Select Register. 
Following reset, bit 2 is a 0, and system board errors are enabled. 

1 Speaker Data Enable-R/W: Speaker Data Enable is ANDed with the Timer 1, Counter 2 OUT signal 
to drive the SPKR output signal. When bit 1 is a 0 (default), the result of the AND is always 0 and the 
SPKR output is always O. When bit 1 is a 1, the SPKR output is equivalent to the Counter 2 OUT signal 
value. 

0 Timer 1, Counter 2 Gate Enable-R/W: When bit 0 is a 0, Timer 1, Counter 2 counting is disabled. 
Counting is enabled when bit 0 is a 1. This bit controls the GATE input to Counter 2. 

3.4.11 NMIERTC-NMI CONTROL AND REAL-TIME CLOCK ADDRESS 

Register Location: 
Default Value: 
Attribute: 
Size: 

070h 
See below 
Write Only 
8 Bits 

The most-significant bit enables or disables all NMI sources including PERR #, SERR #, 10CHK #, Fail-Safe 
Timer, Bus Timeout, and the NMI Port. Write an 80h to The NMIERTC Register to mask the NMI signal. This 
register is shared with the real-time clock. The real-time-clock uses the lower six bits of this port to address 
memory locations. Writing to port 70h sets both the enable/disable bit and the memory address pointer. Do 
not modify the contents of this register without considering the effects on the state of the other bits. 

Bit Description 

7 NMI Enable: Setting bit 7 to a 1 will disable all NMI sources. Setting the bit to a 0 enables the NMI 
interrupt. 

6:0 Real-Time Clock Address: Used by the Real-Time Clock on the Base I/O component to address 
memory locations. Not used for NMI enabling/disabling. 
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3.4.12 NMIESC-NMI EXTENDED STATUS AND CONTROL REGISTER 

Register Location; 
Default Value: 

0461h 
See below 

Attribute: Read/Write, Read Only 
8 Bits Size: 

This register is used to check the status of different system components, control the output of the Speaker 
Counter (Timer 1, Counter 2), and gate the counter output that drives the SPKR signal. 

Bits 4, 5, 6, and 7 are read-only. Bits 0-3 are both read and write. When writing to this port, these bits must be 
written as O's. Bit 7 returns the Fail-Safe Timer Status. This input comes from Timer 2, Counter O. The current 
status of bit 2 enables or disables this Fail-Safe Timer NMI source. Bit 6 returns the Bus Timeout Status. Bit 6 
is set if either a 64 BCLK or a 256 BCLK occurs. The current status of bit 3 enables or disables this Fail-Safe 
Timer NMI source. If NMI is caused by a Bus Timeout, bit 4 distinguished between the 8 p.s (64 BCLK) and 

32 p.s (256 BCLK) timeout. Bit 5 is the current state of an I/O write to port 0462h. The current status of bit 1 
enables or disables Software generated NMI. Bit 0 controls the state of the RSTDRV output signal. If bit 0 is 
set to 1, the RSTDRV signal is asserted and a system bus reset is performed. Bit 0 should be set long enough 
(> 8 BCLKs) for the system bus devices to be properly reset. 

Bit Description 

7 Fail-Safe Timer Status-RO: This bit indicates the status of the Fail-safe Timer. When Timer 2, 
Counter 0 count expires, this bit is set to a 1 if bit 2 has previously been set to 1. A value of 0 indicates 
that the current NMI was not caused by the Fail-Safe Timer. A value of 1 indicates that the Fail-Safe 
timer has timed out. 

6 Bus Timeout Status-RO: This bit indicates the status of Bus master timeout logic. If this bit is 0, the 
Bus Master timeout logic has not detected a bus timeout. If this bit is 1, the bus master timeout logic 
has detected a bus timeout. 

5 Software NMI Status-RO: This bit indicates the status of the Software NMI port writes. A write to 110 
port 0462 of any value will set this bit to 1 if bit 1 is set to 1. If this bit is 0, the current NMI was not 
caused by a write to the NMI Port. Ifthis bit is 1, the current NMI was caused by a write to the NMI Port. 

4 Bus Timeout Status-RO: This bit indicates the status of the 8 p.s EISA Bus master timeout event. If 
the bit is 0, the current NMI was not caused by the 8 p.s EISA bus master timeout. If this bit is 1, the 
current NMI was caused by this bus timeout. 

3 Bus Timeout Enable-R/W: This bit enables/disables NMI EISA bus timeout. If this bit is 0, an NMI 
will not be generated for bus timeout. Also the NMI condition caused by the Bus timeout will be 
cleared. If this bit is 1 an NMI will be generated when Timer 2 Counter ° count expires. 

2 Fail-Safe NMI Enable-R/W: This bit enables/disables NMI when the Fail-Safe Timer timesout. If this 
bit is 0, an NMI will not be generated when the Timer 2 Counter ° count expires. Also the NMI condition 
caused by the Fail-Safe Timer will be cleared. If this bit is 1 an NMI will be generated when Timer 2 
Counter 0 count expires. 

1 Software NMI Enable-R/W: This bit enables/disables software generated NMI. If this bit is 0, a write 
to 110 port 0462h will not generate an NMI. If this bit is 1 NMI will be generated for a write to I/O port 
0462h. 

0 Bus Reset-R/W: When bit 0 is a 0, RSTDRV signal function as a normal reset drive signal. When bit 
o is 1, the RSTDRV signal is asserted. Following reset, bit ° is a 0 and the RSTDRV output is low. 

2-852 



8237 4EB/8237 4SB 

3.4.13 SOFTNMI-SOFTWARE NMI GENERATION REGISTER 

Register Location: 
Default Value: 
Attribute: 
Size: 

0462h 
xxh 
Write Only 
8 Bits 

A write to this port with any data will cause an NMI. This port provides a software mechanism to cause an NMI 
if interrupts are enabled. 

Bit Description 

7:0 Software NMI Port: The bit pattern is not specific. A write to this port will generate a Software NMI if 
enabled. 

3.5 EISA Configuration, Floppy Support, and Port 92h 

3.5.1 CONFRAMP-CONFIGURATION RAM PAGE REGISTER 

Register Location: 
Default Value: 
Attribute: 
Size: 

OCOOh 
xxxOOOOOb 
Read/Write 
8 Bits 

This register contains the Configuration RAM Page address. During accesses to the Configuration RAM 
(0800h-08FFh), the ESC drivers the CPG[4:0] signals with the value of bits[4:0] of this register. The CPG[4:0] 
signals are connected to address pins ADDR[12:8] of the Configuration RAM. 

Bit Description 

7:5 Reserved 

4:0 CRAM Page Address: The value of these bit selects a specific page from the Configuration RAM 
space. The SA[7:0] addresses select the location within this page during I/O accesses to the 
Configuration RAM. The value is driven onto CPG[4:0] during accesses to Configuration RAM. 

3.5.2 DIGOUT-DIGITAL OUTPUT REGISTER 

Register Location: 
Default Value: 
Attribute: 
Size: 

03F2h (Primary), 0372h (Secondary) 
xxxxOxxxb 
Write only 
8 Bits 

This register is used to prevent XBUSOE# from responding to DACK2# during a DMA read access to a floppy 
controller on the ISA bus. If a second floppy (residing on the ISA bus) is using DACK2# in conjunction with a 
floppy on the X-bus, this prevents the floppy on the X-Bus and the X-bus transceiver from responding to an 
access targeted for the floppy on the ISA bus. This register is also located in the floppy controller device. 
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Bit Description 

7:4 Not Used: These bits exist in the 82077 FOC. Refer to the 82077 data sheet for further details. 

3 DMA Enable: When this bit is a 1, the assertion of OACK # will result in XBUSOE # being asserted. If 
this bit is 0, OACK2 # has no effect on XBUSOE #. This port bit also exists on the 82077 FOC. This bit 
defaults to disable (0). 

2:0 Not Used: These bits exist in the 82077 FOC. Refer to the 82077 data sheet for further details. 

3.5.3 PORT 92 REGISTER 

Register Location: 92h 
00100100b 
Read/Write 
8 Bits 

Default Value: 
Attribute: 
Size: 

This register is used to support the alternate reset (AL TRST #), alternate A20 (AL TA20) , power-on password 
protection, and fixed disk light function (OUGHT#). This register is only accessible if bit 6 in the Peripheral 
Chip Select Enable B Register is set to 1. 

Bit Description 

7:6 Fixed Disk Activity Light: These bits are used to turn the Fixed Disk Activity Light on and off. When 
either of these bits are set to a 1, the light is turned on (OUGHT # driven active). To turn the light off, 
both of these bits must be o. 

5 Reserved: This bit is reserved and will always return a 1 when read. 

4 Not Used: This bit is not used and will always return a 0 when read. 

3 Power on Password Protection: A 1 on this bit enables power-on password protection by inhibiting 
accesses to the RTC memory for RTC addresses (port 70h) from 36h to 3Fh. This is accomplished by 
not generating RTCRO # and RTCWR # signals for theses accesses. 

2 Reserved: This bit is reserved and will always return a 1 when read. 

1 ALTA20 Signal: Writing a 0 to this bit causes the ALTA20 signal to be driven low. Writing a 1 to this bit 
causes the AL T A20 signal to be driven high. 

0 AL TRST # Signal: This read/write bit provides an alternate system reset function. This function 
provides an alternate means to reset the system CPU to effect a mode switch from Protected Virtual 
Address Mode to the Real Address Mode. This provides a faster means of reset than is provided by 
the Keyboard controller. This bit is set to a 0 by a system reset. Writing a 1 to this bit will cause the 
AL TRST # signal to pulse active (low) for approximately 4 SYSCLK's. Before another AL TRST # pulse 
can be generated, this bit must be written back to a o. 
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3.5.4 LEISAMG-LAST EISA BUS MASTER GRANTED REGISTER 

Register Location: 
Default Value: 
Attribute: 
Size: 

0464h 
xxh 
Read Only 
8 Bits 

82374EB/82374SB 

This register contains information about which EISA bus master most recently had control of the EISA bus. A 
bit read of 0 indicates that the corresponding slot most recently was granted the bus. 

Bit Description 

7:0 Last EISA Bus Master: A value of 1 is placed in the bit position of the most recently granted EISA Bus 
Master. 

3.6 Power Management Registers 
This section describes two power management registers that are in the B2S74SBAPMS and APMC Registers. 
These registers are located in normal 110 space and must be accessed (via the CPU or PCI Bus) wIth'8-bit 
accesses. Note that the rest of the power management registers are part of the ESC configuration registers. 

3.6.1 APMC-ADVANCED POWER MANAGEMENT CONTROL PORT 

llO Address: OJ32h 
Default Value: DOh 
Attribute: Read/Write 
Size: 8 Bits 

This register passes data (APM Commands) between the OS and the SMI handler. In addition. WI'IteS' can 
generate an SMl and reads can cause STPCLK" to be asserted. The ESC operation 4$ not effected by the 
data in this register. . 

Bit Description 

7:0 APM Control Port (APMC): Writes to this register store data in the APMC Register and reads retlJm 
the last data written. In addition, writes generate an SMI, If bit 7 of the SMIEN Register and bit 0 Of the , 
8MICNTL Register are both is set to 1. Reads cause the STPCLK" signal to be a&serted,1f bit 1 of the 
8MICNTL Register is set to 1. Reads do not generate an 8M!. . 

3.6.2 APMS-ADVANCED POWER MANAGEMENT STATUS PORT 

110 Address: 083h 
Default Value: DOh 
Attribute: . Read/Write 
SiZe: 8 Bits 

This register passes status information between the OS and the 8M1 handler. The ESC operation isMt 
effected by the. data in this register. . 

DescrIption 

APM Statu. Port (APMS): Writes store data in this register and reads return the last data written. 
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3.7 APIC Registers 

This section describes the registers used to program the Advanced Programmable Interrupt Controller. The 
I/O APIC registers are accessed by an indirect addressing scheme using two registers (IOREGSEL and 
10WIN) that are located in the CPU's memory space (memory address specified by the APICBASE Register). 
To reference an I/O APIC register, a Dword memory write loads the 10REGSEL Register with a 32·bit value 
that specifies the APIC register. The 10WIN Register then becomes a four byte window pointing to the APIC 
register specified by bits[7:0] of the 10REGSEL Register. The register address table is shown in the Address 
Decode section. 

All APIC registers are accessed using 32·bit loads and stores. This implies that to modify a field (e.g., bit, byte) 
in any register, the whole 32·bit register must be read, the field mopified, and the 32·bits written back. In 
addition, registers that are described as 64·bits wide are accessed as multiple independent 32·bit registers. 

3.7.1 IOREGSEL-I/O REGISTER SELECT REGISTER 

Memory Address: FECO xOOOh (82374EB) (x=See APICBASE Register) 

Default Value: 
Attribute: 
Size: 

FEeO xyOOh (82374S8)(xy= See APICSASE Register) 

OOh 
Read/Write 
32 Bits 

This register selects an I/O APIC Unit register. The contents of the selected 32·bit register can be manipulated 
via the I/O Window Register. 

Bit Description 

31:8 Reserved 

7:0 APIC Register Address: Bits[7:0] specify the APIC register to be read/written via the 10WIN 
Register. 

3.7.2 IOWIN-I/O WINDOW REGISTER 

Memory Address: FECO x010h (82374EB) (x=See APICBASE Register) 

FECO xy10h (82374SB) (xY";See APICSASE :Register) 

Default Value: OOh 
Read/Write 
32 Bits 

Attribute: 
Size: 

This register is mapped onto the I/O Unit's register selected by the 10REGSEL Register. Readability/writability 
by software is determined by the I/O APIC register that is currently selected. 

Bit Description 

31:0 APIC Register Data: Memory references to this register are mapped to the APIC register specified 
by the contents of the 10REGSEL Register. 
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3.7.3 APICID-I/O APIC IDENTIFICATION REGISTER 

Address Offset: OOh 
Default Value: OOh 
Attribute: ReadlWrite 
Size: 32 Bits 

This register contains the unit's 4-bit APIC ID. The ID serves as a physical name of the liD APIC Unit. All APIC 
units using the APIC bus should have a unique APIC ID. The APIC bus arbitration ID for the liD unit is also 
writtten during a write to the APICID Register (same data is loaded into both). This register must be pro­
grammed with the correct ID value before using the liD APIC unit for message transmission. 

Bit Description 

31:28 Reserved 

27:24 I/O APIC Identification: This 4-bit field contains the liD APIC identification. 

23:0 Reserved 

3.7.4 APICID-I/O APIC IDENTIFICATION REGISTER 

Address Offset: 01h 
OOh Default Value: 

Attribute: 
Size: 

Read Only 
32 Bits 

The 110 APIC Version Register identifies the APIC hardware version. Software can use this to provide compati­
bility between different APIC implementations and their versions. In addition, this register provides the maxi­
mum number of entries in the liD Redirection Table. 

Bit Description 

31:24 Reserved 

23:16 Maximum Redirection Entry: This field contains the entry number (0 being the lowest entry) of the 
highest entry in the liD Redirection Table. The value is equal to the number of interrupt input pins 
minus one of this liD APIC. The range of values is 0 through 239. For the ESC, this value is OFh. 

15:8 Reserved 

7:0 APIC VERSION: This 8 bit field identifies the implementation version. The version numbers are 
assigned for 82489DX and APIC as follows: 

OXh = 82489DX 
1Xh = APIC 
20-FFh = Reserved ,. 

For the ESC, the current value is 11 h. 
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3.7.5 APICARB-I/O APIC ARBITRATION REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

02h 
000F0011h 
Read Only 
32 Bits 

The APICARB Register contains the bus arbitration priority for the I/O APIC. This register is loaded whenever 
the I/O APIC ID Register is written. 

Bit Description 

31:28 Reserved 

27:24 I/O APIC Identification: This 4 bit field contains the I/O APIC identification. 

23:0 Reserved 

3.7.6 IOREDTBL[15:0j-I/0 REDIRECTION TABLE REGISTERS 

Address Offset: 

Default Value: 
Attribute: 
Size: 

10-11 h (IOREDTBLO) 
12-13h (IOREDTBL1) 
14-15h (lOREDTBL2) 
16-17h (IOREDTBL3) 
18-19h (lOREDTBL4) 
1 A-1 Bh (IOREDTBL5) 
1C-1Dh (IOREDTBL6) 
1E-1Fh (IOREDTBL7) 
20-21 h (IOREDTBL8) 
22-23h (IOREDTBL9) 
24-25h (IOREDTBL 10) 
26-27h (IOREDTBL 11) 
28-29h (IOREDTBL 12) 
2A-2Bh (IOREDTBL 13) 
2C-2Dh (IOREDTBL 14) 
2E-2Fh (IOREDTBL 15) 
xxOOOOOO 00010xxxh 
Read/Write, Read Only 
64 Bits each 

There are 16 I/O Redirection Table entry registers. Each register is a dedicated entry for each interrupt input 
pin. Unlike IRQ pins of the 8259A, the notion of interrupt priority is completely unrelated to the position of the 
physical interrupt input pin on the APIC. Instead, software determines the vector (and therefore the priority) for 
each corresponding interrupt input pin. For each interrupt pin, the operating system can also specify the signal 
polarity (low active or high active), whether the interrupt is signaled as edges or levels, as well as the destina­
tion and delivery mode of the interrupt. The information in the redirection table is used to translate the 
corresponding interrupt pin information into an inter-APIC message. 

For a signal on an edge-sensitive interrupt input pin to be recognized as a valid edge (and not a glitch), the 
input level on the pin must remain asserted until the 110 APIC Unit broadcasts the corresponding message 
over the APIC bus and the message has been accepted by the destination(s) specified in the destination field. 
Only then will the source APIC be able to recognize a new edge on that Interrupt Input pin. That new edge only 
results in a new invocation of the handler if its acceptance by the destination APIC causes the Interrupt 
Request Register bit to go from 0 to 1. (In other words, if the interrupt wasn't already pending at the destina­
tion.) 
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Bit Description 

63:56 Destination Field: If the Destination Mode of this entry is Physical Mode (bit 11 =0), bits[59:56] 
contain an APIC ID.lf Logical Mode is selected (bit 11 = 1), the Destination Field potentially defines 
a set of processors. Bits[63:56] of the Destination Field specify the logical destination address. 

55:17 Reserved 

16 Interrupt Mask: When this bit is 1, the interrupt signal is masked. Edge-sensitive interrupts signaled 
on a masked interrupt pin are ignored (i.e., not delivered or held pending). Level-asserts or negates 
occurring on a masked level-sensitive pin are also ignored and have no side effects. Changing the 
mask bit from unmasked to masked after the interrupt is accepted by a local APIC has no effect on 
that interrupt. This behavior is identical to the case where the device withdraws the interrupt before 
that interrupt is posted to the processor. It is software's responsibility to handle the case where the 
mask bit is set after the interrupt message has been accepted by a local APIC unit but before the 
interrupt is dispensed to the processor. When this bit is 0, the interrupt is not masked. An edge or 
level on an interrupt pin that is not masked results in the delivery of the interrupt to the destination. 

15 Trigger Mode-R/W: The trigger mode field indicates the type of signal on the interrupt pin that 
triggers an interrupt. This bit is set to 1 for level sensitive and 0 for edge sensitive. 

14 Remote IRR-RO: This bit is used for level triggered interrupts. Its meaning is undefined for edge 
triggered interrupts. For level triggered interrupts, this bit is set to 1 when local APIC(s) accept the 
level interrupt sent by the 110 APIC. The Remote IRR bit is set to 0 when an EOI message with a 
matching interrupt vector is received from a local APIC. 

13 Interrupt Input Pin Polarity (INTPOL)-R/W: This bit specifies the polarity of the interrupt signal. 
A 0 selects high active and a 1 selects low active. 

-.. "- .. - -----

12 Delivery Status (DELlVS)-RO: The Delivery Status bit contains the current status of the delivery 
of this interrupt. Delivery Status is read-only and writes to this bit (as part of a 32 bit word) do not 
effect this bit. When bit 12 = 0 (IDLE), there is currently no activity for this interrupt. When bit 12 = 1 
(Send Pending), the interrupt has been injected. However, its delivery is temporarily held up due to 
the APIC bus being busy or the inability of the receiving APIC unit to accept that interrupt at that 
time. 

11 Destination Mode (DESTMOD)-R/W: This field determines the interpretation of the Destination 
field. When DESTMOD = 0 (physical mode), a destination APIC is identified by its ID. Bits 56 through 
59 of the Destination field specify the 4 bit APIC ID. When DESTMOD = 1 (logical mode), 
destinations are identified by matching on the logical destination under the control of the Destination 
Format Register and Logical Destination Register in each Local APIC. Bits 56 through 63 (8 MSB) of 
the Destination field specify the 8 bit APIC ID. 
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Bit Description 

10:8 Delivery Mode (DELMOD)-R/W: The Delivery Mode is a 3 bit field that specifies how the APICs 
listed in the destination field should act upon reception of this signal. Note that certain Delivery 
Modes only operate as intended when used in conjunction with a specific trigger Mode. These' 
restrictions are indicated in the following table for each Delivery Mode. 

Bits [10:8) Mode Description 

000 Fixed Deliver the signal on the INTR signal of all processor cores listed in 
the destination. Trigger Mode for "fixed" Delivery Mode can be edge 
or level. 

001 Lowest Priority Deliver the signal on the INTR signal of the processor core that is 
executing at the lowest priority among all the processors listed in the 
specified destination. Trigger Mode for "lowest priority". Delivery 
Mode can be edge or level. 

010 SMI System Management Interrupt. A delivery mode equal to SMI requires 

I 
an edge trigger mode. The vector information is ignored but must be 
programmed to all zeroes for future compatibility. 

011 Reserved 

100 NMI Deliver the signal on the NMI signal of all processor cores listed in the 
destination. Vector information is ignored. NMI must be programmed 
as edge-triggered for proper operation. 

101 INIT Deliver the signal to all processor cores listed in the destination by 
asserting the INIT signal. All addressed local APICs will assume their 
INIT state. INIT must be programmed as edge-triggered for proper 
operation 

110 Reserved 

111 ExtlNT Deliver the signal to the INTR signal of all processor cores listed in the 
destination as an interrupt that originated in an externally connected 
(8259A-compatible) interrupt controller. The INTA cycle that 
corresponds to this ExtiNT delivery is routed to the external controller 
that is expected to supply the vector. A Delivery Mode of "ExtINT" 
requires an edge trigger mode. 

7:0 Interrupt Vector {INTVEC)-R/W: The vector field is an 8 bit field containing the interrupt vector for 
this interrupt. Vector values range from 10 to FEh. 
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4.0 ADDRESS DECODING 

The ESC contains an address decoder to decode EISAIISA master cycles. The ESC address decoder uses 
the address line LA[31 :21, and byte enable BE[3:o1 # to decode EISA master cycles. For ISA master cycles, 
the ESC uses address line LA[31:21, SA[1:01, and high byte enable SHBE# for address decode. 

The ESC decodes the following set of addresses. 

1. BIOS memory space. 

2. 1/0 addresses contained within the ESC. 

3. Configuration registers. 

4. X-Bus Peripherals. 

5. Memory addresses for accessing APIC. 

4.1 BIOS Memory Space 

The ESC supports a total of 512 KBytes of BIOS. The ESC will assert the LBIOSCS# signal for memory cycles 
decoded to be in the BIOS space. The 512 KBytes of BIOS includes the conventional 128 KBytes of BIOS and 
384 KBytes of enlarged BIOS. 

The 128 KBytes conventional BIOS memory space is mapped at 1 MByte boundary between memory address 
OOOEOOOOh-OOOFFFFFh. The 128 KByte conventional BIOS memory space is split into one 64 KByte region, 
and four 16 KByte regions. These regions are Low BIOS region 1 (OOOEOOOOh-OOOE3FFFh), Low BIOS region 
2 (OOOE4000h-OOOE7FFFhl. Low BIOS region 3 (OOOE8000h-OOOEBFFFh), and Low BIOS region 4 
(OOOECOOOh-OOOEFFFFh) and High BIOS region (OOOFOOOOh-OOOFFfI-'Fh). The ESC wili assel't tile 
LBIOSCS# signal for memory cycles to these regions if the corresponding configuration bits in the BIOS Chip 
Select A register are set to enable (see Table 3). 

The conventional BIOS is aliased at multiple memory regions. The aliased memory regions are at 16 MByte 
boundary (High BIOS only), 4 GByte minus 1 MByte boundary, and 4 GByte boundary. The ESC will assert 
LBIOSCS# for memory cycles to these aliased regions if the corresponding configuration bits in the BIOS 
Chip Select B register are also set to enable (see Table 3). 

The ESC supported VGA BIOS on the motherboard by aliasing the VGA BIOS region to the conventional BIOS 
region. The VGA BIOS is accessed at memory region OOOOCOOOOh-OOOOC7FFF. The VGA BIOS region is 
divided into a Low VGA region (OOOCOOOOh-OOOC3FFFh) and a High VGA region (OOOC4000h-OOOC7FFFh). 
If the BIOS Chip Select B register bit 0 (Low VGA BIOS Enable) and bit 1 (High VGA BIOS Enable) are. set to 
enable, memory accesses to Low VGA BIOS region and High VGA BIOS region will be aliased to conventional 
Low BIOS region 1 and Low BIOS region 2 respectively and the ESC will assert LBIOSCS# 

The ESC supports the 384 KBytes of enlarged BIOS as specified by the PCI specification. This 384 KByte 
region is mapped in memory space below the 4 GByte aliased conventional BIOS. The enlarged BIOS is 
accessed between FFF80000h-FFFDFFFFh memory space. If the enlarged BIOS is enabled in the BIOS 
Enable Chip Select 1 register bit 5 (Enlarged BIOS Enable), the ESC will assert LBIOSCS# signal for access­
es to this region. 

BIOS Location Auto-Detection 

Some applications require that Flash-EPROM based BIOS be updated in the system from the data coming 
from the floppy disk. To support this, the X-bus Signals must be properly controlled (i.e. the ESC's X-Bus 
control logic must be aware of physical BIOS location-X-bus or ISA Bus). This is supported transparently to 
the software by configuring ESC's X-Bus logic during RESET using the SLOWH # pin. 
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Logic level on SLOWH# pin is sampled at the end of reset sequence to determine whether BIOS resides on 
the X-Bus (1) or on the ISA bus (0). This information is used by the ESC to control the X-Bus transceivers 
during BIOS access. 
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Table 3. BIOS Chip Select Enable Table 

High ENL 
Low High 

16M 
Memory Address Low BIOS En VGA VGA LBIOSCS# 

Range 
BIOS BIOS 

BIOS BIOS 
BIOS 

Asserted 
En En En 

1 2 3 4 En En 

OOOCOOOOhto x x x x x x 0 x x No 
OOOC3FFFh x x x x x x 1 x x Yes 

OOOC4000h to x x x x x x x 0 x No 
OOOC7FFFh x x x x x x x 1 x Yes 

OOOEOOOOh to 0 x x x x x x x x No 
OOOE3FFFh 1 x x x x x x x x Yes 

OOOE4000hto x 0 x x x x x x x No 
OOOE7FFFh x 1 x x x x x x x Yes 

OOOE8000hto x x 0 x x x x x x No 
OOOEBFFFh x x 1 x x x x x x Yes 

OOOECOOOh to x x x 0 x x x x x No 
OOOEFFFFh x x x 1 x x x x x Yes 

OOOFOOOOhto x x x x 0 x x x x No 
OOOFFFFFh x x x x 1 x x x x Yes 
(960KB to 1 M8) 

OOFFOOOOhto x x x x x x x x 0 No 
OOFFFFFFh x x x x 0 x x x 0 Yes 
(16MB-64KB to x x x x 1 x x 1 
16MB) 

FFEEOOOOh to 0 x x x x x x x x No 
FFEE3FFFh 1 x x x x x x x x Yes 

FFEE4000hto x 0 x x x x x x x No 
FFEE7FFFh x 1 x x x x x x x Yes 

FFEE8000hto x x 0 x x x x x x No 
FFEEBFFFh x x 1 x x x x x x Yes 

FFEECOOOh to x x x 0 x x x x x No 
FFEEFFFFh x x x 1 x x x x x Yes 

FFEFOOOOhto x x x x 0 x x x x No 
FFEFFFFFh x x x x 1 x x x x Yes 

FFF80000hto x x x x x 0 x x x No 
FFFDFFFFh x x x x x 1 x x x Yes 
(4GB-512KB to 
4G-128KB 

FFFEOOOOh to 0 x x x x x x x x No 
FFFE3FFFh 1 x x x x x x x x Yes 

FFFE4000hto x 0 x x x x x x x No 
FFFE7FFFh x 1 x x x x x x x Yes 
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Table 3. BIOS Chip Select Enable Table (Continued) 

High ENL 
Low High 

16M 
Memory Address Low BIOS En VGA VGA LBIOSCS# 

Range 
BIOS BIOS 

BIOS BIOS 
BIOS 

Asserted 
En En En 

1 2 3 4 En En 

FFFE8000hto x x 0 x x x x x x No 
FFFEBFFFh x x 1 x x x x x x Yes 

FFFECOOOh to x x x 0 x x x x x No 
FFFEFFFFh x x x 1 x x x x x Yes 

FFFFOOOOh to x x x x 0 x x x x No 
FFFFFFFFh x x x x 1 x x x x Yes 

NOTES: 
1. "x" in the above table represents a don't care condition. 
2. All the region control bits for the BIOS space are in the BIOS Chip Select A register and BIOS Chip Select 2 register at 

configuration offsets 42h and 43h respectively. 

4.2 110 Addresses Contained Within The ESC 

The ESC integrates functions like DMA, Programmable Interrupt Controller, and Timers. A" the compatibility 
registers associated with these functions are also integrated into the ESC. The ESC also integrates some 
additional registers like EISA System ID register in order to reduce the overall chip count in the system. 

A" the registers integrated in the ESC are located in the 110 range. These are 8-bit registers and are accessed· 
through the ESC EISA interface. The ESC internal registers are at fixed 110 locations with the exception of 
DMA Scatter-Gather registers. The DMA Scatter-Gather registers default to the 110 addresses 0410h to 
043Fh upon reset. These registers can be relocated by programming the Scatter-Gather Relocate Base 
Address register. The DMA Scatter-Gather registers can be relocated to 1/0 addresses range xx10h-xx3Fh. 

Registers at 1/0 addresses 70h, 372h, and 3F2h are shared registers between ESC and external logic. Port 
70h is duplicated in the Real Time Clock logic. Bit 3 of ports 372h and 3F2h reside in the ESC and the other 
bits reside in the Floppy Disk Controller. Table 4 documents the 1/0 address to the ESC internal registers. 

Table 4. ESC I/O Register Address Map 

Address Address (Bit) 
Type Name Block 

(Hex) FEDC BA9S 7654 3210 

OOOOH 0000 0000 OOOx 0000 R/W DMA 1 CHO Base and Current Address DMA 

0001h 0000 0000 OOOx 0001 R/W DMA 1 CHO Base and C.urrent Count DMA 

0002h 0000 0000 OOOx 0010 R/W DMA 1 CH 1 Base and Current Address DMA 

0003h 0000 0000 OOOx 0011 R/W DMA 1 CH1 Base and Current Count DMA 

0004h 0000 0000 OOOx 0100 R/W DMA 1 CH2 Base and Current Address DMA 
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Table 4. ESC 1/0 Register Address Map (Continued) 

Address Address (Bit) 
Type Name Block 

(Hex) FEDC BA9S 7654 3210 

0005H 0000 0000 OOOx 0101 R/W DMA 1 CH2 Base and Current Count DMA 

0006h 0000 0000 OOOx 0110 R/W DMA 1 CH3 Base and Current Address DMA 

0007h 0000 0000 OOOx 0111 R/W DMA 1 CH3 Base and Current Count DMA 

0008h 0000 0000 OOOx 1000 R/W DMA 1 Status(r) Command(w) Register DMA 

0009h 0000 0000 OOOx 1001 WO DMA 1 Write Request DMA 

OOOAh 0000 0000 OOOx 1010 WO DMA 1 Write Single Mask Bit DMA 

OOOBh 0000 0000 OOOx 1011 WO DMA 1 Write Mode DMA 

OOOCh 0000 0000 OOOx 1100 WO DMA 1 Clear Byte Pointer DMA 

OOODh 0000 0000 OOOx 1101 WO DMA 1 Master Clear DMA 

OOOEh 0000 0000 OOOx 1110 WO DMA 1 Clear Mask DMA 

OOOFh 0000 0000 OOOx 1111 R/W DMA 1 Read/Write All Mask Register Bits DMA 

0020h 0000 0000 001x xxOO R/W INT 1 Control PIC 

0021h 0000 0000 001x xx01 R/W INT 1 Mask PIC 

0022h 0000 0000 0010 0010 R/W Configuration Address Index CONF 
-

0023h 0000 0000 0010 0011 R/W Configuration Data Index CONF 

0040h 0000 0000 010x 0000 R/W Timer 1 Counter O-System Clock TC 

0041h 0000 0000 010x 0001 R/W Timer1 Counter 1-Refresh Request TC 

0042h 0000 0000 010x 0010 R/W Timer 1 Counter 2-Speaker Tone TC 

0043h 0000 0000 010x 0011 WO Timer 1 Command Mode TC 

0048h 0000 0000 010x 1000 R/W Timer 2 Counter O-Fail-Safe Timer TC 

0049h 0000 0000 010x 1001 R/W Timer 2 Counter 1-Reserved TC 

004Ah 0000 0000 010x 1010 R/W Timer 2 Counter 2-CPU Speed Control TC 

004Bh 0000 0000 010x 1011 WO Timer 2 Command Mode Register TC 

0061h 0000 0000 0110 00x1 R/W NMI Status and Control Control 
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Table 4. ESC I/O Register Address Map (Continued) 

Address Address (Bit) 
Type Name Block 

(Hex) FEDC BA9S 7654 3210 

0070H1 0000 0000 0111 OxxO WO NMI Mask Control 

0080h 0000 0000 100x 0000 R/W DMA Page Register-Reserved DMA 

0081h 0000 0000 100x 0001 R/W DMA Channel 2 Page DMA 

0082h 0000 0000 1000 0010 R/W DMA Channel 3 Page DMA 

0083h 0000 0000 100x 0011 R/W DMA Channel 1 Page DMA 

0084h 0000 0000 100x 0100 R/W DMA Page Register-Reserved DMA 

0085h 0000 0000 100x 0101 R/W DMA Page Register-Reserved DMA 

0086h 0000 0000 100x 0110 R/W DMA Page Register-Reserved DMA 

0087h 0000 0000 100x 0111 R/W DMA Channel 0 Page DMA 

0088h 0000 0000 100x 1000 R/W DMA Page Register-Reserved DMA 

0089h 0000 0000 100x 1001 R/W DMA Channel 6 Page DMA 

008Ah 0000 0000 100x 1010 R/W DMA Channel 7 Page DMA 

008Bh 0000 0000 100x 1011 R/W DMA ChannelS Page DMA 

008Ch 0000 0000 100x 1100 R/W· DMA Page Register-Reserved DMA 

008Dh 0000 0000 100x 1101 R/W DMA Page Register-Reserved DMA 

008Eh 0000 0000 100x 1110 R/W DMA Page Register-Reserved DMA 

008Fh 0000 0000 100x 1111 R/W DMA Refresh Page DMA 

0092h 0000 0000 1001 0010 R/W System Control Port Control 

OOAOh 0000 0000 101x xxOO R/W INT 2 Control PIC 

00A1h 0000 0000 101x xx01 R/W INT2 Mask PIC 

OOB2h 0000 0000 1011 0010 R1W Advanced Power Management Control APM 

OOB3h 0000, 0000 1011 0011 RlW Advanced Power Management Status APM 

OOCOh 0000 0000 1100 OOOx R/W DMA2 CHO Base and Current Address DMA 

00C2h 0000 0000 1100 001x R/W DMA2 CHO Base and Current Count DMA 

00C4h 0000 0000 1100 010x R/W DMA2 CH 1 Base and Current Address DMA 

00C6h 0000 0000 1100 011x R/W DMA2 CH 1 Base and Current Count DMA 
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Table 4. ESC I/O Register Address Map (Continued) 

Address Address (Bit) 
Type Name Block 

(Hex) FEDC BAgS 7654 3210 

00C8H 0000 0000 1100 100x R/W DMA2 CH2 Base and Current Address DMA 

OOCAh 0000 0000 1100 101x R/W DMA2 CH2 Base and Current Count DMA 

OOCCh 0000 0000 1100 110x R/W DMA2 CH3 Base and Current Address DMA 

OOCEh 0000 0000 1100 111x R/W DMA2 CH3 Base and Current Count DMA 

OODOh 0000 0000 1101 OOOx R/W DMA2 Status(r) Command(w) Register DMA 

00D2h 0000 0000 1101 001x WO DMA2 Write Request DMA 

00D4h 0000 0000 1101 01 Ox WO DMA2 Write Single Mask Bit DMA 

OODSh 0000 0000 1101 011x WO DMA2 Write Mode DMA 

OOD8h 0000 0000 1101 100x WO DMA2 Clear Byte Pointer DMA 

OODAh 0000 0000 1101 101x WO DMA2 Master Clear DMA 

OODCh 0000 0000 1101 110x WO DMA2 Clear Mask DMA 

OODEh 0000 0000 1101 111x R/W DMA2 Read/Write All Mask Register Bits DMA 

OOFOh 0000 0000 1111 0000 WO ResetlRQ13 IRQ13 

0372h2 0000 0011 0111 0010 WO Secondary Floppy Disk Digital Output FDCCS# 

03F2h2 0000 0011 1111 0001 WO Primary Floppy Disk Digital Output FDCCS# 

0400h 0000 0100 0000 0000 R/W Reserved DMA 

0401h 0000 0100 0000 0001 R/W DMA 1 CHO Base/Current Count DMA 

0402h 0000 0100 0000 0010 R/W Reserved DMA 

0403h 0000 0100 0000 0011 R/W DMA1 CH1 Base/CurrentCount DMA 

0404h 0000 0100 0000 0100 R/W Reserved DMA 

0405h 0000 0100 0000 0101 R/W DMA 1 CH2 Base/Current Count DMA 

040Sh 0000 0100 0000 0110 R/W Reserved DMA 

0407h 0000 0100 0000 0111 R/W DMA1 CH3 Base/Current Count DMA 

0408h 0000 0100 0000 1000 R/W Reserved DMA 
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Table 4. ESC 110 Register Address Map (Continued) 

Address Address (Bit) 
Type Name Block (Hex) FEDC BA98 7654 3210 

0409H 0000 0100 0000 1001 R/W Reserved DMA 

040Ah 0000 0100 0000 1010 R/W DMA Chaining Mode Status/Interrupt Pending DMA 

040Bh 0000 0100 0000 1011 WO DMA 1 Extended Mode DMA 

040Ch 0000 0100 0000 1100 WO Chaining Buffer Control DMA 

040Dh 0000 0100 0000 1101 R/W Reserved DMA 

040Eh 0000 0100 0000 1110 R/W Reserved DMA 

040Fh 0000 0100 0000 1111 R/W Reserved DMA 

0410h 0000 0100 0010 0000 WO DMA CHO S-G Command DMA 

0411h 0000 0100 0010 0001 WO DMA CH1 S-G Command DMA 

0412h 0000 0100 0010 0010 WO DMA CH2 S-G Command DMA 

0413h 0000 0100 0010 0011 WO DMA CH3 S-G Command DMA 

0415h 0000 0100 0010 0101 WO DMA CH5 S-G Command DMA 

0416h 0000 0100 0010 0110 WO DMA CH6 S-G Command DMA 

0417h 0000 0100 0010 0111 WO DMA CH7 S-G Command DMA 

0418h 0000 0100 0010 1000 WO DMA CHO S-G Status DMA 

0419h 0000 0100 0010 1001 WO DMA CH1 S-G Status DMA 

041Ah 0000 0100 0010 1010 WO DMA CH2 S-G Status DMA 

041Bh 0000 0100 0010 1011 WO DMA CH3 S-G Status DMA 

041Dh 0000 0100 0010 1101 WO DMA CH5 S-G Status DMA 

041Eh 0000 0100 0010 1110 WO DMA CH6 S-G Status DMA 

041Fh 0000 0100 0010 1111 WO DMA CH7 S-G Status DMA 

0420h 0000 0100 0010 0000 RO DMA CHO S-G Descriptor Pointer DMA 

0421h 0000 0100 0010 0001 RO DMA CHO S-G Descriptor Pointer DMA 

0422h 0000 0100 0010 0010 RO DMA CHO S-G Descriptor POinter DMA 

0423h 0000 0100 0010 0011 RO DMA CHO S-G Descriptor Pointer DMA 

0424h 0000 0100 0010 0100 RO DMA CH1 S-G Descriptor Pointer DMA 
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Table 4. ESC I/O Register Address Map (Continued) 

Address Address (Bit) 
Type Name Block (Hex) FE DC BA98 7654 3210 

0425H 0000 0100 0010 0101 RD DMA CH 1 S-G Descriptor Pointer DMA 

0426h 0000 0100 0010 0110 RD DMA CH 1 S-G Descriptor Pointer DMA 

0427h 0000 0100 0010 0111 RD DMA CH1 S-G Descriptor Pointer DMA 

0428h 0000 0100 0010 1000 RD DMA CH2 S-G Descriptor Pointer DMA 

0429h 0000 0100 0010 1001 RD DMA CH2 S-G Descriptor Pointer DMA 

042Ah 0000 0100 0010 1010 RD DMA CH2 S-G Descriptor Pointer DMA 

042Bh 0000 0100 0010 1011 RD DMA CH2 S-G Descriptor Pointer DMA 

042Ch 0000 0100 0010 1100 RD DMA CH3 S-G Descriptor Pointer DMA 

• 042Dh 0000 0100 0010 1101 RD DMA CH3 S-G Descriptor Pointer DMA 

042Eh 0000 0100 0010 1110 RD DMA CH3 S-G Descriptor Pointer DMA 

042Fh 0000 0100 0010 1111 RD DMA CH3 S-G Descriptor Pointer DMA 

0434h 0000 0100 0011 0100 RD DMA CH5 S-G Descriptor Pointer DMA 

0435h 0000 0100 0011 0101 RD DMA CH5 S-G Descriptor Pointer DMA 

0436h 0000 O~OO 0011 0110 RO DMA CH5 S-G Descriptor Pointer DMA 

0437h 0000 0100 0011 0111 RD DMA CH5 S-G Descriptor Pointer DMA 

0438h 0000 0100 0011 1000 RD DMA CH6 S-G Descriptor Pointer DMA 

0439h 0000 0100 0011 1001 RD DMA CH6 S-G Descriptor Pointer DMA 

043Ah 0000 0100 0011 1010 RD DMA CH6 S-G Descriptor Pointer DMA 

043Bh 0000 0100 0011 1011 RD DMA CH6 S-G Descriptor Pointer DMA 
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Table 4. 'ESC 1/0 Register Address Map (Continued) 

Address Address (Bit) 
Type Name Block 

(Hex) FEDC BA98 7654 3210 

043CH 0000 0100 0011 1100 RO DMA CH7 S-G Descriptor Pointer DMA 

043Dh 0000 0100 0011 1101 RO DMA CH7 S-G Descriptor Pointer DMA 

043Eh 0000 0100 0011 1110 RO DMA CH7 S-G Descriptor Pointer DMA 

043Fh 0000 0100 0011 1111 RO DMA CH7 S-G Descriptor Pointer DMA 

0461h 0000 0100 0110 0001 R/W Extended NMI and Reset Control Control 

0462h 0000 0100 0110 0010 R/W NMI 1/0 Interrupt Port Control 

0464h 0000 0100 0110 0100 RO Last EISA Bus Master Granted (L) Control 

0480h 0000 0100 1000 0000 R/W Reserved DMA 

0481h 0000 0100 1000 0001 R/W DMA CH2 High Page DMA 

0482h 0000 0100 1000 0010 R/W DMA CH3 High Page DMA 

0483h 0000 0100 1000 0011 R/W DMA CH1 High Page DMA 

0484h 0000 0100 1000 0100 R/W Reserved DMA 

0485h 0000 0100 1000 0101 R/W Reserved DMA 

0486h 0000 0100 1000 0110 R/W Reserved DMA 

0487h 0000 0100 1000 0111 R/W DMA CHO High Page DMA 

0488h 0000 0100 1000 1000 R/W Reserved DMA 

0489h 0000 0100 1000 1001 R/W DMA CH6 High Page DMA 

048Ah 0000 0100 1000 1010 R/W DMA CH7 High Page DMA 

048Bh 0000 0100 1000 1011 R/W DMA CH5 High Page DMA 

048Ch 0000 0100 1000 1110 R/W Reserved DMA 

048Dh 0000 0100 1000 1101 R/W Reserved DMA 

048Eh 0000 0100 1000 1110 R/W Reserved DMA 

048Fh 0000 0100 100x 1111 R/W DMA Refresh High Page DMA 

04C2h 0000 0100 1100 0010 R/W Reserved DMA 

2-870 



8237 4EB/8237 4SB 

Table 4. ESC 1/0 Register Address Map (Continued) 

Address Address (Bit) 
Type Name Block 

(Hex) FEDC BA98 7654 3210 

04C6H 0000 0100 1100 0110 R/W DMA CH5 High Base & Current Count DMA 

04CAh 0000 0100 1100 1010 R/W DMA CH6 High Base & Current Count DMA 

04CEh 0000 0100 1100 1110 R/W DMA CH7 High Base & Current Count DMA 

04DOh 0000 0100 1101 0000 R/W INT-1 Edge/Level Control PIC 

04D1h 0000 0100 1101 0001 R/W INT-2 Edge/Level Control PIC 

04D2h 0000 0100 1101 0010 R/W Reserved DMA 

04D3h 0000 0100 1101 0011 R/W Reserved DMA 

04D4h 0000 0100 1101 0100 R/W DMA2 Chaining Mode DMA 

04D5h 0000 0100 1101 1001 R/W Reserved DMA 

04D6h 0000 0100 1101 0010 wa DMA2 Extended Mode DMA 

04D7h 0000 0100 1101 0111 R/W Reserved DMA 

04D8h 0000 0100 1101 1000 R/W Reserved DMA 

04D9h 0000 0100 1101 1001 R/W Reserved DMA 

04DAh 0000 0100 1101 1010 R/W Reserved OMA 

04DBh 0000 0100 1101 1011 R/W Reserved DMA 

04DCh 0000 0100 1101 1100 R/W Reserved DMA 

04DDh 0000 0100 1101 1101 R/W Reserved DMA 

04DEh 0000 0100 1101 1110 R/W Reserved DMA 

04DFh 0000 0100 1101 1111 R/W Reserved DMA 

04EOh 0000 0100 1110 0000 R/W DMA CHO Stop Register Bits[7:2] DMA 

04E1h 0000 0100 1110 0001 R/W DMA CHO Stop Register Bits[15:8] DMA 

04E2h 0000 0100 1110 0010 R/W DMA CHO Stop Register Bits[23:16] DMA 

04E3h 0000 0100 1110 0011 R/W Reserved DNA 

04E4h 0000 0100 1110 0100 R/W DMA CH1 Stop Register Bits[7:2] DMA 

04E5h 0000 0100 1110 0101 R/W DMA CH1 Stop Register Bits[15:8] DMA 
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Table 4. ESC 1/0 Register Address Map (Continued) 

Address Address (Bit) 
Type Name Block 

(Hex) FEDC BA98 7654 3210 

04E6H 0000 0100 1110 0110 R/W DMA CHl Stop Register Bits[23:16] DMA 

04E7h 0000 0100 1110 0111 R/W Reserved DMA 

04E8h 0000 0100 1110 1000 R/W DMA CH2 Stop Register Bits[7:2]· DMA 

04E9h 0000 0100 1110 1001 R/W DMA CH2 Stop Register Bits[15:8] DMA 

04EAh 0000 0100 1110 1010 R/W DMA CH2 Stop Register Bits[23:16] DMA 

04EBh 0000 0100 1110 1011 R/W Reserved DMA 

04EC 0000 0100 1110 1100 R/W DMA CH3 Stop Register Bits[7:2] DMA 

04EDh 0000 0100 1110 1101 R/W DMA CH3 Stop Register Bits[15:8] DMA 

04EEh 0000 0100 1110 1110 R/W DMA CH3 Stop Register Bits[23:16] DMA 

04EFh 0000 0100 1110 1111 R/W Reserved DMA 

04FOh 0000 0100 1111 0000 R/W Reserved DMA 

04Flh 0000 0100 1111 0001 R/W Reserved DMA 

04F2h 0000 0100 1111 0010 R/W Reserved DMA 

04F3h 0000 0100 1111 0011 R/W Reserved DMA 

04F4h 0000 0100 1111 0100 R/W DMA CH5 Stop Register Bits[7:2] DMA 

04F5h 0000 0100 1111 0101 R/W DMA CH5 Stop Register Bits[ 15:8] DMA 

04F6h 0000 0100 1111 0110 R/W DMA CH5 Stop Register Bits[23:16] DMA 

04F7h 0000 0100 1111 0111 R/W Reserved DMA 

04F8h 0000 0100 1111 1000 R/W DMA CH6 Stop Register Bits[7:2] DMA 

04F9h 0000 0100 1111 1001 R/W DMA CH6 Stop Register Bits[15:8] DMA 

04FAh 0000 0100 1111 1010 R/W DMA CH6 Stop Register Bits[23:16] DMA 
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Table 4. ESC 1/0 Register Address Map (Continued) 

Address Address (Bit) 
Type Name Block 

(Hex) FE DC BA98 7654 3210 

04FBH 0000 0100 1111 1011 R/W Reserved OMA 

04FC 0000 0100 1111 1100 R/W OMA CH7 Stop Register Bits[7:2] OMA 

04FOh 0000 0100 1111 1101 R/W OMA CH7 Stop Register Bits[15:8] OMA 

04FEh 0000 0100 1111 0111 R/W OMA CH7 Stop Register Bits[23:16] OMA 

04FFh 0000 0100 1111 1111 R/W Reserved OMA 

OCOOh 0000 1100 0000 0000 R/W Configuration RAM Page Register Conf 

OC80h 0000 1100 100 0000 RO System Board 10 Byte Lane 1 Bits[7:0] Board 10 

OC81h 0000 1100 100 0001 RO System Board 10 Byte Lane 2 Bits[15:8] Board 10 

OC82h 0000 1100 100 0010 RO System Board 10 Byte Lane 3 Bits[23:16] Board 10 

OC83h 0000 1100 1000 0011 RO System Board 10 Byte Lane 4 Bits[31 :24] Board 10 

NOTES: 
1. Port 70h resides 10 the ESC in addition the lower 7 bits of Port 70h reside in Real Time Clock also. 
2. Bit 3 of ports 372h and 3F2h reside 10 the ESC while the other bits reside on the ISA bus. 

4.3 Configuration Addresses 

ESC configuration registers are accessed through 1/0 registers 22h and 23h. These 110 registers are used as 
index address register (22h) and index data register (23h). The index address register is used to write the 
configuration register address. The data (configuration register address) in register 22h is used to decode a 
configuration register. The selected configuration register can be read or written to by performing a read or a 
write operation to the index data register at 1/0 address 23h. 

Table 5. Configuration Register Index Address 

Configuration 
Abbreviation Register Name 

Offset 

00-01h - Reserved 

02h ESCIO ESC 10 

03-07h - Reserved 

08h RID Revision 10 

09-3Fh - Reserved 
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Table 5. Configuration Register Index Address (Continued) 

Configuration 
Abbreviation Register Name 

Offset 

40h MS Mode Select 

41h - Reserved 

42h BIOSCSA BIOS Chip Select A 

43h BiOSCSB BIOS Chip Select B 

44-4Ch - Reserved 

4Dh CLKDIV BCLK Clock Divisor 

4Eh PCSA Peripheral Chip Select A 

4Fh PCSB Peripheral Chip Select B 

50h EISAID1 EISA 10 Byte 1 

51h EISAID2 EISA 10 Byte 2 

52h EISAID3 EISA 10 Byte 3 

53h EISAID4 EISA 10 Byte 4 

54-56h - Reserved 

57h SGRBA Scatter-Gather Relocate Base Address 

58h - Reserved 

59h APICBA APIC Base Address Relocation 

60h PIRQRCO PIRQO# Route Control 

61h PIRQRC1 PIRQ1 # Route Control 

62h PIRQRC2 PIRQ2# Route Control 

63h PIRQRC3 PIRQ3# Route Control 

64h GPCSLAO General Purpose Chip Select 0 Base Low Address 

65h GPCSHAO General Purpose Chip Select 0 Base High Address 

66h GPCSMO General Purpose Chip Select 0 Mask 

67h - Reserved 

68h GPCSLA1 General Purpose Chip Select 1 Base Low Address 

69h GPCSHA1 General Purpose Chip Select 1 Base High Address 

6Ah GPCSM1 General Purpose Chip Select 1 Mask 

6Bh - Reserved 

6Ch GPCSLA2 General Purpose Chip Select 2 Base Low Address 

6Dh GPCSHA2 General Purpose Chip Select 2 Base High Address 
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Table 5. Configuration Register Index Address (Continued) 

Configuration 
Abbreviation Register Name 

Offset 

6Eh GPCSM2 General Purpose Chip Select 2 Mask 

6Fh GPXBC General Purpose Peripheral X-Bus Control 

70h PACC PICI APIC Configuration Control 

71-87h - Reserved 

88h TSTC Test Control 

89-9Fh - Reserved 

AOh SMICNTL SMI Control 

A2·A3h SMIEN SMIEnable 

A4-A7h SEE System EVent Enable 

ASh FTMR Fast Off Timer 

A9h - Reserved 

AA-ABh SMIREQ SMIRequest 

ACh CTLTMRL Clock Scaling STPCU<I# Low Timer 

ADh - Reserved 

AEh CTLTMRH Clock Scaling STPCLK 1# High Timer 

AF-FFh - Reserved 

4.4 X-Bus Peripherals 

The ESC generates chip selects for certain functions that typically reside on the X-Bus. The ESC asserts the 
chip selects combinatorially from the LA addresses. The ESC generates chip select signals for the Keyboard 
Controller, Floppy Disk Controller, IDE, Parallel Port, Serial Port, and General Purpose peripherals. The ESC 
also generates read and write strobes for Real Time Clock and Configuration RAM. The read and write strobes 
are a function of LA addresses, the ISA read and write strobes (lORC# and 10WC#), and BCLK. All of the 
peripherals supported by the ESC are at fixed I/O addresses with the exception of the general purpose 
peripherals. The ESC support for these peripherals can be enabled or disabled through configuration registers 
Peripheral Chip Select A and Peripheral Chip Select B. The general purpose peripherals are mapped to I/O 
addresses by programming a set of configuration registers: General Purpose Chip Select x Base Low Address 
register, General Purpose Chip Select x Base High Address register, and General Purpose Chip Select x Mask 
register. 
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Table 6. X-Bus Chip Selects Decode 

Address Address (Bit) 
R/W Name Chip Select 

(Hex) FE DC BA9S 7654 3210 

0060h 0000 0000 0110 OOxO R/W Keyboard KYBDCS# 
Controller 

0064h 0000 0000 0110 01xO R/W Keyboard KYBDCS# 
Controller 

0070h 0000 0000 0111 OxxO W RealTime RTCALE 
Clock 

0071h 0000 0000 0111 Oxx1 R/W RealTime RTCWR#/ 
Clock RTCRD# 

0170h- 0000 0001 0111 Oxxx R/W IDE Controller ECS[2:0] = 011 
0177h O,Secondary (IDECSO#) 

01FOh- 0000 0001 1111 Oxxx R/W IDE Controller ECS[2:0] = 011 
01F7h O-Primary (IDECSO#) 

0278h- 0000 0010 0111 1000 to R/W Parallel Port ECS[2:0] = 01 0 
027Bh 1011 LPT3 (LPTCS#) 

02F8h- 0000 0010 1111 xxxx R/W Serial Port ECS [2:0] = OOx 
02FFh COM2 (COMxCS#) 

0370h- 0000 0011 0111 0000 to R/W Floppy Disk FDCCS# 
0375h 0101 Controller-

Secondary 

0376h 0000 0011 0111 0111 R/W IDE Controller ECS[2:0] = 100 
1 Secondary (IDECS1 #) 

0377h 0000 0011 0111 0110 R/W IDE Controller ECS [2:0] = 100 
1 Secondary (IDECS1 #) 

0377h 0000 0011 0111 0111 R/W Floppy Disk FDCCS# 
Controller-
Secondary 

0378h- 0000 0011 0111 1000 to R/W Parallel Port ECS[2:0] =010 
037Bh 1011 LPT2 (LPTCS#) 

03BCh- 0000 0011 1011 11xx R/W Parallel Port ECS[2:0] =010 
03BFh LPT 1 (LPTCS#) 

03FOh- 0000 0011 1111 0000 to R/W Floppy Disk FDCCS# 
0375h 0101 Controller-

Primary 

03F6h 0000 0011 0111 0110 R/W IDE Controller ECS[2:0] = 100 
1-Primary (IDECS1 #) 
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Table 6. X-Bus Chip Selects Decode (Continued) 

Address Address (Bit) 
R/W Name Chip Select 

(Hex) FEDC BA98 7654 3210 

03F7h 0000 0011 0111 0111 R/W IDE Controller ECS[2:0] =100 
1-Primary (IDECS1 #) 

03F7h 0000 0011 0111 0111 R/W Floppy Disk FDCCS# 
Controller· 
Primary 

03F8h- 0000 0011 1111 1000 R/W Serial Port ECS[2:0] = OOx 
03FFh COM 1 (COMxCS#) 

0800h- 0000 1000 xxxx xxxx W/R Configuration CRAMWR#I 
08FFh RAM CRAMRD# 

4.5 1/0 APIC Registers 

The APIC's registers are indirectly address through two 32 bit registers located in the CPU's memory space­
the 1/0 Register Select (lOREGSEL) and 1/0 Window (IOWIN) Registers (Table 7). These registers can be 
relocated via the APIC Base Address Relocation Register and are aligned on 128 bit boundaries. 

To access an 1/0 APIC register, the 10REGSEL Register is written with the address of the intended APIC 
register. Bits[7:0] of the 10REGSEL Register provide the address offset (Table 8). The 10WIN Register then 
becomes a 32-bit window pointing to the register selected by the 10REGSEL Register. Note that, for each 
redirection table register, there are two offset addresses (e.g., address offset 10h selects 10REDTBLO 
bits[31 :0] and 11 h selects 10REDTBLO bits[63:32]. 

Table 7. Memory Address For Accessing APIC Registers 

Memory 
Mnemonic Register Name Access 

Address 

FECO xOOOh 10REGSEL 1/0 Register Select R/W 
(82374EB) 

FECOxyOOh 
(8237458) 

FECO x010h 10WIN 1/0 Window R/W 
(82374EB) 

FECOxy10h 
(8237458) 

NOTE: 
xy are determined by the x and y (82374SB only) fields In the APIC Base Address Relocation Register. Range for x = O·Fh 
and the range for y = 0,4,8,Ch. 
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Table 8. I/O APIC Registers 

Memory 
Mnemonic Register Name Access 

Address 

OOh 10APICID I/O APIC ID R/W 

01h 10APICVER I/O APIC Version RO 

02h 10APICARB I/O APIC Arbitration ID RO 

10-2Fh IOREDTBL[O:15] Redirection Table (Entries 0-15) (63 bits each) R/W 

NOTE: 
Address Offset is determined by 1/0 Register Select Bits[7:0] 

5.0 EISA CONTROLLER .FUNCTIONAL DESCRIPTION 

5.1 Overview 

The EISA controller in the ESC provides Master/Slave EISA interface function for the ESC internal resources. 
In addition, the ESC acts as an EISA central resource for the system. As a system central resource, the EISA 
controller is responsible for generating. the translation control signals necessary for bus-to-bus transfers. 
These translation includes transfer between devices on EISA Bus and ISA Bus and transfers between different 
size master device and slave device. The EISA controller generates the control signals for EISA Data Swap 
Buffers integrated in the PCEB. The ESC EISA interface generates cycles for DMA transfers, and refresh. The 
ESC internal registers are accessed through the EISA slave interface. The ESC is responsible for supporting 
the following: 

Service EISA Master cycles to: 

• EISA slaves devices. 

• ISA slave devices. 

• ESC internal registers. 

Service ISA Master cycles to: 

• EISA slave devices. 

• ISA (mis-matched) slave devices. 

• ESC internal registers. 

Service DMA cycles: 

• From/to DMA slave on the EISA bus to/from memory on the EISA/ISA bus. 

• From/to DMA slave on the ISA bus to/from memory on the EISAIISA bus. 

• From/to DMA slave on the EISAIISA bus to/from memory on the PCI bus. 

Service Refresh Cycles 

The EISA controller will service the refresh cycle by generating the appropriate address and command signals. 
These cycles are initiated by either the ESC internal refresh logic or by an external ISA-Bus Master. 
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Generates Data Swap Buffer Control 

The EISA controller generates the control signals for the data bus swap control (assembly/disassembly) and 
swapping process to support data size mismatches of the devices on the EISA and ISA buses. The actual data 
steering and swapping is performed by the PCEB. 

Generate Wait States 

The wait state generator is responsible for generating the wait states based on the sampling of the EXRDY, 
CHRDY, NOWS# and the default wait states. The default wait state depends on the cycle type. 

5.2 Clock Generation 

The ESC is generates the EISA Bus clock. The ESC uses a divider circuit to generate the EISA Bus clock. The 
ESC supports PCI bus frequencies between 25 MHz and 33 MHz. The PCI clock is divided by 3 or 4 by the 
clock generation logic in the ESC. The EISA Clock Divisor register bits[2:0j select the divide value. 

The ESC provides the EISA Bus clock as the BCLKOUT output. Although the ESC is capable of driving 240 pF 
load on the BCLKOUT pin, it is recommended that this signal be buffered to protect the EISA BCLK signal. 

The ESC EISA control logic and EISA interface is synchronous to the BCLK input. A maximum delay of 15 ns is 
allowed between the BCLKOUT output and the BCLK input for proper device functionality. 

Table 9. PCICLK and BCLK Frequency Relationship 
i I I i 

PCICLK DIVISOR BClK 
(MHz) (Programmable) (MHz) 

25 3 8.33 

30 4' 7.5 

33.3 4' 8.33 

NOTE: 
The ESC wakes up after reset with a default divisor value of 4. 

5.2.1 CLOCK STRETCHING 

The ESC is capable of stretching EISA Bus clock (BCLKOUT) for PCEB generated EISA cycles. The ESC 
stretches the EISA Bus clock (BCLKOUT) in order to minimize the synchronization penalty between PCI clock 
and EISA clock for accesses to EISA Bus by PCI agents. The PCEB initiates an EISA cycle by asserting 
START# synchronous to PCICLK. The ESC ensures the START# minimum pulse width is met by stretching 
the EISA Bus clock low time. 

The ESC samples START # on every PCICLK when the PCEB has the EISA Bus. After sampling START # 
asserted, the ESC delays the rising edge of BCLKOUT until the START # has met the 115 ns minimum pulse 
width specification. 
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PCICLK 

BCLKOUT I 

START# 

CMD# 

1__ _ _ 1_ - -- J 

I 

START# Sampled By ESC ~ - I 

BCLKOUT Stretched By ESC < 

Figure 3. BCLK Stretching 

5.3 EISA Master Cycles 

290476-66 

EISA Master cycles are initiated on the EISA bus by an EISA Master (including PCES for PCI agents). These 
cycles are accesses to the following resources: 

• EISA slaves devices (including PCES for PCI agents) 

• ISA slave devices 

• ESC internal registers (8-bit EISA Slave) 

An EISA master gains control of the bus by asserting MREQx# (PEREQ# in case of PCES) to the ESC. The 
ESC, after performing the necessary arbitration, asserts the corresponding MACKn# (negates EISAHOLD in 
case of the PCES). Refer to Section 7.0 for arbitration protocol. 

In response to receiving the acknowledge signal, the EISA Master starts the cycle by driving the bus with 
LA[31:021, SE[3:01, W/R, and MilO. The EISA Master then asserts START# to indicate the beginning of the 
current cycle. A 16-bit EISA Master will also assert MASTER16# at this time. The ESC generates SSEH#, S1, 
and SO Signals from the SE[3:0j # signals. 

5.3.1 EISA MASTER TO 32-BIT EISA SLAVE 

An EISA slave after decoding it's address asserts EX32# or EX16#. The EISA master and the ESC use these 
signals to determine the EISA slave data size. The 32-bit or 16-bit EISA master continues with the cycles if 
EX32# or EX16# is asserted respectively. The ESC acts as a central resources for the EISA master and 
generates CMD# for the cycles. The ESC asserts CMD# on the same SCLK edge that START# is negated. 
The ESC monitors the EXRDY Signal on the EISA bus to determine when to negate the CMD #. An EISA Slave 
can extend the cycle by negating EXRDY. EISA specification require that EXRDY not be held negated for more 
than 2.5 p.s. A burstable EISA slave asserts SLSURST # signal the same time the slave decodes it's address. 
The EISA master will sample SLSURST # and assert MSSURST # if it is capable of bursting. The ESC keeps 
the CMD# asserted during a burst EISA transfer. The ESC deasserts CMD# to indicate the end of the burst 
transfer after the EISA master deasserts MSSURST #. 
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If EX16# is asserted, a 32-bit EISA master backs-off the bus by floating BE[3:0j # and START# (see Section 
5.3.4). The ESC acts as a central resource for the EISA master in this case and takes over the mastership of 
the EISA bus by deriving START#, CMD#, and the appropriate byte enables. The ESC generates the neces­
sary translation cycles for the EISA master and returns the bus ownership to the master by asserting EX32# 
and EX16#. The ESC monitors the EXRDY signal on the EISA bus to determine when to negate the CMD#. 
An EISA Slave can extend the cycle by negating EXRDY. EISA specification require that EXRDY not be held 
negated for more than 2.5 ,..,S. A burstable EISA slave will assert the SLBURST# signal the same time when 
its address is decoded. The EISA master will sample SLBURST# and assert MSBURST# if it is capable of 
bursting. The ESC keeps the CMD# asserted during a burst EISA transfer. The ESC deasserts CMD# to 
indicate the end of the burst transfer after the EISA master deasserts MSBURST #. 

BCLK 

LA[31 :2]. M-10 (\--' ~_--7--JX'---c-_",----'---JX,--~_-,:--,X,---:_ 

BE#[3:0] {I..---+: __ ~,,,--,; X'---,------I----'Xl..----'-_,....JX'---+--_ 
I 

START# 

READ DATA (,"-', ...... '., ...... :~,' '.....;-..~,+-:H .............;.~'+-'-': :,~' --"-'--........j:~X'----l--': (] 
WRITE DATA {,-' ;_': ~: _' _H_. ,_._;.~H~, ,~_~: _' _~--,Xr-~ -_-_ -';-~ -_-~.....:. _-_-_-

290476-67 

Figure 4. Standard EISA Master to EISA Slave Cycle 
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Figure 5. Burst EISA Master to EISA Slave Cycle 

5.3.2 EISA MASTER TO 16-BIT ISA SLAVE 

An ISA slave, after decoding it's address, asserts M16# or 1016#. The ESC monitors the EX32#, EX16#, 
M16#, and 1016# signals to determine the slave type. If EX32# and EX16# are negated and M16# or 
1016# is asserted, the ESC performs ISA translation cycles for the EISA Bus master by generating BALE, 
MRDC#, MWRC#, 10RC#, 10WC# signals as appropriate. The ISA slave can add wait states by negating 
CHRDY. The ESC samples CHRDY and translate it into EXRDY. 

5.3.3 EISA MASTER TO 8-BIT EISA/ISA SLAVES 

An a-bit slave does not positively acknowledge it's selection by asserting any signal. The absence of an 
asserted EX32#, EX16#, M16#, and 1016# indicate to the ESC that an a-bit device has been selected. The 
EISA master is backed-off the bus, and the ESC takes over mastership of the EISAIISA bus. The ESC will run 
8-bit translation cycles on the bus by deriving the EISA control signals and the ISA control signals. A slave can 
extend the cycles by negating EXRDY or CHRDY signals. 

The ESC (Internal Registers) is accessed as an a-bit slave. 
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5.3.4 EISA MASTER BACK-OFF 

During EISA master transfer where the master and slave size is mis·matched, the EISA master is required to 
back·off the bus on the first falling edge of BClK after START# is negated. The EISA master floats its 
START#, BE[3:0] #, and data lines at this time. This allows the ESC to performs translation cycle. The master 
must back·off the bus if a master/slave data size mis-match is determined, regardless if data size translation is 
performed. 

At the end of the data size translation or transfer cycle control is transferred back to the bus master by the 
ESC by driving EX32# and EX16# active on the falling edge of BClK, before the rising edge of BClK that the 
last CMD# is negated. An additional BClK is added at the end of the transfer to allow the exchanging of cycle 
control to occur. 

BCLK 

LA[31:2] 

BE[3:0]# 

STARn 

CMD# 

EX32#, EX16# 

I 
I 
I 

----+----,----+-----7---+-----,-----:------;.--0 
I I 

~~~ ____ ~X~: __ ~--~~~ 
: \,--_~I 
I 

\ :1 \ 1 
~~--~I '--~--~ 

I 

T 
EISA Master Floats 
START#", BE[3:0]# 

and SD[31 :0] 

\ 1/ 
'-. -.-~. 

T 
EISA Master Drives 
START#, BE[3:0]# 

and SD[31 :0] 
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Figure 6. EISA Master Back Off Cycle 
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5.4 ISA Master Cycles 

ISA cycles are initiated on the ISA bus by an ISA master. These cycles are accesses to the following system 
resources: 

• EISA slaves devices (including PCES for PCI agents). 

• ISA slave devices. 

• ESC internal registers (8-bit EISA Slave). 

The ISA Master initiates such a cycle by asserting the DAEQx# line to the ESC. The ESC, after performing the 
necessary arbitration, asserts the corresponding DACKx # line. Upon receiving an acknowledge from the ESC, 
the ISA master asserts the MASTEA16# signal line to indicate that it has control of the ISA bus and a cycle on 
the ISA bus will take place. The ESC translates the ISA address signals SSHE #, SA 1, and SAO to EISA byte 
enables SE[3:0] #. 

5.4.1 ISA MASTER TO 32-/16-BIT EISA SLAVE 

An EISA slave will decode the address to determine if it has been selected. In response to a positive decode, 
the EISA slave will assert EX32# or EX16#. The ESC samples these signals to determine if an EISA Slave 
has been selected. If these signals are asserted, the ESC will perform ISA to EISA cycle translation by driving 
the EISA control signals. 

The ISA Master asserts one of the ISA command signals MRDC#, MWTC#, 10RC# or 10WC# depending on 
whether or not the access is to a memory, an 110 device or an 110 register. The ISA command signals will 
remain active until the end of the cycle. The ESC will generate the EISA translation by generating the EISA 
control signals; START#, CMD#, M/IO#, and W/R#. 

The EISA slave can add wait states by negating EXRDY. The ESC samples EXRDY and translates it into 
CHADY. The ESC will also generate the control signals to steer the data to the appropriate byte lanes for mis­
matched cycles. 

5.4.2 ISA MASTER TO 16-BIT ISA SLAVE 

An ISA Master initiates cycles to ISA slave devices. These cycles are either memory readlwrite or 110 readl 
write. The ISA bus Master is assumed to be 16-bit device, and it can access either 8- or 16-bit slave devices 
that reside on the ISA bus. A 16-bit ISA slave device will respond to a valid address by asserting M16# for 
memory cycles and 1016# for 110 cycles. The ESC is inactive during ISA Master cycles where either M16# or 
1016# is sampled asserted. 
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Figure 7.ISA Master to 16-Blt ISA Slave Cycles (3 BCLKs) 
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Figure 8. ISA Master to 16-Bit ISA Slave Extended Cycle (4 BCLKs) 

5.4.3 ISA MASTER TO 8-BIT EISAIISA SLAVE 

An 8-bit slave does not positively acknowledge it's selection by asserting any signal. The absence of an 
asserted EX32#, EX16#, M16#, and 1016# indicate to the ESC that an 8-bit device has been selected. The 
EISA master is backed-off the bus, and the ESC takes over mastership of the EISAIISA bus. The ESC will run 
8-bit translation cycles on the bus by deriving the EISA control signals and the ISA control signals. A slave can 
extend the cycles by negating EXRDY or CHRDY signals. The ESC (Internal Registers) is accessed as an 8-bit 
slave. 

5.4.4 ISA WAIT STATE GENERATION 

There are three sources that can affect the generation of wait states for ISA cycles. The first is the default wait 
states, which determines the standard or default ISA bus cycle in the absence of any response from the slave. 
The second is cycle extension, which is indicated by the slave pulling the CHRDY signal line inactive (low). The 
CHRDY is high by default due to a pull-up resistor. Thus, the cycle will be extended until the CHRDY is 
returned to its active high value. The third way to change the number of wait states is when the slave asserts 
the NOWS# signal which makes the cycle shorter than the default or standard cycle. 

ISA Memory slaves (8- and 16-bits) and ISA 1/0 slaves (only 8-bits) can shorten their default cycles by 
asserting the NOWS# signal lines. A 16-bit I/O slave cannot shorten its default cycles. When NOWS# is 
asserted at the same time the CHRDY is negated by the ISA slave device, NOWS# will be ignored and wait 
states will be added. (Le.; CHRDY has precedence over NOWS#.) 

DMA devices (1/0) cannot add wait states, but memory can. Table 10 shows the number of BCLKs for each 
cycle type (Memory, I/O, DMA), default, wait states added and with NOWS# asserted. 
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Table 10. Number of BCLKs for ISA Master Cycles 

Cycle Type 
Bus No Wait State Standard CHRDY = 1 One Wait State 
Size NOWS#=O NOWS# =1 CHRDY=O 

Number of BCLKs 

Memory 16 2 3 4 
Read/Write 

Memory 8 4, 5 6 7 
Read/Write 

I/O Read/Write 16 3 3 4 

I/O Read/Write 8 4, 5 6 7 

DMA Compatible 8/16 8 8 10 

DMA Type A(1) 8/16 NA 6 7 

DMA Type B(1) 8/16 NA 4 5 

DMA Type C(2) 8/16 NA 2 3 

NOTES: 
1. If ISA memory responds, the ESC will extend the cycle by 1 BClK. 
2. If ISA memory responds, the ESC will use DMA Type B read cycle timing. 

5.5 Mis-Match Cycles 

Data size translation is performed by the ESC for all mis-matched cycles. A mis-matched cycle is defined as a 
cycle in which the bus master and bus slave do not have equal data bus sizes (e.g., a 32-bit EISA master 
accessing a 16-bit ISA slave). The data size translation is performed in conjunction with the PCEB. The ESC 
generates the appropriate cycles and data steering control signals for mis-matched cycles. The PCEB uses 
the data steering control signals from the ESC to latch and redirect the data to the appropriate byte lanes. The 
ESC will perform one or more of the following operations depending on the master and slave type, transfer 
direction, and the number of byte enables active. 

Table 11. Mis-Match Master Slave Combinations 

Master Type Cycle Type Slave Type 

32-Bit 16-Bit 16-Bit 8-Bit 
EISA EISA ISA EISA/ISA 

32-bit EISA with 16-bit Standard match Mis-Match Mis-Match Mis-Match 
downshift Burst match match na na 

32-bit EISA Standard match Mis-Match Mis-Match Mis-Match 
Burst match na na na 

16-bit EISA Standard Mis-Match match Mis-Match Mis-Match 
Burst Mis-Match match na na 

NOTE: 
na: Not Applicable. The cycle will never occur. 
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5.6 Data Swap Buffer Control Logic 

For all mis-matched cycles, the ESC is responsible for performing data size translations. The ESC performs 
these data size translations by either becoming the master of the EISAIISA Bus (see Section 5.3.4) or by 
directing the flow of data to the appropriate byte lanes. In both cases, the ESC generates Data Swap Buffer 
control signals to perform data size translation . 

• SDCPYEN[13,3:1] 

• SDCPYUP 

• SDOE[2:0] # 

• SDLE[3:0] # 

The Data Swap Buffers are integrated in the PCEB (see PCEB data sheet Section 8.0 for Data Swap Buffer 
function description). The data size translation cycles consist of one or combinations of Assembly, Disassem­
bly, Copy Up/Down, and Redrive. 

ASSEMBLY 

This occurs during reads when an EISA master data size is greater than the slave data size. ISA masters are 
required to perform assemble when accessing 8-bit slaves. Assembly consists of two, three, or four cycles 
depending on the master data size, slave data size, and number of active byte enables. During the assembly 
process, the data is latched in to the PCEB data latch/buffers. This .data is driven or redriven on to the EISA 
bus during the last cycle. The master after initiating the cycle backs-off the bus (see the EISA master back-off 
section for details) when a mis-matched is detected. The ESC becomes the bus master and runs the appropri­
ate number of cycles. At the end of the last cycle, the ESC transfer the control of bus back to the original 
master. 

DISASSEMBLY 

This occurs during writes when the EISA master data size is greater than the slave data size. ISA masters are 
required to perform disassemble when accessing 8-bit slaves. Disassembly consists of two, three, or four 
cycles depending on the master data size, slave data size, and number of active byte enables. During the 
disassembly process, the data is latched in the PCEB latch/buffers on the first cycle. This data is driven or 
red riven on to the EISA bus on subsequent cycles. The master after initiating the cycle backs-off the bus (see 
the EISA master back-off section for details) when a mis-matched is detected. The ESC becomes the bus 
master and runs the appropriate number of cycles. At the end of the last cycle, the ESC transfer the control of 
bus back to the original master. 

COpY-Up 

This occurs during reads when the master data size is greater than the slave data size and during writes when 
the master data size is smaller than the slave data size. The copy-up function is used for cycles with and 
without assembly/disassembly. 

COPY-DOWN 

This occurs during writes when the master data size is greater than the slave data size and during reads when 
the master data size is smaller than the slave data size. The copy-down function is used for cycles with and 
without assembly/disassembly. 
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RE-DRIVE 

This occurs during reads and writes when both the master and slave are on the EISAIISA bus and the PCEB is 
neither a master nor a slave. The re-drive function is always performed in conjunction with assembly/disas­
sembly. During the assembly process, the last cycle is a re-drive cycle. During disassembly, all the cycles 
except the first cycle are re-drive cycles. 

5.7 Servicing DMA Cycles 

The ESC is responsible for performing DMA transfers. If the memory is determined (EX32 # or EX16# assert­
ed) to be on the EISA bus, the DMA cycle can be "A", "B", or "C" type. If the memory is determined to be on 
the ISA bus, then the DMA cycle will run as a compatible cycle. The DMA transfers are described in detail in 
Section 8.0. 

5.8 Refresh Cycles 

The ESC support refresh cycles on the EISAIISA bus. The ESC asserts the REFRESH # signal to indicate 
when a refresh cycle is in progress. Refresh cycles are generated by two sources: the refresh unit inside the 
ESC or an externallSA bus masters. The EISA bus controller will enable the address lines LA[15:2] and the 
BE [3:0] #. The High and Low Page register contents will also be placed on the LA[31: 16] bus during refresh. 
Memory slaves on the EISA/ISA bus must not drive any data onto the data bus during the refresh cycle. Slow 
memory slaves on the EISA/ISA may extend the refresh cycle by negating the EXRDY or CHRDY signal 
respectively. The refresh cycles are also described in Section 6.11. 

5.9 EISA Slot Support 

The ESC support up of 8 EISA slots. The ESC provides support for the 8 slots as follows: 

• The ESC address and data output buffers directly drive 240 pF capacitive load on the Bus. 

• The ESC generates slot specific AENx signals . 

• The ESC supports EISA masters in all 8 slots. 

The ESC generates encoded AENs and encoded Master Acknowledge signals for 8 slots and 8 masters. 
These signals must to decoded on the system board to generate the slot specific AENx signals and MACKx # 
signals. The ESC can be programmed through Mode Select register bit[1 :0] to directly generate these signals 
for 4 slots and 4 masters. 

5.9.1 AEN GENERATION 

The ESC directly generates the slot specific AEN signals if the ESC is configured to support 4 AENx (Table 
12). If the ESC is programmed to support more than 4 EISA AENx, the ESC will generate Encoded AEN 
signals. Discrete logic like a F138 is required to generate the slot specific AENs. 
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Table 12. AEN Generation 

Cycle A[15:12] A[ll:S] A[7:4] A[3:0] AEN4 AEN3 AEN2 AENl 

DMA xxxx xxxx xxxx xxxx 1 1 1 1 

10 0000 xxOO xxxx xxxx 1 1 1 1 

10 0001 xxOO xxxx xxxx 1 1 1 0 

10 0010 xxOO xxxx xxxx 1 1 0 1 

10 0011 xxOO xxxx xxxx 1 0 1 1 

10 0100 xxOO xxxx xxxx 0 1 1 1 

10 0101-1111 xxOO xxxx xxxx 1 1 1 1 

10 xxxx xxOl xxxx xxxx 0 0 0 0 

10 xxxx xxl0 xxxx xxxx 0 0 0 0 

10 xxxx xxll xxxx xxxx 0 0 0 0 

MEM xxxx xxxx xxxx xxxx 0 0 0 0 

Table 13. Encoded AEN (AEN) Generation 

Cycle A[15:12] A[11:S] A[7:4] A [3:0] EAEN4 EAEN3 EAEN2 EAENl 

DMA xxxx xxxx xxxx xxxx 1 1 1 1 

10 0000 xxOO xxxx xxxx 1 1 1 1 

10 0001 xxOO xxxx xxxx 0 0 0 1 

10 0010 xxOO xxxx xxxx 0 0 1 0 

10 0011 xxOO xxxx xxxx 0 0 1 1 

10 0100 xxOO xxxx xxxx 0 1 0 0 

10 0101 xxOO xxxx xxxx 0 1 0 1 

10 0110 xxOO xxxx xxxx 0 1 1 0 

10 0111 xxOO xxxx xxxx 0 1 1 1 

10 1000 xxOO xxxx xxxx 1 0 0 0 

10 1001-1111 xxOO xxxx xxxx 1 1 1 1 

10 xxxx xxOl xxxx xxxx 0 0 0 0 

10 xxxx xxl0 xxxx xxxx 0 0 0 0 

10 xxxx xxl1 xxxx xxxx 0 0 0 0 

MEM xxxx xxxx xxxx xxxx 0 0 0 0 

NOTE: 
EAEN[4:1] combinations not specified in the table are Reserved. 
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5.9.2 MACKX # GENERATION 

The ESC generates the EISA Master Acknowledge signals if the ESC is configured for to directly support 4 
masters through Mode Select register bit[1 :0]. In this case the ESC generates MACKx#s for Master 0-3. If the 
ESC is programmed to support more than 4 EISA slots, the ESC will generate Encoded (E)MACKx # s. Discrete 
logic like a F138 is required to generate the MACKx#s for the Masters. 

Table 14. Encoded MACK# (EMACKx#) Generation 

EMACK [4:1] MACK7# MACK6# MACK5# MACK4# MACK3# MACKU MACK1# MACKO # 

0000 1 1 1 1 1 1 1 0 

0001 1 1 1 1 1 1 0 1 

0010 1 1 1 1 1 0 1 1 

0011 1 1 1 1 0 1 1 1 

0100 1 1 1 0 1 1 1 1 

0101 1 1 0 1 1 1 1 1 

0110 1 0 1 1 1 1 1 1 

0111 0 1 1 1 1 1 1 1 

1111 1 1 1 1 1 1 1 1 

NOTE: 
EMACK[4:1] combinations 1000-1110 are Reserved. 

6.0 DMA CONTROLLER 

6.1 DMA Controller Overview 

The DMA circuitry incorporates the functionality of two 82C37 DMA controllers with seven independently 
programmable channels, (Channels 0-3 and Channels 5-7). DMA Channel 4 is used to cascade the two 
controllers together and will default to cascade mode in the Mode register. In addition to accepting requests 
from DMA slaves, the DMA also responds to requests that are initiated by software. Software may initiate a 
DMA service request by setting any DMA Channel Request register bit to a 1. The DMA controller for Channels 
0-3 is referred to as "DMA-1" and the controller for Channels 4-7 is "DMA-2". 
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Figure 9. Internal DMA Controller 

Each DMA channel can be programmed for 8- or 16-bit DMA device size. Each channel can also be pro­
grammed for compatibility, Type "A", Type "B", or Type "C"(burst transfer) timings. Each DMA channel 
defaults to the PC-AT compatible settings for DMA device size: channels [3:0] default to 8-bit, count-by-bytes 
transfers, while channels [7:5] default to 16-bit, count-by-words (address shifted) transfers. The ESC provides 
the timing control and data size translation necessary for DMA transfers between EISAIISA agents of mis­
matched bus sizes. 

The DMA Controller supports full 32-bit addressing. Each channel includes a 16-bit ISA compatible Current 
register which holds the 16 least-significant bits of the 32-bit address, and an ISA compatible Low Page 
register which contains the eight second most significant bits. An additional High Page register contains the 
eight most significant bits of the 32-bit address. The address counter can be programmed as either 16-bit 
compatible address counter or a full 32-bit address counter. 

The channels can also be programmed for any of four transfer modes. The transfer modes include single, 
block, demand, or cascade. Each of the three active transfer modes (single, block, and demand), can perform 
three different types of transfers (read, write, or verify). 

The DMA Controller also features refresh address generation, and auto-initialization following a DMA termina­
tion. EISA compatible buffer chaining is included as well as Stop registers to support ring buffer structures. 

Scatter-Gather reduces CPU overhead by eliminating reprogramming of the DMA and I/O between buffers as 
well as reducing the number of interrupts. 

The DMA Controller includes the EISA Bus arbiter which works with the PCEB's PCI bus arbiter. The arbiter 
determines which requester from among the requesting DMA slaves, EISA bus masters, the PCI bus, or 
Refresh should have the bus. 
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The DMA Controller is at any time either in master mode or slave mode. In master mode, the DMA controller is 
either servicing a DMA slave's request for DMA cycles, allowing an ISA master to use the bus via a cascaded 
DREQ signal, or granting the bus to an EISA master via MREQ# /MACK#. In slave mode, the ESC monitors 
both the EISA bus decoding and responding to I/O read and write commands that address its registers. 

When the DMA is in master mode and servicing a DMA slave, it works in conjunction with the ESC EISA bus 
controller to create bus cycles on the EISA bus. The DMA places addresses onto the internal address bus and 
the bus controller informs the DMA when to place a new address on the internal bus. 

6.2 DMA Transfer Modes 

The channels can be programmed for any of four transfer modes. The transfer modes include single, block, 
demand, or cascade. Each of the three active transfer modes (single, block, and demand), can perform three 
different types of transfers (read, write, or verify). The ESC does not support memory to memory transfers. 

6.2.1 SINGLE TRANSFER MODE 

In Single Transfer mode the DMA is programmed to make one transfer only. The byte/word count will be 
decremented and the address decremented or incremented following each transfer. When the byte/word 
count "rolls over" from zero to FFFFFFh, or an external EOP is encountered, a Terminal Count (TC) will load a 
new buffer via Scatter-Gather, buffer chaining or autoinitialize if it is programmed to do so. 

DREQ must be held active until DACK becomes active in order to be recognized. If DREQ is held active 
throughout the single transfer, the bus will be released to the CPU after a single transfer. With the DREQ 
asserted high, the DMA iiO device wili learbitrate for the bus. Upon winning the bus, anotl1er ~ingle transfer 
will be performed. This allows other bus masters a chance to arbitrate for, win, and execute cycles on the EISA 
Bus. 

6.2.2 BLOCK TRANSFER MODE 

In Block Transfer mode the DMA is activated by DREQ to continue making transfers during the service until a 
TC, caused by either a byte/word count going to FFFFFFh or an external EOP, is encountered. DREQ need 
only be held active until DACK becomes active. If the channel has been programmed for it, a new buffer will be 
loaded by buffer chaining or auto-initialization at the end of the service. In this mode, it is possible to lock out 
other devices for a period of time (including refresh) if the transfer count is programmed to a large number and 
Compatible timing is selected. Block mode can effectively be used with Type "A", Type "B", or Burst timing 
since the channel can be interrupted through the 4 J.ts timeout mechanism, and other devices (or Refresh) can 
arbitrate for and win the bus. See Section 7.0 on the EISA Bus Arbitration for a detailed description of the 4 J.ts 
timeout mechanism. Note that scatter-gather block mode is not supported. 

6.2.3 DEMAND TRANSFER MODE 

In Demand Transfer mode the DMA channel is programmed to continue making transfers until a TC (Terminal 
Count) is encountered or an external EOP is encountered, or until the DMA I/O device pulls DREQ inactive. 
Thus, transfers may continue until the I/O device has exhausted its data capacity. After the I/O device catches 
up, the DMA service is re-established when the DMA I/O device reasserts the channel's DREQ. During the 
time between services when the system is allowed to operate, the intermediate values of address and byte/ 
word count are stored in the DMA controller Current Address and Current Byte/Word Count registers. A TC 
can cause a new buffer to be loaded via Scatter-Gather, buffer chaining or autoinitialize at the end of the 
service if the channel has been programmed for it. 
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6.2.4 CASCADE MODE 

This mode is used to cascade more than one DMA controller together for simple system DMA requests for the 
additional device propagate through the priority network circuitry of the preceding device. The priority chain is 
preserved and the new device must wait for its turn to acknowledge requests. Within the ESC architecture, 
Channel 0 of DMA Controller two (DMA-2, Ch 4) is used to cascade DMA Controller one (DMA-1) to provide a 
total of seven DMA channels. Channel 0 on DMA-2 (labeled Ch 4 overall) connects the second half of the 
DMA system. This channel is not available for any other purpose. 

In Cascade Mode, the DMA Controller will respond to DREQ with DACK, but the ESC will not drive the bus. 

Cascade mode is also used to allow direct access of the system by 16-bit bus masters. These devices use the 
DREQ and DACK signals to arbitrate for the system bus and then they drive the address and command lines 
to control the bus. The ISA master asserts its ISA master request line (DREQx) to the DMA internal arbiter. If 
the ISA master wins the arbitration, the ESC responds with an ISA Master Acknowledge (DACKx) signal active. 
Upon sampling the DACKx line active, the ISA Master asserts MASTER16# signal and takes control of the 
EISA bus. The ISA Master has control of the EISA Bus, and the ISA Master may run cycles until it negates the 
MASTER16# signal. 

6.3 DMA Transfer Types 

Each of the three active transfer modes (Single, Block, or Demand) can perform three different types of 
transfers. These transfers are Read, Write and Verify. 

Write Transfer 

Write transfers (Tlove data from an EISA/ISA 1/0 device to memory located on EISA/ISA Bus or PCI Bus. The 
DMA indicates the transfer type to the EISA bus controller. The bus controller will activate 10RC# and the 
appropriate EISA control signals (M/IO# and W/R#) to indicate a memory write. 

Read Transfer 

Read transfers move data from EISAIISA or PCI memory to an EISAIISA 1/0 device. The DMA indicates the 
transfer type to the EISA bus controller. The bus controller will activate 10WC# and the appropriate EISA 
control signals (M/IO# and W/R#) to indicate a memory read. 

Verify Transfer 

Verify transfers are pseudo transfers. The DMA controller operates as in Read or Write transfers, generating 
addresses and producing TC, etc. However, the ESC does not assert the memory and 1/0 control signals. 
Only the DACK signals are asserted. Internally the DMA controller will count BCLKs so that the DACK signals 
have a defined pulse width. This pulse width is nine BCLKs long. If Verify transfers are repeated during Block 
or Demand DMA requests, each additional pseudo transfer will add eight BCLKs. The DACK signals will not be 
toggled for repeated transfers. 

6.4 DMA Timing 

The ESC DMA provides four transfer timings. In addition to the compatible timings, the ESC DMA provides 
Type "A", Type "B", and Type "C" (burst) timings for 1/0 slave devices capable of running at faster speeds. 
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6.4.1 COMPATIBLE TIMINGS 

Compatible timing is provided for OMA slave devices. Compatible timing runs at 9 BCLKs (1080 ns/single 
cycle) and 8 BCLKs (960 ns/cycle) during the repeated portion of a Block or Demand mode transfers. 

BCLK 

I I 

Addr ~-:--- > 
~TI--~---'----r-------------~ 

W/R# : \L.--t-----~----i--------~~ 
I 

START# LlJ 
I 

CMD# :\~ ____ ~------~r--
MRDC# : \'-----+---~ 

I 
10WC# :\ I 

SD132:0J <'-~~~ ______ -..dX'-o_'--_--l--____ XJ 

290476-73 

Figure 10. Compatible DMA Read Transfer (8 BCLKs) 

BCLK 

1 ~I---r---'--~--~--'--~-------' 
Addr C::=:X..J...: _-'-_-'-___ --'--_"---__ ----<----» 

W/R# 

START# I '---J 
CMO# 

MWTC# 11\ / 
L-. _~-+-_-+-_~ 

IORC# \'-~--~----~--~--~~ 
SO[32:0] ~ __ --_~~X~:------~---T--~-x=J 

290476-74 

Figure 11. Compatible DMA Write Transfer (8 BCLKS) 
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6.4.2 TYPE "A" TIMING 

Type "A" timing is provided to allow shorter cycles to EISA memory. (Note: Main memory behaves like EISA 
memory because the PCEB has an EISA slave interface.) Type "A" timing runs at 7 BCLKs (840 nslsingle 
cycle) and 6 BCLKs (720 ns/cycle) during the repeated portion of a Block or Demand mode transfer. Type "A" 
timing varies from compatible timing primarily in shortening the memory operation to the minimum allowed by 
system memory. The 110 portion of the cycle (data setup on write, 1/0 read access time) is the same as with 
compatible cycles. The actual active command time is shorter, but it is expected that the DMA devices which 
provide the data access time or write data setup time should not require excess 10RC# or 10WC# command 
active time. Because of this, most DMA devices should be able to use type "A" timing. 

L-__ ~~-+ __ ~4-~~/: 
I 

290476-75 

Figure 12. Type "A" DMA Read Transfers (6 BCLKS) 
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6.4.3 TYPE "8" TIMING 

Type "B" timing is provided for 8-/16-bit DMA devices which can accept faster I/O timing. Type "B" only 
works with fast system memory. Type "B" timing runs at 6 BCLKs (720 ns/single cycle) and 4 BCLKs (480 nsf 
cycle) during the repeated portion of a block or demand mode transfer. Type "B" timing requires faster DMA 
slave devices than compatible timing in that the cycles are shortened so that the data setup time on I/O write 
cycles is shortened and the I/O read access time is required to be faster. Some of the current ISA devices 
should be able to support type "B" timing, but these will probably be more recent designs using relatively fast 
technology. 

BCLK 
1 1 

Addr <. ;Xi X: 
1 

:\ 1 

W/R# 
1 

1 

START# ~ 
CMD# 1\ / 1 

1 

MROC# \ I: 

IOWC# 1 \ I 1 1 

1 1 I 

: 80[32:0] ( 
< . I X ·X 1 ... 

; j i I 

290476-76 

Figure 13. Type "8" DMA Read Transfer (4 8CLKS) 

2-897 



82374EB/82374SB 

6.4.4 TYPE "C" (BURST) TIMING 

Type "C" (burst) timing is provided for EISA DMA devices. The DMA slave device needs to monitor EXRDY 
and 10RC# or 10WC# signals to determine when to change the data (on writes) or sample the data (on 
reads). This timing will allow up to 33 MBytes per second transfer rate with a 32-bit DMA device and 32-bit 
memory. Note that 8- or 16-bit DMA devices are supported (through the programmable DMA address incre· 
ment) and that they use the "byte lanes" natural to their size for the data transfer. As with all bursts, the 
system will revert to two BCLK cycles if the memory does not support burst. When a DMA burst cycle 
accesses non·burst memory and the DMA cycle crosses a page boundary into burstable memory, the ESC will 
continue performing standard (non·burst) cycles. This will not cause a problem since the data is transferred 
correctly. 

BCLK -I I 
I I I 

Addr c:::=-x : ~, I 
I I 

SLBURST# :\ I 
~ I 

I I 
I \ I: MSBURST# I I 
I 

W/R# :\ I 
I 

START# LJ 
I I 

CMD# :\ II 
I 

I I 

MRDC# :\ :1 
I I 

rowe# \ I 
I I I I 

~ 
I 

8D[32:0] ( 

290476-77 

Figure 14. Type "C" (Burst) DMA Read Transfers (1 BCLK) 

6.5 Channel Priority 

For priority resolution the DMA consists of two logical channel groups·channels 0-3 and channels 4-6. Each 
group may be in either Fixed or Rotate mode, as determined by the Command register. 

For arbitration purposes, the source of the DMA request is transparent. DMA 1/0 slaves normally assert their 
DREQ line to arbitrate for DMA service. However, a software request for DMA service can be presented 
through each channel's DMA Request register. A software request is subject to the same prioritization as any 
hardware request. Please see the detailed register description in Section 3.0 for Request Register program· 
ming information. 
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Fixed Priority 

The initial fixed priority structure is as follows: 

High priority Low priority 

(0, 1, 2, 3) 5, 6, 7 

The fixed priority ordering is 0, 1, 2, 3, 5, 6, and 7. In this scheme, Channel 0 has the highest priority, and 
Channel 7 has the lowest priority. Channels [3:0] of DMA-1 assume the priority position of Channel 4 in DMA-
2, thus taking priority over Channels 5, 6, and 7. 

Rotating Priority 

Rotation allows for "fairness" in priority resolution. The priority chain rotates so that the last channel serviced 
is assigned the lowest priority in the Channel group (0-3, 5-7). Channels 0-3 rotate as a group of 4. They are 
always placed between Channel 5 and Channel 7 in the priority list. Channel 5-7 rotate as part of a group of 4. 
That is, Channels (5-7) form the first three partners in the rotation, while Channel group (0-3) comprises the 
fourth position in the arbitration. Table 15 demonstrates rotation priority: 

Table 15. Rotating Priority Example 

Programmed Mode Action 
Priority 

High ..... . Low 

Group (0-3) is in rotation mode 1) I nitial Setting (0,1,2,3),5,6,7 

Group (4-7) is in iixed mod6. 2) Aftor servicing channel 2 (3,0,1,2),5,6,7 

3) After servicing channel 3 (0,1,2,3),5,6,7 

Group (0-3) in rotation mode 1) Initial Setting (0, 1, 2 3), 5, 6, 7 

Group (4-7) is in rotation mode 2) After servicing channel 0 5,6,7, (1, 2, 3, 0) 

3) After servicing channel 5 6,7, (1, 2, 3, 0), 5 

(note that the first servicing of 4) After servicing channel 6 7, (1, 2, 3, 0), 5,6 

channel 0 caused double rotation). 5) After servicing channel 7 (1,2,3,0),5,6,7 

6.6 Scatter-Gather Functional Description 

Scatter-Gather provides the capability of transferring multiple buffers between memory and I/O without CPU 
intervention. In Scatter-Gather, the DMA can read the memory address and word count from an array of buffer 
descriptors called the Scatter-Gather Descriptor (SGD) Table. This allows the DMA to sustain DMA transfers 
until all buffers in the Scatter-Gather Descriptor Table are transferred. 

The Scatter-Gather Command register and Scatter-Gather Status register are used to control the operational 
aspect of Scatter-Gather transfers (see Section 3.2 for details of these registers). The Scatter-Gather Descrip­
tor Next Link register holds the address of the next buffer descriptor in the Scatter-Gather Descriptor Table. 

The next buffer descriptor is fetched from the Scatter-Gather Descriptor Table by a DMA read transfer. 
DACK# will not be asserted for this transfer because the I/O device is the DMA itself and the DACK is internal 
to the ESC. The ESC will assert 10WC# for these bus cycles like any other DMA transfer. The ESC will behave 
as an 8-bit I/O slave and will run type "8" timings for a Scatter-Gather buffer descriptor transfer. EOP will be 
asserted at the end of the transfer. 
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To initiate a typical Scatter-Gather transfer between memory and an I/O device the following steps are 
involved: 

1. Software prepares a Scatter-Gather Descriptor (SGD) table in system memory. Each Scatter-Gather de­
scriptor is 8 bytes long and consists of an address pointer to the starting address and the transfer count of 
the memory buffer to be transferred. In any given SGD table, two consecutive SGDs are offset by 8 bytes 
and are aligned on a 4-byte boundary. 

2. Each Scatter-Gather Descriptor for the linked list must contain the following information: 

a. Memory Address (buffer start) 4 bytes 

b. Byte Count (buffer size) 3 bytes 

c. End of Link List 1 bit (MSB) 

,----_b-<..yt_e_3 ___ b ..... yt_e_2 ___ bL.yt_e_1 ___ b-.!.yt..;.:.e'--O"----+-'A~ddress 

Dword 0 Memory Address 

Dword 1 EOl I RESERVED I Byte Count 

Figure 15. Scatter-Gather Descriptor Format 

XXXOh 
XXX3h 

XXX4h 
XXX7h 

290476-78 

3. Initialize DMA.Mode and Extended Mode registers with transfer specific information like 8-/16-bit I/O 
device, Transfer Mode, Transfer Type, etc. 

4. Software provides the starting address of the Scatter-Gather Descriptor Table by loading the Scatter-Gather 
Descriptor Table Pointer register. 

5. Engage the Scatter-Gather machine by writing a Start command to the Scatter-Gather Command register. 

6. The Mask register should be cleared as last the last step of programming the DMA register set. This is to 
prevent DMA from starting a transfer with a partially loaded command description. 

7. Once the register set is loaded and the channel is unmasked, the DMA will generate an internal request to 
fetch the first buffer from the Scatter Gather Descriptor Table. 

8. The DMA will then respond to DREQ or software requests. The first transfer from the first buffer will move 
the memory address and word count from the Base register set to the Current register set. As long as 
Scatter-Gather is active and the Base register set is not loaded and the last buffer has not been fetched, the 
channel will generate a request to fetch a reserve buffer into the Base register set. The reserve buffer is 
loaded to minimize latency problems going from one buffer to another. Fetching a reserve buffer has a lower 
priority than completing DMA for the channel. 

9. The DMA controller will terminate a Scatter-Gather cycle by detecting an End of List (E;OL) bit in the SGD. 
After the EOl bit is detected, the channel will transfer the buffers in the Base and Current register sets if 
they are loaded. At Terminal Count the channel will assert EOP or IRQ13 depending on its programming 
and set the Terminate bit in the Scatter-Gather Status register. The Active bit in the Scatter-Gather Status 
register will be reset and the channel's Mask bit will be set. 
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SGDTABLE MEMORY BUFFERS 

Ptr. MEMORY ADDRESS 

SGDA 

0 BVTECOUNT 

Plr. + 8h MEMORY ADDRESS BUFFER A 
SGDB 

0 BVTECOUNT 

Plr. + 10h MEMORY ADDRESS 

SGDC 
BVTECOUNT 

BUFFERC 

BUFFER B 

290476-79 

Figure 16. Link List Example 

6.7 Register Functionality 

See Section 3.2 for detailed information on register programming, bit definitions, and default values/functions 
after a reset. 

DMA Channel 4 is used to cascade the two DMA controllers together and should not be programmed for any 
mode other than cascade. The Mode register for Channel 4 will default to cascade mode. Special attention 
should also be take when programming the Command and Mask registers as related to Channel 4 (refer to the 
Command and Mask register descriptions, Section 3.2). 

6.7.1 ADDRESS COMPATIBILITY MODE 

Whenever the DMA is operating in Address Compatibility mode, the addresses do not increment or decrement 
through the High and Low Page registers, and the high page register is set to OOh. This is compatible with the 
82C37 and Low Page register implementation used in the PC AT. This mode is set when any of the lower three 
address bytes of a channel are programmed. If the upper byte of a channel's address is programmed last, the 
channel will go into Extended Address Mode. In this mode, the high byte may be any value and the address 
will increment or decrement through the entire 32-bit address. 
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After reset is negated all channels will be set to Address Compatibility Mode. The DMA Master Clear com­
mand will also reset the proper channels to Address Compatibility Mode. The Address Compatibility Mode bits 
are stored on a per channel basis . . ' 

6.7.2 SUMMARY OF THE DMA TRANSFER SIZES 

Table 16 lists each of the DMA device transfer sizes. The column labeled "Word Count Register" indicates 
that. the register contents represent either the number of bytes to transfer or the number of 16-bit words to 
transfer. The column labeled "Current Address Register Increment/Decrement" indicates the number added 
to or taken from the Current Address register after each DMA transfer cycle. The Mode Register determines if 
the Current Address register will be incremented or decremented. 

Table 16. DMA Transfer Size 

Word Count Current Address 
DMA Device Date Size And Word Count 

Register Increment/Decrement 

'B-bit liD, Count By Bytes Bytes 1 

16-bit lID, Count By Words (Address Shifted) Words 1 

16-bit liD, Count By Bytes Bytes 2 

32-bit lID, Count By Bytes Bytes 4 

6.7.3 ADDRESS SHIFTING WHEN PROGRAMMED FOR 16·BIT 1/0 COUNT BY WORDS 

To maintain compatibility with the implementation of the DMA in the PCI AT which used the 82C37, the DMA 
will shift the addresses when the Extended Mode register is programmed for, or defaulted to, transfers tolfrom 
a 16-bit device countS.7.3-by-words. Note that the least significant bit of the Low Page register is dropped in 
16-bit shifted mode. When programming the Current Address register while the DMA channel is in this mode, 
the Current Address must be programmed to an even address with the address value shifted right by one bit. 
The address shifting is as shown in Table 17. 

Table 17. Address Shifting in 16·Blt 1/0 DMA Transfers 

Output 
8·Bit 1/0 16·Blt 1/0 16·Blt 1/0 32·Blt I/O 

Programmed Programmed Programmed Programmed 
Address 

Address Address (Shifted) Address (No Shift) Address (No Shift) 

AO AO "0" AO AO 
[1S:1] A[1S:1] A[15:0] A[16:01] A[16:01] 
A[31:17] A[31:17] A[31:17] A[31:17] A[31:17] 

NOTE: 
The least significant bit of the Low Register is dropped in 16-bit shifted mode. 

6.7.4 STOP REGISTERS (RING BUFFER DATA STRUCTURE) 

To support a common data communication data structure, (the ring buffer), a set of DMA registers have been 
provided. These registers are called Stop registers. Each channel has 22-bits of register location associated 
with it. The 22-bits are distributed between three different registers (one 8-bit and two 8-bit). The Stop registers 
can be enabled or disabled by writing to the channel's corresponding Extended Mode register. 

The ring buffer data structure reserves a fixed portion of memory, on Dword boundaries, to be used for a DMA 
channel. Consecutively received frames or other data structures are stored sequentially within the boundaries 
of the ring buffer memory. 
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The beginning and end of the ring buffer area is defined in the Base Address register and the Base Address 
register + the Base Byte/Transfer Count. The incoming frames (data) are deposited in sequential locations of 
the ring buffer. When the DMA reaches the end of the ring buffer, indicating the byte count has expired, the 
DMA controller (if so programmed) will autoinitialize. Upon autoinitialization, the Current Address register will 
be restored from the Base Address register, taking the process back to the start of the ring buffer. The DMA 
will then be available to begin depositing the incoming bytes in the ring buffers sequential locations, providing 
that the CPU has read the data that was previously placed in those locations. The DMA determines that the 
CPU has read certain data by the value that the CPU writes into the Stop register. 

Once the data of a frame is read by the CPU, the memory location it occupies becomes available for other 
incoming frames. The Stop register prevents the DMA from over writing data that has not yet been read by the 
CPU. After the CPU has read a frame from memory it will update the Stop register to point to the location that 
was last read. The DMA will not deposit data into any location beyond that pOinted to by the Stop register. The 
last address transferred before the channel is masked is the first address that matches the Stop register. 

For example, if the stop register = 00001Ch, the last three transfers are shown in Table 18. 
Table 18. Stop Register Functionality Example 

By Bytes By Words ByWords 

Increment XXOOO01Ah XXOOO018h XXOOO018h 

XXOOO01Bh XXOOO01Ah XXOOO01Ah 

XXOOO01Ch XXOOO01Ch XXOOO01Ch 
Decrement XXOOO021h XXOOO023h XXOOO023h 

XXOOOO20h XXOOO021h XXOOO021h 

XXOOO01Fh XXOOO01Fh XXOOO01Fh 

NOTE: 
The Stop registers store values to compare against LA[23:2j only, so the size of the ring buffer IS limited to 16 MBytes. 

6.7.5 BUFFER CHAINING MODE AND STATUS REGISTERS 

The Chaining Mode registers are used to implement the buffer chaining mode of a channel. The buffer 
chaining mode is useful when transferring data from a peripheral to several different areas of memory with one 
continuous transfer operation. Four registers are used to implement this function: the Chaining Mode register, 
the Chaining Mode Status Register, the Channel Interrupt Status register, and the Chain Buffer Expiration 
Control register. 

The Chaining Mode register controls the buffer chaining initialization. Buffer chaining mode can be enabled or 
disabled. A Chaining Mode bit is used to indicate if Base register programming is complete and chaining can 
begin, or to hold off chaining because the Base registers still need programming. Another bit dictates the 
buffer expiration response by indicating whether an IRQ13 or EOP should be issued when the buffer needs 
reprogramming. The Chaining Mode Status Register indicates whether each channel's chaining mode is en­
abled or disabled. 

The Channel Interrupt Status Register indicates the channel source of a DMA chaining interrupt on IRQ13. 
The CPU can read this register to determine which channel asserted IRQ13 following a buffer expiration. The 
Chain Buffer Expiration Control Register is a read only register that reflects the outcome after the expiration of 
a chain bL<ffer. If a channel bit is set to 0, IRQ13 will be activated following the buffer expiration. If a channel bit 
is set to 1, EOP will be asserted following the buffer expiration. 
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6.7.6 AUTOINITIALIZE 

By programming a bit in the Mode register, a channel may be set up as an autoinitialize channel. During 
Autoinitialization, the original values of the Current page, Current address and Current Byte/Word Count 
registers are automatically restored from the Base Address, and Word count registers of that channel following 
TC. The Base registers are loaded simultaneously with the Current registers by the microprocessor and remain 
unchanged throughout the DMA service. The mask bit is not set when the channel is in autoinitialize. Following 
autoinitialize the channel is ready to perform another DMA service, without CPU intervention, as soon as a 
valid DREQ is detected. (Note: Autoinitialize will not function if the channel is also programmed for Scatter­
Gather or buffer chaining. Only one of these features should be enabled at a time.) 

6.8 Software Commands 

These are additional special software commands which can be executed in the Program Condition. They do 
not depend on any specific bit pattern on the data bus. The three software commands are: 

1. Clear Byte Pointer Flip-Flop. 

2. Master Clear. 

3. Clear Mask Register. 

6.8.1 CLEAR BYTE POINTER FLIP-FLOP 

This command is executed prior to writing or reading new address or word count information to the DMA. This 
initializes the flip-flop to a known state so that subsequent accesses to register contents by the microproces­
sor will address upper and lower bytes in the correct sequence. 

When the CPU is reading or writing DMA registers, two Byte Pointer Flip-Flops are used; one for Channels 0-3 
and one for Channels 4-6. Both of these act independently. There are separate software commands for 
clearing each of them (OCh for Channels 0-3, OD8h for Channels 4-7). 

An additional Byte Pointer Flip-Flop has been added for use when EISA masters are reading and writing DMA 
registers. (The arbiter state will be used to determine the current master of the bus.) This Flip-Flop is cleared 
when an EISA Master performs a write to either OOCh or OD8h. there is one Byte Pointer Flip Flop per eight 
DMA channels. This Byte Pointer was added to eliminate the problem of the CPU's byte pointer getting out of 
synchronization if an EISA Master takes the bus during the CPU's DMA programming. 

6.8.2 DMA MASTER CLEAR 

This software instruction has the same effect as the hardware Reset. The Command, Status, Request, and 
Internal First/Last Flip-Flop registers are cleared and the Mask register is set. The DMA Controller will enter 
the idle cycle. 

There are two independent Master Clear Commands, ODh which acts on Channels 0-3, and ODAh which acts 
on Channels 4-6. 

6.8.3 CLEAR MASK REGISTER 

This command clears the mask bits of all four channels, enabling them to accept DMA requests. I/O port OOEh 
is used for Channels 0-3 and liD port ODCh is used for Channels 4-6. 
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6.9 Terminal CountlEOP Summary 

Table 19 is a summary of the events that happen as a result of a terminal count or external EOP when running 
DMA in various modes. 

Table 19. Terminal CountlEOP Summary Table 

Conditions 

AUTOINIT No Yes 

Event 

Word Counter Expired Yes X Yes X 

EOP Input X Asserted X Asserted 

Result 

Status TC set set set set 

Mask set set - -
SW Request clr clr clr c1r 

Current Register - - load load 

NOTES: 
1. load = Load Current From Base 
2. "-"=No Change 
3. X=Don't Care 
4. clr = Clear 

6.10 Buffer Chaining 

The buffer chaining mode of a channel is useful for transferring data from a peripheral to several different 
areas of memory within one transfer operation (from the DMA device's viewpoint). This is accomplished by 
causing the DMA to interrupt the CPU for more programming information while the previously programmed 
transfer is still in progress. Upon completion of the previous transfer, the DMA controller will then load the new 
transfer information automatically. In this way, the entire transfer can be completed without interrupting the 
operation of the DMA device. This mode is most useful for DMA single-cycle or demand modes where the 
transfer process allows time for the CPU to execute the interrupt routine. 

The buffer chaining mode of a channel may be entered by programming the address and count of a transfer as 
usual. After the initial address and count is programmed, the Base registers are selected via the Chaining 
Mode register Chaining Mode Enabled bit. The address and count for the second transfer and both the 
Chaining Mode Enabled and the Program Complete bit of the Chaining Mode register should be programmed 
at this point, before starting the DMA process. When, during the DMA process, the Current Buffer is expired, 
the Base address, Page, and Count registers will be transferred to the Current registers and a signal that the 
buffer has been expired is sent to the programming master. 

This signal will be an IRQ13 if the master is the CPU, or a TC if the programming master is an EISA Master 
device. The type of programming master is indicated in the DMA's Chaining Mode Register, bit 4. If the CPU is 
the programming master for the Channel, TC will be generated only if the Current buffer expires and there is no 
Next Buffer stored in the Base registers. 
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Upon the expiration of a Current Buffer, the new Base register contents should be programmed and both the 
Chaining Mode Enabled and Program complete bits of the Chaining Mode register should be set. This resets 
the interrupt, if the CPU was the programming master, and allows for the next Base register to Current register 
transfer. If the Program Complete bit is not set before the current transfer reaches TC, then the DMA controller 
will set the Mask bit and the TC bit in the Status register and stop transferring data. In this case, an over-run is 
likely to occur. To determine if this has, a read of either Status register or the Mask register can be done (the 
Mask register has been made readable). If the channel is masked or has registered a TC, the DMA channel 
has been stopped and the full address, count, and chaining mode must be programmed to return to normal 
operation. 

Note that if the CPU is the programming master, an interrupt will only be generated if a Current Buffer expires 
and chaining mode is enabled. It will not occur during initial programming. The Channel Interrupt Status 
register will indicate pending interrupts only. That is, it will indicate an empty Base register with Chaining Mode 
enabled. When Chaining mode is enabled, only the Base registers are written by the processor, and only the 
Current registers can be read. The Current registers are only updated on a TC. 

6.11 Refresh Unit 

The ESC provides an EISA Bus compatible refresh unit that provides 14 bits of refresh address for EISAIISA 
bus DRAMs that do not have their own local refresh units. The refresh system uses the combined functions of 
the Interval Timers, the DMA Arbiter, DMA address counter, and EISA Bus Controller. Functionally, the Re­
fresh unit is a sub-section of the ESC DMA unit. The DMA Address Counter is used to increment the Refresh 
Address register following each refresh cycle. Interval Counter 1, Timer 1 generates an internal refresh re­
quest. The DMA Arbiter detects a Refresh signal from either the Counter/Timer or the REFRESH# input and 
determines when the refresh will be done. The DMA drives the refresh address out onto the LA address bus. 
The cycle is decoded and driven onto the EISA address bus by the EISA Bus Controller. The ESC EISA Bus 
Controller is responsible for generating the EISA cycle control signals. Timer 1 Counter 1 should be pro­
grammed to provide a refresh request about every 15 f-Ls. 

Requests for refresh cycles are generated by two sources: the ESC (Timer 1 Counter 1), and 16-bit masters 
that activate REFRESH # when they own the EISA bus. 

If a 16-bit ISA bus master holds the bus longer than 15 f-Ls, it must initiate memory refresh cycles. If the ISA 
Master initiates a Refresh cycle while it owns the bus, it floats the address lines and cycle control signals and 
asserts REFRESH# to the ESC. The ESC EISA Bus Controller generates the cycle control signals and the 
ESC DMA Refresh unit supplies the refresh address. The ISA Master must then wait one BCLK after MRDC# 
is negated before floating REFRESH # and driving the address lines and control Signals. 

Typically, the refresh cycle length is five BCLK's. The I/O slave can insert one wait state to extend the cycle to 
six BCLK's by asserting CHRDY. The ESC EISA Bus Controller, upon seeing REFRESH #, knows to run 
refresh cycles instead of DMA cycles. 

7.0 EISA BUS ARBITRATION 

The ESC receives requests for EISA Bus ownership from several different sources; from DMA devices, from 
the Refresh counter, from EISA masters and from PCI agents. PCI agents requesting the EISA Bus request the 
EISA Bus through the PCEB. Additionally, 16-bit ISA Masters may request the bus through a cascaded DMA 
channel (see the Cascade mode description in Section 6.2.4). 
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7.1 Arbitration Priority 

At the top level of the arbiter, the ESC uses a three way rotating priority arbitration method. On a fully loaded 
bus, the order in which the devices are granted bus access is independent of the order in which they assert a 
bus request, since devices are serviced based on their position in the rotation. The arbitration scheme assures 
that OMA channels and EISA masters are able to access the bus with minimal latency. 

The PCES and EISA Masters share one of the slots in the three way rotating priority scheme. This sharing is a 
two way rotation between the CPU and EISA Masters as a group. In this arbitration scheme, the PCES acts on 
behalf of the CPU and all other PCI masters. 

EISA Masters have a rotating priority structure which can handle up to eight master requests. 

The next position in the top level arbiter is occupied by the OMA. The OMA's OREQ lines can be placed in 
either fixed or rotating priority. The default mode is fixed and by programming the OMA Command registers, 
the priority can be modified to rotating priority mode. 

7.2 Preemption 

An EISA compatible arbiter ensures that minimum latencies are observed for both EISA DMA devices, and 
EISA Masters. 

7.2.1 PCEB EISA BUS ACQUISITION AND PCEB PREEMPTION 

EISA bus arbitration is intended to be optimized for CPU access the EISA bus. Since the CPU accesses to the 
EISA Sus through the PCES, the PCES is assumed to be the default owner of the EISA bus. The arbitration 
interface between the PCES and the ESC is implemented as a HOLO/HLOA (EISAHOLOI ElSAH LOA) pair. 

If a PCI cycle requires access to the EISA Sus while ElSAH LOA signal is asserted (EISA Sus busy) the PCI 
cycle is retried, and the PCES requests the EISA bus by asserting PEREQ #. The ESC, after sampling PER­
EQ# asserted, preempts the current owner of the EISA Sus. The ESC grants the EISA Sus by negating 
EISAHOLO signal. 

The ESC asserts EISAHOLO to the PCES when the ESC needs to acquire the ownership of the EISA bus. 
While EISAHOLO is asserted, the arbitration process is dynamic and may change (i.e. the ESC is still accept­
ing EISA Sus requests). When the PCES returns ElSAH LOA, the arbiter freezes the arbitration process and 
determine the winner. If the new winner is an EISA Master or DMA channel, the ESC will assert NMFLUSH #. 
The ESC tri-states the NMFLUSH# output driver on the following clock. The PCES holds NMFLUSH# assert­
ed until all buffers are flushed. After all buffers are flushed, the PCES negates NMFLUSH# and then tri-state 
the output buffer. After sampling NMFLUSH# negated, the ESC resumes driving NMFLUSH# on the next PCI 
clock. This way the ESC does not assert MACK# or OACK# until the PCES acknowledges that all line buffers 
have been flushed. 
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7.2.2 EISA MASTER PREEMPTION 

EISA specification requires that EISA Masters must release the bus within 64 BCLKs (8 /Ls) after the ESC 
negates MACKx #. If the bus master attempts to start a new bus cycle after this timeout period, a bus timeout 
(NMI) is generated and the RSTDRV is asserted to reset the offending bus master. 

7.2.3 DMA PREEMPTION 

A DMA slave device that is not programmed for compatible timing is preempted from the EISA Bus by another 
device that requests use of the bus. This will occur regardless of the priority of the pending request. For DMA 
devices not using compatible timing mode, the DMA controller stops the DMA transfer and releases the bus 
within 32 BCLK (4 /Ls) of a preemption request. Upon the expiration of the 4 /Ls timer, the DACK is negated 
after the current DMA cycle has completed. The EISA Bus then arbitrated for and granted to the highest 
priority requester. This feature allows flexibility in programming the DMA for long transfer sequences in a 
performance timing mode while guaranteeing that vital system services such as Refresh are allowed access to 
the expansion bus. 

The 4 /Ls timer is not used in compatible timing mode. It is only used for DMA channels programmed for Type 
"A", Type "B", or Type "C" (Burst) timing. The 4 /Ls timer is also not used for 16-bit ISA masters cascaded 
through the DMA DREO lines. 

If the DMA channel that was preempted by the 4 /Ls timer is operating in Block mode, an internal bit will be set 
so that the channel will be arbitrated for again, independent of the state of DREO. 

7.3 Slave Timeouts 

A slave which does not release EXRDY or CHRDY can cause the CMD# active time to exceed 256 BCLKs 
(32 /Ls). The ESC does not monitor EXRDY or CHRDY for this timeout. Typically this function is provided in a 
system through a third party add-in card. The add·in cards which monitor EXRDY or CHRDY assert IOCHK 
signal when the 256 BCLK count expires. The ESC in response asserts NMI. 

The only way that a 16-bit ISA Master can be preempted from the EISA bus is if it exceeds the 256 BCLK 

(32 /Ls) limit on CMD# active. 

7.4 Arbitration During Non-Maskable Interrupts 

If a non-maskable interrupt (NMI) is pending at the PCEB, and the PCEB is requesting the bus, the DMA and 
EISA Masters will be bypassed each time they come up for rotation. This gives the PCEB the EISA Bus 
bandwidth on behalf of the CPU to process the interrupt as fast as possible. 

8.0 INTERVAL TIMERS 

The ESC contains five counter/timers that are equivalent to those found in the 82C54 programmable interval 
timer. The five counters are contained in two separate ESC timer units, referred to as Timer-1 and Timer-2. 
The ESC uses the Timers to implement key EISA system functions. Timer-1 contains three counters, and 
Timer·2 contains two counters. EISA systems do not use the middle counter on Timer-2. 

Interval Timer 1, Counter 0 is connected to the interrupt controller IROO and provides a system timer interrupt 
for a time-of-day, diskette time-out, or other system timing functions. Counter 1 generates a refresh-request 
signal and Counter 2 generates the tone for the speaker. 
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Interval Timer 2, Counter 0 implements a fail safe timer. Counter 0 generates NMI at regular intervals, thus 
preventing the system from locking up. Counter 1 is not used. Counter 2 is used to slow down the CPU by 
means of pulse-width modulation. The output of Timer 2 Counter 2 is tied to the SLOWH # signal. 

Table 20. Interval Timer Functions 

Function Counter 0 System Timer Counter 0 Fail-Safe Timer 
Gate Always On Always On 
Clock Ih 1.193 MHz(OSC/12) 0.298 MHz(OSC/48) 
Out INT-1 IROO NMllnterrupt 

Counter 1 Refresh Request 
Gate Always On 
Clock In 1.193 MHz(OSC/12) 
Out Refresh Request 

Counter 2 Counter 2 
Gate Programmable Refresh Request 
Clock In Port 61 h 
Out 1.193 MHz(OSC/12) 8 MHz (BCLK) 

Speaker CPU Speed Control (SLOWH #) 

8.1 Interval Timer Address Map 

Table 21 shows the I/O address map of the interval timer counters: 

Table 21. Interval Timer 1/0 Address Map 

I/O Port Address Register Description 

040h Timer 1, System Timer (Counter 0) 

041h Timer 1, Refresh Request (Counter 1) 

042h Timer 1, Speaker Tone (Counter 2) 

043h Timer 1, Control Word Register 

048h Timer 2, Fail-Safe Timer (Counter 0) 

049h Timer 2, Reserved 

04Ah Timer 2, CPU Speed Control (Counter 2) 

04Bh Timer 2, Control Word Register 

Timer 1-Counter 0, System Timer 

This counter functions as the system timer by controlling the state of IRO[O] and is typically programmed for 
Mode 3 operation. The counter produces a square wave with a period equal to the product of the counter 
period (838 ns) and the initial count value. The counter loads the initial count value one counter period after 
software writes the count value to the counter I/O address. The counter initially asserts IRO[O] and decre­
ments the count value by two each counter period. The counter negates IRO[O] when the count value reaches 
O. It then reloads the initial count value and again decrements the initial count value by two each counter 
period. The counter then asserts IRO[O] when the count value reaches "0", reloads the initial count value, and 
repeats the cycle, alternately asserting and negating IRO[O]. 
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Timer 1-Counter 1, Refresh Request Signal 

This counter provides the Refresh Request signal and is typically programmed for Mode 2 operation. The 
counter negates Refresh Request for one counter period (833 ns) during each count cycle. The initial count 
value is loaded one counter period after being written to the counter I/O address. The counter initially asserts 
Refresh Request, and negates it for 1 counter period when the count value reaches 1. The counter then 
asserts Refresh Request and continues counting from the initial count value. 

Timer 1-Counter 2, Speaker Tone 

This counter provides the speaker tone and is typically programmed for Mode 3 operation. The counter 
provides a speaker frequency equal to the counter clock frequency (1.193 MHz) divided by the initial count 
value. The speaker must be enabled by a write to port 061 h (see Section 3.7 on the NMI Status and Control 
Ports). 

Timer 2-Counter 0, Fail-Safe Timer 

This counter functions as a fail-save timer by preventing the system from locking up. This counter generates 
an interrupt on the NMI line as the count expires by setting bit 7 on Port 0461 h. Software routines can avoid 
the Fail-Safe NMI by resetting the counter before the timer count expires. 

Timer 2-Counter 2, CPU Speed Control 

This counter generates the SLOWH # to the CPU and is typically programmed for Mode 1 operation. The 
counter is triggered by the refresh request signal generated by Timer 1-Counter 1 only. If the counter is 
programmed, the counters SLOWH # output wiii Stop the CPU for ihe programmed period of the one-shot 
every time a refresh request occurs. This counter is not configured or programmed until a speed reduction in 
the system is required,. 

8.2 Programming The Interval Timer 

The counter/timers are programmed by I/O accesses and are addressed as though they are contained in two 
separate 82C54 interval timers. Timer 1 contains three counters and Timer 2 contains two counters. Each 
Timer is controlled by a separate Control Word register. Table 22 lists the six operating modes for the interval 
counters. Note that for the fail safe timer (timer 2, counter 0), only mode 0 is supported. 

The interval timer is an I/O-mapped device. Several commands are available: 

1. The Control Word Command specifies: 

- which counter to read or write 

- the operating mode 

- the count format (binary or BCD) 

2. The Counter Latch Command latches the current count so that it can be read by the system. The count­
down process continues. 

3. The Read Back Command reads the count value, programmed mode, the current state of the OUT pins, 
and the state of the Null Count Flag of the selected counter. 
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The Read/Write Logic selects the Control Word register during an I/O write when address lines A 1, AO = 11. 
This condition occurs during an I/O write to port addresses 043h and 04Bh, the addresses for the Control 
Word Register on Timer 1 and Control Word Register on Timer 2 respectively. If the CPU writes to port 043h or 
port 04Bh, the data is stored in the respective Control Word Register and is interpreted as a Control Word 
used to define the operation of the Counters. 

The Control Word Register is write-only. Counter Status information is available with the Read-Back Com­
mand. 

Table 22. Counter Operating Modes 

Mode Function 

0 Out signal on end of count ( = 0) 

1 Hardware retriggerable one-shot 

2 Rate generator (divide by n counter) 

3 Square wave output 

4 Software triggered strobe 

5 Hardware triggered strobe 

Because the timer counters come up in an unknown state after power up, multiple refresh requests may be 
queued up. To avoid possible multiple refresh cycles after power up, program the timer counter immediately 
after power up. 

Write Operations 

Programming the interval timer is a simple process: 

1. Write a control word. 

2. Write an initial count for each counter. 

3. Load the least and/or most significant bytes (as required by Control Word Bits 5, 4) of the 16-bit counter. 

The programming procedure for the. ESC timer units is very flexible. Only two conventions need to be ob­
served. First, for each Counter, the Control Word must be written before the initial count is written. Second, the 
initial count must follow the count format specified in the Control Word (least significant byte only, most 
significant byte only, or least significant byte and then most significant byte). 

Since the Control Word Register and the three Counters have separate addresses (selected by the A 1, AO 
inputs), and each Control Word specifies the Counter it applies to (SCO, SC1 bits), no special instruction 
sequence is required. Any programming sequence that follows the conventions above is acceptable. 

A new initial count may be written to a Counter at any time without affecting the Counter's programmed Mode 
in any way. Counting will be effected as described in the Mode definitions. The new count must follow the 
programmed count format. 

If a Counter is programmed to read/write two-byte counts, the following precaution applies: A program must 
not transfer control between writing the first and second byte to another routine which also writes into that 
same Counter. Otherwise, the Counter will be loaded with an incorrect count. 

Interval Timer Control Word Format 

The Control Word specifies the counter, the operating mode, the order and size of the COUNT value, and 
whether it counts down in a 16-bit or binary-coded decimal (BCD) format. After writing the control word, a new 
count may be written at any time. The new value will take effect according to the programmed mode. 
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If a counter is programmed to read/write two-byte counts, the following precaution applies: A program must 
not transfer control between writing the first and second byte to another routine which also writes into that 
same counter. Otherwise, the counter will be loaded with an incorrect count. The count must always be 
completely loaded with both bytes. 

Read Operations 

It is often desirable to read the value of a Counter without disturbing the count in progress. This is easily done 
in the ESC timer units. 

There are three possible methods for reading the counters: a simple read operation, the Counter Latch 
Command, and the Read-Back Command. 

Counter I/O Port Read 

The first method is to perform a simple read operation. To read the Counter the CLK input of the selected 
Counter must be inhibited by using either the GATE input or external logic. Otherwise, the count may be in the 
process of changing when it is read, giving an undefined result. When reading the count value directly, follow 
the format programmed in the control register: read LSB, read MSB, or read LSB then MSB. Within the ESC 
timer unit, the GATE input on Timer 1 Counter 0, Counter 1 and Timer 2 Counter 0 are tied high. Therefore, the 
direct register read should not be used on these two counters. The GATE input of Timer 1 Counter 2 is 
controlled through I/O port 061h. If the GATE is disabled through this register, direct I/O reads of port 042h 
will return the current count value. 

Counter Latch Command 

The Counter Latch command latches the count at the time the command is received. This command is used to 
insure that the count read from the counter is accurate (particularly when reading a two-byte count). The count 
value is then read from each counter's Count register as was programmed by the Control register. 

The selected Counter's output latch (OL) latches the count at the time the Counter Latch Command is 
received. This count is held in the latch until it is read by the CPU (or until the Counter is reprogrammed). The 
count is then unlatched automatically and the OL returns to "following" the counting element (CE). This allows 
reading the contents of the Counters "on the fly" without effecting counting in progress. Multiple Counter 
Latch Commands may be used to latch more than one Gounter. Each latched Counter's OL holds its count 
until it is read. Counter Latch Commands do not effect the programmed Mode of the Counter in any way. The 
Counter Latch Command can be used for each counter in the ESC timer unit. 

If a Counter is latched and then, some time later, latched again before the count is read, the second Counter 
Latch Command is ignored. The count read will be the count at the time the first Counter Latch Command was 
issued. 

With either method, the count must be read according to the programmed format; specifically, if the Counter is 
programmed for two byte counts, two bytes must be read. The two bytes do not have to be read one right after 
the other; read, write, or programming operations for other Counters may be inserted between them. 

Another feature of the ESC timer unit is that reads and writes of the same Counter may be interleaved. For 
example, if the Counter is programmed for two byte counts, the following sequence is valid: 

1. Read least significant byte. 

2. Write new least Significant byte. 

3. Read most Significant byte. 

4. Write new most significant byte. 
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One precaution is worth noting. If a Counter is programmed to read/write two-byte counts, a program must not 
transfer control between reading the first and second byte to another routine which also reads from that same 
Counter. Otherwise, an incorrect count will be read. 

Read Back Command 

The third method uses the Read-Back command. The Read-Back command is used to determine the count 
value, programmed mode, and current states of the OUT pin and Null Count flag of the selected counter or 
counters. The Read-Back command is written to the Control Word register, which causes the current states of 
the above mentioned variables to be latched. The value of the counter and its status may then be read by I/O 
access to the counter address. 

The read-back command may be used to latch multiple counter output latches (Ol) by setting the COUNT # 
bit D5 = 0 and selecting the desired counter(s). This single command is functionally equivalent to several 
counter latch commands, one for each counter latched. Each counter's latched count is held until it is read (or 
the counter is reprogrammed). Once read, a counter is automatically unlatched. The other counters remain 
latched until they are read. If multiple count read-back commands are issued to the same counter without 
reading the count, all but the first are ignored; Le. the count which will be read is the count at the time the first 
read-back command was issued. 

The read-back command may also be used to latch status information of selected counter(s) by setting 
STATUS# bit D4=0. Status must be latched to be read. The status of a counter is accessed by a read from 
that counter's I/O port address. 

If multiple counter status latch operations are performed without reading the status, all but the first are ignored. 
The status returned from the read is the counter status at the time the first status read-back command was 
issued. 

Both count and status of the selected counter(s) may be latched simultaneously by setting both the COUNT # 
and STATUS# bits[5:4] =OOb. This is functionally the same as issuing two consecutive, separate read-back 
commands. The above discussions apply here also. Specifically, if multiple count and/or status read-back 
commands are issued to the same counter(s) 'without any intervening reads, all but the first are ignored. 

If both count and status of a counter are latched, the first read operation from that counter v.:iII return the 
latched status, regardless of which was latched first. The next one or two reads (depending on whether the 
counter is programmed for one or two type counts) return the latched count. Subsequent reads return un­
latched count. 

9.0 INTERRUPT CONTROLLER 

The ESC provides an EISA compatible interrupt controller which incorporates the functionality of two 82C59 
interrupt controllers. The two controllers are cascaded so that 14 external and two internal interrupts are 
possible. The master interrupt controller provides IRO[7:0] and the slave interrupt controller provides 
IRO[15:8] (Figure 19). The two internal interrupts are used for internal functions only and are not available at 
the chip periphery. IR02 is used to cascade the two controllers together and IROO is used as a system timer 
interrupt and is tied to Interval Timer 1, Counter O. The remaining 14 interrupt lines (IR01, tR03-IR015) are 
available for external system interrupts. Edge or level sense selection is programmable on a by-controller 
basis. 

The Interrupt Controller consists of two separate 82C59 cores. Interrupt Controller 1 (CNTRl-1) and Interrupt 
Controller 2 (CNTRl-2) are initialized separately, and can be programmed to operate in different modes. The 
default settings are: 80x86 Mode, Edge Sensitive (IROO-15) Detection, Normal EOI, Non-Buffered Mode, 
Special Fully Nested Mode disabled, and Cascade Mode. CNTRl-1 is connected as the Master Interrupt 
Controller and CNTRl-2 is connected as the Slave Interrupt Controller. 
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Table 23 lists the I/O port address map for the interrupt registers. 

Table 23. 1/0 Address Map 

Interrupts I/O Address # of bits Register 

IRO[7:0j 0020h 8 CNTRL-1 Control Register 

IRO[7:0j 0021h 8 CNTRL-1 Mask Register 

IRO[7:0j 04DOh 8 CNTRL-1 Edge/Level Control Register 

IRO[15:8j OOAOh 8 CNTRL-2 Control Register 

IRO[15:8j 00A1h 8 CNTRL-2 Mask Register 

IRO[15:8j 04D1h 8 CNTRL-2 Edge/Level Control Register 

IROO, and IR02 are connected to the interrupt controllers internally. The other interrupts are always generated 
externally. IR012 and IR013 may be generated internally through the ABFULL and FERR# signals, respec­
tively. 
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Table 24. Typical Interrupt Functions 
-

Priority Label Controller Typical Interrupt Source 

1 IRQO 1 Interval Timer 1, Counter 0 OUT 

2 iRQ1 1 Keyboard 

3-10 IRQ2 1 I nterrupt from Controller 2 

3 IRQ8# 2 Real Time Clock 

4 IRQ9 2 Expansion Bus Pin B04 

5 IRQ10 2 Expansion Bus Pin 003 

6 IRQ11 2 Expansion Bus Pin 004 

7 IRQ12 2 Expansion Bus Pin 005 

8 IRQ13 2 Coprocessor Error, Chaining 

9 IRQ14 2 Fixed Disk Drive Controller Expansion Bus Pin 007 

10 IRQ15 2 Expansion Bus Pin 006 

11 IRQ3 1 Serial Port 2, Expansion Bus B25 

12 IRQ4 1 Serial Port 1 , Expansion Bus B24 

13 IRQ5 1 Parallel Port 2, Expansion Bus B23 

14 IRQ6 1 Diskette Controller, Expansion Bus B22 

15 IRQ7 1 Parallel Port 1, Expansion Bus B21 

9.1 Interrupt Controller Internal Registers 

Several registers are c(ir~::.: -_~..: : .. :_ ... _::, .• ::: .: .. v~v;. :":":'N~. '"'' '''''''' UI-''''' elL LII., .nl..l IllpUI lines are nanoleo 
by two registers in cascade, the Interrupt Request Register (IRR) and the In-Service Register (ISR). The IRR is 
used to store all the interrupt levels which are requesting service and the ISR is used to store all the interrupt 
levels which are being serviced. 

Internal circuitry determines the priorities of the bits set in the IRR. The highest priority is selected and strobed 
into the corresponding bit of the ISR during Interrupt Acknowledge Cycles. 

The Interrupt Mask Register (IMR) stores the bits which mask the incoming interrupt lines. The IMR operates 
on the IRR. Masking of a higher priority input will not effect the interrupt request lines of lower priority inputs. 

9.2 Interrupt Sequence 

The powerful features of the Interrupt Controller in a microcomputer system are its programmability and the 
interrupt routine addressing capability. The latter allows direct or indirect jumping to the specific interrupt 
routine requested without any polling of the interrupting devices. The following shows the interrupt sequence 
for an x86 type system (the 8080 mode of the interrupt controller must never be selected when programming 
the ESC). 
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Note that externally, the interrupt acknowledge cycle sequence appears different than in a traditional discrete 
82C59 implementation. However, the traditional interrupt acknowledge sequence is generated within the ESC 
and it is an EISA compatible implementation. 

1. One or more of the Interrupt Request (IRQ[xj) lines are raised high, setting the corresponding IRR bit(s). 

2. The Interrupt Controller evaluates these requests, and sends an INTR to the CPU, if appropriate. 

3. The CPU acknowledges the INTR and responds with an interrupt acknowledge cycle. This cycle is translat­
ed into a PCI bus command. This PCI command is broadcast over the PCI bus as a single cycle as opposed 
to the two cycle method typically used. 

4. Upon receiving an interrupt acknowledge cycle from the CPU over the PCI, the PCES converts the single 
cycle into an INTA# pulse to the ESC. The ESC uses the INTA# pulse to generate the two cycles that the 
internal 8259 pair can respond to with the expected interrupt vector. The cycle conversion is performed by a 
functional block in the ESC Interrupt Controller Unit. The internally generated interrupt acknowledge cycle is 
completed as soon as possible as the PCI bus is held in wait states until the interrupt vector data is 
returned. Each cycle appears as an interrupt acknowledge pulse on the INTA# pin of the cascaded inter­
rupt controllers. These two pulses are not observable at the ESC periphery. 

5. Upon receiving the first internally generated interrupt acknowledge, the highest priority ISR bit is set and the 
corresponding IRR bit is reset. The Interrupt Controller does not drive the Data Sus during this cycle. On the 
trailing edge of the first cycle pulse, a slave identification code is broadcast by the master to the slave on a 
private, internal three bit wide bus. The slave controller uses these bits to determine if it must respond with 
an interrupt vector during the second INTA# cycle. 

6. Upon receiving the second internally generated interrupt acknowledge, the Interrupt Controller releases an 
8-bit pointer (the interrupt vector) onto the Data Sus where it is read by the CPU. 

7. This compl",t"'5 the interrupt cycle. In the AEOI mode the ISR bit is reset at the end of the second interrupt 
acknowledge cycle pulse. Otherwise, the ISR bit remains set until an appropriate EOI command i:> issued at 
the end of the interrupt subroutine. 

If no interrupt request is present at step four of either sequence (i.e., the request was too short in duration) the 
Interrupt Controller will issue an interrupt level 7. 

9.3 SOxS6 Mode 

When initializing the control registers of the 82C59, an option exists in Initialization Control Word Four (ICW4) 
to select either an 80x86 or an MSC-85 microprocessor based system. The interrupt acknowledge cycle is 
different in an MSC-85 based system than in the 80x86 based system: the interrupt acknowledge takes three 
INTA# pulses with the MSC-85, rather than the two pulses with the 80x86. The ESC is used only in an 80x86 
based system. You must program each interrupt controller's ICW4 bit 0 to a "1" to indicate that the interrupt 
controller is operating in an 80x86 based system. This setting ensures proper operation during an interrupt 
acknowledge. 

9.3.1 ESC INTERRUPT ACKNOWLEDGE CYCLE 

As discussed, the CPU generates an interrupt acknowledge cycle that is translated into a single PCI command 
and broadcast across the PCI bus to the PCES. The PCES pulses the INTA# signal to the ESC. The ESC 
Interrupt Unit translates the INTA# signal into the two INTA# pulses expected by the interrupt controller 
subsystem. The Interrupt Controller uses the first interrupt acknowledge cycle to internally freeze the state of 
the interrupts for priority resolution. The first controller (CNTRL-1), as a master, issues a three bit interrupt 
code on the cascade lines to CNTRL-2 (internal to the ESC) at the end of the INTA# pulse. On this first cycle 
the interrupt controller block does not issue any data to the processor and leaves its data bus buffers disabled. 
CNTRL-2 decodes the information on the cascade lines, compares the code to the byte stored in Initialization 
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Command Word Three (ICW3), and determines if it will have to broadcast the interrupt vector during the 
second interrupt acknowledge cycle. On the second interrupt acknowledge cycle, the master (CNTRL-1) or 
slave (CNTRL-2), will send a byte of data to the processor with the acknowledged interrupt code composed as 
follows: 

Table 25. Content of Interrupt Vector Byte for 80x86 System Mode 

Interrupt 07 06 05 04 03 02 01 00 

IR07,15 T7 T6 T5 T4 T3 1 1 1 

IR06,14 T7 T6 T5 T4 T3 1 1 0 

IR05,13 T7 T6 T5 T4 T3 1 0 1 

IR04,12 T7 T6 T5 T4 T3 1 0 0 

IR03,11 T7 T6 T5 T4 T3 0 1 1 

IR02,10 T7 T6 T5 T4 T3 0 1 0 

IR01,9 T7 T6 T5 T4 T3 0 0 1 

IROO,8 T7 T6 T5 T4 T3 0 0 0 

NOTE: 
T7 - T3 represent the interrupt vector address (refer Register Description section). 

The byte of data released by the interrupt unit onto the data bus is referred to as the "interrupt vector". The 
format for this data is illustrated on a per-interrupt basis in Table 25. 

9.4 Programming The Interrupt Controller 

The Interrupt Controller accepts two types of command words generated by the CPU or bus master: 

1. Initialization Command Words (ICWs): Before normal operation can beoin. each Interrunt r.nntrnll<>r in 

.L = =~~~:_ ...... __ : :..._ :. ':':~::4V";' '" ,,,'" V""",",,,, '""" I~ i:I lWO 10 TOUr oyte sequence. However, for the ESC, each 
controller must be initialized with a four byte sequence. This four byte sequence is required to configure the 
interrupt controller correctly for the ESC implementation. This implementation is EISA-compatible. 

The four initialization command words are referred to by their acronyms: ICW1, ICW2, ICW3, and ICW4. 

The base address for each interrupt controller is a fixed location in the I/O memory space, at 0020h for 
CNTRL-1 and at OOAOh for CNTRL-2. 

An I/O write to the CNTRL-1 or CNTRL-2 base address with data bit 4 equal to 1 is interpreted as ICW1. For 
ESC-based EISA systems, three I/O writes to "base address + 1" (021 h for CNTRL-1 and OAOh for 
CNTRL-2) must follow the ICW1. The first write to "base address + 1" (021 h/OAOh) performs ICW2, the 
second write performs ICW3, and the third write performs ICW4. 
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ICW1 starts the initialization sequence during which the following automatically occur: 

a. Following initialization, an interrupt request (IRQ) input must make a low-to-high transition to generate an 
interrupt. 

b. The Interrupt Mask Register is cleared. 

c. IRQ7 input is assigned priority 7. 

d. The slave mode address is set to 7. 

e. Special Mask Mode is cleared and Status Read is set to IRR. 

ICW2 is programmed to provide bits[7:3] of the interrupt vector that will be released onto the data bus by 
the interrupt controller during an interrupt acknowledge. A different base [7:3] is selected for each interrupt 
controller. Suggested values for a typical EISA system are listed in Table 26. 

ICW3 is programmed differently for CNTRL-1 and CNTRL-2, and has a different meaning for each control­
ler. 

For CNTRL-1, the master controller, ICW3 is used to indicate which IRQx input line is used to cascade 
CNTRL-2, the slave controller. Within the ESC interrupt unit, IRQ2 on CNTRL-1 is used to cascade the INTR 
output of CNTRL-2. Consequently, bit 2 of ICW3 on CNTRL-1 is set to a 1, and the other bits are set to O's. 

For CNTRL-2, ICW3 is the slave identification code used during an interrupt acknowledge cycle. CNTRL-1 
broadcasts a code to CNTRL-2 over three internal cascade lines if an IRQ [x] line from CNTRL-2 won the 
priority arbitration on the master controller and was granted an interrupt acknowledge by the CPU. CNTRL-2 
compares this identification code to the value stored in ICW3, and if the code is equal to bits[2:0] of ICW3, 
CNTRL-2 assumes responsibility for broadcasting the interrupt vector during the second interrupt acknowl­
edge cycle pulse. 

!CW4 must bA programmed on both controllers. At the very least, bit 0 must be set to a 1 to indicate that the 
controllers are operating in an BOxB6 system. 

2. Operation Command Words (OCWs): These are the command words which dynamically reprogram the 
Interrupt Controller to operate in various interrupt modes. 

Any interrupt lines can be masked by writing an OCW1. A 1 written in any bit of this command word will 
mask incoming interrupt requests on the corresponding IRQx line. 

OCW2 is used to control the rotation of interrupt priorities when operating in the rotating priority mode and 
to control the End of Interrupt (EOI) function of the controller. 

OCW3 is used to set up reads of the ISR and IRR, to enable or disable the Special Mask Mode (SMM), and 
to set up the interrupt controller in polled interrupt mode. 

The OCWs can be written into the Interrupt Controller any time after initialization. Table 26 shows an 
example of typical values programmed by the BIOS at power-up for the ESC interrupt controller. 
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Table 26. Suggested Default Values For Interrupt Controller Registers 

Port Value Description of Contents 

020h 11h CNTLR·1, ICW1 
021h 08h CNTLR·1, ICW2 Vector Address for 000020h 
021h 04h CNTLR·1, ICW3 Indicates Slave Connection 
021h 01h CNTLR·1, ICW4 8086 Mode 
021h B8h CNTLR-1, Interrupt Mask (may vary) 
400h OOh CNTLR-1, Edge/Level Control Register 
OAOh 11h CNTLR-2, ICW1 
OA1h 70h CNTLR-2, ICW2 Vector Address for 0001 COh 
OA1h 02h CNTLR-2, ICW3 Indicates Slave 10 
OA1h 01h CNTLR-2, ICW4 8086 Mode 
401h OOh CNTLR-2, Edge/Level Control Register 
OA1h BOh CNTLR-2, Interrupt Mask (may vary) 

Figure 20 illustrates the sequence software must follow to load the interrupt controller Initialization Command 
Words (ICWs). The sequence must be executed for CNTRL-1 and CNTRL-2. After writing ICW1, ICW2, ICW3, 
and ICW4 must be written in order. Any divergence from this sequence, such as an attempt to program an 
OCW, will result in improper initialization of the interrupt controller and unexpected, erratic system behavior. It 
is suggested that CNTRL-2 be initialized first, followed by CNTRL-1. 

In the ESC, it is required that all four Initialization Command Words (ICWs) be initialized. As shown in Figure 
20, all ICWs must be programmed prior to programming the OCWs. 
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Figure 20. Initialization Sequence for ESC Initialization Command Words (ICWs) 

9.5 End-Of-Interrupt Operation 

9.5.1 END OF INTERRUPT (EOI) 

The In Service (IS) bit can be reset either automatically following the trailing edge of the second internal 
INTA# pulse (when AEOI bit in ICW1 is set) or by a command word that must be issued to the Interrupt 
Controller before returning from a service routine (EO I command). An EOI command must be issued twice with 
this cascaded interrupt controller configuration, once for master and once for the slave. 
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There are two forms of EOI commands: Specific and Non-Specific. When the Interrupt Controller is operated in 
modes which preserve the fully nested structure, it can determine which IS bit to reset on EOI. When a Non­
Specific EOI command is issued, the Interrupt Controller will automatically reset the highest IS bit of those that 
are set, since in the fully nested mode the highest IS level was necessarily the last level acknowledged and 
serviced. A non-specific EOI can be issued with OCW2 (EOI = 1, SL = 0, R = 0). 

When a mode is used which may disturb the fully nested structure, the Interrupt Controller may no longer be 
able to determine the last level acknowledged. In this case a Specific End of Interrupt must be issued which 
includes as part of the command the IS level to be reset. A specific EOI can be issued with OCW2 (EOI = 1 , 
SL = 1, R = 0, and LO-L2 is the binary level of the IS bit to be reset). 

It should be noted that an IS bit that is masked by an IMR bit will not be cleared by a non-specific EOI if the 
Interrupt Controller is in the Special Mask Mode. 

9.5.2 AUTOMATIC END OF INTERRUPT (AEOI) MODE 

If AEOI = 1 in ICW4, then the Interrupt Controller will operate in AEOI mode continuously until reprogrammed 
by ICW4. Note that reprogramming ICW4 implies that ICW1, ICW2, and ICW3 must be reprogrammed first, in 
sequence. In this mode the Interrupt Controller will automatically perform a non-specific EOI operation at the 
trailing edge of the last interrupt acknowledge pulse. Note that from a system standpoint, this mode should be 
used only when a nested multilevel interrupt structure is not required within a single Interrupt Controller. The 
AEOI mode can only be used in a master Interrupt Controller and not a slave (on CNTRL-1 but not CNTRL-2). 

9.6 Modes Of Operation 

9.6.1 FULLY NESTED MODE 

This mode is entered after initialization unless another mode is programmed. The interrupt requests are 
ordered in priority from ° through ? (0 being the highest). When an interrupt is acknowledged the highest 
priority request is determined and its vector placed on the bus. Additionallv. a hit of th .. Int.-m,nt ~ .. n';,..o 

. v",.~.v. \.':' ;v.,;, '" "",. """ I';:> Ull ItlmalnS sel until me microprocessor issues an End of Interrupt (EOI) 
command immediately before returning from the service routine. Or, if the AEOI (Automatic End of Interrupt) 
bit is set, this IS bit remains set until the trailing edge of the second internal INTA #. While the IS bit is set, all 
further interrupts of the same or lower priority are inhibited, while higher levels will generate an interrupt (which 
will be acknowledged only if the microprocessor internal Interrupt enable flip-flop has been re-enabled through 
software). 

After the initialization sequence, IROO has the highest priority and IRO? the lowest. Priorities can be changed, 
as will be explained, in the rotating priority mode. 
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9.6.2 THE SPECIAL FULLY NESTED MODE 

This mode will be used in the case of a big system where cascading is used, and the priority has to be 
conserved within each slave. In this case the special fully nested mode will be programmed to the master 
(using ICW4). This mode is similar to the normal nested mode with the following exceptions: 

1. When an interrupt request from a certain slave is in service, this slave is not locked out from the master's 
priority logic and further interrupt requests from higher priority IRQ's within the slave will be recognized by 
the master and will initiate interrupts to the processor. (In the normal nested mode a slave is masked out 
when its request is in service and no higher requests from the same slave can be serviced.) 

2. When exiting the Interrupt Service routine the software has to check whether the interrupt serviced was the 
only one from that slave. This is done by sending a non-specific End of Interrupt (EOI) command to the 
slave and then reading its In-Service register and checking for zero. If it is empty, a non-specific EOI can be 
sent to the master too. If not, no EOI should be sent. 

9.6.3 AUTOMATIC ROTATION (EQUAL PRIORITY DEVICES) 

In some applications there are a number of interrupting devices of equal priority. Automatic rotation mode 
provides for a sequential8-way rotation. In this mode a device receives the lowest priority after being serviced. 
In the worst case, a device requesting an interrupt will have to wait until each of seven other devices are 
serviced at most once. Figure 21 shows an example of automatic rotation. 

If the priority and "in service" status is: 

Before Rotate (lRQ4 the highest priority reqUiring service) 

IS7 IS6 IS5 IS4 IS3 IS2 IS1 ISO 

"IS" Status 1 0 1 1 1 0 11 1 0 1 0 0 1 0 1 

Priority I 2= I I 
Status 7 6 5 4 

Lowest 
Priority 

3 2 lo~ 

After Rotate (IRQ4 was serviced, all other priorities rotated correspondingly) 

IS7 IS6 IS5 IS4 IS3 IS2 IS1 ISO 

"IS" Status 1 0 1 1 0 1 0 1 0 1 0 1 0 1 0 1 

Priority 
Status L--'-_-'-,--'----r-'-_..L----l._---'---l 

Figure 21. Automatic Rotation Mode Example 

Highest 
Priority 

290476-84 
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There are two ways to accomplish Automatic Rotation using OCW2, the Rotation on Non-Specific EOI Com­
mand (R = 1, SL = 0, EOI = 1) and the Rotate in Automatic EOI Mode which is set by (R = 1, SL = 0, EOI = 0) 
and cleared by (R = 0, SL = 0, EOI = 0). 

9.6.4 SPECIFIC ROTATION (SPECIFIC PRIORITY) 

The programmer can change priorities by programming the bottom priority and thus fixing all other priorities. 
For example, if IR05 is programmed as the bottom priority device, then IR06 will be the highest priority device. 
The Set Priority command is issued in OCW2 where: R = 1, SL = 1; LO- L2 is the binary priority level code of 
the bottom priority device. See the register description for the bit definitions. 

Note that in this mode internal status is updated by software control during OCW2. However, it is independent 
of the End of Interrupt (EOI) command (also executed by OCW2). Priority changes can be executed during an 
EOI command by using the Rotate on Specific EOI command in OCW2 (R = 1, SL = 1, EOI = 1 and LO­
L2= IRO level to receive bottom priority). 

9.6.5 POLL COMMAND 

The Polled Mode can be used to conserve space in the interrupt vector table. Multiple interrupts that can be 
serviced by one interrupt service routine do not need separate vectors if the service routine uses the poll 
command. The Polled Mode can also be used to expand the number of interrupts. The polling interrupt service 
routine can call the appropriate service routine, instead of providing the interrupt vectors in the vector Table. In 
this mode the INTR output is not used and the microprocessor internal Interrupt Enable flip-flop is reset, 
disabling its interrupt input. Service to devices is achieved by software using a Poll command. 

The Poll command is issued by setting P = 1 in OCW3. The Interrupt Controller treats the next liD read pulse 
to the Interrupt Controller as an interrupt acknowledge, sets the appropriate IS bit if there is a request, and 
reads the priority level. Interrupts are frozen from the liD write to the liD read. The word enabled onto the 
data bus during liD read is shown in Figure 22. 

UI UO Ub U4 LJ3 

1 

NOTES: 
1.wO-W2 : Binary code of the highest priority level requesting service. 
2.D[7:1] equal to 1 if there is an interrupt. 

02 

W2 

Figure 22. Polled Mode 

D1 DO 

W1 WO 

290476-85 

This mode is useful if there is a routine command common to several levels so that the INTA# sequence is 
not needed (saves ROM space). 

9.6.6 CASCADE MODE 

The Interrupt Controllers in the ESC system are interconnected in a cascade configuration with one master 
and one slave. This configuration can handle up to 15 separate priority levels. 

The master controls the slaves through a three line internal cascade bus. When the master drives 010b on the 
cascade bus, this bus acts like a chip select to the slave controller. 
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In a cascade configuration, the slave interrupt outputs are connected to the master interrupt request inputs. 
When a slave request line is activated and afterwards acknowledged, the master will enable the corresponding 
slave to release the interrupt vector address during the second INTA# cycle of the interrupt acknowledge 
sequence. 

Each Interrupt Controller in the cascaded system must follow a separate initialization sequence and can be 
programmed to work in a different mode. An EOI command must be issued twice: once for the master and 
once for the slave. 

9.6.7 EDGE AND LEVEL TRIGGERED MODES 

There are two ELCR registers, one for each 82C59 bank. They are located at I/O ports 04DOh (for the Master 
Bank, IRQ[O:1,3:7l) and 04D1h (for the Slave Bank, IRQ[8#:15]). They allow the edge and level sense 
selection to be made on an interrupt by interrupt basis instead of on a complete bank. Only the interrupts that 
connect to the EISA bus may be programmed for level sensitivity. That is IRQ (0,1,2,8#,13) must be pro· 
grammed for edge sensitive operation. The L TIM bit is disabled in the ESC. The default programming is 
equivalent to programming the L TIM bit (lCW1 bit 3) to a O. 

If an ELCR bit is equal to "0", an interrupt request will be recognized by a low to high transition on the 
corresponding IRQ input. The IRQ input can remain high without generating another interrupt. 

If an ELCR bit is equal to "1", an interrupt request will be recognized by a "low" level on the corresponding 
IRQ input, and there is no need for an edge detection. For level triggered interrupt mode, the interrupt request 
signal must be removed before the EOI command is issued or the CPU interrupt must be disabled. This is 
necessary to prevent a second interrupt from occurring. 

In both the edge and level triggered modes the IRQ inputs must remain active until after the falling edge of the 
first INTA#. If the IRQ input goes inactive before this time a DEFAULT IRQ7 will occur when the CPU 
acknowledges the interrupt. This can be a useful safeguard for detecting interrupts caused by spurious noise 
glitches on the IRQ inputs. To implement this feature the IRQ7 routine is used for "clean up" simply executing 
a return instruction, thus ignoring the interrupt. If IRQ7 is needed for other purposes a default IRQ7 can still be 
detected by reading the ISA. A normal IRQ7 interrupt will set the corresponding ISR bit, a default IRQ7 won't. 
If a default IRQ7 routine occurs during a normallRQ7 routine, however, the ISR will remain set. In this case it is 
necessary to keep track of whether or not the IRQ7 routine was previously entered. If another IRQ7 occurs it is 
a default. 

IRQ13 still appears externally to be an edge sensitive interrupt even though it is shared internally with the 
Chaining interrupt. The Chaining interrupt is ORed after the edge sense logic. 

9.7 Register Functionality 

For a detailed description of the Interrupt Controller register set, please see Section 3.4, Interrupt Controller 
Register. 

9.7.1 INITIALIZATION COMMAND WORDS 

Four initialization command words (ICWs) are used to initialize each interrupt controller. Each controller is 
initialized separately. Following this initialization sequence, the interrupt controller is ready to accept interrupts. 
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9.7.2 OPERATION CONTROL WORDS (OCWS) 

After the Initialization Command Words (ICWs) are programmed into the Interrupt Controller, the chip is ready 
to accept interrupt requests at its input lines. However, Interrupt Controller operation can be dynamically 
modified to fit specific software/hardware expectations. Different modes of operation are dynamically selected 
following initialization thro~gh the use of Operation Command Words (OCWs). 

9.8 Interrupt Masks 

9.8.1 MASKING ON AN INDIVIDUAL INTERRUPT REQUEST BASIS 

Each Interrupt Request input can be masked individually by the Interrupt Mask register (IMR). This register is 
programmed through OCW1. Each bit in the IMR masks one interrupt channel if it is set to a "1". Bit a masks 
IROO, bit 1 masks IR01 and so forth. Masking an IRO channel does not effect the other channel's operation, 
with one notable exception. Masking IRO[2] on CNTRL-1 will mask off all requests for service from CNTRL-2. 
The CNTRL-2 INTR output is physically connected to the CNTRL-1 IRO[2] input. 

9.8.2 SPECIAL MASK MODE 

Some applications may require an interrupt service routine to dynamically alter the system priority structure 
during its execution under software control. For example, the routine may wish to inhibit lower priority requests 
for a portion of its execution but enable some of them for another portion. 

The difficulty here is that if an Interrupt Request is acknowledged and an End of Interrupt command did not 
reset its IS bit (Le., while executing a service routine), the Interrupt Controller would have inhibited all lower 
priority requests with no easy way for the routine to enable them. ' 

The Special Mask Mode enables all interrupts not masked by a bit set in the Mask Register. Interrupt service 
routines that require dynamic alteration of interrupt priorities can take advantage of the Special Mask Mode. 
For example, a service routine can inhibit lower priority requests during a part of the interrupt service, then 
enable some of them during another part. 

In the Special Mask Mode, when a mask bit is set in OCW1, it inhibits further interrupts at that level and 
enables interrupts from all other levels (lower as well as higher) that are not masked. 

Thus, any interrupts may be selectively enabled by loading the Mask register with the appropriate pattern. 

Without Special Mask Mode, if an interrupt service routine acknowledges an interrupt without issuing an EOI to 
clear the IS bit, the interrupt controller inhibits all lower priority requests. The Special Mask Mode provides an 
easy way for the interrupt service routine to selectively enable only the interrupts needed by loading the Mask 
register. 

The special Mask Mode is set by OCW3 where: SSMM = 1, SMM = 1, and cleared where SSMM = 1, SMM = O. 

9.9 Reading The Interrupt Controller Status 

The input status of several internal registers can be read to update the user information on the system. The 
Interrupt Request Register (IRR) and In-Service Register (ISR) can be read via OCW3, as discussed in Section 
3.7. The Interrupt Mask Register (IMR) is read via a read of OCW1, as discussed in Section 3.7. Here are brief 
descriptions of the ISR, the IRR, and the IMR. 
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Interrupt Request Register (IRR): 8-bit register which contains the status of each interrupt request line. Bits 
that are clear indicate interrupts that have not requested service. The Interrupt Controller clears the IRR's 
highest priority bit during an interrupt acknowledge cycle. (Not effected by IMR). 

In-Service Register (ISR): 8-bit register indicating the priority levels currently receiving service. Bits that are set 
indicate interrupts that have been acknowledged and their interrupt service routine started. Bits that are 
cleared indicate interrupt requests that have not been acknowledged, or interrupt request lines that have not 
been asserted. Only the highest priority interrupt service routine executes at any time. The lower priority 
interrupt services are suspended while higher priority interrupts are serviced. The ISR is updated when an End 
of Interrupt Command is issued. 

Interrupt Mask Register (IMR): 8-bit register indicating which interrupt request lines are masked. 

The IRR can be read when, prior to the I/O read cycle, a Read Register Command is issued with OCW3 
(RR=1, RIS=O). 

The ISR can be read when, prior to the 1/0 read cycle, a Read Register Command is issued with OCW3 
(RR= 1, RIS= 1). 

The interrupt controller retains the ISR/IRR status read selection following each write to OCW3. Therefore, 
there is no need to write an OCW3 before every status read operation, as long as the current status read 
corresponds to the previously selected register. For example, if the ISR is selected for status read by an 
OCW3 write, the ISR can be read over and over again without writing to OCW3 again. However, to read the 
IRR, OCW3 will have to be reprogrammed for this status read prior to the OCW3 read to check the IRR. This is 
not true when poll mode is used. Polling Mode overrides status read when P = 1, RR = 1 in OCW3. 

After initialization, the Interrupt Controller is set to read the IRR. 

As stated, OCW1 is used for reading the IMR. The output data bus will contain the IMR status whenever 1/0 
read is active. The address is 021 h or 061 h (OCW1). 

9.10 Non-Maskable Interrupt (NMI) 

An NMI is an interrupt requiring immediate attention and has priority over the normal interrupt lines (IRQx). The 
ESC indicates error conditions by generating a non-maskable interrupt. 

The ESC generates NMI interrupts based on the following Hardware and Software events. 

Hardware Events: 

1. Motherboard Parity Errors: Memory parity errors for the motherboard memory. These errors are reported 
to the ESC through the PERR # signal line. 

2. System Errors: System error on the motherboard. The system board uses the SERR # signal to indicate 
system errors to the ESC. 

3. Add-In Board Parity Errors: Parity errors on the add-in memory boards on the EISA expansion bus. 
10CHK # signal on the EISA bus is driven low by the add-in board logic when this error occurs. 

4. Fail-Safe Timer Timeout: Fail-Safe Timer (Timer 2, Counter 0) count expires. If this counter has been set 
and enabled, and the count expires before a software routine can reset the counter. 

5. Bus Timeout: An EISA bus Master or Slave exceeds the allocated time on the bus. A bus timeout occurs if 
an EISA Master does not relinquish the bus (MREQ# negated) within 64 BCLKS after it has been preempt­
ed (MACK# negated). A bus timeout also occurs if a memory slave extends the cycle (CHRDY negated) 
long enough to keep CMD# asserted for more than 256 BCLKS. The DMA controller does not cause a bus 
timeout. The ESC asserts RESDRV when a bus timeout occurs. 
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Software Events: 

1. Software Generated NMI: If an I/O Write access to Port 0462h occurs. The data value for this write is 
a don't care. 

The NMI logic incorporates four different 8-bit registers. These registers are used by the CPU to determine the 
source of the interrupt and to enable or disable/clear the interrupts. See Section 3.4, Interrupt Controller 
Registers, for the register details. 

Table 27. NMI Register I/O Address Map 

I/O Port Address Register Description 

0061h NMI Status Register 

0070h NMI Enable Register 

0461h Extended NMI Register 

0462h Software NMI Register 

Table 28. NMI Source Enable/Disable And Status Port Bits 

NMI Source 10 Port Bit for Status Reads 10 Port Bit for Enable/Disable 

PERR# Port 0061 h, Bit 7 Port 0061 h, Bit 2 

IOCHK# Port 0061 h, Bit 6 Port 0061 h, Bit 3 

Fail-Safe Port 0461 h, Bit 7 Port 0461 h, Bit 2 

Bus Timeout Port 0461 h, Bit 6 Port 0461 h, Bit 3 

Write to Port 0462h Port 0461 h, Bit 5 Port 0461 h, Bit 1 

The individual enable/disable bits clear the NMI detect flip-flops when disabled. 

All NMI sources can be enabled or disabled by setting Port 070h bit[7]. This disable function does not clear 
the NMI detect Flip-Flops. This means, if NMI is disabled then enabled via Port 070h, then an NMI will occur 
when Port 070h is re-enabled if one of the NMI detect Flip-Flops had been previously set. 

To ensure that all NMI requests are serviced, the NMI service routine software needs to incorporate a few very 
specific requirements. These requirements are due to the edge detect circuitry of the host microprocessor, 
80386 or 80486. The software flow would need to be the following: 

1. NMI is detected by the processor on the rising edge of the NMI input. 

2. The processor will read the status stored in port 061 hand 0461 h to determine what sources caused the 
NMI. The processor may then reset the register bits controlling the sources that it has determined to be 
active. Between the time the processor reads the NMI sources and resets them, an NMI may have been 
generated by another source. The level of NMI will then remain active. This new NMI source will not be 
recognized by the processor because there was no edge on NMI. 

3. The processor must then disable all NMI's by writing bit[7] of port 070H high and then enable all NMI's by 
writing bit[7] of port 070H low. This will cause the NMI output to transition low then high if there are any 
pending NMI sources. The CPU's NMI input logic will then register a new NMI. 
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10.0 ADVANCED PROGRAMMABLE INTERRUPT CONTROLLER (APIC) 

In addition to the standard EISA compatible interrupt controller described in the previous section, the ESC 
incorporates the Advanced Programmable Interrupt Controller (APIC). While the standard interrupt controller is 
intended for use in a un i-processor system, APIC can be used in either a uni-processor or multi-processor 
system. APIC provides multi-processor interrupt management and incorporates both static and dynamic sym­
metric interrupt distribution across all processors. In systems with multiple 1/0 subsystems, each subsystem 
can have its own set of interrupts. 

In a uni-processor system, APIC's dedicated interrupt bus can reduce interrupt latency over the standard 
interrupt controller (Le., the latency associated with the propagation of the interrupt acknowledge cycle across 
multiple busses using the standard interrupt controller approach). Interrupts can be controlled by the standard 
EISA compatible interrupt controller unit, the I/O APIC unit, or mixed mode where both the standard and 1/0 
APIC are used. The selection of which controller responds to an interrupt is determined by how the interrupt 
controllers are programmed. Note that it is the programmer's responsibility to make sure that the same 
interrupt input signal is not handled by both interrupt controllers. 

At the system level, APIC consists of two parts (Figure 23)-one residing in the I/O subsystem (called the 1/0 
APIC) and the other in the CPU (called the Local APIC). The ESC contains an 1/0 APIC unit. The local APIC 
and the 1/0 APIC communicate over a dedicated APIC bus. The ESC's 1/0 APIC bus interface consists of two 
bi-directional data signals (APICD[1:0l) and a clock input (APICCLK). 

The CPU's Local APIC Unit contains the necessary intelligence to determine whether or not its processor 
should accept interrupts broadcast on the APIC bus. The Local Unit also provides local pending of interrupts, 
nesting and masking of interrupts, and handles all interactions with its local processor (e.g., the INTRIINT AI 
EOi protocoi). The Local Unit furth"i jJiovides inter-processor intem.!pts a!"1d a timer, to it!llocal processor. The 
register level interface of a processor to its local APIC is identical for every processor. 

ESC I I/O APle I 
290476-D6 

Figure 23. APIC System Structure 
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The ESC's liD APIC Unit consists of a set of interrupt input signals, a 16-entry Interrupt Redirection Table, 
programmable registers, and a message unit for sending and receiving APIC messages over the APIC bus 
(Figure 24). liD devices inject interrupts into the system by asserting one of the interrupt lines to the liD APIC 
(Figure 25). The liD APIC selects the corresponding entry in the Redirection Table and uses the information in 
that entry to format an interrupt request message. Each entry in the Redirection Table can be individually 
programmed to indicate edgellevel sensitive interrupt signals, the interrupt vector and priority, the destination 
processor, and how the processor is selected (statically or dynamically). The information in the table is used to 
transmit a message to other APIC units (via the APIC bus). 

The ESC's liD APIC contains a set of programmable registers. Two of the registers (liD Register Select and 
liD Window Registers) are located in the CPU's memory space and are used to indirectly access the other 
APIC registers as described in Section 3.0, Register Description. The Version Register provides the implemen­
tation version of the liD APIC. The liD APIC ID Register is programmed with an ID value that serves as a 
physical name of the liD APIC. This ID is loaded into the ARB ID Register when the liD APIC ID Register is 
written and is used during bus arbitration. 

NOTE: 
1. When the ESC's liD APIC receives an interrupt request, the ESC instructs the PCEB to flush its 
buffers and to request all system buffers pOinting to PCI to be flushed (via the AFLUSH # signal). The 
APIC does not send the interrupt message over the APIC bus until the ESC receives confirmation 
from the PCEB (via the AFLUSH# signal) that all buffers have been flushed and temporarily disabled. 
2. The interrupt number or the vector does not imply a particular priority for being s!'mt. The liD APIC 
continually polls the 16 interrupts in a rotating fashion, one at a time. The pending interrupt polled first 
is the one sent. 
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10.1 Physical Characteristics Of APIC Bus 

8237 4EB/8237 4SB 
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(TO CPU) 

290476-D8 

The APIC bus is a 3-wire synchronous bus connecting all APICs (all I/O units and all local units). Two of these 
wires are used for data transmission, and one wire is a clock. For bus arbitration, the APIC uses only one of the 
data wires. The bus is logically a wire-OR and electrically an open-drain connection providing for both mes­
sage transmission and arbitration for lowest priority. All the values mentioned in the protocol description are 
logical values (Le. "Bus Driven" is logical 1 and "Bus Not Driven" is logical 0). The electrical values are 0 for 
logical one and 1 for logical zero. 

10.2 Arbitration For APIC Bus 

The APIC uses one wire arbitration to win the bus ownership. A rotating priority scheme is used for arbitration. 
The winner of the arbitration becomes the lowest priority agent and assumes an arbitration 10 of O. All other 
agents, except the agent whose arbitration 10 is 15, increment their arbitration IDs by one. The agent whose 10 
was 15 takes the winner's arbitration 10 and increments it by one. Arbitration IDs are changed (incremented or 
assumed) only for messages that are transmitted successfully. For lowest priority messages, the arbitration 10 
is updated before the final status cycle, which ultimately decides if the message is successful. A message is 
transmitted successfully if no CS error or acceptance error is reported for that message. 

An APIC agent can acquire the bus using two different priority schemes; normal, or EOI (End Of Interrupt). EOI 
has the highest priority. EOI priority is used to send EOI messages for level interrupts from local APIC to the 
I/O APIC. When an agent requests the bus with EOI priority, all others requesting the bus with normal priorities 
back off. 
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A bus arbitration cycle starts by the agent driving a start cycle (bit 1 = EOI, bit 0 = 1) on the APIC bus (Table 
29). Bit 1 = 1 indicates "EOI" priority and bit 1 = 0 indicates normal priority. Bit 0 should be 1. 

In cycles 2 through 5, the agent drives the arbitration 10 on bit 1 of the bus. High-order 10 bits are driven first 
with successive cycles proceeding to the low bits of the 10. All arbitration losers in a given cycle drop off the 
bus, using every subsequent cycle as a tie breaker for the previous cycle. When all arbitration cycles are 
completed, there will be only one agent left driving the bus. 

Table 29. Bus Arbitration Cycles 

Cycle Bit 1 Bit 0 Comments 

1 EOI 1 o 1 = normal, 1 1 = EOI 

2 Arbl03 0 Arbitration 10 bits 3 through 0 

3 Arbl02 0 

4 Arbl01 0 

5 ArblOO 0 

10.3 Bus Message Formats 

After bus arbitration the winner is granted ,exclusive use of the bus and drives its message on the bus. APIC 
messages come in four formats-14 cycle EOI Message, 21 cycles Short Message, 33 cycles Lowest Priority 
Message, and 39 cycles Remote Read Message. All APICs on the APIC bus know the length of an interrupt 
message by checking the appropriate fields in the message. 

EOI Message For Level Triggered Interrupts 

The EOI Message is used to send an EOI cycle occurring for a level triggered interrupt from local APIC to the 
liD APIC. This cycle contains the priority vector (V[7:0]) of the interrupt. When this message is received, the 
liD APIC resets the Remote IRR bit for that interrupt. If the interrupt signal is still active after the RIRR bit is 
reset, the 110 APIC will treat it as a new interrupt. 

Table 30. EOI Message 

Cycle Bit 1 Bit 0 Comments 

1 EOI 1 o 1 = normal,1 1 = EOI 

2 Arbl03 0 Arbitration 10 bits 3 through 0 

3 Arbl02 0 

4 Arbl01 0 

5 ArblOO 0 

6 V7 V6 Interrupt vector V7 - VO 

7 V5 V4 

8 V3 V2 

9 V1 VO 
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Table 30. EOI Message (Continued) 

Cycle Sit 1 Sit 0 Comments 

10 C C CheckSum 

11 0 0 Postamble 

12 A A Status CycleO 

13 A1 A1 Status Cycle1 

14 0 0 Idle 

Short Message 

Short Messages are used for the delivery of Fixed, NMI, SMI (82374S8 only), Reset, ExtlNT and Lowest 
Priority with Focus processor interrupts. The delivery mode bits (M[2:0l) specify the message. All short mes­
sages take 21 cycles, including the idle cycle. 

Cycle 1 is the start cycle (Table 31). Cycles 2 through 5 are for bus arbitration as described earlier. APIC ID bits 
are sent on the bus one bit at a time (Only one data bus bit is used). The other bit should be zero. Cycles 6 and 
7 provide destination mode and delivery mode bits. Cycle a provides level and trigger mode information. 
Cycles 10 through 13 are the a-bit interrupt vector. The vector is only defined for delivery modes fixed, and 
lowest-priority. For delivery mode of "Remote Read", the vector field contains the address of the register to be 
read remotely. 

If Destination Mode (DM) is 0 (physical mode), then cycles 15 and 16 are the APIC ID and cycles 13 and 14 are 
zero. If DM is 1 (logical mode), then cycles 13 through 16 are the a-bit destination field. The interpretation 01 
the logical mode 8-bit destination field is performed by the local units using the Destination Format Register. 
Shorthands of "all-incl-self" and "all-excl-self" both use physical destination mode and a destination field 
containing APIC ID value of all ones. The sending APIC knows whether it should (incl) or should not (excl) 
respond to its own message. 

Cycle 17 is a checksum for the data in cycles 6 through 16. The (single) APIC driving the message provides 
this checksum in cycle 17. 

Cycle 18 is a postamble cycle driven as 00 by all APICs to perform various internal computations based on the 
information contained in the received message. One of the computations takes the computed checksum of the 
data received in cycles 6 through 16 and compares it against the value in cycle 17. If any APIC computes a 
different checksum than the one passed in cycle 17, then that APIC signals an error on the APIC bus in cycle 
19 by driving it as 11. If this happens, all APICs assume the message was never sent and the sender must try 
sending the message again, which includes re-arbitrating for the APIC bus. In lowest priority delivery when the 
interrupt has a focus processor, the focus processor signals this by driving 10 during cycle 19. This tells all the 
other APICs that the interrupt has been accepted, the LP arbitration is preempted, and short message format 
is used. Cycle 19 and 20 indicates the status of the message (I.e. accepted, check sum error, retry or error). 
Table 32 shows the status signals combinations and their meanings for all delivery modes. 

The checksum is calculated iteratively on each cycle by adding the following terms: 

1. The two least significant bits from the last cycle's checksum. 

2. The current two data bits. 

3. The carry bit from the last cycle's checksum shifted to the least significant bit. 

Note that, at the beginning of the calculation, the three bits composing the previous cycle's checksum (two 
lower bits and carry) are zero. 
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Table 31. Short Message 

Cycle Bit 1 Bit 0 Comments 

1 0 1 o 1 = Normal, 1 1 = EOI 

2 ArblD3 0 Arbitration 10 bits 3 through 0 

3 ArblD2 0 

4 ArblD1 0 

5 ArblDO 0 

6 OM M2 OM = Destination Mode 

7 M1 MO M2-MO = Delivery Mode 

8 L TM L = Level, TM = Trigger Mode 

9 V7 V6 V7-VO = Interrupt Vector 

10 V5 V4 

11 V3 V2 

12 V1 VO 

13 07 06 Destination 

14 05 04 

15 03 02 

16 01 DO 

17 C C Checksum for Cycles 6-16 

18 0 0 Postamble 

19 A A Status Cycle 0 

20 A1 A1 Status Cycle 1 

21 0 0 Idle 
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Table 32. APIC Bus Message Status Information 

Delivery Focus Status: 
Comments 

Status: 
Comments 

Mode Processor AA A1 A1 

Fixed, EOI N/A 00 CSisOK 10 Accepted 

Fixed, EOI N/A 00 CS isOK 11 Retry 

Fixed, EOI N/A 00 CSisOK OX Error 

Fixed, EOI N/A 11 CS Error XX 

Fixed, EOI N/A 10 Error XX 

Fixed, EOI N/A 01 Error XX 

NMI, SMM, Reset, ExtiNT N/A 00 CSisOK 10 Accepted 

NMI, SMM, Reset, ExtlNT N/A 00 CSisOK 11 Error 

NMI, SMM, Reset, ExtlNT N/A 00 CSisOK OX Error 

NMI, SMM, Reset, ExtlNT N/A 11 CS Error XX 

NMI, SMM, Reset, ExtlNT N/A 10 CS Error XX 

NMI, SMM, Reset, ExtlNT N/A 01 CS Error XX 

Lowest Priority No 00 CS is OK. No Focus Processor 11 Go for LP Arb. 

Lowest Priority No 00 CS is OK. No Focus Processor 10 End and Retry 
-._--

Lowest Priority No 00 CS is OK. No Focus Processor OX Error 

Lowest Priority Yes 10 CS is OK. Focus Processor XX 

Lowest Priority Yes 11 CS Error XX 

Lowest Priority Yes 01 Error XX 

Remote Read N/A 00 CSisOK XX 

Remote Read N/A 11 CS Error XX 

Remote Read N/A 01 Error XX 

Remote Read N/A 10 Error XX 

NOTE: 
CS = Check Sum 
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Lowest Priority (LP) without Focus Processor (FP) Message 

This message format is used to deliver an interrupt in the lowest priority mode in which it does not have a 
Focus Processor. Cycles 1 through 20 for this message are the same as for the Short Message discussed 
above. Status cycle 19 identifies if there is not a Focus processor (00) and a status value of 11 in cycle 20 
indicates the need for lowest priority arbitration. 

Cycle 21 through 28 are used to arbitrate for the lowest priority processor. The processors that take part in the 
arbitration drive their processor priority on the bus. Only the local APICs that have "free interrupt 'slots" 
participate in the lowest priority arbitration. 

Cycle 29 through 32 are used to break a tie in case two or more processors have lowest priority. The bus 
arbitration IDs are used to break the tie. 

Cycle 33 is an additional status cycle driven by the accepting local APIC. By receiving 10 during this cycle, the 
sending I/O APIC knows that there was a local APIC left after LP arbitration. Otherwise, the message is 
retried. Cycle 34 is an idle cycle. 

Table 33. Lowest Priority without Focus Processor Message 

Cycle Bit 1 Bit 0 

1 0 1 o 1 = normal, 1 1 = EOI 

2 ArblD3 0 Arbitration ID bits 3 through 0 

3 ArblD2 0 

4 ArblD1 0 

5 ArblDO 0 

6 DM M2 DM = Destination mode 

7 M1 MO M2-MO = Delivery mode 

8 L TM L = Level, TM = Trigger Mode 

9 V7 V6 V7-VO = Interrupt Vector 

10 V5 V4 

11 V3 V2 

12 V1 VO 

13 D7 D6 Destination 

14 D5 D4 

, 15 D3 D2 

16 D1 DO 

17 C C Checksum for cycles 6-16 

18 0 0 Postamble 

19 A A Status cycle 0 

20 A1 A1 Status cycle 1 
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Table 33. Lowest Priority without Focus Processor Message (Continued) 

Cycle Bit 1 BitO 

21 P7 0 Inverted Processor Priority P7-PO 

22 P6 0 

23 P5 0 

24 P4 0 

25 P3 0 

26 P2 0 

27 P1 0 

28 PO 0 

29 ArblD3 0 Arbitration 103·0 

30 ArblD2 0 

31 ArblD1 0 

32 ArblDO 0 

33 S S Status (10 means status OK; ali other values indicate an error) 

34 0 0 Idle 

Remote Read Message 

The Remote Read Message (Table 34) is used for a local APIC to read the register in another local APIC. The 
message format is the same as the Short Message for the first 20 cycles. 

Cycles 21 through 36 contain the Remote Register data. The status information in cycle 37 specifies if the data 
is good or not. The Remote Read Message is always successful in that it is never retried (although the data 
may be valid or invalid). The reason is that the Remote Read Message is a debug feature, and a "hung" 
remote APIC that is unable to respond should not cause the debugger to hang up. 

Table 34. Remote Read Message 

I Cycle ! Bit 1 Bit 0 

1 0 1 o 1 = normal, 1 1 = EOI 

2 ArblD3 0 Arbitration 10 bits 3 through 0 

3 ArblD2 0 

4 ArblD1 0 

5 ArblDO 0 

6 OM M2 OM = Destination mode 

7 M1 MO M2-MO = Delivery mode 

8 L TM L = Level, TM = Trigger Mode 
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Table 34. Remote Read Message (Continued) 

Cycle Bit 1 BitO 

9 V7 V6 V7-VO = Interrupt Vector 

10 V5 V4 

11 V3 V2 

12 V1 VO 

13 D7 D6 Destination 

14 D5 D4 

15 D3 D2 

16 D1 DO 

17 C C Checksum for cycles 6-16 

18 0 0 Postamble 

19 A A Status cycle 0 

20 A1 A1 Status cycle 1 

21 d31 d30 Remote register data 31-0 

22 d29 d28 

23 d27 d26 

24 d25 d24 

25 d23 d22 

26 d21 d20 

27 d19 d18 

28 d17 d16 

29 d15 d14 

30 d13 d12 

31 d11 d10 

32 d09 d08 

33 d07 d06 

34 d05 d04 

35 d03 d02 

36 d01 dOO 

37 S S Data Status: 11 .. = valid, 00 = invalid 

38 C C Check Sum for data d[31 :00] 

39 0 0 Idle 
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11.0 PCEB/ESC INTERFACE 

The PCEB/ESC interface (Figure 26) provides the inter-chip communications between the PCEB and ESC. 
The interface provides control information between the two components for PCI/EISA arbitration, data size 
translations (controlling the PCEB's EISA data swap logic), and interrupt acknowledge cycles. 

EISAHOLD 

EISAHOLDA 

NMFLUSH# 
PCEa ESC 

PEREQ#nNTA# 

STPGNT# 

AFLUSH# 

SDCPVEN[13,03:01)# 

SDCPVUP 

SDOE[2:01# 

'--__ --',: SDLE[3:0)# 

290476-86 

NOTE: 
STPGNTlII is only on the 8237458 (and oompanlon 823155B). 

Figure 26. PCES/ESC Interface Signals 

11.1 Arbitration Control Signals 

The PCEB contains the arbitration circuitry for the PCI Bus and the ESC contains the arbitration circuitry for the 
EISA Bus. The PCEB/ESC Interface contains a set of arbitration control signals (EISAHOLD, EISAHOLDA, 
NMFLUSH#, and PEREQ#/INTA#) that synchronize bus arbitration and ownership changes between the 
two bus environments. The signals also force PCI device data buffer flushing, if needed, to maintain data 
coherency during EISA Bus ownership changes. 

The PCEB is the default owner of the EISA Bus. If another EISA/ISA master or DMA wants to use the bus, the 
ESC asserts EISAHOLD to instruct the PCEB to relinquish EISA Bus ownership. The PCEB completes any 
current EISA Bus transaction, tri-states its EISA Bus signals, and asserts EISAHOLDA to inform the ESC that 
the PCEB is off the bus. 

For ownership changes, other than for a refresh cycle, the ESC asserts the NMFLUSH # signal to the PCEB 
(for one PCICLK) to instruct the PCEB to flush its Line Buffers pointing to the PCI Bus. The assertion of 
NMFLUSH # also instructs the PCEB to initiate flushing and to temporarily disable system buffers on the PCI 
Bus (via MEMREQ#, MEMACK, and FLSHREQ#). The buffer flushing maintains data coherency, in the event 
that the new EISA Bus master wants to access the PCI Bus. Buffer flushing also prevents dead-lock conditions 
between the PCI Bus and EISA Bus. Since the ESC/PCEB does not know ahead of time, whether the new 
master is going to access the PCI Bus or a device on the EISA Bus, buffers pointing to the PCI Bus are always 
flushed when there is a change of EISA Bus ownership, except for refresh cycles. For refresh cycles, the ESC 
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controls the cycle and, thus, knows that the cycle is not an access to the PCI Bus and does not initiate a flush 
request to the PCES. After a refresh cycle, the ESC always surrenders control of the EISA Bus back to the 
PCES. 

NMFLUSH# is a bi-directional signal that is negated by the ESC when buffer flushing is not being requested. 
The ESC asserts NMFLUSH# to request buffer flushing. When the PCEB samples NMFLUSH# asserted, it 
starts driving the signal in the asserted state and begins the buffer flushing process. (The ESC tristates 
NMFLUSH # after asserting if for the initial 1 PCICLK period.) The PCES keeps NMFLUSH # asserted until all 
buffers are flushed and then it negates the signal for 1 PCICLK. When the ESC samples NMFLUSH# negated, 
it starts driving the signal in the negated state, completing the handshake. When the ESC samples 
NMFLUSH# negated, it grants ownership to the winner of the EISA Bus arbitration (at the time NMFLUSH# 
was negated). Note that for a refresh cycle, NMFLUSH# is not asserted by the ESC. 

PCICLK 
I I I I I 
I I I I I 

ESC I I I I I ESC 
Negates I I I I I Negates 

\\ I I I / \ NMFLUSH# I I I 

\ \ i 
ESC PCEB PCEB PCEB ESC 

Asserts Samples Keeps Negates Samples 
Asserted Asserted Negated 

and and 
Asserts Negates 

• Driven By ESC 
~ . Driven By PCEB ~. Driven By ESC. 

290476-87 

Figure 27. NMFLUSH# Protocol 

When the EISA master completes its transfer and gets off the bus (i.e., removes its request to the ESC), the 
ESC negates EISAHOLD and the PCES, in turn, negates EISAHOLDA. At this point, the PCES resumes its 
default ownership of the EISA Sus. 

If a PCI master requests access to the EISA Sus while the bus is owned by a master other than the PCES, the 
PCES retries the PCI cycle and requests ownership of the EISA Sus by asserting PEREQ#/INTA# to the 
ESC. PEREQ#/INTA# is a dual function signal that is a PCES request for the EISA Sus (PEREQ# function) 
when EISAHOLDA is asserted. In response to the PCES request for EISA Sus ownership, the ESC removes 
the grant to the EISA master. When the EISA master completes its current transactions and relinquishes the 
bus (removes its bus request), the ESC negates EISAHOLD and the PCES, in turn, negates EISAHOLDA. At 
this point, a grant can be given to the PCI device for a transfer to the EISA Bus. Note that the INTA# function 
of the PEREQ# IINTA# signal is described in Section 11.5, Interrupt Acknowledge Control. 
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11.2 System Buffer Coherency Control-APIC 

During an interrupt sequence, the system buffers must be flushed before the ESC's lID APIC can send an 
interrupt message to the local APIC (CPU's APIC). The ESC and PCEB maintain buffer coherency when the 
ESC receives an interrupt request for its I/O APIC using the AFLUSH# signal. 

11.3 Power Management 
In response to the ESC's STPCLK# assertion. the CPU sends out a stop grant bus cycle to indicate that it has 
entered the stop grant state. The PeES informs the ESC of the stop grant cycle using the STPGNT,* sigr.al. 

11.4 EISA Data Swap Buffer Control Signals 

The cycles in the EISA environment may require data size translations before the data can be transferred to its 
intermediate or final destination. As an example, a 32-bit EISA master write cycle to a 16-bit EISA slave 
requires a disassembly of a 32-bit Dword into 16 bit Words. Similarly, a 32-bit EISA master read cycle to a 
16-bit slave requires an assembly of two 16-bit Words into a 32-bit Dword. The PCES contains EISA data swap 
buffers to support data size translations on the EISA Bus. The operation of the data swap logic is described in 
the PCEB data sheet. The ESC controls the operation of the PCES's data swap logic with the following PCES/ 
ESC interface signals. These signals are outputs from the ESC and inputs to the PCES. 

• SDCPYEN[13,03:01] # 

• SDCPYUP 

• SDOE[2:0) # 

• SDLE[3:0] # 

Copy Enable Outputs (SDCPYEN[13,3:1] #) 

These signals enable the byte copy operations between data byte lanes 0, 1, 2 and 3 as shown in the Table 
35. ISA master cycles do not perform assembly/disassembly operations. Thus, these cycles use 
SDCPYEN[13,03:01]# to perform the byte routing and byte copying between lanes. EISA master cycles 
however, can have assembly/disassembly operations. These cycles use SDCPYEN[13,03:01]# in conjunc­
tion with SDCPYUP and SDLE[3:0]#. 
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Table 35. Byte Copy Operations 

Signal Copy Between Byte Lanes 

SDCPYEN01# Byte 0 (bits[7:0]) and Byte 1 (bits[15:8]) 

SDCPYEN02# Byte 0 (bits[7:0]) and Byte 2 (bits[23:16] ) 

SDCPYEN03# Byte 0 (bits[7:0]) and Byte 3 (bits[31 :24] ) 

SDCPYEN13# Byte 1 (bits[15:8]) and Byte 3 (bits[31:24]) 

System Data Copy Up (SDCPVUP) 

SDCPYUP controls the direction of the byte copy operations. When SDCPYUP is asserted (high), active lower 
bytes are copied onto the higher bytes. The direction is reversed when SDCPYUP is negated (low). 

System Data Output Enable (SDOE[2:0] #) 

These signals enable the output of the data swap buffers onto the EISA Bus (Table 36). SDOE[2:0] are re­
drive signals in case of mis-matched cycles between EISA to EISA, EISA to ISA, ISA to ISA and the DMA 
cycles between the devices on EISA. 

Table 36. Output Enable Operations 

Signal Byte Lane 

SDOEO# Applies to Byte 0 (bits [7:0]) 

SDOE1 # Applies to Byte 1 (bits[15:8]) 

SDOE2# Applies to Byte 2 and Byte 3 (bits[31 :16]) 

System Data to Internal (PCEB) Data Latch Enables (SDLE[3:0] #) 

These signals latch the data from the EISA Bus into the data swap latches. The data is then either sent to the 
PCI Bus via the PCEB or re-driven onto the EISA Bus. SDLE[3:0] # latch the data from the corresponding 
EISA Bus byte lanes during PCI reads from EISA, EISA writes to PCI, DMA cycles between an EISA device and 
the PCEB. These signals also latch data during mismatched cycles between EISA to EISA, EISA to ISA, ISA to 
ISA, the DMA cycles between the devices on EISA, and any cycles that require copying of bytes, as opposed 
to copying and assembly/disassembly. 

11.5 Interrupt Acknowledge Control 

PEREQ# /INTA# (PCI to EISA Request or Interrupt Acknowledge) is a dual function signal and the selected 
function depends on the status of EISAHLDA. When EISAHLDA is negated, this signal is an interrupt acknowl­
edge (INTA#) and supports interrupt processing. If interrupt acknowledge is enabled via the PCEB's PCICON 
Register and EISAHOLDA is negated, the PCEB asserts PEREQ#/INTA# when a PCI interrupt acknowledge 
cycle is being serviced. This informs the ESC that the forwarded EISA I/O read from location 04h is an 
interrupt acknowledge cycle. Thus, the ESC uses this signal to distinguish between a request for the interrupt 
vector and a read of the ESC's DMA register located at 04h. The ESC responds to the read request by placing 
the interrupt vector on SD[7:0]. 

2-942 



8237 4EB/8237 4SB 

12.0 INTEGRATED SUPPORT LOGIC 

The ESC integrates support logic for assorted functions for a typical EISA system board. The following func­
tions are directly supported by the ESC. 

• EISA Address Buffer Control 

• Coprocessor Interface 

• BIOS Interface 

• Keyboard Controller Interface 

• Real Time Clock Interface 

• Floppy Disk Controller Interface 

• Configuration RAM Interface 

• X-Bus and IDE Decode 

NOTE: 
The ESC directly supports X-Bus Floppy Disk Controller and IDE. If the IDE resides on another bus 
(e.g., ISA or PCI Bus), additional hardware (to modify the X-Bus signals) is required to support the 
X-Bus Floppy Disk Controller. 

12.1 EISA Address Buffer Control 

The EISA Bus consists of unlatched addresses (LA[31 :21) and latched addresses (SA[19:21). EISA devices 
generate or monitor LA a.ddresses, a.nd !SA devices generate or monitor SA addresses. Three Discrete F543s 
are used to generate the SA address from LA and LA addresses from SA addresses (Figure 28). The ESC 
generates the control signals SALE #, LASAOE #, and SALAOE # for the F543s. These signals control the 
direction of the address flow. For EISA master, DMA, and Refresh cycles the, the LA addresses are generated 
by the master device, and the SA addresses are driven by the F543s. For ISA master devices, the SA 
addresses are generated by the master device, and the LA addresses by driven by the F543s. 
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2 F543s 
LA[16:2] A B SA[16:2] 

SALE# LEAB# 
LASAOE# OEAB# 
SALAOE# OEBA# 

1 F543s 
LA[19:17] A B SA[19:17 

SALE# LEAB# 
LASAOE# OEAB# 

T OEBA# 

290476-88 

Figure 28. EISA Address Buffers 

Table 37. EISA Address Buffer Control Function 

Signal Cycle Type / 

EISA Master ISA Master DMA Refresh 

SALE# Pulses Low Pulses Pulses 

LASAOE# Low High Low Low 

SALAOE# High Low High High 

12.2 Coprocessor Interface 

The numeric coprocessor interface is designed to support PCI AT compatible numeric coprocessor exception 
handling. The EISA Clock Divider configuration register bit 5 needs to be set to a 1 in order to enable the 
coprocessor error support in the ESC. The coprocessor interface consists of FERR # signal and IGNNE # 
signa/. The FERR # signal and IGNNE # signals are connected directly to the Floating Point Error pin and 
Ignore Floating Point Error pin of the CPU respectively. 

Whenever an error during computation is detected, the CPU asserts the FERR # signal to the ESC. The ESC 
internally generates an interrupt on the IRQ13 line of the integrated Interrupt Controller. The result is a 
asserted INTR signal to the CPU. 
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When the ESC detects an liD write to the internal port OOFOh, the ESC deasserts the internallRQ13 line to 
the integrated Interrupt Controller. At the same time the ESC asserts the IGNNE# signal. The ESC keeps the 
IGNNE# signal asserted until the FERR# signal is negated by the CPU. 

If the coprocessor error support is enabled in the EISA Clock Divider configuration register then the ESC 
IRQ13 pins cannot be used, and this pin should be tied to ground. 

FERR# ~t---_____ ----,;I 

internallRQ13# L 
INT 

IGNNE# 

iOWC# 
(write to FOh) 

12.3 BIOS Interface 

\~,--I __ --Ii 
290476-89 

Figure 29. Coprocessor Interface Waveform 

The ESC supports a total of 512 KBytes of BIOS memory. The ESC asserts the LBIOSCS# signal for EISA or 
ISA memory cycles decoded to be in the BIOS space. The 512 KBytes of BIOS includes the conventional 128 
KBytes of BIOS and 384 KBytes of enlarged BIOS. The 128 KBytes of conventional BIOS is divided into 
multiple regions. Each region can be independently enabled or disabled by setting the appropriate bits in the 
BIOS Chip Select A register and BIOS Chip Select B register. The 128 KBytes of conventional BIOS is also 
aliased at different locations within the memory space. Refer to Section 4.1, BIOS Memory Space, for details. 

The ESC generates the LBIOSCS# signal by internally latching the output of the BIOS address decode with 
BALE signal. The ESC asserts the LBIOSCS# for all read cycles in the enabled BIOS memory space. The 
ESC will assert LBIOSCS# signal for write cycles in the enabled BIOS memory space only if the BIOS Chip 
Select B register bit 3 is set to 1 (BIOS write enable). 

12.4 Keyboard Controller Interface 

The ESC provides a complete interface to a glueless interface to a 8x42 Keyboard Controller. The ESC 
Keyboard Controller interface consists of Keyboard Controller Chip Select (KYBDCS #) signal, Mouse interrupt 
(ABFULL) signal. The ESC also supports the fast Keyboard commands for CPU reset (AL TRST #) and ad­
dress A20 enable (AL T A20) by integrating Port 92h. 
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The ESC asserts the KYBDCS# signal for 1/0 cycles to addresses 60h (82374EB/SB), 62h (82374EB only), 
64h (82374EB/SB), and 66h (82374EB only) if the Peripheral Chip Select A register bit 1 is set to 1. The ESC 
uses the ABFULL signal to internally generate an interrupt request to the integrated Interrupt Controller on the 
IRQ12 line if EISA Clock Divisor register bit 4 is set to 1 (Mouse Interrupt Enable). A low to high transition on 
the ABFULL signal is internally latched by the ESC. The high level on this latch remains until a write to 1/0 port 
60h is detected or the ESC is reset. 

The AL TRST # is used to reset the CPU under software control. The ESC AL TRST # signal. needs to be 
AND'ed externally with the reset signal from the keyboard controller. A write to the System Control Register 
(092h) bit 0 to set the bit to a 1 from a 0 causes the ESC to pulse the AL TRST # signal. AL TRST # is asserted 
for approximately 4 BCLKs. The ESC will not pulse the AL TRST # signal if bit 0 has previously been set to a 1. 

12.5 Real Time Clock 

The ESC provides a glueless interface for the Real Time Clock in the system. The ESC provides a Real Time 
Clock Address Latch Enable signal (RTCALE), a Real Time Clock read Strobe(RTCRD#), and a Real Time 
Clock Write strobe (RTCWR#). The ESC pulses the RTCALE signal asserted for one and a half BCLKs when 
an 1/0 write to address 70h is detected. The ESC asserts RTCRD# signal and RTCWR# signal for 1/0 read 
and write accesses to address 71 h respectively. 

The ESC also supports the power on password protection through the Real Time Clock. The power on 
password protection is enabled by setting the System Control register 092h bit 3 to a 1. The ESC does not 
assert RTCRD# signal or RTCWR# signal for 1/0 cycles to 71h if the access are addressed to Real Time 
Clock addresses (write to 70h) 36h to 3Fh if the power on password protection is enabled. 

12.6 Floppy Disk Control Interface 

The ESC supports interface to the 82077(SL) floppy disk controller chip. The ESC provides a Floppy Disk 
Controller Chip Select signal (FDCCS#). The ESC also provides a buffered Drive Interface (DSKCHG#) 
signal. In addition, the ESC generates the control for the disk light. 

The ESC supports both the primary address range (03FOh-03F7h) and secondary address range (0370h-
0377h) of the Floppy Disk Controller. The state of Peripheral Chip Select A register bit 5 determines which 
address range is decoded by the ESC as access to Floppy Disk Controller. If bit 5 is set to 0, the ESC will 
decode the primary Floppy Disk Controller address range. If bit 5 is set to 1, the ESC will decode the second­
ary Floppy Disk Controller address range. 

The ESC supports the Drive Interface Signal. During 1/0 accesses to address 03F7h (primary) or 0377h 
(secondary), the ESC drives the inverted state of the DSKCHG # signal on to the SD7 data line. The ESC uses 
the DSKCHG# signal to determine if the Floppy Disk Controller is present on the X-Bus. If the DSKCHG# 
Signal is samples low during reset, the ESC will disable Floppy Disk Controller support. 

The ESC also supports the Disk Light function by generating the OUGHT # signal. If System Control 092h 
register bit 6 or bit 7 is set to a 1, the ESC will assert the OUGHT # signal. 
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12.7 Configuration RAM Interface 

The ESC provides the control signals for B Kbytes of external configuration RAM. The configuration RAM is 
used for storing EISA configuration system parameters. The configuration RAM is 1/0 mapped between 
location OBOOh-OBFFh. Due to the 1/0 address constraint (256 byte addresses for B Kbyte of RAM) , the 
configuration RAM is organized in 32 pages of 256 bytes each. The 1/0 port OCOOh is used to store the 
configuration RAM page address. The ESC integrates this port as Configuration RAM Page register. During a 
read or a write to the configuration RAM address space OBOOh-OBFFh, the ESC drives the configuration RAM 
page address by plaCing the content of the Configuration RAM Page Address register bits[4:0] on the EISA 
Address line LA[31:27]#. The ESC will also assert the CRAMRD# signal or the CRAMWR# signal for 1/0 
read and write accesses to 1/0 address OBOOh-OBFFh. The ESC will only generate the configuration RAM 
page address and assert the CRAMRD # signal and CRAMWR # signal if the Peripheral Chip Select B register 
bit 7 is set to 1. 

12.8 General Purpose Peripherals, IDE, Parallel Port, and Serial Port Interface 

The ESC provides three dual function pins (GPCS[2:0] # .ECS[2:0l). The functionality of these pins is selected 
through the configuration Mode Select register bit 4. If Mode Select register bit 4 is set to 0 the general 
purpose chip select functionality is selected. If Mode Select register bit 4 is set to 1, the encoded chip select 
functionality is selected. 

In general purpose chip select mode, the ESC generates three general purpose chip selects (GPCS[2:0] #). 
The decode for each general purpose chip selects is programmed through a set of three configuration regis­
ters; General Purpose Chip Select x Base Low Address register, General Purpose Chip Select x Base High 
Address register, and Generai Purpose Chip Select x Mask register. Each General Purpose Peripheral can be 
mapped anywhere in the 64 Kbytes of 1/0 address. The general purpose peripheral address range is program­
mable from 1 byte to 256 bytes with 2n granularity. 

In encoded chip select mode (ESC[2:0l), in addition to decoding the general purpose chip select 0 address 
and general purpose chip select 1 address, the ESC also decodes IDE, Parallel Ports, and Serial Ports 
addresses. The encoded chip select mode requires an external decoder like a F13B to generate the device 
chip selects from the ESC[2:0] signals. 

The ESC generates encoded chip selects for two Serial Ports, COMACS# (ECS[2:0] = 000) and COMBCS# 
(ESC[2:0] =001). The ESC supports Serial Port COM1 and Serial Port COM2. Accesses to Serial Port COM1 
or Serial Port COM2 are individually programmed through Peripheral Chip Select B register bits[O:3] to gener­
ate a encoded chip select for COMACS# or COMBCS#. 

F138 

ESCO 
YO f---- COMACS# 

A Y1 COMBCS# 

ESC1 Y2 r--- LPTCS# 

B Y3 IDECSO# 

ESC2 Y4 r--- IDECS1 # 

C Y5 GPCS1# 
Y6 r--- GPCS1# 
Y7 

290476-90 

Figure 30. Encoded Chip Select Decoder Logic 
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Table 38. Encoded Chip Select Decode --
ESC2 ESC1 ESCO PERIPHERAL CS 

0 0 0 COMACS# 

0 0 1 COMBCS# 

0 1 0 LPTCS# 

0 1 1 IDECSO# 

1 0 0 IDECS1 # 

1 0 1 GPCSO# 

1 1 0 GPCS1# 

1 1 1 idle state 

NOTE: 
Refer to Section 4.5 for the address decode of the peripheral chip selects. 

12.9 X-Bus Control And General Purpose Decode 

The X-Bus is a secondary data bus buffered from the EISA Bus. The X-Bus is used to interface with peripheral 
devices that do not require a high speed interface. Typically a discrete buffer device like a F245 is used to 
buffer the EISA Bus from the X-Bus. The ESC provides two control signals, XBUST fR # and XBUSOE #, for 
the discrete F245 buffer. 

NOTE: 
The ESC directly supports X-Bus floppy disk controller and X-Bus IDE hard disk controller. If IDE 
resides elsewhere (e.g., ISA Bus or PCI Bus), additional hardware is required to support the X-Bus 
floppy. The additional hardware is used to modify the X-Bus control signals. Figure 31 shows the logic 
needed to support an X-Bus floppy disk with IDE on the ISA or PCI bus. 

10WR#~ 
FDCCS# 

XBUSO[# GXBUSO[# 
290476-D9 

Figure 31 
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F245 
SO[7:0] XO[7:0] 

EISABUS~ B[8:1] A[8:1] !'"- XBUS 

DIR Gil 

XBUSTRII I I XBUSOEII 
290476-91 

Figure 32. X-Bus Data Buffer 

The XBUST /R # signal controls the direction of the data flow of the F245. When the XBUST /R # signal is 
high, the data direction of the F245 buffer is from the XO[7:0] bus to the SO[7:0] bus. The ESC drives the 
XBUST/R# signal high during EISA master [/0 read cycles, ISA master I/O read cycles, OMA write cycles 
(write to memory), and memory read cycles decoded to be in the X-Bus BIOS address space. The ESC also 
drives the XBUST/R# signal high for OMA reads (reads from memory/writes to I/O) from the X-Bus BIOS 
address space. The X-Bus BIOS address space is defined as the enabled regions and enabled aliases of the 
BIOS memory space. See Section 4.1, BIOS Memory Space, for detailed description of the BIOS memory map 
and the configuration bits. 

The XBUSOE# signal controls outputs of the F245. When the XBUSOE# signal is asserted, the F245 drives 
its A buffers or B buffers depending on the state of the XBUST /R # signal. The ESC asserts the XBUSOE # 
signal for I/O cycles decoded to be in the address range of the peripherals supported by the ESC if these 
peripherals are enabled in the Peripheral Chip Select A register and Peripheral Chip Select B register. 
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13.0 . POWER MANAGEMENT (8237488) 

The ESC has extensive power management capability permitting a system to operate in a low power state 
without being powered doWl'l. tn a typical desktop personal computer there are two state&-Power On and 
Power-Off. Leaving a system POwered on when not in use wastes power. The ESC provides a Fast OnlOff 
feature that creates a third state called Fast Off (FIgure 33). When in the Fast Off state. the system consumes 
less power than the Power..Qn state. 

The ESC's power management architecture is based on th.re9 functlonsSy$tem Management Mode (SMM), 
Clock Control, and Advanced Power Management (APM). Software (called SMM code) controls the transitions 
betwelilO the Power On state and the Fast Off state. The ESC invokes.this software by genen,Uing an SMI to 
tha CPU (asserting the SMI"" signa/). A variety of programmabie events are Provided that can generate an 
SMt The sMM codeplaees the system in either the Power On state or the Fast Off state. . 

A I=ast On event Is an elJe!lt that instructs the Computer (via an SMI to the CPU) to enter the power.()n state in 
anticipation of system activity by the user. Fast On events are programmable and inelude rtIOVing the mouse. 
ptessing a key on the keyboard. an external hardware event. an incoming call to a system FAX/Modem, a aTe 
alarm. or the operating system. . 
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13.1 SMM Mode 

SMM mode is invoked by asserting the SMI # signal to the CPU. The esc provides a variety of programmable 
events that can generate an SMI. When the CPU receives an SMI. it enters SMM mode and executes SMM 
code out of SMRAM. The SMM code places the system in either the Power On state or the Fast Off state. In 
the Power On state, the computer system operates normally. In this state one of the four programmable 
events listed below can trigger an SM!. 
1. A global idle timer called the Fast Off timer expires (an indication that the end user has not used the 

computer for a programmed period of time). 
2. The EXTSMI # pin is asserted. 
3. An RTC alarm interrupt is detected. 
4. The operating system issues an APM call. 

13.2 SMI SOurces 

The 51141# signal Can be asserted by hardware interrupt events, the Fast Off Timer, an external SMI event 
(EXTSMI#). and software events (via the APMC and APMS Registers), Enable/disable bits (in the SMIEN 
Register) permit each event to be individually masked from generating an SM!. In addition. the SMI# signal 
can be globally enabled/disabled in the SMICNTL Register. Status of the individual events causing an SMI is 
provided in the SMIREQ Register. For detailed information on the 51141 control/status registers, refer to Section 
3.0, Register DesCription. 

Hardware Interrupt Events 

Hardware events (100[12.8#,4,3,1,] and the Fast Off Timer) are enabled/disabled from generating an 81141 in 
the SMIEN Register. When enabled, the occurrence of the corresponding hardware event generates an SMI 
(asserts the 51141 # signal), regardless of the current power state of the system. . . 

Fast Off Timer 

The Fast Off Timer is used to indicate (through an 81141) that the system has been idle for a programmed period 
of tima. The timer counts down from a programmed start value and when the count reaches OOh, can generate 
an 8Mt. The timer decrement rate is 1 count every minute and is re-Ioaded each time a System Event occurs. 
This counter should NOT be programmed to COh. 

System events are programmable events that can keep the system In the Power On state when there is 
sjI$tem actMty (Figure 34). These events are Indicated by the tl$sertion of IRQ[15:9.8#,7:3.1:O], NMI, or SMI 
signals. The system event prevents the system from entering the Fast Off state by fe-loading the Fast Off 
Timer. 

In addition to system events, break events cause the system to transitiOn from a Fast Off state to the Power 
On state. System events (and break events) are enabled/disabled In the SEE Register. When enabled and the 
tl$socIated hardware event occurs (signa/is asserted), the Fast Off Timer Is re-Ioaded with its initial count 
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Software can assert STPCLK#, if enabled via the SMICNTL Register, by a read of the APMC Register. Note 
that STPCLK# can also be periodically asserted by using clock scaling as deSCribed below. 

The ESC automatically negates STPCLK:# when a break event occurs (if enabled in the SEE Register) and the 
CPU stop grant special cycle has been recelved. Software can negate STPCLK# by disabling STPCLK'" in 
the SMICNTL Register or by a write to the APMC Register. 

NOTE: 
1. INIT is always enabled as a break event Otherwise. INIT acts exactly as other break events: 
-If STPCLK# Is negated when INIT is asserted, the STPCLK high timer is reloaded. 
-If INIT is asserted when STPCLK# is asserted but before the stop grant bus cycle, STPCLK# negatiOn 

wafts until after the stop grant bus cycle. This happens after the CPU is reset when it samples STPCLK:# 
stili asserted. 

-If INIT is aS$$rted when STPCLK# is asserted and after the stop grant bus cycle, STPCLK# is negated 
immediately. This guarantees that STPCLK# will be negated after the CPU is reset 

2. While the STPCLK # signal is asserted, the external interrupts (NMI. SMI # and INT) may be asserted to the 
CPU. If INTR is asserted, it will remain asserted until tha CPU INTA cycle is detected. If 8MI#' (or NMI) is 
asserted, it remains aS$$rted until the 8Ml (or NMI) handler clears the ESC's CSMIGATE (or sets the ESC's 
NMIMA8K bit). Thus, SMI #, NMI and INTR can be applied to the CPU independent of the STPCLK# signal 
state. Note that when SMI:#, NMI, and IRQx are enabled as break events, the occurrence of the break 
event negates STPCLK#. 

Clock Scaling (Emulating Clock Division) 

Clock scaling permits the ESC to periodically place the CPU in a low power state. This emulates clock division. 
When clock scaling is enabled, the CPU runs at fullirequency for a pre-defined time period and then. is 
stopped for a pre-defined time period, The run/stop time interval ratiO emUlates the clock division effect from a 
power/performance point of view. However, clock scafingis more effective than dividing the CPU frequency. 
For example, if the CPU is in the stop grant state and a break event occurs, the CPU clock returns to full 
frequency. In addition, there is no recovery time latency to start the clock. 

Two programmable B-bit clock scale timer control registers set the STPCLK# high (negate) and low (8S$$rt) 
times the CTLTMRH and CTLTMRL Registers. The timer is clocked by a 32 p.s internal clock. This allows a 
programmable timer interval for both the STPCLK'" high and low times of 0-8 me. When enabled via the 
SMICNTL Register, the STPCLK# Timer operates as follows: 
• When STPCLK# is negated, the timer is loaded with the value in the CTL TMRH Register and starts 

counting down. When the timer reaches OOh, 8TPCLK # is asserted. Since the timer is re-loaded with the 
contents of the CTL TMRH Register every time STPCLK'" is negated <for break events or clock throttling). 
the STPCLK# minimum inactive time is guaranteed. 

• When STPCLK# is aS$$rted, the timer is Ioaqed with the vatue in the CTL TMRL Register. The timer does 
not begin to count until the Stop Grant Special Cycle is received. When the timer reaches OOh, 8TPCLK # is 
negated. Note that a break event also negates STPCLK#, 

NOTE! 
If STPCLK# is negated and a break event occurs, the STPCLK'" Timer is loaded with the value in 
the CTLTMRH Register, 
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13.4 Stop Grant Special Cycle 

llle Host-Srldge (e.g. PCMC) translates the CPU's stop grant cycle into a PCI ~ial cycle. The PCES 
recognizft the stop grant POt ~ial cycle and a~rts STPGNT# low to ESC for one PCICLK. The ESC does 
hOt start the S"FPCLK low tlrneJ: until STPGNT II is asserted. 

D\Jr!ng Halt or Autohaltstate. the PS4C does not respond to STPCLKII assertion with a stop grant cycle. 
However, dwingthis state anINTR, SMIII or NMIII a~rtIon causes the CPU to exit the halted state, and 
eVentually recognize the STPCLK fl· assertion With a stop grant cyete. The system design must gUarantee that 
INTA, SMI# and NMI #< assertion is not blocked outside of the chipset while STPCLK '" is a~rted. Otherwise, 
a potential deadlock situation will exist . 

13.5· Dual .. ProcMsor Power Management Support 

Figure 36 depicts the power managemet!t support for dual-processor (OP) or P54CT upgrade processor 
configuration. The input signals of SMI #<, STPCLK 11, and NMI of ~h OEM ang upgrade sockets are .tied 
together. 

. Local . ~ I ~ I STPCLKf STPCLKI ----lilt>! APIC: 1-+ .... --1 ::' 

'-----.....---' 
APlCaUa 

Figure 35. Dual Proc8$lor Syatem Configuration 

13.5.1 SMI II DEUVERY MECHANISM 

For Un.! or CT upgrade processor system configuration, SMI,;, can aIther be delivered through the ESC SMI #< 
slgnll or 110 APtC. For the P54CICM Dual-processor configuration, 8M1 II shoukl be delivered through 110 
API.QJ:mly.ldeally",the OS~lIput tl1~CMprocessor·in· Autohalt after the"CM proceuor re<:ElN.ed-a ·Fast-Off 
SMI#<. The CM processor will wake up if any non-masked system events occur. 
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13.5.2 STPCLK:# TIED TO BOTH SOCKETS 

To support a glueless upgrade socket. it is necessary to tie STPCLK # to both sockets. For P54C/CT proces­
sor configuration. the P54CT processor will disable P54C and the toggling of STPCLK" has no effect to P54C. 
For a P54C/CM OP configuration. the toggling of STPCLK:# effects both processors (unless the processor is 
it1 Autohalt state). Both processors respond with a STPGNT special bus cycle after recognizing STPCLK# low. 
Both of the STPGNT special bus cycles are passed onto PC! by the PCMC as PCI STPGNT special cycles. 
The PCI STPGNT PCI cycle causes the PeEB component to essert the STPGNT:# signal, depending on how 
the SCE bit in PCEB is programmed. The ESC recognizes the first STPGNT # assertion. and negates 
STPCLK:# upon the Stop Clock timer expiration or a stop break event. 

13.5.3 SMI# IINTR (APIC MODE) 

When the APlC is used for interrupt delivery, additional considerations exist regarding ordering. If local inter­
rupts (LINTOn) are used in APIC mode. then the system can not guarantee an ordering between the local 
interrupts and any related SMI" events. 

In DP mode, interrupts can generally be directed to a speciffc processor, which may not be the same proces­
sor that the SMI:# is directed. The IRQ blocking logic in the ESC still operates with APIC delivery mode. Thus, 
if an IRQ is enablep to cause an SMI # event, it will be blocked untn the CSMIGATE is cleared, regardless of 
where the IRQ or 8MI is to be directed by the APIC. 

14.0 ELECTRICAL CHARACTERISTICS 

14.1 Maximum Ratings 

Case Temperature Under Bias ...................... - 65°C to 110°C 
Storage Temperature .............................. -65°C to 150°C 
Supply Voltages with Respect to Ground ........ -0.5V to Vee + 0.5V 
Voltage On Any Pin .......................... -- 0.5V to Vee + 0.5V 
Power Dissipation ............................... 0.70W fully loaded 
............................................. 0.55W with four slots 

WARNING: 
Stressing the device beyond the "Absolute Maximum Ratings" may cause permanent damage. These 
are stress ratings only. Operating beyond the "Operating Conditions" is not recommended and ex­
tended exposure beyond "Operating Conditions" may affect reliability. 

14.2 NAND Tree 

A NAND Tree is provided primarily for VILIVIH testing. The NAND Tree is also useful for Automated Test 
Equipment (ATE) at board-level testing. The NAND Tree allows the tester to test the solder connections for 
each individual signal pin. 

The TEST pin, along with IR05 and IR03, activates the NAND Tree. Asserting TEST causes the output pulse 
train to appear on the EISAHOLD pin. IR05 must be driven high in order to enable the NAND Tree. The 
assertion of IR03 causes the ESC to disable its buffers. 
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The sequence of the ATE test is as follows: 

1. Drive TEST low, IR03 high, and IR05 high. 

2. Drive each pin that is a part of the NAND Tree high. Please note that not every pin is included in the tree. 
See table below for details. 

3. Starting at pin 165 (DLlGHT#) and continuing with pins 167, 168, etc., individually drive each pin low. 
Expect EISAHOLD to toggle after each corresponding input pin is toggled. The final pin in the tree is pin 100 
(EISAHOLD). Not every pin is toggled in sequential order. Please refer to the table for tree ordering. When 
IR03 is driven low, the test mode is exited, and the ESC's buffers will be enabled. 

4. Before enabling the ESC's buffers (via IR03), turn off tester drivers. 

5. Reset the ESC prior to proceeding with further testing. 
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Table 39. NAND Tree Cell Order (82374EB) 

Pin # Name Pin # Name 

165 DLlGHT#1 149 IR011 

167 FDCCS# 150 IR012 

168 RTCWR# 151 IR015 

169 RTCRD# 152 IR014 

102 AFLUSH# 164 CRAMRD# 

106 REFRESH# 166 DSKCHG 

107 APICCLK 171 ABFULL 

108 APICD1 179 CMD# 

109 APICDO 180 START # 

110 10CHK# 186 EXRDY 

111 RSTDRV 187 EX32 # 

112 IR09 188 EX16# 

113 DRE02 189 SLBURST# 

114 NOWS# 190 EOP 

115 CHRDY# 191 SPKR 

116 SMWTC# 193 IR08# 

121 SMRDC# 194 IR013 

122 10WC# 195 IR01 

123 10RC# 197 DREOO 

125 DRE03 198 MRDC# 

127 DRE01 200 MWTC# 

135 IRQ? 201 DRE05 

136 IR06 203 DRE06 

141 BALE 205 DREQ? 

142 OSC 206 MASTER16# 

143 SA1 3 LA31 #/CPG4 

144 SAO 4 LA30#/CPG3 

145 M16# 5 LA29#/CPG2 

146 SBHE# 6 LA28#/CPG1 

147 1016# 7 LA27#/CPGO 

148 IR010 8 LA26 # 

10 LA25 # 
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Table 39. NAND Tree Cell Order (82374EB) (Continued) 

Pin # Name Pin # Name 

11 LA24# 49 MREQ2# 

12 LA16 50-- MREQ1# 

13 LA15 51 MREQO# 

15 LA14 55 BEO# 

16 LA13 56 BE1# 

17 LA12 57 BE2# 

19 LA11 58 BE3# 

20 LA10 59 SOO 

21 LA9 60 S01 

22 LA8 61 S02 

23 LA7 63 S03 

24 LA6 64 S04 

28 LA5 65 S05 

29 LA4 66 S06 

30 LA23 67 S07 

31 LA3 70 W/R# 

32 LA22 71 M/IO# 

33 LA2 72 MSBURST# 

34 LA21 91 FERR# 

36 LA20 95 RESET# 

40 LA19 96 PERR# 

42 MREQ7#/PIRQO# . 97 SERR# 

43 LA18 98 NMFLUSH# 

44 MREQ6# IPIRQ1 # 99 PEREQ#/INTA# 

45 LA17 138 IRQ4 

46 MREQ5# IPIRQU 139 IRQ3(2) 

47 MREQ4#/PIRQ3# 100 EISAHOLO(3) 

48 MREQ3# 

2-958 



8237 4EB/8237 4SB 

Table 40. NAND Tree Cell Order (8237488) 

Pin # Name PIn # Name 

165 OLlGHT#(1) 125 OREQ3 

167 FOCCS# 126 OACK1# 

168 RTCWR# 127 OREQ1 

169 RTCRO# 133 STPGNT# 

170 RTCALE 134 AEN# 

171 ABFULL 135 IRQ7 

172 KYBOCS# . 136 ,IRoe 

173 LBIOSCS# 140 DAGK.2# 

174 SALAOE# 141 BALE 

175 LASAOE# 142 OSC 

176 SALE # 143 SA1 

102 AFLUSH# . 144 SAO 

106 . REFRESH# 145 Mi6# 

107 APlCCLK 146 SBHE# 

108 APICD1 147 1016# .. _-
109 APICOO 148 IRQ10 

110 10CHK# 149 IRQ11 

111 RSTORV 150 IRQ12 

112 IRQ9 151 IR015 

113 OREQ2 152 IR014 

114 NOWS# 155 GPCSO# 

115 CHROY# 159 GPCS1# 

116 SMWTC# 160 GPCS.2# 

117 AEN4 161 XBUSOE# 

118 AEN3 162 XBUST/R# 

119 AEN2 163 CRAMWR# 

120 AEN1 164 CRAMRO# 

121 $MRDe# 166 OSKCHG 

122 10WC# 179 CMO# 

123 10RC# 180 START# 

124 OACK3# 185 EXTSMI# 

186 EXROY 
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PIn # ' Name 

1~ 13 

17 1.2 
, 19 LA11 

,20 ' LA10 
21 LAe 
,22 LAS 
23 LA7 
24 LAS 
28. lAS 

29' lA4 

30 LA23 
" t98," 31 LAS 
1~ , , , 32 LA22 
,200' 33" ' t,A2 

34 t,A21 

3a LA20 
37 MACK2# 

38 MACJ<1# ' 
" 209' 40 LA19 

206 ", 41 MACJ<O# 

42 MREQU/PIRQO# 

43' LA18 
44 MREQ6# IPIRQ1 # 

'1 

,8, ',' 

10 

, 12' 

13 , 
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Table 40.. NAND Tree Cell Order (8237418) (ContInued) 
r---------,---------------~ ,PIn# Name PIn # Name 

57 BE2# SOCPYEN02# 

68 BE3# 83 SOCPVEN01# 

59 goo $OLEO # 

60 S01 SOLE1# 

61 SO.2 SOLE2# 

63 '$03 87 SOLES # 

&4 SD4 FERR* 
65 ,S05 RESET* 
65 ' S06 . PEAR*, 

67 S07 SERR*, 

7() W/R# NMFLUSH# 

71 M/IO# PEREO#IINTA* 
72 MSBURST* IRQ4 

73 SOOE2* IRQ3(2) 

74 S00E1* 100 EISAHOlO(3) 

75 SOOEO* NOTES: 
,76 SDCPYUP 1. First Pin in NAND Tree. 

2. Enables ESC's Buffers when O. 
80 SOCPYEN13# 3. Last Pin in NAND Tree. 

81 SOCPYEN03# 
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15.0 PINOUT AND PACKAGE INFORMATION 

The ESC package is a 208-pin Plastic Quad Flat Pack (PQFP). The package signals are shown in Figure 36 
and listed in Table 41 and Table 42. Note that NC pins require individual pull-up resistors of 8 Kfi-10 Kfi. 

15.1 Pinout And Pin Assignment 

LA7 
LAS 

VOl) 

~ 
LAS 
LAO 

LA23 

~ 
LA2 

LA2, 
vss 

LA20 
MACK2IIIEMAC1<2 

MACK 

NOTE: 

ESC 

INIT, SMI#, STPCIJ(#, STPGNT#. EXTSMI#, are on the 8237468 only. 

Figure 36. ESC Package Pinout 
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Table 41. ESC Alphabetical Pin Assignment 

Name Pin # Type Name Pin # Type 

ABFULL 171 in DREQO 197 in 

AEN# 134 out DREQ1 127 in 

AEN1/EAEN1 120 out DREQ2 113 in 

AEN2/EAEN2 119 out DREQ3 125 in 

AEN3/EAEN3 118 out DREQ5 201 in 

AEN4/EAEN4 117 out DREQ6 203 in 

AFLUSH# 102 tis DREQ7 205 in 

ALTA20 94 out DSKCHG 166 in 

ALTRST# 93 out EISAHLDA 100 in 

APICCLK 107 in EISAHOLD 101 out 

APICDO# 109 od EOP 190 tis 

APICD1 # 108 od EX16# 188 old 

BALE 141 out EX32# 187 old 

BCLK 128 in EXRDY 186 old 

BCLKOUT 176 out EXTSMI# (8237488) 185 In 

BEO# 55 tis FDCCS# 167 out 

BE1# 56 tis FERR# 91 in 

BE2# 57 tis GPCSO#/ECSO 155 out 

BE3# 58 tis GPCS1 # IECS1 159 out 

CHRDY 115 old GPCS2# IECS2 160 out 

CMD# 179 out IGNNE# 92 out 

CRAMRD# 164 out INIT !TeST (8237488) .. 154 In 

CRAMWR# 163 out INTR 89 out 

DACKO# 196 out 1016# 147 old 

DACK1# 126 out 10CHK# 110 in 

DACK2# 140 out 10RC# 123 tis 

DACK3# 124 out 10WC# 122 tis 

DACK5# 199 out IR01 195 in 

DACK6# 202 out IRQ3 139 in 

DACK7# 204 out IR04 138 in 

DLlGHT# 165 out IR05 137 in 
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Table 41. ESC Alphabetical Pin Assignment (Continued) 

Name Pin # Type Name Pin # Type 

IR06 136 in LA23 30 tis 

IR07 135 in LA24# 11 tis 

IR08# 193 in LA25# 10 tis 

IR09 112 in LA26 # 8 tis 

IR010 148 in LA27#/CPGO 7 tis 

IR011 149 in LA28#/CPG1 6 tis 

IR012 150 in LA29#1CPG2 5 tis 

IR013 194 in LA30#lCPG3 4 tis 

IR014 152 in LA31#/CPG4 3 tis 

IR015 151 in LASAOE# 175 out 

KYBDCS# 172 out LBIOSCS# 173 out 

LA2 33 tis M/IO# 71 tis 

LA3 31 tis M16# 145 old 

LA4 29 tis MACKO#I 41 out 

LA5 28 tis EMACKO 

LA6 24 tis MACK1#1 38 out 
EMACK1 

LA7 23 tis 
MACK2#1 37 out 

LA8 22 tis EMACK2 

LA9 21 tis MACK3#1 207 out 

LA10 20 tis EMACK3 

LA11 19 tis MASTER16# 206 in 

LA12 17 tis MRDC# 198 tis 

LA13 16 tis MREOO# 51 in 

LA14 15 tis MRE01# 50 in 

LA15 13 tiS MREOU 49 in 

LA16 12 tis MRE03# 48 in 

LA17 45 tis MRE04#PIR03# 47 in 

LA18 43 tis MRE05# IPIR02# 46 in 

LA19 40 tis MRE06# IPIR01 # 44 in 

LA20 36 tis MRE07 # IPIROO # 42 in 

LA21 34 tis MSBURSH 72 tis 

LA22 32 tis 
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Table 41. ESC Alphabetical Pin Assignment (Continued) 

Name Pin # Type Name Pin # Type 

MWTC# 200 tis SDCPYENOU 82 out 

NC (82374EB) 132 - SDCPYEN03# 81 out 

NC (82374EB) 133 - SDCPYEN13# 80 out 

NC (82374EB) 184 - SDCPYUP 76 out 

NC (82374EB) 185 - SDLEO# 84 out 

NMFLUSH# 98 tis SDLE1# 85 out 

NMI 90 out SDLEU 86 out 

NOWS# 114 old SDLE3# 87 out 

OSC 142 in SDOEO# 75 out 

PCICLK 153 in SDOE1# 74 out 

PEREQ#/INTA# 99 in SDOE2# 73 out 

PERR# 96 in SERR# 97 in 

REFRESH# 106 tis SLBURST# 189 in 

RESET# 95 in SLOWH# 192 out 

RSTDRV 111 out 8MI# (82374S8) 184 out 
-" 

RTCALE 170 out SMRDC# 121 out 

RTCRD# 169 out SMWTC# 116 out 

RTCWR# 168 out SPKR 191 out 

SAO 144 tis START # 180 tis 

SA1 143 tis STPCLK# (8237488) 132 out 

SALAOE# 174 out 8TPGNT# (8237488) 133 in 

SALE # 176 out TEST (82374EB) 154 in 

SBHE# 146 tis VDD 1 V 

SDO 59 tis VDD 14 V 

SD1 60 tis VDD 25 V 

SD2 61 tis VDD 39 V 

SD3 63 tis VDD 52 V 

SD4 64 tis VDD 53 V 

SD5 65 tis VDD 68 V 

SD6 66 tis VDD 79 V 

SD7 67 tis VDD 104 V 

SDCPYEN01# 83 out 
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Table 41. ESC Alphabetical Pin Assignment (Continued) 

Name Pin # Type . Name Pin # Type 

Voo 105 V Vss 69 V 

Voo 131 V Vss 77 V 

Voo 156 V Vss 78 V 

Voo 157 V Vss 88 V 

Voo 181 V Vss 103 V 
Voo 208 V Vss 129 V 

Vss 2 V Vss 130 V 

Vss 9 V Vss 158 V 

Vss 18 V Vss 177 V 

Vss 26 V Vss 182 V 

Vss 27 V Vss 183 V 

Vss 35 V W/R# 70 tis 

Vss 54 V XBUSOE# 161 out 

Vss 62 V XBUST/R# 162 out 
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Table 42. ESC Numerical Pin Assignment 

Name Pin # Type Name Pin # Type 

1 VOO V 29 LA4 tis 

2 VSS V 30 LA23 tis 

3 LA31 #/CPG4 tis 31 LA3 tis 

4 LA30#/CPG3 tis 32 LA22 tis 

5 LA29#/CPG2 tis 33 LA2 tis 

6 LA28#/CPG1 tis 34 LA21 tis 

7 LA27#/CPGO tis 35 VSS V 

8 LA26# tis 36 LA20 tis 

9 VSS V 37 MACKU IEMACK2 out 

10 LA25# tis 38 MACK1 # IEMACK1 out 

11 LA24 # tis 39 Voo V 

12 LA16 tis 40 LA19 tis 

13 LA15 tis 41 MACKO# IEMACKO out 

14 VOO V 42 MREQ7# IPIRQO # in 

15 L/\14 t/'"' 43 LA18 tis 

16 LA13 tis 44 MREQ6#/PIRQ1 # in 

17 LA12 tis 45 LA 17 tis 

18 VSS V 46 MREQ5 # IPIRQU in 

19 LA11 tis 47 MREQ4#/PIRQ3# in 

20 LA 10 tis 48 MREQ3# in 

21 LA9 tis 49 MREQU in 

22 LA8 tis 50 MREQ1 # in 

23 LA7 tis 51 MREQO# in 

24 LA6 tis 52 Voo V 

25 VOO V 53 Voo V 

26 VSS V 54 VSS V 
27 VSS V 55 BEO# tis 

28 LA5 tis 
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Table 42. ESC Numerical Pin Assignment (Continued) 

Name Pin # Type Name Pin # Type 

56 ' BE1# tis 88 VSS V 

57 BE2# tis 89 INTR out 

58 BE3# tis 90 NMI out 

59 SOO tis 91 FERR# in 

60 S01 tis 92 IGNNE# out 

61 S02 tis 93 ALTRST# out 

62 VSS V 94 ALTA20 out 

63 S03 tis 95 RESET# in 

64 S02 tis 96 PERR# in 

65 S05 tis 97 SERR# in 

66 S06 tis 98 NMFLUSH# tis 

67 S07 tis 99 PEREQ#/INTA# in 

68 Voo V 100 EISAHLOA in 

69 VSS V 101 EISAHOLO out 

70 W/R# tis 102 AFLUSH# tis 

71 M/IO# tis 103 VSS V 

72 MSBURST# tis 104 Voo V 

73 SOOE2# out 105 Voo V 

74 SOOE1 # out 106 REFRESH# tis 

75 SOOEO# out 107 APICCLK in 

76 SOCPYUP out 108 APIC01 # od 

77 VSS V 109 APICOO# od 

78 VSS V 110 IOCHK# in 

79 VOO V 111 RSTDRV out 

80 SOCPYEN13# out 112 IRQ9 in 

81 SOCPYEN03# out 113 OREQ2 in 

82 SOCPYEN02# out 114 NOWS# old 

83 SOCPYEN01# out 115 CHROY old 

84 SOLEO# out 116 SMWTC# out 

85 SOLE1 # out 117 AEN4/EAEN4 out 

86 SOLE2# out 118 AEN3/EAEN3 out 

87 SOLE3# out 119 AEN2/EAEN2 out 
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Table 42. ESC Numerical Pin Assignment (Continued) 

Name Pin # Type Name Pin # Type 

120 AEN1/EAEN1 out 149 IRQ11 in 

121 SMRDC# out 150 IRQ12 in 

122 10WC# tis 151 IRQ15 in 

123 10RC# tis 152 IRQ14 in 

124 DACK3# out 153 PCICLK in 

125 DREQ3 in 154 TEST (82374E8) in 

126 DACK1# out INIT ITEST (8237458) in 

127 DREQ1 in 155 GPCSO#/ECSO out 

128 BCLK in 156 Voo V 

129 Vss V 157 Voo V 

130 Vss V 158 Vss V 

131 Voo V 159 GPCS1 # IECS1 out 

132 NC (82374EB) - 160 GPCS2#/ECS2 out 

$TPCLK# (82374$8) out 161 X8USOE# out 

133 Nr. (8?~7 4EB) - 162 XBUST/R# out 
STPGNT# (82374$8) in 163 CRAMWR# out 

134 AEN# out 164 CRAMRD# out 
135 IRQ? in 165 DLiGHT# out 
136 IRQ6 in 166 DSKCHG in 
137 IRQ5 in 167 FDCCS# out 
138 IRQ4 in 168 RTCWR# out 
139 IRQ3 in 169 RTCRD# out 
140 DACK2# out 170 RTCALE out 
141 BALE out 171 ABFULL in 
142 OSC in 172 KYBDCS# out 
143 SA1 tis 173 LBIOSCS# out 
144 SAO tis 174 SALAOE# out 
145 M16# old 175 LASAOE# out 
146 S8HE# tis 176 SALE# out 
147 1016# old 177 Vss V 
148 IRQ10 in 178 BCLKOUT out 

179 CMD# out 
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Table 42. ESC Numerical Pin Assignment (Continued) 

Name Pin # Type Name Pin # Type 

180 STAAT # tis 193 IA08# in 

181 VDD V 194 IA013 in 

182 VSS V 195 IA01 in 

183 VSS V 196 DACKO# out 

184 NC (82374EB) - 197 DAEOO in 
8MI# (8237488) out 198 MADC# tis 

185 NC (82374EB) -
EXTSMI# (8237488) in 

186 EXADY old 

199 DACK5# out 

200 MWTC# tis 

187 EX32 # old 
201 DAE05 in 

188 EX16# old 
202 DACK6# out 

189 SLBUAST# in 
203 DAE06 in 

190 EOP tis 
204 DACK7# out 

191 SPKA out 
205 ORE07 in 

192 SLOWH# out 
206 MASTEA16# in 

207 MACK3 # IEMACK3 - out 

208 VDD V 
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15.2 Package Characteristics 
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82375EB/82375SB PCI-EISA BRIDGE (PCEB) 

• Provides the Bridge Between the PCI • Integrated EISA Data Swap Buffers 
Local Bus and EISA Bus • Arbitration for PCI Devices 

• 100% PCI and EISA Compatible - Supports Six PCI Masters 
- PCI and EISA Master/Slave Interface - Fixed, Rotating, or a Combination of 
- Directly Drives 10 PCI Loads and 8 the Two 

EISA Slots - Supports External PCI Arbiter and 
- Supports PCI from 25 to 33 MHz Arbiter Cascading 

• Data Buffers Improve Performance • PCI and EISA Address Decoding and 
- Four 32-bit PCI-to-EISA Posted Write Mapping 

Buffers - Positive Decode of Main Memory 
- Four 16-byte EISA-to-PCI Read/Write Areas (MEMCS# Generation) 

Line Buffers - Four Programmable PCI Memory 
- EISA-to-PCI Read Prefetch Space Regions 
- EISA-to-PCI and PCI-to-EISA Write - Four Programmable PCI I/O Space 

Posting Regions 

• Data Buffer Management Ensures Data • Programmable Main Memory Address 
Coherency Decoding 
- Flush Posted Write Buffers - Main Memory Sizes up to 
- Flush or Invalidate Line Buffers 512 MBytes 
- System-Wide Data Buffer Coherency - Access Attributes for 15 Memory 

Control Segments in First 1 MByte of Main 

• Burst Transfers on both the PCI and Memory 

EISA Buses - Programmable Main Memory Hole 

• 32-Bit Data Paths • Integrated 16-bit BIOS Timer 

• Only Available as Part of a Supported 
Kit 

The 82375EB/SB PCI-EISA Bridge (PCEB) provides the master/slave functions on both the PCI Local Bus 
and the EISA Bus. Functioning as a bridge between the PCI and EISA buses, the PCEB provides the address 
and data paths, bus controls, and bus protocol translation for PCI-to-EISA and EISA-to-PCI transfers. Exten­
sive data buffering in both directions increases system performance by maximizing PCI and EISA Bus efficien­
cy and allowing concurrency on the two buses. The PCEB's buffer management mechanism ensures data 
coherency. The PCEB integrates central bus control functions including a programmable bus arbiter for the 
PCI Bus and EISA data swap buffers for the EISA Bus. Integrated system functions include PCI parity genera­
tion, system error reporting, and programmable PCI and EISA memory and I/O address space mapping and 
decoding. The PCEB also contains a BIOS Timer that can be used to implement timing loops. The PCEB is 
intended to be used with the EISA System Component (ESC) to provide an EISA I/O subsystem interface. 

This document describes both the 82375EB and 823758B components. Unshaded areas describe the 
82375Ee .. Shaded areas, like this one, describe the 823758B operations that differ from the 82375~B. 
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1.0 ARCHITECTURAL OVERVIEW 

The PCI-EISA bridge chip set provides an I/O subsystem core for the next generation of high-performance 
personal computers (e.g., those based on the Intel486™ or Pentium® processors). System designers can take 
advantage of the power of the PCI local bus while maintaining access to the large base of EISA and ISA 
expansion cards, and corresponding software applications. Extensive buffering and buffer management within 
the PCI-EISA bridge ensures maximum efficiency in both bus environments. 

The chip set consists of two components-the 82375EB PCI-EISA Bridge (PCEB) and the 82374EB EISA 
System Component (ESC). These components work in tandem to provide an EISA I/O subsystem interface for 
personal computer platforms based on the PCI standard. This section provides an overview of the PCI and 
EISA Bus hierarchy followed by an overview of the PCEB and ESC components. 

Bus Hierarchy-Concurrent Operations 

Figure 1 shows a block diagram of a typical system using the PCI-EISA Bridge chip set. The system contains 
three levels of buses structured in the following hierarchy: 

• Host Bus as the execution bus 

• PCI Bus as a primary I/O bus 

• EISA Bus as a secondary I/O bus 

PCI Bus 

The PCI Bus has been defined to address the growing industry needs for a standardized local bus that is not 
directly dependent on the <>peEld ElJ1d the size of the processor bus. New generations of personal computer 
system software such as Windows™ and Win-NTTM with sophisticated graphical interfaces, multi-tasking and 
multi-threading bring new requirements that traditional PC I/O architectures can not satisfy. In addition to the 
higher bandwidth, reliability and robustness of the I/O subsystem are becoming increasingly important. The 
PCI environment addresses these needs and provides an upgrade path for the future. PCI features include: 

• Processor independent 

• Multiplexed, burst mode operation 

• Synchronous up to 33 MHz 

• 120 MByte/sec usable throughput (132 MByte/sec peak) for 32-bit data path 

• 240 MByte/sec usable throughput (264 MByte/sec peak) for 64-bit data path 

• Optional 64-bit data path with operations that are transparent with the 32-bit data path 

• Low latency random access (60 ns write access latency to slaves from a master parked on the bus) 

• Capable of full concurrency with processor/memory subsystem 

• Full multi-master capability allowing any PCI master peer-to-peer access to any PCI slave 

• Hidden (overlapped) central arbitration 

• Low pin count for cost effective component packaging (multiplexed address/data) 

• Address and data parity 

• Three physical address spaces: memory, I/O, and configuration 

• Comprehensive support for autoconfiguration through a defined set of standard configuration functions 
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Figure 1. pel-EISA System Diagram 

System partitioning shown in Figure 1 illustrates how the PCI can be used as a common interface between 
different portions of a system platform that are typically supplied by the chip set vendor. These portions are the 
Host/PCI Bridge (including a main memory DRAM controller and an optional secondary cache controller) and 
the PCI-EISA Bridge. Thus, the PCI allows a system I/O core design to be decoupled from the processor/ 
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memory treadmill, enabling the liD core to provide maximum benefit over multiple generations of processorl 
memory technology. For this reason, the PCI-EISA Bridge can be used with different processors (Le. deriva­
tives of the Intel486 CPU or the new generation processors, such as the Pentium processor.) Regardless of 
the new requirements imposed on the processor side of the HostlPCI Bridge (e.g. 64-bit data path, 3.3V 
interface, etc.) the PCI side remains unchanged. This standard PCI environment allows reusability, not only of 
the rest of the platform chip set (i.e. PCI-EISA Bridge), but also of all other liD functions interfaced at the PCI 
level. These functions typically include graphics, SCSI, and LAN. 

EISA Bus 

The EISA bus in the system shown in the Figure 1 represents a second level I/O bus. It allows personal 
computer platforms built around the PCI as a primary liD bus to leverage the large EISAIISA product base. 
Combinations of PCI and EISA buses, both of which can be used to provide expansion functions, will satisfy 
even the most demanding applications. 

Along with compatibility for 16-bit and 8-bit ISA hardware and software, the EISA bus provides the following 
key features: 

• 32-bit addressing and 32-bit data path 

• 33 MBytelsec bus bandwidth 

• Multiple bus master support through efficient arbitration 

• Support for autoconfiguration 

Integrated Bus Central Control Functions 

The PCI-EISA Bridge chip set integrates centrai bus fundiolls on both the PCi anc E!SA Buses. For PCI, thp. 
functions include PCI bus arbitration and the default bus driver. For the EISA Bus, central functions include the 
EISA Bus controller and EISA arbiter that are integrated in the ESC and EISA data swap buffers that are 
integrated in the PCEB. 

Integrated System Functions 

The PCI-EISA Bridge chip set integrates system functions including PCI parity and system error reporting, 
buffer management, PCI and EISA memory and I/O' address space mapping and decoding. For maximum 
flexibility, all of these functions are programmable allowing for variety of optional features, 

1.1 peEB Overview 

The PCEB and ESC form a PCI-EISA Bridge chip set. The PCEBIESC interface provides the inter-chip com­
munications between these two devices. The major functions provided by the PCEB are described in this 
section. 

PCI Bus Interface 

The PCEB can be either a master or slave on the PCI Bus and supports bus frequencies from 25-to-33 MHz. 
The PCEB becomes a slave when it positively decodes a PCI cycle. The PCEB also becomes a slave for 
unclaimed cycles on the PCI Bus. These unclaimed cycles are subtractively decoded by the PCEB and 
forwarded to the EISA Bus. As a slave, the PCEB supports single cycle transfers for memory, liD, and 
configuration operations. 
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For EISA-initiated transfers to the PCI Bus, the PCEB is a PCI master. The PCEB permits EISA devices to 
access either PCI memory. or I/O. While all PCI I/O transfers are single cycle, PCI memory cycles can be 
either single cycle or burst, depending on the status of the PCEB's Line Buffers. During EISA reads of PCI 
memory, the PCEB uses a burst read cycle of four Dwords to prefetch data into a Line Buffer. During EISA-to­
PCI memory writes, the PCEB uses PCI burst cycles to flush the Line Buffers. The PCEB contains a program­
mable Master Latency Timer that provides the PCEB with a guaranteed time !\Iice on the PCI Bus, after which it 
surrenders the bus. 

As a master on the PCI Bus, the PCEB generates address and command signals (C/BE[3:0] #), address parity 
for read and write cycles, and data parity for write cycles. As a slave, the PCEB generates data parity for read 
cycles. Parity checking is not supported. 

The PCEB, as a resource, can be locked by any PCI master. In the context of locked cycles, the entire PCEB 
subsystem (including the EISA Bus) is considered a single resource. 

PCI Bus Arbitration 

The PCI arbiter supports six PCI masters-the Host/PCI bridge, PCEB, and four other PCI masters. The arbiter 
can be programmed for twelve fixed priority schemes, a rotating scheme, or a combination of the fixed and 
rotating schemes. The arbiter can be programmed for bus parking that permits the Host/PCI Bridge default 
access to the PCI Bus when no other device is requesting service. The arbiter also contains an efficient PCI 
retry mechanism to minimize PCI Bus thrashing when the PCEB generates a retry. 

EISA Bus Interface 

The PCEB contains a fully EISA-compatible master and slave interface. The PCEB directly drives eight EISA 
slots without external data or address buffering. The PCEB is only a master or slave on the EISA Bus for 
transfers betw.een the EISA Bus and PCI Bus. For transfers contained to the EISA Bus, the PCEB is never a 
master or slave. However, the data swap buffers contained in the PCEB are involved in these transfers, if data 
size translation is needed. The PCES also provides support for I/O recovery. 

EISAIISA masters and DMA can access PCI memory or I/O. The PCEB only forwards EISA cycles to the PCI 
Bus if the address of the transfer matches one of the address ranges programmed into the PCEB for EISA-to­
PCI positive decode. This includes the main memory segments used for generating MEMCS# from the EISA 
Bus, one of the four programmable memory regions, or one of the four programmable I/O regions. For EISA­
initiated accesses to the PCI Bus, the PCEB is a slave on the EISA Bus. I/O accesses are always non-buffered 
and memory accesses can be either non-buffered or buffered via the Line Buffers. For buffered accesses, 
burst cycles are supported. 

During PCI-initiated cycles to the EISA Bus, the PCEB is an EISA master. Single cycle transfers are used for 1/ 
o and memory read/write cycles from PCI to EISA. 

PCI/EISA Address Decoding 

The PCEB contains two address decoders-one to decode PCI-initiated cycles and the other to decode EISA­
initiated cycles. The two decoders permit the PCI and EISA Buses to operate concurrently. 

The PCEB can also be programmed to provide main memory address decoding on behalf of the Host/PCI 
bridge. When programmed, the PCEB monitors the PCI and EISA bus cycle addresses, and generates a 
memory chip select signal (MEMCS#) indicating that the current cycle is targeted to main memory residing 
behind the Host/PCI bridge. Programmable features include, read/write attributes for specific memory seg­
ments and the enabling/disabling of a memory hole. If not used, the MEMCS# feature can be disabled. 
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In addition to the main memory address decoding, there are four programmable memory regions and four 
programmable I/O regions for EISA-initiated cycles. EISA/ISA master or DMA accesses to one of these 
regions are forwarded to the PCI Bus. 

Data Buffering 

The PCEB contains four 16-byte wide Line Buffers for EISA-initiated cycles to the PCI Bus. The Line Buffers 
permit prefetching of read data from PCI memory and posting of data being written to PCI memory. 

By using burst transactions to fill or flush these buffers, when appropriate, the PCEB maximizes bus efficiency. 
For example, an EISA device could fill a Line Buffer with byte, word, or Dword transfers and the PCEB would 
use a PCI burst cycle to flush the filled line to PCI memory. 

BIOS Timer 

The PCEB has a 16-bit BIOS Timer. The timer can be used by BIOS software to implement timing loops. The 
timer count rate is derived from the EISA clock (BCLK) and has an accuracy of ± 1 /-,-s. 

1.2 ESC Overview 

The PCEB and ESC form a PCI-EISA bridge. The PCEB/ESC interface provides the inter-chip communications 
between these two devices. The major functions provided by the ESC are described in this section. 

EISA Controller 

The ESC incorporates a 32-bit master and an 8-bit slave. The ESC directly drives eight EISA slots without 
external data or address buffering. EISA system clock (BCLK) generation is integrated by dividing the PCI 
clock (divide by 3 or divide by 4) and wait state generation is provided. The AENx and MACKx signals provide 
a direct interface to four EISA slots and supports eight EISA slots with encoded AENx and MACKx signals. 

The ESC contains an 8-bit data bus (lower 8 bits of the EISA data bus) that is used to program the ESC's 
internal registers. Note that for transfers between the PCI and EISA Buses, the PCEB provides the data path. 
Thus, the ESC does not require a full 32-bit data bus. A full 32-bit address bus is provided and is used during 
refresh cycles and for DMA operations. 

The ESC performs cycle translation between the EISA Bus and ISA Bus. For mis-matched master/slave 
combinations, the ESC controls the data swap buffers that are located in the PCEB. This control is provided 
through the PCEB/ESC interface. 

DMA Controller 

The ESC incorporates the functionality of two 82C37 DMA controllers withseven independently programma­
ble channels. Each channel can be programmed for 8- or 16-bit DMA device size, and ISA-compatible, type 
"A", type "B", or type "COO timings. Full 32-bit addressing is provided. The DMA controller also generates 
refresh cycles. 
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The DMA controller supports an enhanced feature called scatter/gather. This feature provides the capability 
of transferring multiple buffers between memory and 110 without CPU intervention. In scatterlgather mode, 
the DMA can read the memory address and word count from an array of buffer descriptors, located in main 
memory, called the scatterlgather descriptor (SGD) table. This allows the DMA controller to sustain DMA 
transfers until all of the buffers in the SGD table are handled. 

Interrupt Controller 

The ESC contains an EISA compatible interrupt controller that incorporates the functionality of two 82C59 
Interrupt Controllers. The two interrupt controllers are cascaded providing 14 external and two internal inter­
rupts. 

Advanced Programmable Interrupt Controller (APIC) 

In addition to the standard EISA compatible interrupt controller described above, the ESC incorporates the 
Advanced Programmable Interrupt Controller (APIC). While the standard interrupt controller is intended for use 
in a uni-processor system, APIC can be used in either a uni-processor or mUlti.-processor system. APIC 
provides multi-processor interrupt management and incorporates both static and dynamic symmetric interrupt 
distribution across all processors. In systems with multiple 110 subsystems, each subsystem can have its own 
set of interrupts. 

Timer ICounter 

The ESC provides two 82C54 compatible timers (Timer 1 and Timer 2). The counters in Timer 1 support the 
system timer interrupt (IRQO#), refresh request, and a speaker tone output (SPKR). The counters in Timer 2 
support fail-safe time-out functions and the CPU speed control. 

Integrated Support Logic 

To minimize the chip count for board designs, the ESC incorporates a number of extended features. The ESC 
provides support for ALTA20 (Fast A20GATE) and ALTRSTwith 110 Port 92h. The ESC generates the control 
signals for SA address buffers and X-Bus buffer. The ESC also provides chip selects for BIOS, the keyboard 
controller, the floppy disk controller, and three general purpose devices. Support for generating chip selects 
with an external decoder is provided for IDE, a parallel port, and a serial port. The ESC provides support for a 
PCI AT compatible coprocessor interface and IRQ13 generation. 

POwer Management 

extensive power management capability permits a syStem to opP'te inal()w power state WithOut ~ 
powered down. Once In the low power state (called "Fast Off' state). the ~ ~ to be off. For 
example, the SMM code could tum off the CRt. line prmter, hard OIskdrive's ~ motot; tnd· fanIS.1n 
addItiOn. the CPU's clock can be govemed. T() tlleuser, ~ maetHne~ to!:)e1ri tfilJ off. state. ~er, 
the system is aotuaIly In an extrtmely low pdW$r'. state that stilt permlt$ th'9 .00U.tO futl¢tiot1Mdl'l'l8lnl8ln 
conimuniCatiQn conneQtiOns normally ~ with todafs desI<:toPS (e.g,~ t.AN;~or FAX). PrograM" 
mabJeoptiOhs prOVide power tnahagemen't flexibility.·For ~ \f~ ~ eWl1t$.can be prograMrried 
to p1aoe the system in the low power state or break ewrrts can be progtammed to wake the syStem tIi); 
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2.0 SIGNAL DESCRIPTION 

This section provides a detailed description of each signal. The signals are arranged in functional groups 
according to their associated interface. 

The" #" symbol at the end of a signal name indicates that the active, or asserted state occurs when the signal 
is at a low voltage level. When" #" is not present after the signal name, the signal is asserted when at the high 
voltage level. 

The terms assertion and negation are used extensively. This is done to avoid confusion when working with a 
mixture of "active-low" and "active-high" signals. The term assert, or assertion indicates that a signal is 
active, independent of whether that level is represented by a high or low voltage. The term negate, or 
negation indicates that a signal is inactive. 

The following notations are used to describe the signal type. 

in Input is a standard input-only signal 

out Totem Pole output is a standard active driver 

old Open Drain input/output 

tis Tri-State is a bi-directional, tri-state input/output pin 

sltls Sustained Tri-State is an active low tri-state signal owned and driven by one and only one agent at a 
time. The agent that drives a s/tls pin low must drive it high for at least one clock before letting it float. 
A new agent can not start driving a s/t/s signal any sooner than one clock after the previous owner tri­
states it. An external pull-up is required to sustain the inactive state until another agent drives it and 
i'r.ust be provided by 1he ce!"tral resOlJrce. 
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2.1 PCI Bus Interface Signals 
Pin Name Type Description 

PCICLK in PCI CLOCK: PCICLK provides timing for all transactions on the PCI Bus. All other PCI 
signals are sampled on the rising edge of PCICLK and all timing parameters are defined 
with respect to this edge. Frequencies supported by the PCEB range from 25 to 
33 MHz. 

PCIRST# in PCI RESET: PCIRST # forces the PCEB into a known state. All tis and sltls signals 
are forced to a high impedance state, and the slold signals are allowed to float high. 
The PCEB negates all GNT # lines to the PCI Bus and the PCES negates its internal 
request. The PCES drives AD[31 :0], C/SE[3:0] #, and PAR during reset to keep these 
signals from floating (depending on the state of CPUREQ# and REQ1 #-as described 
in the following paragraph). 

As long as PCIRST # is asserted, the PCES drives the AD[31 :0] signals to keep them 
from floating. Note that CPUREQ# must be sampled high when PCIRST# is asserted. 

All PCES registers are set to their default values. PCIRST # may be asynchronous to 
PCICLK when asserted or negated. Although asynchronous, the negation of PCIRST # 
must be a clean, bounce-free edge. PCIRST # must be asserted for a minimum 1 /Ls, 
and PCICLK must be active during the last 100 /Ls of the PCIRST # pulse. 

AD[31:0] tis ADDRESS AND DATA: AD[31 :0] is a multiplexed address and data bus. During the 
first clock of a transaction, AD[31 :0] contain a physical address. During subsequent 

; clocks, AD[31 :0) contain data. 

A PCES bus transaction consists of an address phase followed by one or more data 
phases. Little-endian byte ordering is used. AD[7:0] define the least significant byte 
(LSS) and AD[31 :24] the most significant byte (MSS). The information contained in the 
two low order address bits varies by address space. In the liD address space, AD[1 :0] 
are used to provide full byte address. In the memory and configuration address space, 
AD[1 :0] are driven "00" during the address phase. The other three encodings are 
reserved. See Section 5.0, PCI Interface for more details. 

When the PCES is a target, AD[31 :0] are inputs during the address phase of a 
transaction. During the following data phase(s), the PCES may be asked to supply data 
on AD[31 :0] as for a PCI read, or accept data as for a PCI write. As an Initiator, the 
PCES drives a valid address on AD[31 :0] (with exceptions related to AD[1 :0)) during 
the address phase, and drives write or latches read data on AD[31 :0] during the data 
phase. 

When PCIRST# is asserted, the PCES drives the AD[31 :0) Signals to keep them from 
floating. In addition, the PCES acts as the central resource responsible for driving the 
AD[31 :0] signals when no device owns the PCI Sus and the bus is idle. 
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Pin Name Type Description 

C/SE[3:0] # tis BUS COMMAND AND BYTE ENABLES: The command and byte enable signals are 
multiplexed on the same PCI pins. During the address phase of a transaction, 
C/SE[3:0] # define the bus command for bus command definitions. During the data 
phase, C/SE[3:0] # are used as Syte Enables. The Syte Enables determine which 
byte lanes carry meaningful data. C/SE[O] # applies to byte 0 and C/SE[3] # to byte 
3. C/SE[3:0] # are not used for address decoding. 

The PCES drives C/SE[3:0] # as an initiator of a PCI Sus cycle and monitors 
C/SE[3:0] # as a target. 

When PCIRST# is asserted, the PCES drives C/SE[3:0] # to keep them from 
floating. In addition, the PCES acts as the central resource responsible for driving the 
C/SE[3:0] # signals when no device owns the PCI Sus and the bus is idle 

FRAME# sltls FRAME: FRAME # is driven by the current initiator to indicate the beginning and 
duration of an access. FRAME# is asserted to indicate that a bus transaction is 
beginning. During a transaction, data transfers continue while FRAME# is asserted. 
When FRAME# is negated, the transaction is in the final data phase. FRAME# is an 
input when the PCES is the target. FRAME # is an output when the PCES is the 
initiator. During reset, this signal is tri-stated. 

TRDY# sltls TARGET READY: TROY #, as an output, indicates the target's ability to complete 
the current data phase of the transaction. TROY # is used in conjunction with 
IRDY #. A data phase is completed on any clock that both TROY # and IRDY # are 
sampled asserted. When PCES is the target during a read cycle, TROY # indicates 
that the PCES has valid data present on AD[3 i :0]. During a wdie, it iiidicates that the 
PCES, as a target, is prepared to latch data. TROY # is an input to the PCES when 
the PCES is the initiator. During reset, this signal is tri-stated. 

IRDY# sltls INITIATOR READY: IRDY #, as an output, indicates the initiator's ability to complete 
the current data phase of the transaction. IRDY # is used in conjunction with 
TROY #. A data phase is completed on any clock that both IRDY # and TROY # are 
sampled asserted. When PCES is the initiator of a write cycle, IRDY # indicates that 
the PCES has valid data present on AD[31 :0]. During a read, itindicates the PCES is 
prepared to latch data. IRDY # is an input to the PCES when the PCES is the target. 
During reset, this signal is tn-stated. 

STOP# sltls STOP: As a target, the PCES asserts STOP # to request that the master stop the 
current transaction. When the PCES is an initiator, STOP# is an input. As an initiator, 
the PCES stops the current transaction when STOP# is asserted. Different 
semantics of the STOP # signal are defined in the context of other handshake 
signals (TROY # and DEVSEL #). During reset, this signal is tri-stated. 

PLOCK# sltls PCI LOCK: PLOCK # indicates an atomic operation that may require multiple 
transactions to complete. PLOCK # is an input when PCES is the target and output 
when PCES is the initiator. When PLOCK # is sampled negated during the address 
phase of a transaction, a PCI agent acting as a target will consider itself a locked 
resource until it samples PLOCK# and FRAME# negated. When other masters 
attempt accesses to the PCES (practically to the EISA subsystem) while the PCES is 
locked, the PCES responds with a retry termination. During reset, this signal is tri-
stated. 

2-987 



82375EB/SB 

Pin Name Type Description 

IDSEL in INITIALIZATION DEVICE SELECT: IDSEL is used as a chip select during 
configuration read and write transactions. The PCES samples IDSEL during the 
address phase of a transaction. If the PCES samples IDSEL asserted during a 
configuration read or write, the PCES responds by asserting DEVSEL# on the next 
cycle. 

DEVSEL# sltls DEVICE SELECT: The PCES asserts DEVSEL# to claim a PCI transaction as a result 
of positive or subtractive decode. As an output, the PCES asserts DEVSEL# when it 
samples IDSEL asserted during configuration cycles to PCES configuration registers. 

As an input, DEVSEL# indicates the response to a PCES-initiated transaction. The 
PCES, when not a master, samples this signal for all PCI transactions to decide 
whether to subtractively decode the cycle (except for configuration and special cycles). 
During reset, this signal is tri-stated. 

PAR tis PARITY: PAR is even parity across AD[31 :0] and C/SE[3:0] #. When acting as a 
master, the PCES drives PAR during the address and write data phases. As a target, 
the PCES drives PAR during read data phases. 

When PCIRST # is asserted, the PCES drives the PAR signal to keep it from floating. 
The PCES acts as the central resource responsible for driving the PAR signal when no 
other device is granted the PCI Sus and the bus is idle. 

Note that the driving and tri-stating of the PAR signal is always one clock delayed from 
the corresponding driving and tri-stating of the AD[31 :0] and C/SE[3:0] # signals. 

PERR# sltls PARITY ERROR: PERR # reports data parity errors on all transactions, except special 
cycles. This signal can only be asserted (by the agent receiving data) two clocks 
following the data (which is one clock following the PAR signal that covered the data). 
The duration of PERR # is one clock for each data phase that a data parity error is 
detected. (If multiple data errors occur during a single transaction the PERR # signal is 
asserted for more than a single clock.) PERR # must be driven high for one clock 
before being tri-stated. During reset, this signal is tri-stated. 
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2.2 PCI Arbiter Signals 
Pin Name Type Description 

CPUREQ# in CPU REQUEST: CPUREQ# asserted indicates that the Host CPU requests use of 
the PCI Bus. During PCIRST #, this signal must be sampled high by the PCEB. When 
PCIRST# is asserted (and CPUREQ# is sampled high), the PCEB drives the AD, 
C/BE#, and PAR signals to keep them from floating. 

REQ[3:0]# in REQUEST: A bus master asserts the corresponding request signal to request the 
PCI Bus. 

CPUGNT# out CPU GRANT: The PCEB asserts CPUGNT # to indicate that the CPU master (Host 
Bridge) has been granted the PCI Bus. During PCI reset, CPUGNT # is tri-stated. 

GNT[3:0]# out GRANT: The PCEB asserts one of the GNT[3:0] signals to indicate that the 
corresponding PCI master has been granted the PCI Bus. During PCI reset, these 
signals are tri-stated. 

MEMREQ# out MEMORY REQUEST: If the PCEB is configured in Guaranteed Access Time (GAT) 
Mode, MEMREQ# is asserted when an EISA device or DMA requests the EISA Bus. 
The PCEB asserts this signal (along with FLSHREQ#) to indicate that the PCEB 
requires ownership of main memory. The PCEB asserts FLSHREQ# concurrently 
with asserting MEMREQ #. This signal is synchronous to the PCI clock. During reset, 
this signal is driven high. 

FLSHREQ# MEMREQ# Meaning 
1 1 Idle 
0 1 Fiush buffers (Juiniing iowards PC: 

to avoid ISA deadlock 
1 0 GAT enabled or disabled: For buffer 

coherency in APIC systems, the 
buffers pointing to main memory 
must be flushed and disabled for the 
duration of assertion. 

0 0 GAT mode: Guarantee PCI Bus 
immediate access to main memory 
(this mayor may not require the 
PCI-to-main memory buffers to be 
flushed first, depending on the 
number of buffers). 

FLSHREQ# out FLUSH REQUEST: FLSHREQ# is asserted by the PCEB to command all of the 
system's posted write buffers pointing towards PCI to be flushed. This is required 
before granting the EISA Bus to an EISA master or the DMA. Note that, for APIC 
related buffer flush requests, this signal is negated. This signal is synchronous to the 
PCI clock. During reset, this signal is driven high. 
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Pin Name Type Description 

MEMACK# in MEMORY ACKNOWLEDGE: MEMACK # is the response handshake that indicates 
to the PCEB that the function requested over the MEMREQ# andlor FLSHREQ# 
signals has been completed. 

If the PCEB is configured for Guaranteed Access Time Mode through the Arbiter 
Control Register, and both MEMREQ# and FLSHREQ# are asserted, the assertion 
of MEMACK # indicates to the PCEB that ownership of main memory has been 
granted and that all system buffers have been flushed and temporarily disabled. 

If MEMACK# is asserted in response to assertion of MEMREQ# (GAT either 
enabled or disabled), it indicates that the system's buffers pointing towards the main 
memory are flushed and temporarily disabled so that APIC can proceed with the 
interrupt message sequence. 

If FLSHREQ# is asserted and MEMREQ# is not asserted (with GAT mode being 
either enabled or disabled), the assertion of MEMACK # indicates that the system's 
posted write buffers pointing towards PCI are flushed and temporarily disabled, and 
the EISA Bus can be granted to an EISA master or DMA. 

This signal is synchronous to the PCI clock. 

2.3 Address Decoder Signals 
Pin Name Type Description 

MEMCS# out MEMORY CHIP SELECT: MEMCS# is a programmable address decode signal 
provided to a Host CPU bridge. A Host bridge can use MEMCS# to forward a PCI cycle 
to the main memory behind the bridge. MEMCS# is asserted one PCI clock after 
FRAME# is sampled asserted (address phase) and is valid for.one clock cycle before 
being negated. MEMCS#. is driven high during reset. 

PIODEC# in PCII/O SPACE DECODER: PIODEC# can be used to provide arbitrarily complex 
EISA-to-PCI 1/0 address space mapping. This signal can be connected to the decode 
select output of an external 110 address decoder. When PIODEC# is asserted during 
an EISA 1/0 cycle, that cycle is forwarded to the PCI Bus. 

Note that an external pull-up resistor is required if this input signal is not used (Le., not 
driven by the external logic). , 
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2.4 EISA Interface Signals 
Pin Name Type Description 

BClK in BUS CLOCK: BClK is the system clock used to synchronize events on the EISA Bus. 
The ESC device generates BClK (BClKOUT), which is a divided down clock from a 
PCIClK. BClK runs at a frequency that is dependent on PCIClK and a selected 
division factor (within the ESC). For example, a 25 MHz PCIClK and a division factor of 
3 results in an 8.33 MHz BClK. 

START# tis START: START # provides timing control at the start of the cycle and remains asserted 
for one BClK period. 

When the PCEB is an EISA master, START # is an output signal. START # is asserted 
after lA[31 :24] #, lA[23:2] and M/IO# become valid. START # is negated on the 
rising edge of the BClK, one BClK after it was asserted. The trailing edge of START # 
is always delayed from the rising edge of BClK. 

When the PCEB is an EISA master, for cycles to a mismatched slave (see note at the 
end of this section), START # becomes an input Signal at the end of the first START # 
phase and remains an input until the negation of the last CMD #. The ESC gains the 
control of the transfer and generates START # . 

When the PCEB is an EISA slave, START # is an input signal. It is sampled on the rising 
edge of BClK. 

Upon PCI RST #, this signal is tri-stated and placed in output mode. 

CMD# in COMMAND: CMD# provides timing control within the cycle. In all cases, CMD# is an 
input to the PCES from tne t=SC. CMD# is asserted from the rising edge of 8eLK, 
simultaneously with the negation of START #, and remains asserted until the end of the 
cycle. 

M/IO# tis MEMORY OR I/O: M/IO# identifies the current cycle as a memory or an 1/0 cycle. 
M/IO# is pipelined from one cycle to the next and must be latched by the slave. 
M/IO# = 1 indicates a memory cycle and MIIO# = 0 indicates an 1/0 cycle. 

When the PCEB is an EISA master, the M/IO# is an output signal. When the PCEB is 
an EISA slave, M/IO# is an input Signal. The PCEB responds as an EISA slave for both 
memory and 1/0 cycles. Upon PCIRST #, this signal is tri-stated and is placed in output 
mode. 

W/R# tis WRITE OR READ: W IR # identifies the cycle as a write or a read cycle. The W IR # 
signal is pipe lined from one cycle to the next and must be latched by the slave. W fR # 
= 1 indicates a write cycle and WfR# = 0 indicates a read cycle. 

When the PCEB is an EISA master, WfR# is an output signal. When the PCEB is an 
EISA slave, WfR# is an input signal. Upon PCIRST#, this signal is tri-stated and 
placed in output mode. 
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Pin Name Type Description 

EXRDY ad EISA READY: EXRDY is used by EISA I/O and memory slaves to request wait 
states during a cycle. Each wait state is a BCLK period. 

The PCES, as an EISA master or slave, samples EXRDY. As an input, the EXRDY is 
sampled on the falling edge of BCLK after the CMD# has been asserted, and if 
inactive, each falling edge thereafter. 

When PCES is an EISA slave, it may drive EXRDY low to introduce wait states. 
During reset, this signal is not driven. 

EX32# ad EISA 32 BIT: EX32# is used by the EISA slaves to indicate support of 32 bit 
transfers. When the PCEB is an EISA master, it samples EX32# on the same rising 
edge of BCLK that START # is negated. 

During mismatched cycles (see note at the end of this section), EX32# (and EX16#) 
is used to transfer the control back to the PCEB. EX32# (along with EX16#) is 
asserted by the ESC on the falling edge of BCLK before the rising edge of the BCLK 
when the last CMD# is negated. This indicates that the cycle control is transferred 
back to the PCEB. 

As an EISA slave, the PCEB always drives EX32 # to indicate 32 bit support for EISA 
cycles. During reset, this signal is not driven. 

EX16# in EISA 16 BIT: EX16# is used by the EISA slaves to indicate their support of 16 bit 
transfers. As an EISA master,the PCEB samples EX16# on the same rising edge of 
SCLK that START# is negated. 

During mismatched cycles (see note at the end of this section), EX16# (and EX32#) 
is used to transfer the control back to the PCEB. EX16# (along with EX32#) is 
asserted by the ESC on the falling edge of the BCLK before the rising edge of the 
BCLK when the last CMD# is negated. This indicates that the cycle control is 
transferred back to the PCEB. 

As an EISA slave, the PCEB never asserts EX16#. 

MSBURSH tis MASTER BURST: MSBURST # is an output when the PCEB is an EISA master and 
an input when the PCEB is a slave. 

As a master, the PCES asserts MSBURST # to indicate to the slave that the next 
cycle is a burst cycle. If the PCEB samples SLBURST # asserted on the rising edge 
of BCLK after START # is asserted, the PCEB asserts MSBURST # on the next 
BCLK edge and proceeds with the burst cycle. 

As a slave, the PCEB monitors this signal in response to the PCEB asserting 
SLBURST #. The EISA master asserts MSBURST # to the PCEB to indicate that the 
next cycle is a burst cycle. As a slave, the PCEB samples MSBURST # on the rising 
edge of BCLK after the rising edge of BCLK that CMD# is asserted by the ESC. 
MSSURST# is sampled on all subsequent rising edges of BCLK until the signal is 
sampled negated. The burst cycle is terminated on the rising edge of BCLK when 
MSBURST # is sampled negated, unless EXRDY is sampled negated on the 
previous falling edge of BCLK. During reset, this signal is tri-stated. 
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Pin Name Type Description 

SLSURST# tis SLAVE BURST: SLSURST # is an input when the PCES is an EISA master and an 
output when the PCES is a slave. 

When the PCES is a master, the slave indicates that it supports burst cycles by 
asserting SLSURST # to the PCES. The PCES samples SLSURST # on the rising 
edge of SCLK at the end of START # for EISA master cycles. 

When the PCES is an EISA slave, this signal is an output. As a slave, the PCES 
asserts this signal to the master indicating that the PCES supports EISA burst cycles. 
During reset, this signal is tri-stated. 

LOCK # tis LOCK: When asserted, LOCK# guarantees exclusive memory access. This signal is 
asserted by the PCES when the PCI master is running locked cycles to EISA slaves. 
When asserted, this signal locks the EISA subsystem. 

LOCK# can also be activated by a device on the EISA Sus. This condition is 
propagated to the PCI Sus via the PLOCK# signal. During reset, this signal is tri-
stated. 

SE[3:0)# tis BYTE ENABLES: SE[3:0) # identify the specific bytes that are valid during the 
current EISA Sus cycles. When the PCES is an EISA master and the cycles are 
directed to a matched slave (slave supports 32-bit transfers), the SE[3:0) # are 
outputs from the PCES. 

When the cycles are directed to a mis-matched slave (slave does not support 32-bit 
transfers - see note), the SE[3:0) # are floated one and half SCLKs after START # is 
asserted. Ihese signais become inputs (driven by the ESC) for the rest ot the cycle 

SE[3:0) # are pipelined signals and must be latched by the addressed slave. When 
the PCES is an EISA/ISAIDMA slave, SE[3:0) # are inputs to the PCES. 

Upon PCIRST #, these signals are tri-stated and placed in output mode. 

LA[31 :24) #, tis LATCHABLE ADDRESS: LA[31 :24) # and LA[23:2) are the EISA address signals. 
LA[23:2) When the PCES is an EISA master, these signals are outputs from the PCES. These 

addresses are pipelined and must be latched by the EISA slave. LA[31 :24) # and 
LA [23:2) are valid on the falling edge of START #. Note that the upper address bits 
are inverted before being driven on LA[31 :24) #. The timing for LA[31 :24) and 
LA[23:2) are the same. 

When the PCES is an EISA slave, these signals are inputs and are latched by the 
PCES. 

For I/O cycles, the PCES, as an EISA master, floats LA[31 :24) # to allow for ESC's 
address multiplexing (during I/O cycle to configuration RAM). LA[23:2) are actively 
driven by the PCES. For memory cycles, the PCES as an EISA master, drives the LA 
address lines. During reset, these signals are tri-stated. 
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Pin Name Type Description 

SD[31:0] tis SYSTEM DATA: SD[31 :0] are bi-directional data lines that transfer data between the 
PCES and other EISA devices. Data transfer between EISA and PCI devices use 
these signals. The data swapping logic in the PCES ensures that the data is available 
on the correct byte lanes for any given transfer. During reset, these signals are tri-
stated. 

REFRESH# in REFRESH: When asserted, REFRESH#indicates to the PCES that the current cycle 
on the EISA Sus is a refresh cycle. It is used by the PCES decoder to distinguish 
between EISA memory read cycles and refresh cycles. 

NOTE: 
Mis-matched Cycles. When the PCEB is an EISA master, cycles to the slaves, other than 32 bits transfers, are considered 
a mis-matched cycle. For mis-matched cycles, the PCEB backs off the EISA Bus one and half BCLKs after it asserted 
START# by releasing (floating) START # , BE[3:0]# and the SO[31:0] lines. The ESC device then takes control of the 
transfer. The ESC controls the transfer until the last transfer. At the end of the last transfer, the control is transferred back to 
the PCEB. The ESC transfers control back to the PCEB by asserting EX32# and EX16# on the falling edge of BCLK before 
the rising edge of BCLK when the last CMO# is negated. 

2.5 ISA Interface Signals 

An ISA interface signal is included to improve the PCES's handling of I/O cycles on the EISA side of the 
bridge. This signal permits ISA masters to address PCI I/O slaves using the full 16-bit bus size. The signal also 
allows the PCES to identify 8-bit I/O slaves for purposes of generating the correct amount of I/O recovery. 

Pin Name Type Description 

1016# old 16-BIT I/O CHIP SELECT: As an EISA slave, the PCES asserts 1016# when 
PIODEC# is asserted or an I/O cycle to PCI is detected. 

As an EISA master, the PCES uses 1016# as an input to determine the correct amount 
of I/O recovery time from the I/O Recovery Time (IORT) Register. This register 
contains bit-fields that are used to program recovery times for 8-bit and 16-bit I/O. 
When 1016 # is asserted, the recovery time programmed into the 16-bit I/O field (bits 
[1 :01) , if enabled, is used. When 1016# is negated, the recovery time programmed into 
the 8-bit I/O field (bits [5:31), if enabled, is used. 

This signal must have an external pull-up resistor. During reset, this signal is not driven. 
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2.6 PCEB/ESC Interface Signals 
Pin Name Type Description 

ARBITRATION AND INTERRUPT ACKNOWLEDGE CONTROL 

EISAHOLO in EISA HOLD: EISAHOLO is used by the ESC to request control of the EISA Bus from 
the PCEB. This signal is synchronous to PCICLK and is driven inactive when 
PCIRST# is asserted. 

ElSAH LOA out EISA HOLD ACKNOWLEDGE: The PCEB asserts ElSAH LOA to inform the ESC that 
it has been granted ownership of the EISA Bus. This signal is synchronous to the 
PCICLK. 

PEREa#/ out PCI-TO·EISA REQUEST OR INTERRUPT ACKNOWLEDGE: PEREa# /INTA# is a 
INTA# dual-function signal. The signal function is determined by the state of ElSAH LOA 

signal. 

When ElSAH LOA is negated, this signal is an interrupt acknowledge (I.e., PEREa#/ 
INTA# asserted indicates to the ESC that the current cycle on the EISA is an interrupt 
acknowledge). 

When ElSAH LOA is asserted, this signal is a PCI-to-EISA request (I.e. PEREa# / 
INTA# asserted indicates to the ESC that the PCEB needs to obtain the ownership of 
the EISA Bus on behalf of a PCI agent). 

This signal is synchronous to the PCICLK and it is driven inactive when PCIRST # is 
asserted. 

S'TPGNT# out STOP QRAtfr A.cKNOWLEDQE.: STPGNT # is aSserted when the PeES receives a 
STOP GRANT PC! special cycle for one PClCLK period. ThIs signal 1$ only I$$EII1ed 
when the PCI ADlai:OJ signals equaJ 0012OOO2il during the first data phe.se of the PCI 
specIaf cycle. Data of 0012OOO2h on AD[31:O) in subsequent data phases during a 
PC! specIaf cycle cIoas not result In the asserIion of STPGNT #. 
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PIN NAME Type Description 

PCEB BUFFER COHERENCY CONTROL 

NMFLUSH# tis NEW MASTER FLUSH: The bi-directional NMFLUSH # signal provides handshake 
between the PCEB and ESC to control flushing of PCI system buffers on behalf of 
EISA masters. 

During an EISA Bus ownership change, before the ESC can grant the bus to the 
EISA master (or DMA), the ESC must ensure that system buffers are flushed and the 
buffers pointing towards the EISA subsystem are disabled. The ESC asserts 
NMFLUSH # for one PCI clock to request system buffer flushing. (After asserting 
NMFLUSH # for 1 PCI clock, the ESC tri-states NMFLUSH #.) When the PCEB 
samples NMFLUSH # asserted, it starts immediately to assert NMFLUSH # and 
begins flushing its internal buffers, if necessary. The PCEB also requests PCI system 
buffer flushing via the MEMREQ#, FLSHREQ#, and MEMACK# signals. 

When the PCEB completes its internal buffer flushing and MEMACK # is asserted 
(indicating that the PCI system buffer flushing is complete), the PCEB negates 
NMFLUSH # for 1 PCI clock and stops driving it. When the ESC samples 
NMFLUSH # negated, it grants the EISA Bus to an EISA master (or DMA). The ESC 
resumes responsibility of the default NMFLUSH # driver and starts driving 
NMFLUSH# negated until the next time a new EISA master (or DMA) wins 
arbitration. 

This signal is synchronous with PCICLK and is negated by the ESC at reset. 

AFLUSH# tis APIC FLUSH: AFLUSH # is bi-directional signal between the PCES and ESC that 
controls system buffer flushing on behalf of the APIC. After a reset the ESC negates 
AFLUSH # until the APIC is initialized and the first interrupt request is recognized. 
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Pin Name Type Description 

DATA SWAP BUFFER CONTROL 

80CPYEN01# in COPY ENABLE: These active Low signals perform byte copy operation on the 
80CPYEN02# EI8A data bus (80[31 :01). The Copy Enable signals are asserted during mis-

80CPYEN03# matched cycles and are used by the PCEB to enable byte copy operations 

80CPYEN13# between the 80 data byte lanes 0, 1, 2, and 3 as follows: 

80CPYEN01#: Copy between Byte Lane 0 (80[7:01) and Byte Lane 1 
(80[15:8]) 

80CPYEN02 #: Copy between Byte Lane 0 (80[7:01) and Byte Lane 2 
(80[23:16]) 

80CPYEN03 #: Copy between Byte Lane 0 (80[7:0]) and Byte Lane 3 
(80[31:241) 

80CPYEN13#: Copy between Byte Lane 1 (80[15:8]) and Byte Lane 3 
(80[31 :241) 

Note that the direction of the copy is controlled by 80CPYUP. 

80CPYUP in SYSTEM DATA COPY UP: 80CPYUP controls the direction of the byte copy 
operation. A high on 80CPYUP indicates a COpy UP operation where the lower 
byte(s) of the 80 data bus are copied onto the higher byte(s) of the bus. A low on 
the signal indicates a COPY DOWN operation where the higher byte(s) of the data 
bus are copied on to the lower byte(s) of the bus. The PCEB uses this signal to 
perform the actual data hyte copy operation during mis-matched cycles. 

"-

800E[2:0] # in SYSTEM DATA OUTPUT ENABLE: These active Low signals enable the 80 data 
output onto the EI8A Bus. The E8C only activates these signals during mis-
matched cycles. The PCEB uses these signal to enable the 80 data buffers as 
follows: 

800EO# Enables byte lane 0 80[7:0] 
800E1 # Enables byte lane 1 80[15:8] 
800E2# Enables byte lane 380[31 :24] and byte lane 2 

80[23:16] 

80LE[3:0]# in SYSTEM DATA LATCH ENABLE: 80LE[3:0] # enable the latching of data on the 
EI8A Bus. These signals are activated only during mis-matched cycles, except 
PCEB-initiated write cycles. The PCEB uses these signals to latch the 80 data bus 
as follows: 

80LEO# Latch byte lane 0 80[7:0] 
80LE1# Latch byte lane 1 80[15:8] 
80LE2# Latch byte lane 2 80[23:16] 
80LE3# Latch byte lane 3 80[31 :24] 

2.7 Test Signal 
Pin Name Type Description 

TE8T# in TEST: This pin is used to tri-state all PCEB outputs. During normal operations, this pin 
must be tied high. 
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3.0 REGISTER DESCRIPTION 

The PCEB contains both PCI configuration registers and 110 registers. The configuration registers (Table 1) 
are located in PCI configuration space and are only accessible from the PCI Bus. The addresses shown in the 
table for each register are offset values that appear on AD[7:2] and C/BE[3:0] 11. The configuration registers 
can be accessed as Byte, Word (16-bit), or Dword (32-bit) quantiti~s. All multi-byte numeric fields use "little-en­
dian" ordering (i.e., lower addresses contain the least significant parts of the fields). 

The ~IOS Timer is the only non-configuration register (Section 3.2, I/O Registers). This register, like the 
configuration registers, is only accessible from the PCI Bus. The BIOS Timer Register can be accessed as 
byte, word, or Dword quantities. 

Some of the PCEB registers contain reserved bits. These bits are labeled "Reserved". Software must take 
care to deal correctly with bit-encoded fields that are reserved. On reads, software must use appropriate 
masks to extract the defined bits and not rely on reserved bits being any particular value. On writes, software 
must ensure that the values of reserved bits are preserved. That is, the values of reserved bit positions must 
first be read, merged with the new values for other bit positions and the data then written back. 

In addition to reserved bits within a register, the PCEB contains address locations in the PCI configuration 
space that are marked "Reserved" (Table 1). The PCEB responds to accesses to these address locations by 
completing the PCI cycle. When a reserved register location'is read, OOOOh is returned. Writes have no affect 
on the PCEB. 

During a hard reset (PCIRSTI1 asserted), the PCEB registers are set to pre-determined default states. The 
default values are indicated in the individual register descriptionS'. 

During the address phase of a configuration cycle, Bits [10:8] encode one of eight possible functions on a 
device. The PCEB only supports one function; that of a bridge between the PCI and EISAIISA Busses. This 
function has the code of 000. Thus, for accessing PCEB configuration registers, Bits[1 0:8] = 000 of the ad­
dress. If the PCEB IDSEL is asserted and any of the above three bits is 1, the PCEB returns all zeros for a read 
and does not respond to a write. 

3.1 Configuration Registers 

Table 1 summarizes the PCEB configuration space registers,~ Following the table, is a detailed description of 
each register and register bit. The register descriptions are arranged in the order that they appear in Table 1. 
The following nomenclature is used for access attributes. 

RO Read Only. If a register is read only, writes to this register have no e,ffe,ct. 

R/W Read/WrIte. A register with this attribute can be read and written. 

R/WC Read/WrIte Clear. A register bit with this attribute can be read and written. However, a write of a 1 
clears (sets to 0) the corresponding bit and a write of a 0 has no effect. 

NOTE: 
Some register fields are used to program address ranges for various PCEB functions. The register 
contents represent the address bit value and not the signal level on the bus. For example, the upper 
address lines on the EISA Bus have inverted signals (LA[31 :24] 11). However, this inversion is auto­
matically handled by the PCES hardware and is transparent to the programmer. 
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Table 1. Configuration Registers 

Address 
Abbreviation Register Name Access 

Offset 

0O-01h VID Vendor Identification RO 

02-03h DID Device Identification RO 

04-05h PCICMD Command Register R/W 

06-07h PCISTS Status Register RO, R/WC 

08h RID Revision Identification RO 

09-0Ch - Reserved -
ODh MLTIM Master Latency Timer R/W 

OE-3Fh - Reserved -
40h PCICON PCI Control R/W 

41h ARBCON PCI Arbiter Control R/W 

42h ARBPRI PCI Arbiter Priority Control R/W 

43h ARBPRIX PCI Arbiter Priority Control Extension R/W 

44h MCSCON MEMCS# Control R/W 

<15h MCSBOH MEMCS# Bottom of Hole R/W 
---

46h MCSTOH MEMCS# Top of Hole R/W 

47h MCSTOM MEMCS# Top of Memory R/W 

48-49h EADC1 EISA Address Decode Control 1 R/W 

4A-4Bh - Reserved -
4Ch 10RTC ISA 1/0 Recovery Time Control R/W 

4Dh-53h - Reserved -
54h MAR1 MEMCS# Attribute Register #1 R/W 

55h MAR2 MEMCS# Attribute Register #2 R/W 

56h MAR3 MEMCS# Attribute Register #3 R/W 

57h - Reserved -
58h PDCON PCI Decode Control R/W 

59h - Reserved -
5Ah EADC2 EISA Address Decode Control 2 R/W 

5Bh - Reserved -
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Table 1. Configuration Registers (Continued) 

Address 
Abbreviation Register Name 

Offset 

5Ch EPMRA EISA-to-PCI Memory Region Attributes 

5D-5Fh - Reserved 

60-6Fh MEMREGN[4:1j EISA-to-PCI Memory Region Address (4 Registers) 

70-7Fh IOREGN[4:1j EISA-to-PCII/O Region Address (4 Registers) 

80-81h STMR SIOS TimerBase Address 

84h ELTCR EISA Latency Timer Control Register 

85-87h - Reserved 

88-8Sh PTCR PCES Test Control Register-DO NOT WRITE 

8C-FFh - Reserved 

3.1.1 VID-VENDOR IDENTIFICATION REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

00-01h 
8086h 
Read Only 
16 bits 

Access 

R/W 

-
R/W 

R/W 

R/W 

R/W 

-
-
-

The VID Register contains the vendor identification number. This register, along with the Device Identification 
Register, uniquely identify any PCI device. Writes to this register have no effect. 

Bit Description 

15:0 Vendor Identification Number: This is a 16-bit value assigned to Intel. 

3.1.2 DID-DEVICE IDENTIFICATION REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

02-03h 
0482h 
Read Only 
16 bits 

The DID Register contains the device identification number. This register, along with the VID Register, define 
the PCES. Writes to this register have no effect. 

Bit Description 

15:0 Device Identification Number: This is a 16-bit value assigned to the PCES. 
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3.1.3 PCICMD-PCI COMMAND REGISTER 

Address Offset: 04-05h 
0007h Default Value: 

Attribute: Read/Write, Read Only 
16 bits Size: 

This 16-bit register contains PCI interface control information. This register enables/disables PCI parity error 
checking, enables/disables PCEB bus master capability, and enables/disables the PCEB to respond to PCI­
originated memory and I/O cycles. Note that, for certain PCI functions that are not implemented within the 
PCEB, the control bits are still shown (labeled "not supported"). 

Bit Description 

15:9 Reserved 

8 SERR # Enable (SERRE)-Not Supported-RO: Function of this bit is to control the SERR # signal. 
Since the PCEB does not Implement the SERR # signal, this bit always reads as 0 (disabled). 

7 Wait State Control (WSC)-Not Supported-RO: This bit controls insertion of wait-states for 
devices that do not meet the 33-10 PCI speCification. Since PCEB meets the 33-10 specification, this 
control function is not implemented. WSC is always read as O. 

6 Parity Error Enable (PERRE)-R/W: PERRE controls the PCEB's response to PCI parity errors. 
When PERRE = 1 , the PCEB asserts the PERR # signal when a parity error is detected. When 
PERRE = 0, the PCEB ignores any parity errors that it detects. After PCIRST #, PERRE = 0 (parity 
checking disabled). 

5 VGA Palette Snoop (VGPS)-Not Supported-RO: This bit is intended oniy for specific controi of 
PCI-based VGA devices and it is not applicable to the PCEB. This bit is not implemented and always 
reads as O. 

4 Memory Write and Invalidate Enable (MWIE)-Not Supported-RO: This is an enable bit for using 
the Memory Write and Invalidate command. The PCEB doesn't support this command as a master. 
As a slave the PCEB aliases this command to a memory write. This bit always reads as 0 (disabled). 

3 Special Cycle Enable (SCE)-Not Supported-RO: Since this capability is not implemented, the 
PCEB does not respond to any type of special cycle. This bit always reads as O. 

2 Bus Master Enable (BME)-R/W: ME enables/disables the PCEB's PCI Bus master capability. 
When BME = 0, the PCEB bus master capability is disabled. This prevents the PCEB from requesting 
the PCI Bus on behalf of EISA/ISA masters, the DMA, or the Line Buffers. When BME = 1, the bus 
master capability is enabled. This bit is set to 1 after PCIRST #. 

1 Memory Space Enable (MSE)-R/W: This bit enables the PCEB to accept PC I-originated memory 
cycles. When MSE = 1, the PCEB responds to PCI-originated memory cycles to the EISA Bus. When 
MSE = 0, the PCEB does not respond to PCI-originated memory cycles to the EISA Bus (DEVSEL # is 
inhibited). This bit is set to 1 (enabled for BIOS access) after PCIRST#. 

0 1/0 Space Enable (IOSE)-R/W: This bit enables the PCEB to accept PCI-originated I/O cycles. 
When lOSE = 1, the PCEB responds to PCI-originated I/O cycles. When lOSE = 0, the PCEB does 
not respond to a PCII/O cycle (DEVSEL# is inhibited), including I/O cycles bound for the EISA Bus. 
This bit is set to 1 (I/O space enabled) after PCIRST #. 
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3.1.4 PCIST5-PCI STATUS REGISTER 

Address Offset: 06-07h 
0200h Default Value: 

Attribute: Read Only, Read/Write Clear 
16 bits Size: 

This 16-bit register provides status information for PCI Sus-related events. Some bits are read/write clear. 
These bits are set to 0 whenever the register is written, and the data in the corresponding bit location is 1 (R/ 
WC). For example, to clear bit 12 and not affect any other bits, write the value 0001_0000_0000_0000b to 
this register. Note that for certain PCI functions that are not implemented in the PCES, the control bits are still 
shown (labeled "not supported"). 

Bit Description 

15 Parity Error Status (PERRS)-R/WC: This bit is set to 1 whenever the PCES detects a parity error, 
even if parity error handling is disabled (as controlled by bit 6 in the PCI Command Register). 
Software sets PERRS to 0 by writing a 1 to this bit location. 

14 SERR# Status (SERRS)-Not Supported: This bit is used to indicate that a PCI device asserted the 
SERR # signal. The PCES does not implement this signal. SERRS is always read as o. 

13 Master Abort Status (MA)-R/WC: When the PCES, as a master, generates a master abort, this bit 
is set to 1. Software sets MA to 0 by writing a 1 to this bit location. 

12 Received Target Abort Status (RTAS)-R/WC: When the PCES, as a master, receives a target 
abort condition, this bit is set to 1. Software sets RT AS to 0 by writing a 1 to this bit location. 

11 Signaled Target Abort Status (ST AS)-Not Supported: This bit is set to 1 by a PCI target device 
when they generate a Target Abort. Since the PCES never generates a target abort, this bit is not 
implemented and will always be read as a O. 

10:9 DEVSEL Timing Status (DEVT}-RO: This read only field indicates the timing of the DEVSEL # 
signal when PCES responds as a target. The PCI Specification defines three allowable timings for 
assertion of DEVSEL#: OOb = fast, 01 b= medium, and 10b= slow (11b is reserved). DEVT indicates 
the slowest time that a device asserts DEVSEL# for any bus command, except configuration read 
and configuration write cycles. The PCES implements medium speed DEVSEL# timing and, 
therefore, DEVT[ 10:9) = 01 when read. 

8:0 Reserved 

3.1.5 RID-REVISION IDENTIFICATION REGISTER 

Address Offset: 08h 
Default Value: 03h (82375ES, A-2 stepping) 

Attribute: 
Size: 

04h (823755B. 8-0 stepping) 

Read Only 
8 bits 

This 8-bit register contains the device revision number of the PCES. Writes to this register have no effect. 

Bit Description 

7:0 Revision Identification Number: This 8-bit value is the revision number of the PCES. 
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3.1.6 MLT-MASTER LATENCY TIMER REGISTER 

Address Offset: ODh 
Default Value: OOh 

Read/Write 
8 bits 

Attribute: 
Size: 

This 8-bit register contains the programmable value of the Master Latency Timer for use when the PCEB is a 
master on the PCI Bus. The granularity of the timer is 8 PCI clocks. Thus, bits[2:0] are not used and always 
read as Os. 

Bit Description 

7:3 Count Value: This 5-bit field contains the count value of the Master Latency Timer, with a granularity 
of 8 PCI clocks. For example, value 00101 b provides a time-out period of 5x8 = 40 PCI clocks. 
Maximum count value is 11111 b, which corresponds to 248 PCI clocks. 

2:0 Reserved 

3.1.7 PCICON-PCI CONTROL REGISTER 

Address Offset: 40h 
Default Value: 20h 

Read/Write 
8 bits 

Attribute: 
Size: 

This 8-bit register enables/disables the PCEB's data buffers, defines the subtractive decoding sample point, 
and enables/disables response to the PCI interrupt acknowledge cycle. 

NOTE: 
The Line Buffers are typically enabled or disabled during system initialization. These buffers should 
not be dynamically enabled/disabled during runtime. Otherwise, data coherency can be affected, if a 
buffer containing valid write data is disabled and then, later, re-enabled. 

Bit Description 

7 Reserved 

6 EISA-To-PCI Line Buffer Enable (ELBE): When ELBE = 0, the EISA-to-PCI Line Buffers are disabled 
and when ELBE = 1, the EISA-to-PCI Line Buffers are enabled. After PCIRST #, the Line Buffers are 
disabled (ELBE = 0). Note that when ELBE is set to 1, the line buffers are utilized for transfers to or 
from the regions defined by the REG[4:1] bits in the EPMRA register (offset 5Ch). 

5 Interrupt Acknowledge Enable (IAE): When IAE = 0, the PCEB decodes PCI interrupt acknowledge 
cycles in a semi-subtractive manner. When there is data posted in the Line Buffers, the PCEB 
intervenes in the PCI interrupt acknowledge cycle by generating a retry. The PCEB also initiates a 
buffer flush operation and will keep generating retries until the buffers are flushed. The PCEB then 
subtractively decodes the PCI interrupt acknowledge cycle in order to allow an external PC I-based 
interrupt controller to respond with the vector. If no external PCI-based interrupt controller has 
responded to the PCllnterrupt Acknowledge cycle at the DEVSEL# sampling point, the cycle is 
handled by the PCEB in a subtractive decode manner. 

When IAE = 1, the PCEB positively decodes the interrupt acknowledge cycles and responds to the 
cycles in the normal fashion (Le., uses the PEREQ# /INTA# signal to fetch the vector from the ESC, 
after the internal buffers are flushed). 

2-1003 



82375EB/SB 

Bit Description 

4:3 Subtractive Decoding Sample Point (SDSP): The SDSP field determines the DEVSEL# sample 
point, after which an inactive DEVSEL# results in the PCEB forwarding the unclaimed PCI cycle to the 
EISA Bus (subtractive decoding). This setting should match the slowest device in the system. When 
the MEMCS# function is enabled, MEMCS# is sampled as well as an early indication of an eventual 
DEVSEL#. 

Bits [4:3] Operation 
00 Slow sample point (default value) 
01 Typical sample point 
10 Reserved 
11 Reserved 

2 Reserved. This bit must be 0 when programming this register. 

1:0 Reserved 

3.1.8 ARBCON-PCI ARBITER CONTROL REGISTER 

Address Offset: 41 h 
Default Value: 80h 
Attribute: Read/Write 
Size: 8 bits 

This register controls the operation of the PCEB's internal PCI arbiter. The register enables/disables auto­
PEREQ#, controls the master retry timer, enables/disables CPU bus parking, controls bus lock, and enables/ 
disables the guaranteed access time (GAT) mode for EISAIISA accesses. 

NOTE: 
1. For proper system operation, the master retry timer (bits[4:31) must not be disabled. This field 
defaults to 00 (disabled) and must be program to either 01, 10, or 11. 
2. The PCMC Host bridge device requires that bit 7 be set to 1 (default). However, other chip sets 
might need to have this function disabled to provide more optimum performance for EISA subsys­
tems. This functionality is built-in to prevent starvation of PCI agents (in particular, the host bridge, 
i.e., CPU) when EISA masters are performing transactions in the GAT mode. If this function is dis­
abled, the host bridge must be capable of generating the PCI Bus request, even when the Host Bus is 
not controlled by the CPU (CPU tri-stated all Host Bus signals, or even only address bus, in response 
to HOLD/ AHOLD). The CPU pin that provides an indication of a request for the external bus (e.g. 
after cache miss) can be used by the host bridge to generate the request for the PCI Bus during GAT 
mode operations, even when no address lines are driven by the CPU. 
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Bit Description 

7 Auto-PEREQ# Control (APC): APC Enables/Disables control of the auto-PEREQ# function when 
GAT mode is enabled via bit 0 (GAT = 1). When APC= 1 (and GAT= 1), the PEREQ# signal is 
asserted whenever the EISAHLDA signal is asserted. When APC=O, the PEREQ# signal is not 
automatically asserted but it will be activated upon PCI Bus request from any PCI agent. After 
PCIRST #, APC = 1 (enabled). See note. 

6:5 Reserved 

4:3 Master Retry Timer (MRT): This 2-bit field determines the number of PCICLKs after the first retry that 
a PCI initiator's bus request will be masked. Note that for proper system operation, this register must 
be programmed with either 01, 10, 11. 

Bits[4:3] Operation 
00 Timer disabled, Retries never masked. (Default) 
01 Retries unmasked after 16 PCICLK's. 
10 Retries unmasked after 32 PCICLK's. 
11 Retries unmasked after 64 PCICLK's. 

2 Bus Park (BP): When BP = 1, the PCEB will park CPUREQ # on the PCI Bus when it detects the PCI 
Bus idle. If BP = 0, the PCEB takes responsibility for driving AD, C/BE # and PAR signals upon 
detection of bus idle state. After PCIRST#, BP= 0 (disabled). 

1 Bus lock (Bl): When BL = 1, Bus Lock is enabled. The arbiter considers the entire PCI Bus locked 
upon initiation of any LOCKed transaction. When BL = 0, Resource Lock is enabled. A LOCKed agent 
is considered a LOCKed resource and other agents may continue normal PCI transactions. After 
PCIRST#, BL=O (disabled). 

0 Guaranteed Access Time (GAT): When GAT = 1 , the PCEB is configured for Guaranteed Access 
Time mode. This mode guarantees the 2.1 f.Ls CHRDY time-out specification for the EISAIISA Bus. 
When the PCEB is a PCI initiator on behalf of an EISAIISA master, the PCI and main memory bus 
(host) are arbitrated for in serial and must be owned before the EISAIISA master is given ownership of 
the EISA Bus. If the PCEB is not programmed for Guaranteed Access Time (GAT = 0), the EISAIISA 
master is first granted the EISA Bus, before the PCI Bus is arbitrated. After a PCIRST #, GAT = 0 
(disabled). 

3.1.9 ARBPRI-PCI ARBITER PRIORITY CONTROL REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

42h 
04h 
Read/Write 
8 bits 

This register controls the operating modes of the PCEB's internal PCI arbiter. The arbiter consists of four 
arbitration banks that support up to six masters and three arbitration priority modesfixed priority, rotating 
priority and mixed priority modes. See Section 5.4, PCI Bus Arbitration for details on programming and using 
different arbitration modes. 
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Bit Description 

7 Bank 3 Rotate Control: 1 = Enable; 0 = Disable 

6 Bank 2 Rotate Control: 1 = Enable; 0 = Disable 

5 Bank 1 Rotate Control: 1 = Enable; 0 = Disable 

4 Bank 0 Rotate Control: 1 = Enable; 0 = Disable 
3:2 Bank 2 Fixed Priority Mode Select-b,a: 

ba 
00 = BankO> Bank3 > Bank1 
10= Bank3 > Bank1 > BankO 
01 = Bank1 > BankO> Bank3 
11 = Reserved 

1 Bank 1 Fixed Priority Mode Select: 1 = REQ3 # > CPUREQ#; 0 = CPUREQ# > REQ3 

0 Bank 0 Fixed Priority Mode Select: 1 =REQO# > PCEBREQ#; O=PCEBREQ# > REQO#. Note 
that PCEBREQ# is a PCEB internal signal. 

3.1.10 ARBPRIX-PCI ARBITER PRIORITY CONTROL EXTENSION REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

43h 
OOh 
Read/Write 
8 bits 

This register controls the fixed priority mode for bank 3 of the PCEB's internal arbiter. The ARBPRIX Register 
is used in conjunction with the PCI Arbiter Priority Control (ARBPRI) Register. 

Bit Description 

7:1 Reserved 

0 Bank 3 Fixed Priority Mode Select: 1 = REQ2# > REQ1 #; 0= REQ1 # > REQ2#. 

3.1.11 MCSCON-MEMCS# CONTROL REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

44h 
OOh 
Read/Write 
8 bits 

The MCSCON Register provides the master enable for generating MEMCS #. This register also provides read 
enable (RE) and write enable (WE) attributes for two main memory regions (the 512 KByte - 640 KByte region 
and an upper BIOS region). PCI accesses within the enabled regions result in the generation of MEMCS#. 
Note that the 0-512 KByte region does not have RE and WE attribute bits. The 0-512 KByte region can only be 
disabled with the MEMCS# Master Enable bit (bit 4). Note also, that when the RE and WE bits are both 0 for a 
particular region, the PCI master can not access the corresponding region in main memory (MEMCS# is not 
generated for either reads or writes). 
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Bit Description 

7:5 Reserved 

4 MEMCS# Master Enable: When bit 4= 1, the PCEB asserts MEMCS# for all accesses to the defined 
MEMCS# region (as defined by the MCSTOM Register and excluding the memory hole defined by the 
MCSBOH and MCSTOH Registers), if the accessed location is in a region enabled by bits [3:0] of this 
register or in the regions defined by the MAR1, MAR2, and MAR3 registers. When bit 4= 0, the entire 
MEMCS# function is disabled and MEMCS# is never asserted. 

3 Write Enable For OFOOOO-OFFFFFh (Upper 64 KByte BIOS): When bit 3 = 1, the PCEB generates 
MEMCS# for PCI master memory write accesses to the address range OFOOOO-OFFFFFh. When bit 
3 = 0, the PCEB does not generate MEMCS # for PCI master memory write accesses to the address 
range OFOOOO-OFFFFFh. 

2 Read Enable For OFOOOO-OFFFFFh (Upper 64 KByte BIOS): When bit 2 = 1, the PCEB generates 
MEMCS# for PCI master memory read accesses to the address range OFOOOO-OFFFFFh. When bit 
2 = 0, the PCEB does not generate MEMCS# for PCI master memory read accesses to the address 
range OFOOOO-OFFFFFh. 

1 Write Enable For 080000-09FFFFh (512-640 KByte): When bit 1 = 1, the PCEB generates 
MEMCS# for PCI master memory write accesses to the address range 080000-09FFFFh. When bit 
1 = 0, the PCEB does not generate MEMCS# for PCI master memory write accesses to the address 
range 080000-09FFFFh. 

0 Read Enable For 080000-09FFFFh (512-640 KByte): When bit 0 = 1, the PCEB generates 
MEMCS# for PCI master memory read accesses to the address range 080000-09FFFFh. When bit 
0-=0, the peES does not generate ~~E~Y1CS #: for PC! master memory read accesses to thfl addf~s~ 
range 080000-09FFFFh. 

3.1.12 MCSBOH-MEMCS# BOTTOM OF HOLE REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

45h 
10h 
Read/Write 
8 bits 

This register defines the bottom of the MEMCS# hole. MEMCS# is not generated for accesses to addresses 
within the hole defined by this register and the MCSTOH Register. The hole is defined by the following 
equation: 

TOH ~ address ~ BaH. TOH is the top of the MEMCS# hole defined by the MCSTOH Register and BaH is 
the bottom of the MEMCS# hole defined by this register. 

For example, to program the BaH at 1 MByte, the value of 10h should be written to this register. To program 
the BaH at 2 MByte + 64 KByte this register should be programmed to 21 h. To program the BaH at 8 MByte 
this register should be programmed to 80h. 

When the TOH < BaH the hole is disabled. If TOH = BaH, the hole size is 64 KBytes. It is the responsibility of 
the programmer to guarantee that the BaH is at or above 1 MB. AD[31 :24] must be O's for the hole, meaning 
the hole is restricted to be under the 16 MByte boundary. The default value for the BaH and TOH disables the 
hole. 

Description 

Bottom of MEMCS# Hole: Bits[7:0] correspond to address lines AD[23:16], respectively. 
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3.1.13 MCSTOH-MEMCS# TOP OF HOLE REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

46h 
OFh 
Read/Write 
8 bits 

This register defines the top of the MEMCS# hole. MEMCS# is not generated for accesses to addresses 
within the hole defined by this register and the MCSBOH Register. The hole is defined by the 'following 
equation: 

TOH :;" address:;" BOH. TOH is the top of the MEMCS# hole defined by this register and BOH is the bottom 
of the MEMCS# hole defined by the MCSBOH Register. 

For example, to program the TOH at 1 MBy1e + 64 KBy1e, this register should be programmed to 10h. To 
program the TOH at 2 MByte + 128 KBy1e this register should be programmed to 21 h. To program the TOH at 
12 MByte this register should be programmed to BFh. 

When the TOH < BOH the hole is disabled. If TOH = BOH, the hole size is 64 KBy1es. It is the responsibility of 
the programmer to guarantee that the TOH is above 1 MByte. AD[31 :24] must be O's for the hole, meaning the 
hole is restricted to be under the 16 MBy1e boundary. The default value for the BOH and TOH disables the 
hole. 

Description 

Top of MEMCS# Hole: Bits[7:0] correspond to address lines AD[23:16], respectively. 

3.1.14 MCSTOM-MEMCS# TOP OF MEMORY REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

47h 
OOh 
Read/Write 
8 bits 

This register determines MEMCS# top of memory boundary. The top of memory boundary ranges from 
2 MBy1es-1 to 512 MBy1es-1, in 2 MByte increments. This register is typically set to the top of main memory. 
Accesses:;" 1 MBy1e and s top of memory boundary results in the assertion of the MEMCS# signal (unless 
the address resides in the hole programmed via the MCSBOH and MCSTOH Registers). A value of OOh sets 
top of memory at 2 MBytes-1 (including the 2 MByte-1 address). A value of FFh sets the top of memory at 
512 MBy1e-1 (including the 512 MBy1e-1 address). 

Bit Description 

7:0 Top of MEMCS# Memory Boundary: Bits[7:0] correspond to address lines AD[28:21], respectively. 
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3.1.15 EADC1-EISA ADDRESS DECODE CONTROL 1 REGISTER 

Address Offset 
Default value: 

48-49h 
0001h 
Read/Write 
16 bits 

Attribute: 
Size: 

This 16-bit register specifies EISA-to-PCI mapping of the 0-1 MByte memory address range. For each bit 
position, the memory block is enabled if the corresponding bit= 1 and is disabled if the bit= o. EISA or DMA 
memory cycles to the enabled blocks result in the EISA cycle being forwarded to the PCI Bus. For disabled 
memory blocks, the EISA memory cycle is not forwarded to the PCI Bus. 

Bit Description 

15 880-896 KBytes Memory Enable: EISA-to-PCI mapping for this memory space is enabled when this 
bit is 1 and disabled when this bit is O. 

14 864-880 KBytes Memory Enable: EISA-to-PCI mapping for this memory space is enabled when this 
bit is 1 and disabled when this bit is O. 

13 848-864 KBytes Memory Enable: EISA-to-PCI mapping for this memory space is enabled when this 
bit is 1 and disabled when this bit is O. 

12 832-848 KBytes Memory Enable: EISA-to-PCI mapping for this memory space is enabled when this 
bit is 1 and disabled when this bit is O. 

11 816-832 KBytes Memory Enable: EISA-to-PCI mapping for this memory space is enabled when this 
bit is 1 and disabled when this bit is O. 

10 800-816 KBytes Memory Enable: EISA-to-PCI mapping for this memory space is enabled when this 
bit is 1 and disabled when this bit is O. 

9 784-800 KBytes Memory Enable: EISA-to-PCI mapping for this memory space is enabled when this 
bit is 1 and disabled when this bit is O. 

8 768-784 KBytes Memory Enable: EISA-to-PCI mapping for this memory space is enabled when this 
bit is 1 and disabled when this bit is o. 

7:3 Reserved 

2 640-768 KBytes VGA Memory Enable: EISA-to-PCI mapping for this memory space is enabled 
when this bit is 1 and disabled when this bit is O. 

1 512-640 KBytes Memory Enable: EISA-to-PCI mapping for this memory space is enabled when this 
bit is 1 and disabled when this bit is O. 

0 0-512 KBytes Memory Enable: EISA-to-PCI mapping for this memory space is enabled when this bit 
is 1 and disabled when this bit is O. 
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3.1.16 10RT-ISA 1/0 RECOVERY TIMER REGISTER 

Address Offset: 4Ch 
Default Value: 56 

Read/Write 
8 bits 

Attribute: 
Size: 

The I/O recovery logic is used to guarantee a minimum amount of time between back-to-back 8-bit and 16-bit 
PCI-to·ISA I/O slave accesses. These minimum times are programmable. 

The I/O recovery mechanism in the PCEB is used to add recovery delay between PCI-originated 8-bit and 16-
bit I/O cycles to ISA devices. The delay is measured from the rising edge of the EISA command signal 
(CMD#) to the falling edge of the next EISA command. The delay is equal to the number of EISA Bus clocks 
(BCLKs) that correspond to the value contained in bits [1 :0] for 16-bit I/O devices and in bits[5:3] for 8-bit I/O 
devices. Note that no additional delay is inserted for back-to-back I/O "sub-cycles" generated as a result of 
byte assembly or disassembly. This register defaults to 8- and 16-bit recovery enabled with two clocks of I/O 
recovery. 

Bit Description 

7 Reserved 

6 Bit 1/0 Recovery Enable: This bit enables the recovery times programmed into bits 0 and 1 of this 
register. When this bit is set to 1, the recovery times shown for bits 5-3 are enabled. When this bit is set 
to 0, recovery times are disabled. 

5:3 8-Bit 1/0 Recovery times: This 3-bit field defines the recovery times for 8-bit I/O. Programmable 
delays between back-to-back 8-bit PCI cycles to ISA I/O slaves is shown in terms of EISA clock cycles 
(BCLK). The selected delay programmed into this field is enabled/disabled via bit 6 of this register. 

Bits [5:3] BClK 
001 1 
010 2 
011 3 
100 4 
101 5 
110 6 
111 7 
000 8 

2 16-Bit 1/0 Recovery Enable: This bit enables the recovery times programmed into bits 0 and 1 of this 
register. When this bit is set to 1, the recovery times shown for bits 0 and 1 are enabled. When this bit 
is set to 0, recovery times are disabled. 

1:0 16-Bit 1/0 Recovery Times: This 2-bit field defines the Recovery time for 16-bit 1/0. Programmable 
delays between back-to-back 16-bit PCI cycles to ISA 1/0 slaves is shown in terms of EISA clock 
cycles (BCLK). The selected delay programmed into this field is enabledldisabled via bit 2 of this 
register. 

Bits [1:0]B ClK 
01 1 
10 2 
11 3 
00 4 
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3.1.17 MAR1-MEMCS# ATTRIBUTE REGISTER #1 

Address Offset: 
Default Value: 
Attribute: 
Size: 

54h 
aah 
Read/Write 
8 bits 

RE-Read Enable. When the RE bit (bit 6,4,2, a) is set to a 1, the PCES generates MEMCS# for PCI master, 
DMA, or EISA master memory read accesses to the corresponding segment in main memory. When the RE bit 
is set to a a, the PCES does not generate MEMCS# for PCI master, DMA, or EISA master memory read 
accesses to the corresponding segment. When the RE and WE bits are both a (or bit 4 in the MEMCS# 
Control Register is set to a a-disabled), the PCI master, DMA, or EISA master can not access the correspond· 
ing segment in main memory. 

WE-Write Enable. When the WE bit (bit 7,5,3, 1) is set to a 1, the PCES generates MEMCS# for PCI 
master, DMA, or EISA master memory write accesses to the corresponding segment in main memory. When 
this bit is set to a a, the PCES does not generate MEMCS# for PCI master, DMA, or EISA master memory 
write accesses to the corresponding segment. When the RE and WE bits are both a (or bit 4 in the MEMCS# 
Control Register is set to a a-disabled), the PCI master, DMA, or EISA master can not access the correspond· 
ing segment in main memory. 

Bit Description 

7 OCCOOO-OCFFFFh Add-on BIOS: WE: 1 = Enable; a = Disable 

6 OCCOOO-OCFFFFh Add-on BIOS: RE: 1 = Enable; a = Disable 

5 OCSOOO-OCBfffh Add-on Bi05: WE: 1 = E(labie; 0 = Disable 

4 OCSOOO-OCBFFFh Add-on BIOS: RE: 1 = Enable; a = Disable 

3 OC4000-0C7FFFh Add-on BIOS: WE: 1 = Enable; a = Disable 

2 OC4000-0C7FFFh Add-on BIOS: RE: 1 = Enable; a = Disable 

1 OCOOOO-OC3FFFh Add-on BIOS: WE: 1 = Enable; a = Disable 

0 OCOOOO-OC3FFFh Add-on BIOS: RE: 1 = Enable; 0 = Disable 

3.1.1S MAR2-MEMCS# ATTRIBUTE REGISTER #2 

Address Offset: 
Default Value: 
Attribute: 
Size: 

55h 
aah 
Read/Write 
8 bits 

RE-Read Enable. When the RE bit (bit 6,4,2, a) is set to a 1, the PCES generates MEMCS# for PCI master, 
DMA, or EISA master memory read accesses to the corresponding segment in main memory. When this bit is 
set to a 0, the PCES does not generate MEMCS# for PCI master, DMA, or EISA master memory read 
accesses to the corresponding segment. When the RE and WE bits are both a (or bit 4 in the MEMCS# 
Control Register is set to a a·disabled), the PCI master, DMA, or EISA master can not access the correspond­
ing segment in main memory. 
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WE-Write Enable. When the WE bit (bit 7,5,3, 1) is set to a 1, the PCES generates MEMCS# for PCI 
master, DMA, or EISA master memory write accesses to the corresponding segment in main memory. When 
this bit is set to a 0, the PCES does not generate MEMCS# for PCI master, DMA, or EISA master memory 
write accesses to the corresponding segment. When the RE and WE bits are both 0 (or bit 4 in the MEMCS# 
Control Register is set to a O-disabled), the PCI master, DMA, or EISA master can not access the correspond­
ing segment in main memory. 

Bit Description 

7 ODCOOO-ODFFFFh Add-on BIOS: WE: 1 = Enable; 0 = Disable 

6 ODCOOO-ODFFFFh Add-on BIOS: RE: 1 = Enable; 0 = Disable 

5 ODSOOO-ODBFFFh Add-on BIOS: WE: 1 = Enable; 0 = DiSable 

4 ODSOOO-ODBFFFh Add-on BIOS: RE: 1 = Enable; 0 = Disable 

3 OD4000-0D7FFFh Add-on BIOS: WE: 1 = Enable; 0 = Disable 

2 OD4000-0D7FFFh Add-on BIOS: RE: 1 = Enable; 0 = Disable 

1 ODOOOO-OD3FFFh Add-on BIOS: WE: 1 = Enable; 0 = Disable 

0 ODOOOO-OD3FFFh Add-on BIOS: RE: 1 = Enable; 0 = Disable 

3.1.19 MAR3-MEMCS# ATTRIBUTE REGISTER #3 

Address Offset: 
Default Value: 
Attribute: 
Size: 

56h 
OOh 
Read/Write 
8 bits 

RE-Read Enable. When the RE bit (bit 6, 4, 2, 0) is set to a 1, the PCES generates MEMCS # for PCI master, 
DMA, EISA master memory read accesses to the corresponding segment in main memory. When this bit is set 
to a 0, the PCES does not generate MEMCS# for PCI master, DMA, or EISA master memory read accesses to 
the corresponding segment. When the RE and WE bits are both 0 (or bit 4 in the MEMCS# Control Register is 
set to a O-disabled), the PCI master can not access the corresponding segment in main memory. 

WE-Write Enable. When the WE bit (bit 7, 5, 3, 1) is set to a 1, the PCES generates MEMCS # for PCI 
master, DMA, EISA master memory write accesses to the corresponding segment in main memory. When this 
bit is set to a 0, the PCES does not generate MEMCS# for PCI master, DMA, or EISA master memory write 
accesses to the corresponding segment. When the RE and WE bits are both 0 (or bit 4 in the MEMCS# 
Control Register is set to a O-disabled), the PCI master can not access the corresponding segment in main 
memory. 
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Bit Description 

7 OECOOO-OEFFFFh BIOS Extension: WE: 1 = Enable; 0 = Disable 

6 OECOOO-OEFFFFh BIOS Extension: RE: 1 = Enable; 0 = Disable 

5 OEBOOO-OEBFFFh BIOS Extension: WE: 1 = Enable; 0 = Disable 

4 OEBOOO-OEBFFFh BIOS Extension: RE: 1 = Enable; 0 = Disable 

3 OE4000-0E7FFFh BIOS Extension: WE: 1 = Enable; 0 = Disable 

2 OE4000-0E7FFFh BIOS Extension: RE: 1 = Enable; 0 = Disable 

1 OEOOOO-OE3FFFh BIOS Extension: WE: 1 = Enable; 0 = Disable 

0 OEOOOO-OE3FFFh BIOS Extension: RE: 1 = Enable; 0 = Disable 

3.1.20 PDCON-PCI DECODE CONTROL REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

58h 
OOh 
Read/Write 
8 bits 

This register enables/disables positive decode of PCI accesses to the IDE and 8259 locations residing in the 
expansion bus subsystem. For the 82374S8, this register controls the mode of address decode (subtractive or 
negativej for memory cycies Oil ,lie PCI Bus. 

Subtractive decoding: 

PCI memory cycles that are not claimed on the PCI Bus (I.e., DEVSEL# inactive) are forwarded to the EISA 
8us. This is the default on power up. 

Negative decoding (8237488 Only): 

PCI memory cycles that are not mapped to one of the regions <iQfIried t)y ~ 9. or G below. ~ immediately 
forwarded to the EISA Bus O.e. without waiting for oevSEL# tifn&.OUt). PCtfMmOry cycles that are deood$d 
to one of the four programmable PCI memory regions, but are not claimed (bEV$Et,. negated), are forwarded 
to the EISA Bus by subtractive decode. . ... 

A. Main memory locations defined by the MEMOS" mapping (MbsGQN. MCSSOH; MOSTOH, MCSTOM. 
MAR1. MAR2, and MARS Registers). . 

B. The enabled Video Frame Buffer region. OAOOOO-OBFFFFh (as ~ by bit 2 of the EADC1 Register). 

C. The four programmable .PCI memory regions (defined by the MEMAEGfJI4:1] tegister$). . 

NOTE: 
If there are devices on the PCI that are not mapped Into any of the teglon$ defined by A. B. or C. 
then negative decoding can not be used. 

2-1013 



82375EB/SB 

Bit Description 

7:6 Reserved 

5 8259 Decode Control (8259DC): This bit enables/ disables positive decode of 8259 locations 0020h, 
0021 h, OOAOh and OOA 1 h. When this bit is 1, positive decode for these locations are enabled. When 
this bit is 0, positive decode for these locations is disabled. After reset, this bit is O. Note that if positive 
decode is disabled, these 8259 locations, can still be accessed via subtractive decode. 

4 IDE Decode Control (IDEDC): This bit enables/disables positive decode of IDE locations 1 FO-1 F7h 
(primary) or 170-177h (secondary) and 3F6h,3F7h (primary) or 376h,377h (secondary). When 
IDEDC = 0, positive decode is disabled. When IDECD = 1, positive decode is enabled. After reset, this 
bit is O. Note that if positive decode is disabled, these IDE locations can still be accessed via 
subtractive decode. 

3:1 Reserved 

0 82375EB: Reserved. Must be 0 when programming this register. 

82375SB: PCI Memory Address Decoding Mode (PMAD): This bit selects between subtractive and ' 
negative decoding. When PMAD= 1, negative decoding is selected. When PMAD-O, subtractive, 
decoding is selected. After reset, this bit is 0. 

3.1.21 EADC2-EISA ADDRE$S DECODE CONTROL EXTENSION REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

5Ah 
OOh 
Read/Write 
8 bits 

This register specifies EISA·to-PCI mapping for the 896 KByte to 1 MByte memory address range (BIOS). If 
this memory block is enabled, EISA memory accesses in this range will result in the EISA cycles being 
forwarded to the PCI Bus. (Note that enabling this block is necessary if BIOS resides within the PCI and not 
within the EISA subsystem.) 

This register also defines mapping for the 16 MByte - 64 KByte to 16 MByte memory address range. This 
mapping is important if the BIOS is aliased at the top 64 KBytes of 16 MBytes. If the region is enabled and this 
address range is within the hole defined by the MCSBOH and MCSTOH Registers or above the top of main 
memory defined by the MCSTOM Register, the EISA cycle is forwarded to the PCI. 
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Bit Description 

7:6 Reserved 

5 Top 64 KByte of 16 MByte Memory Space Enable (FFOOOO-FFFFFFh): This memory block is 
enabled when this bit is 1 and disabled when this bit is O. 

4 960 KBytes-1 MByte Memory Space Enable (OFOOOO-OFFFFFh): This memory block is enabled 
when this bit is 1 and disabled when this bit is O. 

3 944-960 KByte Memory Space Enable (OECOOO-OEFFFFh): This memory block is enabled when 
this bit is 1 and disabled when this bit is O. 

2 928-944 KByte Memory Space Enable (OE8000-0EBFFFh): This memory block is enabled when 
this bit is 1 and disabled when this bit is O. 

1 912-928 KByte Memory Space Enable (OE4000-0E7FFFh): This memory block is enabled when 
this bit is 1 and disabled when this bit is O. 

0 896-912 KByte Memory Space Enable (OEOOOO-OE3FFFh): This memory block is enabled when 
this bit is 1 and disabled when this bit is O. 

3.1.22 EPMRA-EISA·TO·PCI MEMORY REGION ATTRIBUTES REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

5Ch 
OOh 
Read/Write 
8 bits 

This register defines buffering attributes for EISA accesses to PCI memory regions specified by MEM­
REGN[4:1j Registers. When an EPMRA bit is 1 (and the Line Buffers are enabled via the PC ICON Register), 
EISA accesses to the corresponding PCI memory region are performed in buffered mode. In buffered mode, 
read.prefetching and write posting/assembly are enabled. When an EPMRA bit is 0, EISA accesses to the 
corresponding PCI memory region are performed in non·buffered mode. In non-buffered mode, a buffer by­
pass path is used to complete the transaction. 

NOTE: 
1. Using buffered mode for EISA accesses to PCI memory regions that contain memory· mapped I/O 
devices can cause unintended side effects. In buffered mode, strong ordering is not preserved within 
a Dword. If the order of the writes to an I/O device is important, non-buffered mode should be used. 
Also, read-prefetch can cause unintended changes of status registers in the memory-mapped I/O 
device. 
2. The Line Buffers are typically enabled or disabled during system initialization. These buffers should 
not be dynamically enabled/disabled during runtime. Otherwise, data coherency can be affected, if a 
buffer containing valid write data is disabled and then, later, re·enabled. 
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Bit Description 

7:4 Reserved 

3 Region 4 Attribute (REG-4): EISA accesses to this PCI memory region are buffered when this bit is 1 
and non-buffered when this bit is O. If the Line Buffers are disabled via the PCICON Register (bit 6), 
buffering is disabled, regardless of the value of this bit. 

2 Region 3 Attribute (REG-3): EISA accesses to this PCI memory region are buffered when this bit is 1 
and non-buffered when this bit is O. If the Line Buffers are disabled via the PCICON Register (bit 6), 
buffering is disabled, regardless of the value of this bit. 

1 Region 2 Attribute (REG-2): EISA accesses to this PCI memory region are buffered when this bit is 1 
and non-buffered when this bit is O. If the Line Buffers are disabled via the PCICON Register (bit 6), 
buffering is disabled, regardless of the value of this bit. 

0 Region 1 Attribute (REG-1): EISA accesses to this PCI memory region are buffered when this bit is 1 
and non-buffered when this bit is O. If the Line Buffers are disabled via the PCICON Register (bit 6), 
buffering is disabled, regardless of the value of this bit. 

3.1.23 MEMREGN[4:1]-EISA-TO-PCI MEMORY REGION ADDRESS REGISTERS 

Address Offset: 60-63h (Memory Region 1) 
64-67h (Memory Region 2) 
68-6Bh (Memory Region 3) 
6C-6Fh (Memory Region 4) 
OOOOFFFFh Default Value: 

Attribute: Read/Write 
Size: 32 bits 

These 32-bit registers provide four windows for EISA-to-PCI memory accesses. Each window defines a posi­
tively decoded programmable address region for mapping EISA memory space to the corresponding PCI 
memory space. This base and limit address fields define the size and location of the region within the 4 GByte 
PCI memory space. The base and limit addresses can be aligned on any 64 KByte boundary and each region 
can be sized in 64 KByte increments, up to the theoretical maximum size of 4 GByte. The default values of this 
register ensure that the regions are initially disabled. 

A region is selected based on the following formula: Base Address s address s Limit Address. 

Bit Description 

31:16 Memory Region Limit Address: For EISA-to-PCI accesses, bits[31:16] correspond to address 
lines LA[31:16] on the EISA Bus and AD[31:16] on the PCI Bus. This field determines the limit 
address of the memory region within the 4 GByte PCI memory space. 

15:0 Memory Region Base Address: For EISA-to-PCI accesses, bits[ 15:0] correspond to address lines 
LA[31 :16] on the EISA Bus and AD[31 :16] on the PCI Bus. This field determines the starting 
address of the memory region within the 4 GByte PCI memory space. 
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3.1.24 IOREGN[4:1]-EISA-TO-PCI 1/0 REGION ADDRESS REGISTERS 

Address Offset: 

Default value: 
Attribute: 
Size: 

70-73h (1/0 Region 1) 
74-77h (I/O Region 2) 
78-7Bh (I/O Region 3) 
7C-7Fh (I/O Region 4) 
OOOOFFFCh 
Read/Write 
32 bits 

82375EB/SB 

These 32-bit registers provide four windows for EISA-to-PCI I/O accesses. The windows define positively 
decoded programmable address regions for mapping EISA I/O space to the corresponding PCI I/O space. 
Each register determines the starting and limit addresses of the particular region within the 64 KByte PCI I/O 
space. The base and limit addresses can be aligned on any Dword boundary and each region can be sized in 
Dword increments (32-bits) up to the theoretical maximum size of 64 KByte. Default values for the base and 
limit fields ensure that the regions are initially disabled. 

The I/O regions are selected based on the following formula: Base Address ~ address ~ Limit Address. 

Bit Description 

31:18 I/O Region Limit Address: For EISA-to-PCII/O accesses, bits[31 :18] correspond to address lines 
LA[15:2] on the EISA Bus and AD[15:2] on the PCI Bus. This field determines the limit address of 
the region within the 64 KByte PCII/O space. 

17:16 Reserved 

15:2 1/0 Region Base Address: For EISA-to-PCIIiO accesses, bits[15:2] correspond to address lines 
LA[15:2] on the EISA Bus and AD[15:2] on the PCI Bus. This field determines the starting address 
of the region within the 65 KByte PCII/O space. 

1 :0 Reserved 

3.1.25 BTMR-BIOS TIMER BASE ADDRESS REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

80-81h 
0078h 
Read/Write 
16 bits 

This 16-bit register determines the base address for the BIOS Timer Register located in PCI I/O space. The 
BIOS Timer resides in the PCEB and is the only internal resource mapped to PCI I/O space. The base address 
can be set at Dword boundaries anywhere in the 64 KByte PCI I/O space. This register also provides the BIOS 
Timer access enable/disable control bit. 
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Bit Description 

15:2 BIOS Timer Base Address: Bits[15:2] correspond to PCI address lines AD[15:2]. 

1 Reserved 

0 BIOS Timer Enable (BTE): When BTE = 1, the BIOS Timer is enabled. When BTE = 0, the BIOS 
Timer is disabled. The default is 0 (disabled). 

3.1.26 ELTCR-EISA LATENCY TIMER CONTROL REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

84h 
7Fh 
Read/Write 
8 bits 

This register provides the control for the EISA Latency Timer (EL T). The register holds the initial count value 
used by the EL T. The EL T uses the PCI clock for counting. The EL T time-out period is equal to: 

ELTtimeout=Value(ELTCR(7:0)j x Tpciclck [ns] 

where: 
Tpciclk = 30 ns at 33 MHz (40 ns at 25 MHz). 

Therefore, a maximum EL T time-out period at 33 MHz is 256 x 30 ns = 7.68 /Ls. The value written into this 
register is system dependent. It should be based on PCI latency characteristics controlled by the PCI Master 
Latency Timer mechanism and on EISA Bus arbitration/latency parametrics. A typical value corresponds to 
the EL T time-out period of 1-3 /Ls. When the value in the EL TCR Register is 0, the EL T mechanism is 
disabled. The EL TCR Register must be initialized before EISA masters or DMA are enabled. 

Bit Description 

7:0 EISA Latency Timer Count Value: Bits[7:0] contain the initial count value for the EISA Latency 
Timer. When this field contains OOh, the EISA Latency Timer is disabled. 

3.2 I/O Registers 

The only PCEB internal resource mapped to the PCI I/O space is the BIOS Timer Register. 

3.2.1 BIOSTM-BIOS TIMER REGISTER 

Register Location: 
Default Value: 
Attribute: 
Size: 

Programmable I/O address location (Dword aligned) 
0000 xx xxh 
Read/Write 
32 bits 

This 32-bit register is mapped to the PCI I/O space location determined by the value in the BTMR Register. Bit 
o of BTMR must be 1 to enable access to the BIOS Timer. The BIOS timer clock is derived from the EISA Bus 
clock (BCLK); either 8.25 or 8.33 MHz depending on the PCI clock. BCLK is divided by 8 to obtain the timer 
clock of 1.03 or 1.04 MHz. If a frequency other than 33 MHz or 25 MHz is used for PCI clock, the BIOS Timer 
clock will be affected. (It will always keep the same relation to the BCLK, i.e. 1:4 or 1 :3, depending on the clock 
divisor.) The BIOS Timer is only accessible from the PCI Bus and is not accessible from the EISA Bus. 
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After data is written into BIOS Timer Register (BE1 # andlor BEO# must be asserted), the BIOS timer starts 
decrementing until it reaches zero. It "freezes" at zero until the new count value is written. 

Bit Description 

31:16 Reserved 

15:0 BIOS Timer Count Value: The initial count value is written to bits [15:0] to start the timer. The value 
read is the current value of the BIOS Timer. 

4.0 ADDRESS DECODING 

Conceptually, the PCEB contains two programmable address decoders: one to decode PCI Bus cycles that 
need to be forwarded to the EISA Bus or serviced internally and the other to decode EISA Bus cycles that 
need to be forwarded to the PCI Bus. Two decoders permit the PCI and EISA Buses to operate concurrently 
(Figure 2). The PCEB can be programmed to respond to certain PCI memory or 1/0 region accesses as well as 
configuration space accesses to the PCEB's internal configuration registers. PCEB address decoding is dis­
cussed in Section 4.1. 

The EISA address decoder decodes EISA Bus cycles generated by the bus master (OMA controller, ISA 
compatible master, or EISA compatible master) that need to be forwarded to the PCI Bus. The EISA decode 
logic can be programmed to respond to certain memory or 1/0 region accesses. 
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Figure 2. Block Diagram of Address Decoder 

The PCEB provides three methods for decoding the current PCI Bus cycle. The PCEB can use positive, 
subtractive, or negative (82374SB only) decoding for these cycles, depending on the type of cycle, actions on 
the PCI Bus, and programming of the PCEB registers. For EISA Bus cycles, only positive decoding is used. 

1. Positive decoding. With positive decoding, the PCI/EISA Bus cycle address is compared to the corre­
sponding address ranges set up in the PCEB for positive decode. A match causes the PCEB decode logic to 
immediately service the cycle. The PCEB can be programmed (via the configuration registers) to positively 
decode selected memory or 1/0 accesses on both the PCI Bus and EISA Bus. Depending on the program­
ming of the internal registers, the PCEB provides positive decoding for PCI accesses to selected address 
ranges in memory and 1/0 spaces and for EISA accesses to selected address ranges in memory and 1/0 
spaces. Note that the decoding method for PCI accesses to the PCEB internal registers (configuration and 
I/O space registers) is not programmable and these accesses are always positively decoded. 
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2. Subtractive decoding. For PCI memory or I/O cycles, the PCEB uses subtractive decoding (or negative 
decoding, described in #3 of this list for the 82375SB) to respond to addresses that are not positively 
decoded. With subtractive decoding, if a memory or I/O cycle is not claimed on the PCI Bus (via 
DEVSEL#), the PCEB forwards the cycle to the EISA Bus. The PCEB waits a programmable number of 
PCICLKs (1 to 3 PCICLKs, as selected via the PCICON Register) for a PCI agent to claim the cycle. If the 
cycle is not claimed within the programmed number of PCICLKs (DEVSEL# time-out), the PCEB claims the 
cycle (asserts DEVSEL#) and forwards it to the EISA Bus. Note that the number of PCICLKs for a 
DEVSEL# time-out should be programmed to accommodate the slowest PCI Bus device. 

3. Negatl'¥e ~" For the 82a7SSS, negative decoding is a programmable option (via the POCON 
Register) that i. only used for POl memory cycles:. With negative decOoing, a PCI memory -cycle that is not 
positively decoded by the PCES 8$ a main memory area (one of the MEMOS# gElMfation ar~) and is not 
in one of the four programmable eSA-to.POl memory regions (defined by MEMREGN[4~1) is immediately 
forwarded to the elSA Bus. This occurs without waiting for a OEVSEL# time-out to see If the cycle Is going 
to b$ claimed on the POl Bus. Thus, negative decoding can reduoe the latenoy incurred by waiting fOr a 
OEVSEL # time-out that is associated with subtractive decoding. ThIs increases throughput to ¢le EISA Bus 
for unclaimed POl memory cycles. If the OEVSEL# time-out is set to a 2PCICLKtime-out. t!lEi latency Is 
reduced by 1 PClCLK and fOr a 3 PCICLK time-out, the latency is reduced by 2 POlCLKs. For more 
informatm on negative (and subtractive) decoding, see Section 4.1.1.3, SUbtractively and Negatively 0 .. 
coded Cycl$$ to EISA. 
Note that negative decoding Imposes a restriction on the PCI system memory address map. POI memory­
mapped devloes are restriated to one of the four programmable EISA-to-PCI regions (MEMREGN[4:1]). 
These regions always use subtractive decoding to for:ward an unclaimed cycle to the EISA Bus, even if 
negative deooding is enabled Locating devices in these regions ensures that the PC! device has the 
allotted numb$r of programmed PClGLKs (OEVSEL# time-out) to respond with OEVSEl#. Further, since 
the PCEB does not negatively decodeJ/O spaoe addresses, enabling this feature does not impose restric· 
tIons on Oevioes that are mapped to PCII/O ~aoe. 

4.1 PCI Cycle Address Decoding 

The PCEB decodes addresses presented on the multiplexed PCI address/data bus during the address bus 
phase. AD[31 :0] and the byte enables (C/BE[3:0] # during the data phase) are used for address decoding. 
C/BE[3:0] # are used during the data phase to indicate which byte lanes contain valid data. For memory 
cycles, the PCI address decoding is always a function of AD[31:2]. In the case of I/O cycles, all 32 address 
bits (AD[31 :0]) are used to provide addressing with byte granularity. For configuration cycles, only a subset of 
the address lines carry address information. 

The PCEB decodes the following PCI cycle addresses based on the contents of the relevant programmable 
registers: 

1. Positively decodes PCEB configuration registers. 

2. Positively decodes I/O addresses contained within the PCEB (BIOS Timer). 

3. Positively decodes the following compatibility I/O registers to improve performance: a) Interrupt controller 
(8259) I/O registers contained within the ESC to optimize interrupt processing, if enabled through the 
PDCON Register, b) IDE registers, if enabled through the PDCON Register. 

4. Positively decodes four programmable memory address regions contained within the PCI memory space. 
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5. Positively decodes memory addresses for selected regions of main memory (located behind the Host/PCI 
Bridge). When a main memory address is positively decoded, the PCEB asserts the MEMCS# signal to the 
Host/PCI Bridge. The PCEB does not assert DEVSEL#. 

6. Subtractively or negatively (82375SB only) decodes cycles to the EISA Bus (see Section 4.1.1, Memory 
Spade Address Decoding) . 

NOTE: 
A PCI requirement is that, upon power-up, PCI agents do not respond to any address. Typically, the 
only access to a PCI agent is through the IDSEL configuration mechanism until the agent is enabled 
during initialization. The PCEB/ESC subsystem is an exception to this since it controls access to the 
BIOS boot code. The PCEB subtractively decodes BIOS accesses and passes the accesses to the 
EISA Bus where the ESC generates BIOS chip select. This allows BIOS memory to be located in the 
PCI memory space. 

4.1.1 MEMORY SPACE ADDRESS DECODING 

The MCSCON, MCSTOP, MCSBOH, MCSTOM, and PDCON Registers are used to program the decoding for 
PCI Bus memory cycles. 

4.1.1.1 Main Memory Decoding (MEMCS#) 

The PCEB supports positive decode of main memory areas by generating a memory chip select signal 
(MEMCS#) to the Ho~tlPCI Bridge that contains the main memory interface control. The PCEB supports 
memory sizes up to 512 MBytes (Le., the PCEB can be programmed to generate MEMCS# for this memory 
range). For PCI memory accesses above 512 MByte (512 MBytes to 4 GBytes), the PCEB does not generate 
MEMCS# and unclaimed cycles are forwarded to the EISA Bus using either subtractive or negative (82374SB 
only) decoding. 

If a memory region is enabled, accesses to that region are positively decoded and result in the PCEB asserting 
MEMCS#. If a memory region is disabled, accesses do not generate MEMCS# and the cycle is either 
subtractively or negatively (82374SB only) decoded and forwarded to the EISA Bus. 

Within the 512 MByte main memory range, the PCEB supports the enabling/disabling of sixteen individual 
memory ranges (Figure 3). Fourteen of the ranges are within the 640 KByte - 1 MByte area and have Read 
Enable (RE) and Write Enable (WE) attributes. These attributes permit positive address decoding for reads 
and writes to be independently enabled/disabled. This permits, for example, an address range to be positively 
decoded for a'memory read and subtractively or negatively (82374SB only) decoded to the EISA Bus for a 
memory write. 

The fifteenth range (0-512 KByte) and sixteenth range (programmable limit address from 2 MByte up to 
512 MByte on 2 MByte increments) can be enabled or disabled but do not have RE/WE attributes. A seven­
teenth range is available that identifies a memory hole. Addfesses within this hole will not generate a 
MEMCS#. These memory address ranges are: 

• 0-512 KByte 

• 512-640 KByte 
• 640-768 KBytes (VGA memory page) 

• 960 KByte to 1 MByte (BIOS Area) 

• 768-896 KByte in 16 KByte segments (total of 8 segments) 

• 896-960 KByte in 16 KByte segments (total of 4 segments) 

• 960 KByte to 1 MByte (Upper BIOS area) 

• 1-512 MByte in 2 MByte increments. 
• Programmable memory hole in 64 KByte increments between 1 MByte and 16 MByte. 
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Shaded areas represent main memory decode regions for MEMCS#. 

Figure 3. MEMCS# Decode Areas 

Table 2 summarizes the attribute registers used in MEMCS# decoding. The MCSCON, MAR1, MAR2, and 
MAR3 Registers are used to assign RE/WE attributes to a particular memory range. The MEMCS# hole is 
programmed using the MCSTOH and MCSBOH Registers. The region above 1 MByte is programmed using 
the MCSTOM Register. The region from 0-512 KByte is enabled/disabled using bit 4 of the MCSCON Regis­
ter. MCSCON bit 4 is also used to enable and disable the entire MEMCS# function. 
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Table 2. Read Enable/Write Enable Attributes For MEMCS# Decoding 

Memory Attribute Registers 
Attribute Memory Segments Comments 

(Register Bits are Shown in Brackets) 

MCSCON[1:0] WE RE OBOOOO-09FFFFh 512Kto 640K 

MCSCON[3:2] WE RE OFOOOO-OFFFFFh BIOS Area 

MAR1[1:0] WE RE OCOOOO-OC3FFFh Add-on BIOS 

MAR1 [3:2] WE RE OC4000-0C7FFFh Add-on BIOS 

MAR1 [5:4] WE RE OCBOOO-OCBFFFh Add-on BIOS 

MAR1[7:6] WE RE OCCOOO-OCFFFFh Add-on BIOS 

MAR2[1:0] WE RE ODOOOO-OD3FFFh Add-on BIOS 

MAR2[3:2] WE RE OD4000-0D7FFFh Add-on BIOS 

MAR2[5:4] WE RE ODBOOO-ODBFFFh Add-on BIOS 

MAR2[7:6] WE RE ODCOOO-ODFFFFh Add-on BIOS 

MAR3[1:0] WE RE OEOOOO-OE3FFFh BIOS Extension 

MAR3[3:2] WE RE OE4000-0E7FFFh BIOS Extension 

MAR3[5:4] WE RE OEBOOO-OEBFFFh BIOS Extension 

MAR3[7:6] WE RE OECOOO-OEFFFFh BIOS Extension 

The PCEB generates MEMCS# from the decode of the PCI address. MEMCS# is asserted during the first 
data phase as indicated in the Figure 4. MEMCS# is only asserted for one PCI clock period. The PCEB does 
not take any other action as a result of this decode, except to generate MEMCS # . It is the responsibility of the 
device using the MEMCS# signal to generate DEVSEL#, TRDY# and any other cycle response. The device 
using the MEMCS# will always generate DEVSEL# on the next clock. This fact can be used to avoid an extra 
clock delay in the subtractive decoder described in the next section. 

FRAME# \~-------------------
PCI ADDRIDAT A X ADD 

----' 
X DATA 

---------,-+-+;--------­
\'---~I MEMCS#· 

2 3 4 
290477-46 

NOTE: 
Since MEMCS# is point-to-point (a sideband signal), the signal meets the guaranteed setup time to clock edge 3 (and 
clock edge 4). This fast generation of MEMCS# prevents the penalty caused by the decoding delay. 

Figure 4. MEMCS# Generation 
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4.1.1.2 BIOS Memory Space 

The BIOS memory space is subtractively decoded. BIOS is typically "shadowed" after configuration and 
initialization is complete. Thus, negative decoding is not implemented for accesses to the BIOS EPROM 
residing on the expansion bus. 

The ESC decoder supports BIOS space up to 512 KBytes. The standard 128 KByte BIOS memory space is 
OOOE OOOOh to OOOF FFFFh (top of 1 M Byte) , and aliased at FFFE OOOOh to FFFF FFFFh (top of 4 GByte) and 
FFEE OOOOh to FFEF FFFFh (top of 4 GByte -1 MByte). These aliased regions account for the CPU reset 
vector and the uncertainty of the state of the A20Gate when a software reset occurs. 

Note that the ESC component contains the BIOS space decoder that provides address aliasing for BIOS at 
4 GByte or 4 GByte - 1 MByte by ignoring the LA20 address line. 

The additional 384 KByte BIOS memory space at FFF8 OOOOh to FFFD FFFFh is known as the enlarged BIOS 
memory space. Note that EISA memory (other than BIOS) must not reside within the address range from 
4 GByte -1.5 MByte to 4 GByte - 1 MByte and from 4 GByte - 512 KByte to 4 GByte to avoid conflict with BIOS 
space. 

Since the BIOS device is 8 or 16 bits wide and typically has very long access times, PCI burst reads from BIOS 
space invoke a disconnect target termination (using the STOP # signal) after the first data transaction in order 
to meet the PCI incremental latency guidelines. 

4.1.1.3 Subtractively And Negatively Decoded Cycles To EISA 

The PCEB uses subtractive and negative (6237558 oniy) decotling to lorwaid PC: 8us cycles to the E!SA. Bus. 
These modes are defined at the beginning of section 4.0. Bit 0 of the PDCON Register selects between 
negative and subtractive decoding. 

For subtractive decoding on the 82375EB, the DEVSEL# sample point (Figure 5) can be configured to two 
different settings by programming the PCICON Register. If the "typical" point is selected, DEVSEL# is sam­
pled at T, and, if inactive, the cycle is forwarded to EISA. If the "slow" point is selected, DEVSEL# is sampled 
at F, T, and S. The sample point should be configured to match the slowest PCI device in the system. This 
programmable capability (T or S) permits systems to optimize the DEVSEL# time-out latency to the response 
capabilities of the PCI devices in the system. The sample point selected must accommodate the slowest 
device on the PCI Bus. Note that when these unclaimed cycles are forwarded to the EISA Bus, the PCEB 
drives the DEVSEL# active. An active MEMCS# always results in an active DEVSEL# on the "Typical" 
sample point. 

For subtractive decoding on the 8237558, the OEVSEL# sample point can be; configured to two different 
settings by programming the POteON Register (slow and typical). 
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Only unclaimed PCI cycles within the memory address range from 0 to 4 GByte and 110 address range from 0 
to 64 KByte are forwarded to EISA. Unclaimed PCI 110 cycles to address locations above 64 KBytes are not 
forwarded to the EISA Bus and the PCEB does not respond with DEVSEL #. In this case, these unclaimed 
cycles cause the master to terminate the PCI cycle with a master abort. 

For the 823748B, if negative decoding is used, the PCEB begins the PCI.to-EISAcyele forwardlng process at 
the "fast" sample point. Compared to the system that uses subtractive decode at the "slow" samplepolnt, 
negative decoding reduces 1he decoding overhead by 2 PCI clock cycles. In the cese of subtractive decode at 
the "typical" sampling point, negative decoding reduces the overhead by 1, PCI clock. . 

The PCES contains programmable configuration registers that define address ranges for PCI resident devices. 
There is a set of registers associated with MEMCS# decoding of main memory areas and set of registers for 
defining address mapping of up to four memory regions that are mapped to PCI for EISA Bus initiated cycles. 
Note that on the 82375EB, there is no equivalent mechanism for mapping the PCI memory regions to EISA 
and, therefore, all PCI memory cycles that need to be forwarded to the EISA Bus use subtractive decoding. 

For the 8.23745B, when negative decoding is selected, men'lOI)' cycles with addresses other than those 
speoifled by the MEMOSI' mapping for positive decode (via the MCSCON, MCSBOH, MOSTOH, MCSTOM, 
MAA1. MAR2, and MAR3 Registers) or the four programmable EISA-ta-PCI memory regions (via MEM­
REGN{4:1]) are immediately forwarded to the EISA Bus without waiting for a DEVSEL# time-out. 
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Negative decoding has the following properties • 
• All addresses above the top of main memory or within theMEMCS# hole (as defined by the MEMCS# 

map) are negatively decoded to EISA. except for the four programmable EISA·to-PCl memory regions. 
These regions (MEMREGN(4:1l) can overlap with active main memory ranges, the main memory hole, or 
with the memory space above the top of main memory. PCI accesses to MEMREGN[4:1] are always 
subtractively decoded to EISA. 

• All addresses within MEMCS#' defined ranges 640 KByte to 1 MByte can be either mapped to PC! or EISA 
using positive decoding. Some of these regions allow more deta~ed mapping based on programmable 
access attributes (read enable and write enable). This permits a region to be positively decoded for the 
enabled attribute and negatively decoded, If enabled. to the EISA Bus for the disabled attribute. For exam· 
pie, if a region is enabled for reads and disabled for writes, accesses to the region are positively decoded to 
the PCI. for reads and negatively decoded, If enabled, to EISA for writes. If negative decoding is disabled 
(Le., subtractive decoding enabled). the write is subtractively decoded to EISA. 

• When negative decoding is enabled. MEMREGN[4:11 can Still be set up for subtractive decoding. A PCI 
device that requires subtractive decoding must reside within Region [4:1]. As a result, the subtractive 
decoding penalty is only associated with some address ranges (i.e. some devices) and not with all non-PCI 
ranges. This feature can be used with PCI devices that dynamically change.response on POt cycles based 
on cycle type or an internal device state (e.g. intervention oycle). 
If a PCI device can not be located in one of the regions (Region [4:1}). then negative decoding can not be 
used. This could occur for systems with very specific address mapping requirements or systems where the 
device addresses that reside on the PCI Bus ere highly fragmented and could not be accommodated with 
four reglons. 
Note that the four regions do not limit mapping to only fourdevloes. More than one device can be mapped 
into the same programmable region. These devices will reside within their own sub·regionS, which are not 
necessarily contiguous. 

4.1.2 PCEB CONFIGURATION REGISTERS 

PCI accesses to the PCEB configuration registers are positively decoded. For a detailed address map of the 
PCEB configuration registers, see Section 3.1, Configuration Registers. 

4.1.3 PCEB 1/0 REGISTERS 

The only I/O-mapped register in the PCEB is the BIOS Timer Register. Section 3.2 provides details on the 
address mapping of this register. Note that the internal decode of the BIOS Timer Register is disabled after 
reset and all 110 accesses that are not contained within the PCI are subtractively decoded and passed to EISA 
Bus. To enable 1/0 access to the PCEB's BIOS Timer Register, The BTMR Register must be programmed. 

4.1.4 POSITIVELY DECODED COMPATIBILITY 1/0 REGISTERS 

The 8259 interrupt controller and IDE register locations are positively decoded. Access to the corresponding 
1/0 address ranges must first be enabled through the PDCON Register. 

PCI accesses to these registers are broadcast to the EISA Bus. These PCI accesses require the ownership of 
the EISA Bus, and will be retried if the EISA Bus is owned by an EISAIISA master or the DMA. 
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4.1.4.1 ESC Resident PIC Registers 

Access to the 8259 registers are positively decoded, if enabled through PDCON Register, to minimize access 
time to the system interrupt controller during interrupt processing (in particular during the EOI command 
sequence). Table 3 shows the 8259 I/O address map. After PCIRST#, positively decoded access to these 
address ranges is disabled. 

Table 3. ESC Resident Programmable Interrupt Controller (PIC) Registers 

Address 
Address Address Address Address 

Access 
(hex) Bits Bits Bits Bits 

Type 
Register Name 

FE DC BA98 7654 3210 

0020h 0000 0000 001x xxOO R/W INT 1 Control 

0021h 0000 0000 001x . xx01 R/W INT 1 Mask 

OOAOh 0000 0000 101x xxOO R/W INT 2 Control 

00A1h 0000 0000 101x xx01 R/W INT 2 Mask 

4.1.4.2 EISA Resident IDE Registers 

The PCI address decoder positively decodes IDE I/O addresses (Primary and Secondary IDE) that exist within 
the EISA subsystem (typically on the X-bus or as an ISA slave). This feature is implemented to minimize the 
decoding penalty for the systems that use IDE as a mass-storage controller. Table 4 shows IDE's I/O address 
map. Note that the PDCON Register controls the enable/disable function for IDE decoding. After PCIRST #, 
positive decode of the IDE address range is disabled. 

Table 4. EISA Resident IDE Registers 

Address Addess (Bits) Access 
Register Name 

(hex) FE DC BA9S 7654 3210 Type 

0170h 0000 0001 0111 0000 R/W Secondary Data Register 

0171h 0000 0001 0111 0001 R/W Secondary Error Register 

0172h 0000 0001 0111 0010 R/W Secondary Sector Count Register 

0173h 0000 0001 0111 0011 R/W Secondary Sector Number Register 

0174h 0000 0001 0111 0100 R/W Secondary Cylinder Low Register 

0175h 0000 0001 0111 0101 R/W Secondary Cylinder High Register 

0176h 0000 0001 0111 0110 R/W Secondary Drive/head Register 

0177h 0000 0001 0111 0111 R/W Secondary Status Register 

01FOh 0000 0001 1111 0000 RIW Primary IDE Data Register 

01F1h 0000 0001 1111 0001 R/W Primary Error Register 

01F2h 0000 0001 1111 0010 R/W Primary Sector Count Register 

01F3h 0000 0001 1111 0011 R/W Primary Sector Number Register 
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Table 4. EISA Resident IDE Registers (Continued) 

Address Addess (Bits) Access 
Register Name 

(hex) FEDC BA98 7654 3210 Type 

01F4h 0000 0001 1111 0100 R/W Primary Cylinder Low Register 

01F5h 0000 0001 1111 0101 R/W Primary Cylinder High Register 

01F6h 0000 0001 1111 0110 R/W Primary Drive/head Register 

01F7h 0000 0001 1111 0111 R/W Primary Status Register 

0376h 0000 0011 0111 0110 R/W Secondary Alternate Status Register 

0377h 0000 0011 0111 0111 R Secondary Drive Address Register 

03F6h 0000 0011 1111 0110 R/W Primary Alternate Status Register 

03F7h 0000 0011 1111 0111 R Primary Drive Address Register 

4.2 EISA Cycle Address Decoding 

For EISA Bus cycles, the PCEB address decoder determines the destination of EISAIISA master and DMA 
cycles. This decoder provides the following functions: 

• Positively decodes memory and I/O addresses that have been programmed into the PCEB for forwarding 
to the PCI Bus. This includes accesses to devices that reside directly on the PCI (memory Regions [4:1] 
and I/O Regions [4:;]) and segments of main memory that resides behind the Host/PCI Bridge. 

• Provides access attributes for memory Regions [4:1]. These attributes are used to select the most optimum 
access mode (buffered or non-buffered). 

• All cycles that are not positively decoded to be forwarded to PCI are contained within EISA. 

NOTE: 
The registers that reside in the PCEB (configuration registers and BIOS Timer) are not accessible 
from the EISA Bus. 

4.2.1 POSITIVELY DECODED MEMORY CYCLES TO MAIN MEMORY 

The EISAIISA master or DMA addresses that are positively decoded by the PCEB are forwarded to the PCI 
Bus. If the address is not positively decoded by the PCEB, the cycle is not forwarded to the PCI Bus. Subtrac­
tive and negative (82374SB only) decoding are not used on the EISA Bus. 

The PCEB permits several EISA memory address ranges (items a-i) to be positively decoded. EISA Bus cycles 
to these regions are forwarded to the PCI Bus. Regions described by a-f and h are fixed and can be enabled or 
disabled independently. These regions are controlled by the EADC1 and EADC2 Registers. 

The region described by g defines a space starting at 1 MByte with a programmable upper boundary of 
4 GByte • 2 MByte. Within this region a hole can be opened. Its size and location are programmable to allow a 
hole to be opened in memory space (for a frame buffer on the EISA Bus, for example). The size of this region 
and the hole are controlled by the MCSTOM, MCSBOH and MCSTOH Registers. If a hole in main memory is 
defined, then accesses to that address range are contained within EISA, unless defined by the EISA-to-PCI 
memory regions as a PCI destined access. (See next section.) 
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a. 0-512 KByte 

b. 512-640 KByte 

c. 640-768 KByte (VGA memory) 

d. 768-896 KByte in eight 16 KByte sections (Expansion ROM) 

e. 896-960 KByte in four 16 KByte sections (lower BIOS area) 

f. 960 KByte to 1 MByte (upper BIOS area) 

g. 1 MByte to the top of memory (up to 4 GByte-2 MByte) within which a hole can be opened. Accesses to the 
hole are not forwarded to PCI. The top of the region can be programmed on 2· MByte boundaries up to 
4 GByte-2 MByte. The hole can be between 64 KByte and 4 GByte-2 MByte in 64 KByte increments and 
located on any 64 KByte boundary. 

h. 16 MByte-64 KByte to 16 MByte (FFOOOO-FFFFFFh). EISA memory cycles in this range are always for­
warded to the PCI Bus, if this range exists in main memory as defined by the MEMCS# registers. In this 
case, the enable/disable control bit in EADC2 Register is a don't care. If this range is not defined in main 
memory (i.e., above the top of memory or defined as a hole in the main memory), EISA cycles to this 
address range are forwarded to the PCI Bus, based on the enable/disable bit in the EADC2 Register. (This 
capability is used to support access of BIOS at 16 MBytes.) 

i. 4 GByte-2 MByte to 4 GByte. The address map must be programmed in a such way that this address range 
is always contained within EISA. This is to avoid conflict with local BIOS memory response in this address 
range. If this region must be mapped to PCI, then programming of the BIOS decoder Registers contained 
within the ESC must ensure that there is no conflict. To map this region to PCI, one of the four programmable 
EISA-to-PCI memory regions must be used. Mapping of this region to the PCI might be required in the case 
when BIOS resides on the PCI and the PCI/EISA system must have consistent address maps for both PCI 
and EISA. 

For detailed information on the PCEB registers used to control these address regions, refer to Section 3.1, 
PCEB Configuration Registers. 
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1. The four programmable EISA-to-PCI regions (Regions[4:1]) are not,shown. These regions can be located anywhere 
within the 4 GByte memory space. Accesses to these regions are forwarded to the PCI Bus. 

2. EISA cycles that access shaded regions are contained to the EISA Bus, unless the access hits one of the four 
programmable EISA-to-PCI regions described in note 1. 

3. Memory accesses to non-shaded areas are forwarded to the PCI Bus, if the regions is enabled. If the region is 
disabled, the access is contained to the EISA Bus, unless the access hits one of the four programmable EISA-to-PCI 
regions described in note 1. 

Figure 6. EISA Address Decoder Map 

EISA memory cycles positively decoded for forwarding to PCI are allowed to be handled by the PCES's Line 
Suffer management logic, if the line buffering is enabled through the PCICON Register. 
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For EISA-to-PCI transactions there are 2 modes of operation of the PCEB's Line Buffers: 

• Buffered: Read-prefetch, write posting with data assembly. 

• Non-buffered: Bypass path used. 

Accesses within the main memory address range are normally performed in buffered mode. If there are 
programmable memory regions defined within the main memory hole or above the top of the main memory 
MEMREGN[4:1], then the mode of access depends on configuration bits of the EPMRA Register. Access 
attribute bits associated with these regions override the default buffered mode for a particular address range in 
the case of programmable regions overlapping with active main memory regions. 

Access to the 64 KByte area at the top of 16 MBytes (FFOOOO-FFFFFFh) on the PCI, if this region is within 
main memory or within the main memory hole and enabled via the EADC2 Register, are always forwarded in a 
non-buffered mode, unless overlapped with a programmable region that defines buffered access mode. 

4.2.2 PROGRAMMABLE EISA-TO-PCI MEMORY ADDRESS REGIONS 

The PCEB supports four programmable memory regions for EISA-to-PCI transfers. The PCEB positively de­
codes EISA memory accesses to these regions and forwards the cycle to the PCI Bus. This feature permits 
EISA master accesses to PCI devices that reside within these address ranges. 

Regions can be enabled or disabled. After reset, all regions are disabled. Each region has an associated Base 
and Limit Address fields MEMREGN[4:1] that determine the size and location of each region. These registers 
are programmed with the starting address of the region (Base) and ending address of the region (Limit). The 
address range for a particular region is defined by the following equation: 

BaseJddress s: Address s: LimitJddress 

These regions can be defined anywhere in the 4 GByte address space at 64 KByte boundaries and with 
64 KByte granularity. In practical applications, the regions will be mapped within the main memory hole or 
above the top of the memory defined by the MEMCS# map. 

Access to the memory locations within a region can be performed in one of two modes: 

• Non-Buffered Mode: PCEB's EISA-to-PCI Line Buffers can be disabled for all EISA-to-PCI memory read/ 
write accesses through the PCICON Register or for selected accesses through EPMRA Register. 

• Buffered Mode: Line Buffers enabled. Read-prefetch and write-assembly/posting allowed (without strong 
ordering). 

Since buffered mode provides maximum performance (and concurrency in non-GAT mode), it should be 
selected, unless the particular region is used for memory-mapped I/O devices. I/O devices can not be ac­
cessed in read-prefetch or write-assembly/posted fashion because of potential side-effects (see Section 6.0, 
Data Buffering). 

4.2.3 PROGRAMMABLE EISA-TO-PCII/O ADDRESS REGIONS 

The PCEB provides four programmable I/O address regions. These regions are defined by Base and Limit 
addresses fields contained in the associated IOREGN[4:1] Registers. These regions can be defined anywhere 
within the 64 KByte I/O space on Dword boundaries (and with Dword granularity). See Section 4.1, PCEB 
Configuration Registers. 
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4.2.4 EXTERNAL EISA-TO-PCI I/O ADDRESS DECODER 

Since the I/O address map may be highly fragmented, it is impractical to provide enough programmable 
regions to completely define mapping of registers for I/O devices on the PCI. The peEB's input signal pin 
PIODEC# can be used, if a more complex I/O decode scheme is needed. PIODEC# complements the 
functions of the four PCEB programmable I/O regions with external decode logic. If PIODEC# is asserted 
during an EISA I/O cycle, the cycle is forwarded to the PCI Bus. 

If the PIODEC# signal is not used, a pull-up resistor is required to provide an inactive signal level. 

4.3 Palette DAC Snoop Mechanism 

Some advanced graphics EISA/ISA expansion boards use the pre-DAC VGA pixel data from the VGA Special 
Feature Connector and merge it with advanced graphics data (multi-media for example). The merged data is 
then run through a replicated palette DAC on the advanced graphics expansion board to create the video 
monitor signal. The replicated palette DAC is kept coherent by snooping VGA palette DAC writes. Snooping 
becomes an issue in a system where the VGA controller is placed on the PCI Bus and the snooping graphics 
board is on the EISA expansion bus. Normally, the PCI VGA controller will respond to the palette DAC writes 
with DEVSEL #, so the PCEB will not propagate the cycle to the EISA Bus using subtractive decoding. 

The burden for solving this problem is placed on the VGA subsystem residing on the PCI. The VGA subsystem 
on PCI must have an enable/disable bit associated with palette DAC accesses. When this bit is enabled the 
PCI VGA device responds in handshake fashion (generates DEVSEL#, TRDY #, etc.) to I/O reads and writes 
to the palette DAC space. 

When this bit is disabled, the PCI VGA device responds in handshake fashion only to I/O reads to palette DAC 
space. I/O writes to the palette DAC space will be snooped (data latched) by the PCI VGA device, but the PCI 
VGA subsystem will not generate a DEVSEL#. In this case, the I/O write will be forwarded to the EISA Bus by 
the PCEB as a result of subtractive decode. The PCI VGA device must be able to snoop these cycles in the 
minimum EISA cycle time. 

The state of palette-DAC snooping control bit does not affect I/O reads from the palette DAC space. Regard­
less of Whether this bit is enabled or disabled, the PCI VGA device will service the I/O reads from the palette 
DAC space. 

5.0 PCI INTERFACE 

The PCEB provides the PCI Interface for the PCI-EISA Bridge. The peEB can be an initiator (master) or target 
(slave) on the PCI Bus and supports the basic PCI Bus commands as described in Section 5.1.1, PCI Com­
mand Set. For EISA-to-PCI transfers, the PCEB is a master on the PCI Bus on behalf of the requesting EISA 
device. An EISA device can read and write either PCI memory or I/O space. 

The peEB forwards unclaimed PCI Bus cycles to EISA. For PCI Bus cycles that are not claimed, the PCEB 
becomes a slave on the PCI Bus (claiming the cycle via subtractive or negative decoding) and forwards the 
cycle to the EISA Bus. Note that negative decoding is only used on the 82374SB. 

This section describes the PCI Bus transactions supported by the PCEB. The section also covers the PCI Bus 
latency mechanisms in the PCEB that limit a master's time on the bus and the PCEB support of parity. In 
addition, the PCEB contains PCI Bus arbitration circuitry that supports up to six masters. pel Bus arbitration is 
described in Section 5.4. 
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NOTE: 
1. All signals are sampled on the rising edge of the PCI clock. Each signal has a setup and hold 
window with respect to the rising clock edge, in which transitions are not allowed. Outside of this 
range, signal values or transitions have no significance. 
2. The terms initiator and master are synonymous. Likewise, the terms target and slave are synony­
mous. 
3. Readers should be familiar with the PCI Sus specification. 

5.1 PCI Bus Transactions 

This section presents the PCI Sus transactions supported by the PCES. 

5.1.1 PCI COMMAND SET 

PCI Sus commands indicate to the target the type of transaction requested by the master. These commands 
are encoded on the C/SE[3:0] # lines during the address phase of a transfer. Table 5 summarizes the PCES's 
support of the PCI Sus commands. 

Table 5. PCEB-Supported PCI Bus Commands 

C/BE[3:0] # Command Type Supported As Target Supported As Initiator 

0000 Interrupt Acknowledge Yes No 

0001 Special Cycle No No. 

0010 1/0 Read Yes Yes 

0011 1/0 Write Yes Yes 

0100 Reserved N/A(3) N/A(3) 

0101 Reserved N/A(3) N/A(3) 

0110 Memory Read Yes Yes 

0111 Memory Write Yes Yes 

1000 Reserved N/A(3) N/A(3) 

1001 Reserved N/A(3) N/A(3) 

1010 Configuration Read Yes No 

1011 Configuration Write Yes No 

.1100 Memory Read Multiple No(2) No 

1101 Reserved N/A(3) N/A(3) 

1110 Memory Read Line No(2) No 

1111 Memory Write and Invalidate No(1) No 

NOTES: 
1. As a target, the peES treats this command as a memory write command. 
2. As a target, the peES treats this command as a a memory read command. 
3. The peES considers a reserved command invalid and, as a target, completely ignores the transaction. All internal ad­

dress decoding is ignored and the peES never asserts DEVSEL #. As a pel master, the peES never generates a bus 
cycle with a reserved command type. 
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5.1.2 PCI CYCLE DESCRIPTIONS 

Each PCI Command is listed below with the following format of information: 

Command Type 
PCEB target support 

-Decode method 
-Data path 
-PCEB response 
-Result of no response on EISA 

PCEB initiator support 
-Data path 
-Conditions for generating command 
-Result of no response on PCI 

5.1.2.1 Interrupt Acknowledge 

Target support: 
Decode: Positive 
Data Path: Flow through 
Response: 

82375EB/SB 

The interrupt acknowledge cycle is subject to retry. If the PCEB is locked, or if the interrupt acknowledge cycle 
triggers buffer management activity, or if the EISA Bus is occupied by an EISAIISA master or the DMA, the 
interrupt acknowledge cycle is retried. 

The interrupt acknowledge command is a single byte read that is implicitly addressed to the interrupt controller 
in the ESC component. The address bits are logical "don't cares" during the address phase and the byte 
enables indicate to the PCES that an a-bit interrupt vector is to be returned on byte O. After performing the 
necessary buffer management operations and obtaining ownership of the EISA Bus, the PCEB generates a 
single pulse on the PEREQ#IINTA# inter-chip signal and performs an 1/0 read cycle (on the EISA Bus) to 
the ESC internal registers residing at 1/0 address 04h. The ESC decode logic uses the PEREQ#IINTA# 
signal to distinguish between standard accesses to 1/0 address 04h (DMA controller) and special accesses 
that result in a vector being read by the PCEB. The PCEB holds the PCI Bus, in wait states, until the interrupt 
vector is returned. PEREQ# IINTA# remains asserted until the end of the read cycle. 

Result of no response on EISA: 
The PCEB runs a standard length EISA 1/0 read cycle and terminates normally. The value of the data returned 
as an interrupt vector is meaningless. 

Initiator support: None. 

NOTE: 
The PCEB only responds to PCI interrupt acknowledge cycles if this operation is enabled via bit 5 of 
the PCICON Register). 
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5.1.2.2 Special Cycle 

Target support: None. 

Initiator support: None. 

5.1.2.3 I/O Read 

Target support: 
Decode: Positive (PCEB and some ESC registers) & Subtractive 
Data Path: Flow through 
Response: 
The PCEB claims I/O read cycles via positive or subtractive decoding and generates DEVSEL #. The internal 
PCEB registers (BIOS Timer) and the IDE and the 8259 registers are positively decoded. Any unclaimed cycle 
below 64 KByte is subtractively decoded and forwarded to the EISA Bus. The 1/0 read cycle is subject to retry. 
If the PCEB is locked, if the cycle triggers buffer management activity, or if the EISA Bus is occupied by an 
EISAIISA master or the DMA, the 1/0 read cycle is retried. If the cycle gets retried due to an occupied EISA 
Bus, the EISA Bus is requested. 

Once an 1/0 read cycle is accepted (not retried) by the PCEB, the PCI Bus is held in wait states using TROY # 
until the cycle is completed internally or on the EISA Bus. 

Burst 1/0 reads to the EISA Bus or .to the PCEB are not supported. Therefore, any burst 1/0 read cycles 
decoded by the PCEB are target terminated after the first data transacti.on using the disconnect semantics of 
the STOP# signal (Disconnect A). 

Result of no response on EISA: The PCEB runs a standard length EISA 1/0 cycle and terminates normally. 

Initiator support: 
The PCEB generates PCI Bus 1/0 read cycles on behalf of an EISA master. EISA cycles are forwarded to the 
PCI Bus if the 1/0 address is within one of four programmable 1/0 address regions as defined in Section 4.0 
Address Decoding. 

Result of no response on PCI: Master abort due to DEVSEL# time·out. PCEB returns data value FFFFFFFFh. 

5.1.2.4 I/O Write 

Target support: 
Decode: Positive (PCEB/ESC registers) & Subtractive 
Data Path: Flow through 
Response: 
1/0 write cycles can be claimed by the PCEB via positive or subtractive decoding. In either case, the PCEB 
generates DEVSEL#. The internal PCEB registers (BIOS Timer), IDE registers and 8259 registers are positive· 
Iy decoded, if enabled. Any unclaimed cycle below 64 KByte is subtractively decoded and forwarded to the 
EISA Bus. The 1/0 write cycle is subject to retry. If the PCEB is locked, if the cycle triggers buffer management 
activity, or if the EISA Bus is occupied by an EISAIISA master or the DMA, the I/O write cycle is retried. If the 
cycle is retried due to an occupied EISA Bus, the EISA Bus is requested. 

Once an 1/0 write cycle is accepted (not retried) by the PCEB, the PCI Bus is held in wait states using TROY # 
until the cycle is completed within the PCEB or on the EISA Bus. 

Burst 1/0 writes to the EISA Bus or to the PCEB are not supported. Therefore, any burst I/O write cycles 
decoded by the PCEB are target terminated after the first data transaction using the disconnect semantics of 
the STOP# signal (Figure 5·12, Disconnect A). 
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Result of no response on EISA: 
The PCEB runs a standard length EISA 1/0 cycle and terminates normally. 

Initiator support: 
The PCEB generates PCI 1/0 write cycles on behalf of an EISA master. EISA cycles are forwarded to the PCI 
Bus if the 1/0 address is within one of the four programmable 110 address regions defined in Section 4.0, 
Address Decoding. 

Result of no response on PCI: 
Master abort due to DEVSEL# time-out. 

5.1.2.5 Memory Read 

Target support: 
Decode: Negative (82374SB only) and Subtractive 
Data Path: Flow through 
PCEB Response: 
Memory read cycles may be claimed by the PCEB via negative or subtractive decoding. The PCEB claims the 
cycle by asserting DEVSEL#. Unclaimed PCI cycles (DEVSEL# time-out) are claimed by the PCEB via 
subtractively decoding and forwarded to the EISA Bus. The memory read cycle is subject to retry. If the PCEB 
is locked, if the cycle triggers buffer management activity, or if the EISA Bus is occupied by an EISAIISA 
master or the DMA, the memory read cycle is retried. If the cycle is retried due to an occupied EISA Bus, the 
EISA Bus is requested. 

Once:! memory read cycle is ~ccepted (not retried) by the PCEB. the PCI Bus is held in wait states, using 
TROY #, until the cycle is completed to the EISA Bus. 

Incremental burst memory reads destined for the EISA Bus take longer than the allowed 8 PCICLKs. There­
fore, any burst memory read cycle decoded by the PCEB causes the PCEB to target terminate the cycle after 
the first data transaction using the disconnect semantics of the STOP# Signal (Figure 5-8, Disconnect A). 

Result of no response on EISA: 
The PCEB runs a standard length EISA memory read cycle and terminates normally. 

Initiator support: 
Data Path: Line Buffer when enabled. Flow through when Line Buffer is disabled or it is a bypass cycle. 

Cycle Generation Conditions: 
As an initiator, the PCEB generates a PCI memory read cycle when it decodes an EISA memory read cycle 
destined to the PCI that can not be serviced by the Line Buffer. This condition occurs for EISAIISA master and 
DMA cycles that can not be serviced by the Line Buffer because the Line Buffer is empty, there is a Line Buffer 
miss, or Line Buffering is disabled. 

As an initiator, the PCEB only generates linear incrementing burst ordering that is Signaled by AD[1 :0] = 00 
during the address phase. Other types of burst transfers (i.e. cache line toggle mode) are never initiated by the 
PCEB. 

The PCEB generates a burst memory read when it is fetching 16 bytes into Qne of the four Line Buffers. 

Result of no response on PCI: 
Master abort due to DEVSEL# time-out. PCEB returns data value FFFFFFFFh. 
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5.1.2.6 Memory Write 

Target support: 
Decode: Negative (82374SB only) and Subtractive 
Data Path: Flow through 
PCEB Response: 
Memory write cycles may be claimed by the PCEB via negative or subtractive decoding. The PCEB asserts 
DEVSEL# to claim the cycle. Unclaimed PCI cycles (DEVSEL# time-out) within the 4 GByte memory space 
are claimed by the PCEB via subtractively decoding and forwarded to the EISA Bus. The memory write cycle is 
subject to retry. If the PCEB is locked, the cycle triggers buffer management activity. If the EISA Bus is 
occupied by an EISAIISA master or the DMA, the memory write cycle is retried. If the cycle is retried due to a 
disabled buffer because the EISA Bus is occupied, the EISA Bus is requested. 

Once a memory write cycle is accepted (not retried) by the PCEB, the PCEB holds the PCI Bus in wait states 
(using TROY #) until the cycle is completed on the EISA Bus. 

Result of no response on EISA: The PCEB initiates a standard length EISA memory write cycle and terminates 
normally. 

Initiator support: 
Data Path: Line Buffer when enabled, flow through when Line Buffer is disabled. 
Cycle Generation Conditions: . 
As an initiator, the PCEB generates a PCI memory write cycle when it decodes an EISA memory write cycle 
destined to PCI, that can not be serviced by the Line Buffer because it is disabled. This occurs for EISAIISA 
masters and DMA cycles when the Line Buffer is disabled. The PCEB also generates a memory write cycle 
when the Line Buffer needs to be flushed. The Line Buffer is flushed under several conditions, including when 
the 16 byte line is full, when there is a "miss" to the current 16 byte line, or when it is required by the buffer 
management logic. (See Section 6.0, Data Buffering). 

As an initiator, the PCEB generates only linear incrementing burst ordering that is signaled by AD[1 :0] = "00" 
during address phase. Other types of burst transfers (i.e. cache line toggle mode) are never initiated by the 
PCEB. 

Result of no response on PCI: Master abort due to DEVSEL# time-out. 

5.1.2.7 Configuration Read, Configuration Write 

Target support: 
Decode: via IDSEL pin 
Data Path: Flow through 
Response: 
The PCEB responds to configuration cycles by generating DEVSEL# when its IDSEL signal is asserted, 
regardless of the address. During configuration cycles, AD[7:2] are used to address the PCEB's configuration 
space. AD[31 :8] are not used and are logical "don't cares". AD[1 :0] must be zero. 

Result of no response on EISA: NI A 

Initiator support: 
Configuration cycles are never generated by the PCEB. 
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5.1.2.8 Memory Read Multiple 

Target support: 

82375EB/SB 

The PCEB aliases this command to a normal memory read cycle. See the Memory Read command descrip­
tion. 

Initiator support: 
Memory read multiple cycles are never generated by the PCEB. 

5.1.2.9 Memory Read Line 

Target support: 
The PCEB aliases this command to a normal memory read. See the Memory Read command description. 

Initiator support: 
Memory read line cycles are never generated by the PCEB. 

5.1.2.10 Memory Write And Invalidate 

Target support: 
Response: 
The PCEB treats this command like a memory write. See the Memory Write command description. 

Initiator support: 
Cycle Generation Conditions: 
The PCES doe:> not generate thi:> command cycle. 

5.1.3 PCI TRANSFER BASICS 

The basic bus transfer mechanism on the PCI Bus is a burst. A burst is comprised of an address phase and 
one or more data phases. The PCI protocol specifies the following types of burst ordering (signaled via A[1 :0] 
during the address phase): 

A[1:0] Burst Order 
o 0 Linear Incrementing 
o 1 Cache line toggle mode 
1 X Reserved 

The PCEB only supports linear incrementing burst ordering as an initiator. Data transfers for ordering other 
than linear incrementing are disconnected by the PCEB (burst split into multiple single data transfers). 

The fundamentals of all PCI data transfers are controlled with the following three signals: 

• FRAME # is driven by the PCI master to indicate the beginning ahd end of a transaction. 

• IRDY # is driven by the PCI master, allowing it to force wait states . 

• TROY # is driven by the PCI target, allowing it to force wait states. 

The PCI Bus is idle when both FRAME# and IRDY# are negated. The first clock edge that FRAME# is 
sampled asserted is the address phase, and the address and bus command code are transferred on that clock 
edge. The next clock edge begins the first of one or more data phases. During the data phases, data is 
transferred between master and slave on each clock edge that both IRDY # and TROY # are sampled assert­
ed. Wait states may be inserted by either the master (by negating IRDY #) or the target (by negating TROY #). 
When a PCI master has one more data transfer to complete the cycle (which could be immediately after the 
address phase), it negates FRAME#. IRDY# must be asserted at this time, indicating that the master is ready 
for the final data transfer. After the target indicates the final data transfer (TROY # asserted), the master 
negates IRDY #, causing the target's PCI interface to return to the idle state (FRAME# and IRDY # negated), 
on the next clock edge. 
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For I/O cycles, PCI addressing is on byte boundaries and all 32 AD lines are decoded to provide the byte 
address. For memory cycles, AD[1 :0) are used to define the type of burst ordering. For configuration cycles, 
DEVSEL# is strictly a function of IDSEL#. Configuration registers are selected as Dwords using AD[7:2). The 
AO[1 :0) must be 00 for the target to directly respond to the configuration cycle. The byte enables determine 
which byte lanes contain valid data. 

Each PCI agent is responsible for its own positive address decode. Only one agent (the PCEB) on the PCI Bus 
may use subtractive decoding. The little end ian addressing model is used. 

The byte enables are used to determine which bytes carry meaningful data. These signals are permitted to 
change between data phases. The byte enables must be driven valid from the edge of the clock that starts 
each data phase and must stay valid for the entire data phase. Figure 7, the data phases begin on clocks 3 
and 4. (Changing byte enables during a read burst transaction is generally"not useful, but is supported on the 
bus.) The master is permitted to change the byte enables on each new data phase, although the read diagram 
does not show this. The timing for changing byte enables is the same for read and write transactions. If byte 
enables are important for the target on a read transaction, the target must wait for the byte enables to be 
driv:en on each data phase before completing the transfer. 

5.1.3.1 Turn-Around-Cycle Definition 

A turn-around-cycle is required on all signals that may be driven by more than one agent. The turn-around·cy­
cle is required to avoid contention when one agent stops driving a signal and another agent begins, and must 
last at least one clock. The symbol that represents a turn-around-cycle in the timing relationship figures is a 
circular set of two lines, each with an arrow that points to the other's tail. This turn-around-cycle occurs at 
different times for different signals. For example, the turn-around-cycle for IRDY #, TROY # and OEVSEL# 
occurs during the address phase and for FRAME #, C/BE # and AD, it occurs during the idle cycle. 

5.1.3.2 Idle Cycle Definition 

The cycle between clocks 7 and 8 in Figure 8 is called an idle cycle. Idle cycles appear on the PCI Bus 
between the end of one transaction and the beginning of the next. An idle cycle occurs when both FRAME# 
and IROY# are negated. 
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Figure 7. PCEB Burst Read from PCI Memory 
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Figure 8. PCI Master Read from the PCEB (Burst with Target Termination) 
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5.1.4 BASIC READ 

As a PCI master, the PCES performs memory and liD read transfers. Figure 7 shows a PCES zero wait state 
burst read from PCI memory (PCES is a master). If buffering of memory accesses is enabled, read transfers 
use prefetching. When reading data from PCI memory, the PCES requests a minimum of 16 bytes (one data 
line of the Line Suffer), via a four data phase burst read cycle, to fill one of its internal Line Suffers. The PCES 
does not buffer PCI liD reads and only required data is transferred during these cycles. Read Cycles to PCI 
are generated on behalf of EISAIISA masters and DMA devices. 

The PCES asserts FRAME # on clock 1 and places the address on AD[31 :2], CS/E[3:0] # contain a valid bus 
command. AD[1 :0] contain the byte address for liD cycles, burst order indication for memory cycles, and are 
00 for configuration cycles. 

The clock following the address phase is the beginning of the data phase. During the data phase, C/SE[3:0] # 
indicate which byte lanes are involved in the transaction. If the byte lanes involved in the transaction are 
different for data 1 and data 2, the PCES drives new C/SE[3:0] values on clock 4. C/SE[3:0] # remain active 
until the end of the burst transfer. 

The first data phase of a read transaction requires a turn-around-cycle, which is enforced by the target 
preventing the assertion of TRDY # until at least clock 3. The PCES stops driving the address at clock 2. The 
target can not drive the AD bus until clock 3. This allows enough time for the PCES to float its AD outputs. The 
target is required to drive the AD lines as soon as possible after clock 3, even though valid data may not be 
ready and the target may want to stretch the initial data phase by delaying TRDY #. This insures that the AD 
lines are not left floating for long intervals. The target must continue to drive these lines until the end of the 
burst transaction. 

A single data phase is completed when the initiator of th,e cycle samples TRDY # asserted on the same clock 
that IRDY # is asserted. To add wait states, the target must negate TRDY # for one or more clock cycles. As a 
master, the PCES does not add wait states. In Figure 7, data is transferred on clocks 4 and 5. The PCES 
knows, at clock 6, that the next data phase is the last and negates FRAME #. As noted before, the PCES can 
burst a maximum of four data cycles when reading from PCI memory. 

As a PCI target, the PCES responds to both liD and memory read transfers. Figure 8 shows the PCES, as a 
target, responding to a PCI master read cycle. for multiple read transactions, the PCES always target termi­
nates after the first data read transaction by asserting STOP # and TRDY #. These signals are asserted at the 
end of the first data phase. For single read transactions, the PCES completes the cycle in a normal fashion (by 
asserting TRDY# without asserting STOP#). Figure 8 shows the fastest PCES response to an access of an 
internal configuration register. During EISA Sus read accesses, the PCES always adds wait states by negating 
TRDY # until the transfer on the EISA Sus is completed. 

When the PCES, as a target, samples FRAME# active during a read cycle and positively decodes the cycle, it 
asserts DEVSEL# on the following clock (clock 3 in Figure 8). Note that, if the PCES subtractively or negative­
ly (82374SS only) decodes the cycle, DEVSEL# is not asserted for two to three PCICLK's after FRAME# is 
sampled active. (see Section 5.1.9, Device Selection). When the PCES asserts DEVSEL#, it also drives 
AD[31 :0], even though valid data is not available. TRDY # is also driven from the same clock edge but it is not 
asserted until the PCES is ready to drive valid data. TRDY # is asserted on the same clock edge that the PCES 
drives valid data on AD[31 :0], If the PCES presents valid read data during the first data phase and FRAME# 
remains active (multiple transaction indicated), the PCES asserts TRDY # and STOP # to indicate target 
termination of the transfer. 
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5.1.5 BASIC WRITE 

Figure 9 shows the PCEB, as a master, writing to PCI memory in zero wait states. Figure 10 shows the fastest 
response of the PCEB, as a target, to a memory or 1/0 write transaction generated by a PCI master. 

As a PCI master, the PCEB performs memory write and 1/0 transfers. If buffering of memory accesses is 
enabled, write transfers are posted. When writing data to PCI memory, the PCEB writes a maximum of 16 
bytes (one line of the Line Buffer) using a burst write cycle. 1/0 writes are always non-buffered transactions. 

The PCEB generates PCI write cycles on behalf of EISA masters and DMA devices, and when the PCEB 
flushes its internal Line Buffer. 

As a PCI target, the PCEB responds to both 1/0 and memory write transfers. If the EISA Bus is occupied, the 
PCI write is retried by the PCEB. When the PCEB owns the EISA Bus, the transaction proceeds. For burst 1/0 
writes, the PCEB always target terminates after the first data transaction by asserting STOP # and TROY # at 
the end of the first data phase. During a burst memory write, the PCEB always target terminates after the first 
data phase. 

Figure 10 shows the fastest PCEB response to a write cycle targeted to an internal PCI configuration register. 
During 1/0 or memory write accesses to the EISA Bus, the PCEB always adds wait states. The PCEB adds 
wait states by holding TROY # high until the transfer on the EISA Bus is completed. 

\ ! 
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Figure 9. PCEB Write to PCI Memory 
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Figure 10. Fastest PCI Write to PCEB 

5.1.6 CONFIGURATION CYCLES 

5 

290477-52 

One of the requirements of the PCI specification is that upon power up, PCI agents do not respond to any 
address. The only access allowed is through the IDSEL configuration mechanism. The PCEB is an exception 
to this since it controls access to the BIOS boot code. All PCEB/ESC subsystem addresses that are enabled 
after reset are accessible immediately after power up. 

The configuration read or write command is used to configure the PCEB. During the address phase of the 
configuration read or write cycle, the PCEB samples its IDSEL (ID select) signal (not the address lines) to 
generate DEVSEL#. In this way, IDSEL acts as a chip select. During the address phase, AD[7:2] are used to 
select a particular configuration register and BE[3:0] to select a particular byte(s). The PCEB only responds to 
configuration cycles if AD[1 :0] = 00. Reference Figure 11 for configuration reads and writes. Note that IDSEL 
is normally a "don't care", except during the address phase of a transaction. Upon decode of a configuration 
cycle and sampling IDSEL active, the PCEB responds by asserting DEVSEL # and TRDY #. An unclaimed 
configuration cycle is never forwarded to the EISA Bus. 

Configuration cycles are not normally run in burst mode. If this happens, the PCEB splits the transfer into 
single cycles using the slave termination mechanism. 
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Figure 11. Configuration Cycle 

5.1.7 INTERRUPT ACKNOWLEDGE CYCLE 
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The PCEB responds to an interrupt acknowledge cycle as decoded from the command during a valid address 
cycle (FRAME II asserted). The AD bus itself is a "don't care" to the PCEB during the address phase and, 
therefore, status of the internal PCI address decoder is not used for forwarding the cycle to the EISA Bus 
where the system interrupt controller resides. 

The PCEB converts the PCI interrupt acknowledge cycle into an EISA 1/0 read access to the address 04h, 
with special semantics indicated to the ESC via the inter·chip signaling. Before the PCI interrupt acknowledge 
cycle can be converted into an EISA 1/0 read cycle, the EISA Bus must be owned. If the EISA Bus is not 
owned by the PCEB (EISAHLDA asserted), the PEREQ#/INTAII signal is asserted with PEREQII semantics 
(PCI·to·EISA request). After the EISA Bus is acquired by the PCEB, the interrupt acknowledge sequence can 
proceed. The PCEB starts an 1/0 read cycle to address 04h and asserts PEREQ#/INTAII with INTAII 
semantics. The PEREQII/INTAII remains asserted for the duration of the EISA 1/0 read cycle. Therefore, 
only a single pulse is generated on the PEREQ II IINTA II signal. Conversion of the single PCI interrupt ac· 
knowledge cycle into two interrupt acknowledge pulses (that is required for 8259 compatibility) occurs inside 
the ESC where the 8259·based interrupt controller resides. The ESC's EISA decoder uses the PEREQ II I 
INTAII signal (with INTAII semantics) to distinguish between normal 1/0 reads to the register located at 
address 04h (OMA 1 Ch2 Base and Current Address) and the interrupt acknowledge sequence. The ESC holds 
the EISA Bus in wait states until the interrupt vector is returned to the PCES (via SO[7:0]). The PCEB passes 
the vector to the PCI via AO[7:0) and then terminates the cycles both on EISA and PCI. Note that for 
compatibility reasons, only the ESC (containing the OMA controller) can respond to the EISA 1/0 read from 
04h. 

Figure 12 shows the PCI portion of the interrupt acknowledge sequence. The EISA portion of the sequence 
matches normal EISA 1/0 read timing, except that the PEREQII/INTAII inter·chip signal is asserted during 
the bus cycle with INTAII semantics and, during the PCES/ESC EISA Bus ownership exchange handshake, 
with PEREQII semantics. Note that the PCEB responses to a PCI interrupt acknowledge cycle can be dis· 
abled by setting bit 5 in the PCI Control Register (PCICON) to O. 
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Figure 12_ PCllnterrupt Acknowledge Cycle 

5_1_8 EXCLUSIVE ACCESS 

Refer to Figure 13, Figure 14, and Figure 15 for exclusive access timing relationships. 

Target support: 
PCI provides an exclusive access mechanism that allows non-exclusive accesses to proceed in the face of 
exclusive accesses. This is referred to as a Resource lock. (Note that the exclusive access mechanism that 
locks the entire bus is Sus lock.) The PCES, as a resource, can be locked by any PCI initiator. In the context 
of locked cycles, the PCES and entire EISA subsystem are considered a single resource. (EISA subsystem is 
indirectly locked during an exclusive access to the PCES.) A locked access to any address contained within 
the EISA subsystem locks the entire subsystem from the PCI side. The PLOCK # signal is propagated to the 
EISA LOCK # signal. Note that write posting (PCI-to-EISA) is disabled for PCI locked cycles propagated to the 
EISA subsystem. The EISA Sus is not released to ESC until the locked sequence is complete. A subsequent 
PCI initiator access to the EISA subsystem, while it is locked, results in a retry. The PCES becomes locked 
when it is the target of the access and PLOCK # is sampled negated during the address phase. The PCES 
remains locked until FRAME# and PLOCK# are both sampled negated. When in a locked state, the PCES 
only accepts requests when PLOCK # is sampled negated during the address phase. If PLOCK # is asserted 
during the address phase, the PCES responds by asserting STOP# with TRDY# negated (RETRY). 

As an unlocked target, the PCES ignores PLOCK# when deciding if it should respond to a PCI address 
decoder hit. Also, if PLOCK # is sampled asserted during an address phase, the PCES does not go into a 
locked state. 

lAs a locked target, the PCES responds to an initiator when it samples PLOCK # negated during the address 
phase of the cycle in which the PCES is the target of the access. The locking master may negate PLOCK # at 
the end of the last data phase. When FRAME# and PLOCK# are both sampled negated, the PCES goes to 
the unlocked state. 

Note that the PCES does not release the EISA Sus when it is in the locked state. 
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Initiator support: 
When an EISA locked access to the PCI is encountered (EISA LOCK # asserted), the cycle is propagated to 
the PCI Bus as a PCI locked cycle. Line Buffers in the PCEB are bypassed. The PLOCK# signal must be 
negated (released) before an EISA agent can be granted the EISA Bus. Thus, when the PCEB acquires the 
PCI Bus on behalf of the EISA agent, a PCI LOCKED cycle can be performed, if needed . 

,2 . 3 

1 

~ \ 

TRDY# 

290477-55 

Figure 13. Beginning a Locked Cycle 
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Figure 14. Continuing Locked Cycle 
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Figure 15. Access to Locked Target with PLOCK # Asserted During Address Phase 

5.1.9 DEVICE SELECTION 

The PCEB asserts DEVSEL# to indicate that it is the target of the PCI transaction. DEVSEL# is asserted 
when the PCEB, as a target, positively, subtractively, or negatively (82374SB only) decodes the PCI transac­
tion. In all cases except one, once the PCEB asserts DEVSEL # , the signal remains asserted until FRAME # is 
negated (IRDY# is asserted) and either STOP# or TRDY# is asserted. The exception is a target abort, 
described in Section 5.1.10, Transaction Termination. 

For most systems, PCI target devices are able to complete a decode and assert DEVSEL# within 2 or 3 
clocks of FRAME# (medium and slow in the Figure 16). Accordingly, since the PCEB subtractively or nega­
tively (82374SB only) decodes all unclaimed PCI cycles (except configuration cycles), it provides a configura­
tion option to reduce by 1 clock the edge at which it samples DEVSEL#, allowing faster access to the 
expansion bus. Use of this option is limited by the slowest positive decode agent on the bus. This is described 
in more detail in Section 4.0, Address Decoding. 
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Figure 16, Device Selection (DEVSEl#) 

5.1.10 TRANSACTION TERMINATION 

Termination of a PCI cycle can be initiated by either a master or a target. The PCEB supports both master and 
target initiated termination. All transactions are concluded when FRAME # and IRDY # are both sampled 
negated, indicating that the PCI Bus is idle. 

5.1.10.1 Master Initiated Termination 

The PCEB supports three types of master initiated termination: 

• Completion: Refers to the termination when the PCEB finishes the transaction normally. This is the most 
common type of termination . 

• Time-out: Refers to termination when the PCEB's GNT# line is negated and its internal Master latency 
Timer has expired. The intended transaction is not necessarily concluded. The timer may have expired 
because of a target-induced access latency, or because the intended operation was very long. 

• Abort: Refers to termination when there is no target response (no DEVSEl# asserted) to a transaction 
within the programmed DEVSEL# response time. 

Completions and time-outs are common while the abort is an abnormal termination. A normal termination of 
this type can be seen in Section 5.1.4 and 5.1.5 in the descriptions of the basic PCI read and write transaction. 

The PCEB sends out a master abort (Figure 17) when the target does not respond to the PCEB-initiated 
transaction by asserting DEVSEL#. The PCEB checks DEVSEl# based on the programmed DEVSEL# 
sample pOint. If DEVSEL# is not asserted by the programmed sample point, the PCEB aborts the transaction 
by negating FRAME #, and then, one clock later, negating IRDY #. The master abort condition is abnormal and 
it indicates an error condition. The PCEB does not retry the cycle. 

If the transaction is an EISA-to-PCI memory or liD write, the PCEB terminates the EISA cycle with EXRDY. If 
the transaction is an EISA-to-PCI memory or liD read, the PCEB returns FFFFFFFFh on the EISA Bus. This is 
identical to the wayan unclaimed cycle is handled on the "normally ready" EISA Bus. If the Line Buffer is the 
requester of the PCI transaction, the master abort mechanism ends the PCI cycle, but no data is transferred 
into or out of the Line Buffer. The Line Buffer does not retry the cycle. The Received Master Abort Status bit in 
the PCI Status Register is set to 1 indicating that the PCEB issued a master abort. 
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Figure 17. Master Initiated Termination (Master Abort) 

5.1.10.2 Target Initiated Termination 

The PCES supports two forms of target-initiated termination: 

• Disconnect: A disconnect termination occurs when the target is unable to respond within the latency 
guidelines of the PCI specifications. Note that this is not usually done on the first data phase. 

• Retry: Retry refers to a termination requested because the PCES is currently in a state that makes it unable 
to process the transaction. 

Figure 18 and Figure 19 show four types of target-initiated terminations. The PCES initiates a disconnect for 
PCI cycles destined to EISA after the first data phase due to incremental latency requirements. The difference 
between disconnect and retry is that the PCES does not assert TROY # for the retry case. This instructs the 
initiator to retry the transfer at a later time. No data is transferred in a retry termination since TROY # and 
IROY# are never both asserted. The PCES retries a PCI initiator when: 

• the PCES buffers require management activity. 

• the PCES is locked and another PCI device attempts to select the PCES without negating PLOCK # during 
the address phase. 

• the EISA Sus is occupied by an EISAIISA master or OMA. 

Target abort is another form of target-initiated termination. Target abort resembles a retry, though the target 
must also negate OEVSEl #, along with assertion of STOP # . As a target, the PCES never generates a target 
abort. 

As a master, If the PCES receives a target abort, it relinquishes the PCI Sus and sets the Received Target 
Abort Status bit in the PCI Status Register to a 1. 
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Figure 19. Target Initiated Termination 
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5.1.10.3 PCES Target Termination Conditions 

As a target, the PCES terminates a transaction due to the following conditions: 

Disconnect 

• When a target, the PCES always responds with a disconnect to a multiple data phase transaction (see the 
Incremental Latency Timer section), 

Retry 

• When the pending PCI cycle initiates buffer management activity. 

• When the PCES is locked, as a resource, and a PCI master tries to access the PCES without negating the 
PLOCK # signal in the address phase. 

• When the EISA Sus is occupied by an EISAIISA master or DMA. 

Target Abort 

• The PCES never generates a target abort. 

5.1.10.4 PCES Master Termination Conditions 

As an initiator, the PCES terminates a transaction due to the following conditions: 

• Completion termination is always used by the PCES signaling to the target that the PCES is ready to 
complete the final data phase of the transaction. 

• Master abort termination is issued if the PCES does not receive a DEVSEL# from a target within five 
PCICLK's after FRAME# assertion. The PCES sets the Received Master Abort Status bit in the PCI Status 
Register to a 1. 

• Master initiated termination (disconnect) due to Master Latency Timer expiration when the PCES's PCI Sus 
grant is removed (internal PCESGNT # negated). 

5.1.10.5 PCES Responses/Results Of Termination 

PCES's response, as a target, to a master termination: 

• Completion termination is the normal way of terminating a transaction. 

• If a PCI initiator times out due to L T time-out and ends the current transaction, the PCES cannot detect a 
difference between normal completion termination and time-out forced termination. 

PCES's response as a master to target termination: 

• If the PCES receives a target abort, it means that the target device is not capable of handling the transac­
tion. The PCES does not try the cycle again. If an EISAIISA master or the DMA is waiting for the PCI cycle 
to terminate (EXRDY negated), the target abort condition causes the PCES to assert EXRDY to terminate 
the EISA cycle. Note that write data is lost and the read data is meaningless. This is identical to the wayan 
unclaimed cycle is handled on the "normally ready" EISA Sus. If the Line Suffer is the requester of the PCI 
transaction, the target abort mechanism ends the PCI cycle, but no valid data transfers are performed into 
or out of the Line Suffer. The Line Suffer does not try the cycle again. The Received Target Abort Status bit 
in the PCI Status Register is set to 1 indicating that the PCES experienced a target abort condition. 

• If the PCES is retried as an initiator on the PCI Sus, it will remove it's request for 2 PCI clocks before 
asserting it again to retry the cycle. 
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• If the PCEB is disconnected as an initiator on the PCI Bus, it will respond very much as if it had been retried. 
The difference between retry and disconnect is that the PCEB did not see any data phase for the retry. 
Disconnect may be generated by a PCI slave when the PCEB is running a burst memory cycle to empty or 
to fill one line (16-byte) of the Line Buffers. In this case, the PCEB may need to finish a multi-data phase 
transfer and recycles through arbitration as required for a retry. An example is when an EISA agent (EISA/ 
ISA master or DMA) issues a read request that the PCEB translates into a 16 byte prefetch (one line) and 
the PCEB is disconnected before the Line Buffer is completely filled. 

5.1.11 PCI DATA TRANSFERS WITH SPECIFIC BYTE ENABLE COMBINATIONS 

Non-Contiguous Combination of Byte Enables 
As a master, the PCEB might generate non-contiguous combinations of data byte enables because of the 
nature of assembly operations in the Line Buffers. 

As a target, the PCEB might need to respond to a non-contiguous combination of data byte enables. These 
cycles can not be passed directly to the EISA Bus; the EISA Bus specification does not allow non-contiguous 
combinations of byte enables. If this situation occurs, the PCEB splits the 32-bit transactions into two 16-bit 
transactions by first performing the lower word transfer (indicated by BE1 # and BEO#) and then the upper 
word transfer (indicated by BE3# and BE2#). 

BE[3:0) # = 1111 
As a master, the PCEB might generate this combination of data byte enables during Line Buffer flush opera­
tions (burst write) to optimize the usage of the PCI Bus. Correct parity is driven during this transaction on the 
PCI Bus. 

As a target, the PCEB might need to respond to this combination of data byte enables. If BE[3:0j # = 111 i, the 
PCEB completes the transfer by asserting TROY # and providing parity for read cycles. The PCEB does not 
forward the cycle to the EISA Bus. 

5.2 PCI Bus Latency 

The PCI specification provides two mechanisms that limit a master's time on the bus. They ensure predictable 
bus acquisitions when other masters are requesting bus access. These mechanisms are master-initiated 
termination supported by a Master Latency Timer (ML T) and a target-initiated termination (specifically, discon­
nect) supported by a target's incremental latency mechanism. 

5.2.1 MASTER LATENCY TIMER (MLT) 

The PCEB has a programmable Master Latency Timer (ML T). The ML T is cleared and suspended when the 
PCEB is not asserting FRAME #. The ML T is controlled via the ML T Register (see Section 4.1, PCEB Configu­
ration Registers). When the PCEB, as a master, asserts FRAME#, it enables its ML T to count. If the PCEB 
completes its transaction (negates FRAME#) before the count expires, the MLT is ignored. If the count 
expires before the transaction completes (count = number clocks programmed into the ML T Register ), the 
PCEB initiates a transaction termination as soon as its GNT # is removed. The number of clocks programmed 
into the ML T Register represents the guaranteed time slice (measured in PCICLKs) allotted to the PCEB; after 
which it surrenders the bus as soon as its GNT # is removed. (Actual termination does not occur until the 
target is ready.) Each master on PCI contains a master latency timer. The relative values programmed in each 
master timer determines how much of the PCI bandwidth is available to that master. Generally, if the EISA bus 
is heavily loaded with masters, the PCEB ML T register would be programmed with a relatively large value to 
give the PCEB a larger share of the PCI bus bandwidth. 
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5.2.2 INCREMENTAL lATENCY MECHANISM 

As a target, the PCEB supports the Incremental Latency Mechanism for PCI-to-EISA cycles. The PCI specifi­
cation states that for multi-data phase PCI cycles, if the incremental latency from current data phase (N) to the 
next data phase (N + 1) is greater than eight PCICLKs, the target must manipulate TRDY # and STOP # to 
stop the transaction after the current data phase (N). All PCI-to-EISA cycles (memory read/write and I/O read/ 
write) are automatically terminated (during a burst) after the first data phase because they require more than 
eight PCICLKs to complete on the EISA Bus. 

Therefore, the PCEB does not need to specifically implement an 8 PCICLK timer and the PCEB handles a 
disconnect in a pre-determined fashion, based on the type of current transaction. 

5.3 PCI Bus Parity Support And Error Reporting 

PCI provides for parity and asynchronous system errors to be detected and reported separately. The PCEB/ 
ESC chip set implements both mechanisms. The PCEB implements only parity generation and checking and it 
does not interface to the SERR # signal. Reporting of both PERR # and SERR # indicated errors is implement­
ed in the ESC. 

5.3.1 PARITY GENERATION AND CHECKING 

The PCEB supports parity generation and checking on the PCI Bus. During the address and data phases, 
parity covers AD[31 :0] and the C/BE[3:0] # lines, regardless of whether or not all lines carry meaningful 
information. Byte lanes that are not actually transferring data are still required to be driven with stable (albeit 
meaningless) data and are included in the parity calculation. Parity is calculated such that the number of 1 s on 
AD[31:0], C/BE[3:0]#, and the PAR signals is an even number. 

The role of the PCEB in parity generation/checking depends on the phase of the cycle (address or data), the 
type of bus cycle (read or write), and whether the PCEB is a master or target. The following paragraphs and 
Figure 20 summarize the behavior of the PCEB during the address and data phase of a PCI Bus cycle. 
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Figure 20. Parity Operation 
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5.3.1.1 Address Phase 

As a master, the PCES drives AD[31 :0] and C/SE[3:0] # and calculates the corresponding parity value and 
drives it on the PAR signal, 1 clock later. As a target, the PCES does not check parity during the address 
phase of a bus cycle. 

5.3.1.2 Data Phase 

As a master during a write cycle, the PCES drives AD[31 :0] and C/SE[3:0] # and calculates the correspond­
ing parity value and drives it on the PAR signal, 1 clock later. 

As a master during a read cycle, the PCES only drives C/SE[3:0] #. The responding target drives AD[31 :0] 
lines (data) and calculates parity based on the received C/SE[3:0] # and outgoing AD[31 :0] signals. The 
target drives PAR during the following clock. The PCES calculates parity based on the outgoing C/SE[3:0] # 
and the incoming AD[31 :0] signals at the end of the data phase. It compares it with the incoming value of the 
PAR signal and asserts PERR# if there is no match. 

As a target during a write cycle, the PCES calculates parity on the incoming AD[31 :0] and C/SE[3:0] # signals, 
and compares the result on the next clock with the incoming value on the PAR signal. If the value does not 
match, the PCES asserts PERR #. 

As a target during a read cycle, the PCES calculates parity on the incoming C/SE[3:0] # and outgoing 
AD[31 :0] signals. The PCES drives the calculated parity value during the next clock. The master of the 
transaction receives the data, calculates parity on its outgoing C/SE[3:0] # and incoming AD[31 :0] signals 
and compares its calculated value, on the next clock, with the parity value on the PAR signal (supplied by the 
PCES). If the values do not match, the master asserts PERR "'. 

5.3.2 PARITY ERROR-PERR# SIGNAL 

When the PCES is involved in a bus transaction (master or target), it asserts the PERR # signal, if enabled via 
the PCICMD Register, to indicate a parity error for the bus cycle. PERR# is a sustained tri-state (s/t/s) type of 
Signal (see Section 2.0, Signal Description). Note that PCI parity errors signaled by PERR #, are reported to 
the host processor via the ESC's system interrupt control logic. When the PCES detects a parity error during 
one of its bus transactions, it sets the parity error status bit in the PCI Status Register, regardless of whether 
the PERR # signal is enabled via the PCICMD Register. 

5.3.3 SYSTEM ERRORS 

The PCES does not generate system errors (SERR #). Thus, the PCES does not have the capability of 
indicating parity errors during the address phase in which it is a potential target (i.e. not a master). Note that 
system errors are reported via the ESC (companion chip). 
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5.4 PCI Bus Arbitration 

The PCEB contains a PCI Bus arbiter that supports six PCI Bus mastersThe Host/PCI Bridge, PCEB, and four 
other masters. The PCEB's REQ#/GNT# signals are internal. An external arbiter is not supported. Note that, 
for proper arbiter operation, CPUREQ# must be sampled high by the PCEB when PCIRST# makes a low-to­
high tranSition. The internal arbiter contains several features that contribute to system efficiency: 

• Use of the internal RESUME # signal to re-enable a backed-off initiator in order to minimize PCI Bus 
thrashing when the PCEB generates a retry. 

• A programmable timer to re-enable retried initiators after a number of PCICLK's. 

• A programmable PCI Bus lock or PCI resource lock function. 

• The CPU Host/PCI can be optionally parked on the PCI Bus. 

In addition, the PCEB has three PCI sideband signals (FLUSHREQ#, MEMREQ#, and MEMACK#) that are 
used to control system buffer coherency and control operations for the Guaranteed Access Time (GAT) mode. 

5.4.1 PCI ARBITER CONFIGURATION 

The PCI arbitration priority scheme is programmable through the configuration registers. The arbiter consists 
of four banks that can be configured so that the six masters to be arranged in a purely rotating priority scheme, 
one of 24 fixed priority schemes, or a hybrid combination (Figure 21). 
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The PCEB implements PCI arbiter priority configuration registers ARBPRI and ARBPRIX mapped in the PCI's 
configuration space. Definition of the registers are as follows: 

ARBPRI Register 

Bit Description 

7 Bank 3 Rotate Control 

6 Bank 2 Rotate Control 

5 Bank 1 Rotate Control 

4 Bank 0 Rotate Control 

3 Bank 2 Fixed Priority Mode Select B 

2 Bank 2 Fixed Priority Mode Select A 

1 Bank 1 Fixed Priority Mode Select 

0 Bank 0 Fixed Priority Mode Select 
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This register defaults to 04h at reset. This selects fixed mode #4 with the CPU the highest priority device 
guaranteeing that BIOS accesses can take place. 

ARBPRIX Register 

Bit Description 

7 Bank 3 Fixed Priority Mode select 

6:0 Reserved 

This register defaults to OOh at reset. The default value selects REQ1 # as a higher priority request than 
REQ2 # when Bank 3 operates in the fixed priority mode. 

5.4.1.1 Fixed Priority Mode 

The twelve selectable fixed priority schemes are listed in Table 6. 

Table 6. Fixed Priority Mode Bank Control Bits 

Mode Bank Priority 

3 2b 2a 1 0 Highest Lowest 

0 0 0 0 0 0 PCEBREQ# REQO# REQ1#/ CPUREQ# REQ3# 
REQ2# 

1 0 0 0 0 1 REQO# PCEBREQ# REQ1#/ CPUREQ# REQ3# 
REQ2# 

2 0 0 0 1 0 PCEBREQ# REQO# REQ1#/ REQ3# CPUREQ# 
REQ2# 

3 0 0 0 1 1 REQO# PCEBREQ# REQ1#/ REQ3# CPUREQ# 
REQ2# 

4 0 0 1 0 0 CPUREQ# REQ3# PCEBREQ# REQO# REQ1#/ 
REQ2# 

5 0 0 1 0 1 CPUREQ# REQ3# REQO# PCEBREQ# REQ1#/ 
REQ2# 

6 0 0 1 1 0 REQ3# CPUREQ# PCEBREQ# REQO# REQ1#/ 
REQ2# 

7 0 0 1 1 1 REQ3# CPUREQ# REQO# PCEBREQ# REQ1#/ 
REQ2# 

8 0 1 0 0 0 REQ1#/ CPUREQ# REQ3# PCEBREQ# REQO# 
REQ2# 

9 0 1 0 0 1 REQ1#/ CPUREQ# REQ3# REQO# PCEBREQ# 
REQ2# 

A 0 1 0 1 0 REQ1#/ REQ3# CPUREQ# PCEBREQ# REQO# 
REQ2# 

B 0 1 0 1 1 REQ1#/ REQ3# CPUREQ# REQO# PCEBREQ# 
REQ2# 
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Table 6. Fixed Priority Mode Bank Control Bits (Continued) 

Mode Bank Priority 

3 2b 2a 1 0 Highest Lowest 

x 1 1 x x Reserved 

10 1 0 0 0 0 PCEBREQ# REQO# REQ2#/ CPUREQ# REQ3# 
REQ1# 

11 1 0 0 0 1 REQO# PCEBREQ# REQ2#/ CPUREQ# REQ3# 
REQ1# 

12 1 0 0 1 0 PCEBREQ# REQO# REQ2#/ REQ3# CPUREQ# 
REQ1# 

13 1 0 0 1 1 REQO# PCEBREQ# REQ2#/ REQ3# CPUREQ# 
REQ1# 

14 1 0 1 0 0 CPUREQ# REQ3# PCEBREQ# REQO# REQ2#/ 
REQ1# 

15 1 0 1 0 1 CPUREQ# REQ3# REQO# PCEBREQ# REQ1#/ 
REQ2# 

16 1 0 1 1 0 REQ3# CPUREQ# PCEBREQ# REQO# REQ2#/ 
REQ1# 

i7 1 0 . 1 1 REQ3# CPUREQ# REQO# PCEBREQ# REQ2#/ I 

REQ1# 

18 1 1 0 0 0 REQ2#/ CPUREQ# REQ3# PCEBREQ# REQO# 
REQ1# 

19 1 1 0 0 1 REQ2#/ CPUREQ# REQ3# REQO# PCEBREQ# 
REQ1# 

1A 1 1 0 1 0 REQ2#/ REQ3# CPUREQ# PCEBREQ# REQO# 
REQ1# 

1B 1 1 0 1 1 REQ2#/ REQ3# CPUREQ# REQO# PCEBREQ# 
REQ1# 

x 1 1 x x Reserved 

Note that these two tables are permutations of the same table with different value of the Bank 3 fixed priority 
control bit. The fixed bank control bit(s) selects which requester is the highest priority device within that 
particular bank. Bits[7:4] must be programmed to all O's (rotate mode disabled) to get these combinations. The 
selectable fixed priority schemes provide 24 of the 128 possible fixed mode permutations possible for the six 
masters. 
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5.4.1.2 Rotating Priority Mode 

When any bank rotate control bit is set to a one, that particular bank rotates between the requesting inputs. 
Any or all banks can be set in rotate mode. If all four banks are set in rotate mode, the six supported masters 
are all rotated and·the arbiter is in a pure rotating priority mode. If, within a rotating bank, the highest priority 
device (a) does not have an active request, the lower priority device (b or c) will be granted the bus. However, 
this does not change the rotation scheme. When the bank toggles, device b is the highest priority. Because of 
this, the maximum latency a device can encounter is two complete rotations. 

5.4.1.3 Mixed Priority Mode 

Any combination of fixed priority and rotate priority modes can be used in different arbitration banks to achieve 
a specific arbitration scheme. 

5.4.1.4 Locking Masters 

When a master acquires the PLOCK# signal, the arbiter gives that master highest priority until PLOCK# is 
negated and FRAME# is negated. This insures that a master that locked a resource will eventually be able to 
unlock that same resource. 

5.4.2 ARBITRATION SIGNALING PROTOCOL 

An agent requests the PCI Bus by asserting its REQ #. When the arbiter determines that an agent may use the 
PCI Bus, it asserts the agent's GNT #. Figure 22 shows an example of the basic arbitration cycle. Two agents 
(A and B) are used to illustrate how the arbiter alternates bus accesses. Note in Figure 22 that the current 
owner of the bus may keep its REQ# (REQ#-A) asserted when it requires additional transactions. 

REQ#-A is asserted prior to or at clock 1 to request use of the PCI Bus. Agent A is granted access to the bus 
(GNT#-A is asserted) at clock 2. Agent A may start a transaction at clock 2 because FRAME# and IRDY# 
are negated and GNT#-A is asserted. Agent A's transaction starts when FRAME# is asserted (clock 3). 
Agent A requests another transaction by keeping REQ#-A asserted. 

When FRAME# is asserted on clock 3, the arbiter determines that agent B has priority and asserts GNT#-B 
and negates GNT#-A on clock 4. When agent A completes its transaction on clock 4, it relinquishes the bus. 
All PCI agents can determine the end of the current transaction when both FRAME# and IRDY# are negated. 
Agent B becomes the PCI Bus owner on clock 5 (FRAME# and IRDY# are negated) and completes its 
transaction on clock 7. Note that REQ#-B is negated and FRAME# is asserted on clock 6, indicating that 
agent B requires only a single transaction. The arbiter grants the next transaction to agent A because its 
REQ# is still asserted. 
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5.4.2.1 REQ# And GNT# Rules 

Figure 22 illustrates basic arbitration. Once asserted, GNT# may be negated according to the following rules: 

1. If GNT # is negated at the same time that FRAME # is asserted, the bus transaction is valid and will 
continue. 

2. One GNT # can be negated coincident with another being asserted, if the bus is not in the idle state. 
Otherwise, a one clock delay is incurred between the negation of the current master's GNT # and assertion 
of the next master's GNT #, to comply with the PCI specification. 

3. While FRAME# is negated, GNT# may be negated, at any time, in order to service a higher priority master, 
or in response to the associated REQ# being negated. 

4. If the MEMREQ# and MEMACK# are asserted, once the PCEB is granted the PCI Bus, the arbiter will not 
remove the internal grant until the PCEB removes it's request. 
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REQ#.S ~'-__________________ ...JI 

GNU·A ~,---_------~I \'-__ _ 
GNU-S \'-_______ ~ _____ __'I 

FRAME# 

AD 
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- - - - - - - -- ( ADDRESS X __ D~TA==>--- - - - --{ ADDRESS X DATA 
/ '---

--~ ---v' ----~---- ----

access-A access- B 
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Figure 22. Basic Arbitration 

5.4.2.2 Back-to-Back Transactions 

Figure 23 illustrates arbitration for a back-to-back access. There are two types of back-to-back transactions by 
the same initiator; those that do not require a turn-around-cycle (see Section 5.1.3.1, Turn-Around-Cycle 
Definition) and those that do. A turn-around-cycle is not required when the initiator's second transaction is to 
the same target as the first transaction (to insure no TROY # contention), and the first transaction is a write. 
This is a fast back-to-back. Under all other conditions, the initiator must insert a minimum of one turn-around­
cycle. 

During a fast back-to-back transaction, the initiator starts the next transaction immediately, without a turn­
around-cycle. The last data phase completes when FRAME # is negated, and IRDY # and TROY # are assert­
ed. The current initiator starts another transaction on the same PCICLK that the last data is transferred for the 
previous transaction. 
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As a master, the PCEB does not know if it is accessing the same target, and, thus, does not generate fast 
back-to-back accesses. As a slave, the PCEB is capable of decoding fast back-to-back cycles. 

290477-65 

Figure 23. Arbitration for Back-to-Back Access 

5.4.3 RETRY THRASHING RESOLVE 

When a PCI initiator's access is retried, the initiator releases the PCI Bus for a minimum of two PCI clocks and 
then normally requests the PCI Bus again. To avoid thrashing of the bus with retry after retry, the PCI arbiter's 
state tracer provides REQ# masking. Tracking retried masters requires latching GNT# during FRAME# so 
that the correct retried master can be masked. The state tracer masks a REQ# after that particular agent is 
retried on the PCI Bus. The state tracer differentiates between two retry events. The two events include PCEB 
target retries and all other retries 

For initiators that were retried by the PCEB as a target, the masked REQ# is flagged to be cleared upon 
RESUME# active. All other retries trigger the Master Retry Timer (described in Section 5.4.4.2, Master Retry 
Timer). When this timer expires, the mask is cleared. 

5.4.3.1 Resume Function 

The PCEB forces a retry to a PCI master (resulting in masking the REQ# of that master) for the following: 

1. Buffer management activities (See Section 6.0, Data Buffering). 

2. The EISA Bus is occupied by an EISAIISA master or DMA. 

4. The PCEB is locked as a resource and PLOCK # is asserted during the address phase. 
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5.4.3.2 Master Retry Timer 

For any other retried PCI cycle, the arbiter masks the REQ # and flags it to be cleared by the expiration of a 
programmable timer. The first retry in this category triggers the programmable timer. Subsequent retries in this 
category are masked but do not reset the timer. Expiration of this programmable timer unmasks all REQ # s 
that are masked for this reason. The Retry Timer is programmable to 0 (disabled), 16,32, or 64 PCICLKs. 

If no other PCI masters are requesting the PCI Bus, all of the REQ#s masked for the timer are cleared and the 
timer is set to o. Note that when there is a pending request that is internally masked, the PCEB does not park 
the CPU on the PCI Bus (i.e. PCI agent that uses CPUREQ#/CPUGNT# signal pair). 

5.4.4 BUS LOCK MODE 

As an option, the PCEB arbiter can be configured to run in Bus Lock Mode or Resource Lock Mode (default). 
The Bus Lock Mode is used to lock the entire PCI Bus. This may improve performance in some systems that 
frequently run quick read-modify-write cycles (i.e. access to the VGA frame buffer using the XCHG x86 instruc­
tion that automatically asserts the CPU LOCK # signal). Bus Lock Mode emulates the LOCK environment 
found in today's PC by restricting bus ownership when the PCI Bus is locked. While Bus Lock Mode improves 
performance in some systems, it may cause performance problems in other systems. With Bus Lock enabled, 
the arbiter recognizes a LOCK # being driven by an initiator and does not allow any other PCI initiator to be 
granted the PCI Bus until LOCK# and FRAME# are both negated, indicating the master released lock. When 
Bus Lock is disabled, the default resource lock mechanism is implemented (normal resource lock) and a 
higher priority PCI initiator could intervene between the cycles that are part of the locked sequence and run 
non-exclusive accesses to any unlocked resource. 

CAUTION: 
Bus Lock mode should not be used with non-GAT mode. If the system is initialized for both Bus Lock 
mode and non-GAT mode a deadlock situation might occur in the case where the first access to the 
locked device is a write instead of a read and the locked device has data in its internal posted write 
buffer. In GAT mode and/or Resource Lock mode this condition can not happen. If it is absolutely 
necessary to operate the system in the above mentioned combination of modes, then the posted 
write buffers of the device that might be involved in locked operations (typically semaphore in main 
memory) must be disabled. 

5.4.5 MEMREQ#, FLSHREQ#, AND MEMACK# PROTOCOL 

Before an EISA master or DMA can be granted the PCI Bus, it is necessary that all PCI system posted write 
buffers be flushed. Also, since the EISA-originated cycle could access memory on the Host/PCI Bridge, it is 
possible that the EISA master or DMA could be held in wait states (via EXRDY) waiting for the Host/PCI 
Bridge arbitration for longer than the 2.1 /Ls EISAIISA specification. The PCEB has an optional mode called 
Guaranteed Access Time mode (GAT) that ensures that this timing specification is not violated. This is accom­
plished by delaying the EISA grant signal to the requesting master or DMA until the EISA Bus, PCI Bus, and the 
system memory bus are arbitrated for and owned. 

The three sideband signals, MEMREQ #, FLSHREQ#, and MEMACK# are used to support the system Post­
ed Write Buffer flushing and Guaranteed Access Time mechanism. The MEMACK# signal is the common 
acknowledge signal for both mechanisms. Note that, when MEMREQ# is asserted, FLSHREQ# is also 
asserted. Table 7 shows the relationship between MEMREQ# and FLSHREQ#. 
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Table 7. FLSHREQ# and MEMREQ# 

FLSHREQ# MEMREQ# Meaning 

1 1 Idle 

0 1 Flush buffers pointing towards the PCI Bus to avoid EISA deadlock 

1 0 Flush buffers pointing towards main memory for buffer coherency in APIC 
systems 

0 0 GAT mode. Guarantees PCI Bus immediate access to main memory 

5.4.5.1 Flushing System Posted Write Buffers 

Once an EISA Bus. owner (EISAIISA master or the OMA) begins a cycle on the EISA Bus, the cycle can not be 
backed-off. It can only be held in wait states via EXROY. In order to knbw the destination of EISA master 
cycles, the cycle needs to begin. After thei cycle is started, no other device can intervene and gain ownership 
of the EISA Bus until the cycle is completed and arbitration is performed. A potential deadlock condition exists 
when an EISA-originated cycle to the PCI Bus forces a mandatory transaction to EISA, or when the PCI target 
is inaccessible due to an interacting event that also requires the EISA Bus. To avoid this potential deadlock, all 
PCI posted write buffers in the system must be disabled and flushed, before an EISAIISA master or OMA can 
be granted the EISA Bus. The buffers must remain disabled while the EISA Bus is occupied. The following 
steps indicate the PCEB (and ESC) handshake for flushing the system posted write buffers. 

1. When an EISAIISA master, OMA or refresh logic requests the EISA Bus, the ESC component asserts 
EISAHOLO to the PCEB. 

2. The PCEB completes the present cycle (and does not accept any new cycle) and gives the EISA Bus to the 
ESC by floating its EISA interface and asserting ElSAH LOA. Before giving the bus to the ESC, the PCEB 
checks to see if it itself is locked as a PCI resource. It can not grant the EISA Bus as long as the PCEB is 
locked. 

At this point the PCEB's EISA-to-PCI Line Buffers and other system buffers (Host/PCI Bridge buffers) that 
are pOinting to PCI are not yet flushed. The reason for this is that the ESC might request the bus in order to 
run a refresh cycle that does not require buffer flushing. That is not known until the EISA arbitration is frozen 
(after EISAHLOA is asserted). 

a. If the ESC needs to perform a refresh cycle, then it negates NMFLUSH # (an ESC-to-PCEB flush control 
signal). ESC drives the EISA Bus until it completes the refresh cycle and then gives the bus to the PCEB 
by negating EISAHOLO. 

b. If the ESC requested the EISA Bus on behalf of the EISA master, OMA or ISA master, then it asserts 
NMFLUSH# and tri-states the EISA Bus. The PCEB asserts the FLSHREQ# Signal to the Host/PCI 
Bridge (and other bridges) to disable and flush posted write buffers. 

3. When the Host/PCI Bridge completes its buffer disabling and flushing, it asserts MEMACK # to the PCEB. 
Other bridges in the system may also need to disable and flush their posted write buffers pointing towards 
PCI. This means that other devices may also generate MEMACK#. All of the MEMACK#s need to be 
"wire-OR'd". When the PCEB receives MEMACK # indicating that all posted write buffers have been 
flushed, it asserts NMFLUSH # to the ESC and the ESC gives the bus grant to the EISA device. 

4. The PCEB continues to assert FLSHREQ# while the EISAIISA master or OMA owns the EISA Bus. While 
FLSHREQ# is asserted the Host/PCI Bridge must keep its posted write buffers flushed. 

5. MEMACK # should be driven inactive as soon as possible by the Host/PCI Bridge and other bridges after 
FLSHREQ# is negated. The PCEB waits until it detects MEMACK# negated before it can generate another 
FLSHREQ# . 
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5.4.5.2 Guaranteed Access Time Mode 

When the PCEB's Guaranteed Access Time Mode is enabled (via the ARBCON Register), MEMREQ# and 
MEMACK # are used to guarantee that the ISA 2.1,..,s CHRDY specification is not violated. Note that EISA's 
2.5 ,..,s maximum negation time of the EXRDY signal is a subset of the ISA requirement. Thus, 2.1 ,..,s satisfies 
both bus requirements. 

When an EISAIISA master or DMA slave requests the EISA Bus (MREQ# or DREQ# active), the EISA Bus, 
the PCI Bus, and the memory bus must be arbitrated for and all three must be owned before the EISA/ISA 
master or DMA is granted the EISA Bus. The following lists the sequence of events: 

1. An EISAIISA master, DMA, or refresh logic requests the EISA Bus. The ESC asserts EISAHOLD signal to 
the PCEB. 

2. The PCEB completes the present cycle (i.e. does not accept any new cycle) and gives the bus to the ESC 
by floating its EISA interface and asserting EISAHLDA. Before giving the bus to the ESC, the PCEB checks 
to see if it is locked as a PCI resource. It can not grant the EISA Bus as long as the PCEB is locked. 

At this point, the PCEB's EISA-to-PCI Line Buffers and other system buffers (e.g., Host/PCI Bridge buffers) 
that are pointing to the PCI Bus are not flushed. The reason is that the ESC might request the bus to run a 
refresh cycle that does not require buffer flushing. This is not known until the EISA arbitration is frozen (after 
EISAHLDA is asserted). 

3. Depending on whether the pending cycle is a refresh, the ESC initiates one of the following two actions: 

a. If the ESC needs to perform a refresh cycle, then it asserts NMFLUSH # (an ESC-to-PCES flush control 
signal). The ESC drives the EISA Bus until it completes the refresh cycle and then gives the bus to the 
PCEB by negating EISAHOLD. 

b. If the ESC requested the EISA Bus on behalf of the EISA master, DMA or ISA master, then it asserts 
NMFLUSH# and tri-states the EISA Bus. If the PCES is programmed in GAT (Guaranteed Access Time 
mode), the MEMREQ# and FLSHREQ# signals are asserted simultaneously to indicate request for 
direct access to main memory and a request to flush the system's posted write buffers pointing towards 
the PCI (including the PCES's internal buffers). These requirements are necessary to insure that once the 
PCI and EISA Suses are dedicated to the PCEB, the cycle generated by the PCEB will not require the PCI 
or EISA Buses, thus creating a deadlock. MEMREQ# and FLSHREQ# are asserted as long as the 
EISA/ISA master or DMA owns the EISA Bus. 

4. Once the Host/PCI Bridge has disabled and flushed its posted write buffers, and the memory bus is 
dedicated to the PCI interface, it asserts MEMACK#. Other bridges in the system may also need to disable 
and flush their posted write buffers pointing towards PCI due to the FLSHREQ# signal. This means that 
other devices may also generate a MEMACK#. All of the MEMACK#s need to be "wire-OR'd". When the 
PCEB receives MEMACK#, it assumes that all of the critical posted write buffers in the system have been 
flushed and that the PCEB has direct access to main memory, located behind the Host/PCI Bridge. 

5. When MEMACK# is asserted by the PCEB, it will request the PCI Bus (internal PCEBREQ# signal). Before 
requesting the PCI Bus, the PCEB checks to see that the PCI Bus does not have an active lock. The PCI 
Bus is granted to the PCEB when it wins the bus through the normal arbitration mechanism. Once the PCEB 
is granted the PCI Bus (internaIPCEBGNT#), the PCEB checks to see if PLOCK# is negated before it 
grants the EISA Bus. If the PCI Bus is locked when the PCEB is granted the PCI Bus, the PCEB releases the 
REQ# signal and waits until the PLOCK# is negated before asserting REQ# again. Once the PCEB owns 
the PCI Bus (internal PCEBGNT#), and the MEMACK# and MEMREQ# signals are asserted, the PCI 
arbiter will not grant the PCI Bus to any other PCI master except the PCEB until the PCES releases its PCI 
REQ# line. 

6. When the PCEB is granted the PCI Bus (internal PCEBGNT#) and LOCK# is inactive, it asserts 
NMFLUSH # to the ESC and the ESC gives the bus grant to the EISA device. 
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7. When the EISA Bus is no longer owned by an EISA master or DMA, the PCEB negates MEMREQ# and 
FLSHREQ# and the PCI request signal (internal PCEBREQ#. The negation of MEMREQ# and 
FLSHREQ# indicates that direct access to the resource behind the bridge is no longer needed and that the 
posted write buffers may be enabled. Note that MEMACK # should be driven inactive as soon as possible 
by the Host/PCI Bridge and other bridges after MEMREQ# is negated. The PCEB waits until it detects 
MEMACK# negated before it can generate another MEMREQ# or FLSHREQ#. 

The use of MEMREQ#, FLSHREQ#, and MEMACK# does not guarantee GAT mode functionality with ISA 
masters that don't acknowledge CHRDY. These signals just guarantee the CHRDY inactive specification. 

5.4.5.3 Interrupt Synchronization-Buffer Flushing 

The ESC contains the system interrupt controller consisting of an 8259 compatible interrupt controller and an 
I/O APIC. For the 8259 compatible interrupt controller, the PCEB/ESC chip set is the default destination of the 
PCI interrupt acknowledge cycles. Interrupts in the system are commonly used as a synchronization mecha­
nism. If interrupts are used by the EISA agents to notify the Host CPU that data is written to main memory, then 
posted data buffers must be flushed before the vector is returned during the interrupt acknowledge sequence. 
The PCEB handles this transparently to the rest of the system hardware/software. It retries the PCI interrupt 
acknowledge cycles and flushes the PCEB Line Buffers, if necessary. 

The Advanced Programmable Interrupt Controller (APIC) uses a private message passing bus to send interrupt 
information to the companion APIC(s) residing at the host CPU(s). To support interrupts as a synchronization 
mechanism, system buffer coherency must be guaranteed before interrupts can be processed. With ESC's 
interrupt controller operating in APIC mode the PCEB and ESC use the PCEB/ESC interchip signal AFLUSH# 
to maintain system buffer coherency. 

5.4.6 BUS PARKING 

PCI Bus parking can be enabled/disabled via the ARBCON Register. Parking is only allowed for the device 
that is connected to CPUREQ# (Le. the Host/PCI Bridge). REQ[3:0j#, and the internal PCEBREQ# are not 
allowed to park on the PCI Bus. When bus parking is enabled, CPUGNT # is asserted when no other agent is 
currently using or requesting the bus. This achieves the minimum PCI arbitration latency possible. 

Arbitration Latency 

Parked: 0 PCICLKs for parked agent, 2 PCICLKs for all other. 

Not Parked: 1 PCICLK for all agents. 

Upon assertion of CPUGNT # due to bus parking enabled and the PCI Bus idle, the CPU (Le., parked agent) 
must ensure AD[31 :0), C/BE[3:0j #, and (one PCICLK later) PAR are driven. If bus parking is disabled, then 
the PCEB drives these signals when the bus is idle. 
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5.4.7 PCI ARBITRATION AND PCEB/ESC EISA OWNERSHIP EXCHANGE 

There are two aspects of PCEB/ESC EISA Bus ownership exchange that are explained in this section. They 
are related to GAT mode and RESUME/RETRY operations. 

The PCEB is the default owner of the EISA Bus. When control of the EISA Bus is given to the ESC, all PCI 
operations targeted to the EISA subsystem (including the PCEB) are retried. Retry causes assertion of the 
PEREa# IINTA# signal with PEREa# semantics. In this way, the PCEB indicates to the ESC that it needs to 
obtain ownership of the EISA Bus. 

5.4.7.1 GAT Mode And PEREQ# Signaling 

In GAT mode, the PCEB owns the PCI Bus on behalf of the EISA master and other PCI agents (e.g., the Host! 
PCI Bridge) can not generate PCI cycles. Therefore, the PCEB never generates a back-off (Le. retry), as long 
as the EISA Bus is controlled by the ESC. This might cause starvation of the PCI agents (including the Host! 
PCI Bridge Le., CPU) even in the case of a moderately loaded EISA subsystem. The solution is that PEREa#, 
in the GAT mode, is generated when any of the PCI Bus request Signals are asserted. For particular Host/PCI 
Bridge designs (e.g. PCMC) this will be not be an adequate solution since their PCI request can be activated 
only based on the CPU generated cycle directed to PCI. This will not be possible since the Host Bus (CPU bus) 
in the GAT mode is controlled by the Host!PCI Bridge and not by the CPU. The solution to this type of design 
is to generate PEREa# immediately after entering the GAT mode. This feature is controlled via ARBCON 
Register (bit 7). 

5.4.7.2 PCI Retry And EISA Latency Timer (ELT) Mechanism 

When a PCI cycle is retried by the PCEB (in non-GAT mode) because the EISA Bus is controlled by the ESC 
(EISAHLDA asserted), an internal flag is set for the corresponding PCI master. This flag masks the request of 
a particular master until the PCEB acquires the ownership of EISA and the RESUME condition clears the flag. 
If the PCI master, which is now unmasked, does not acquire the ownership of the PCI Bus within the time 
period before ESC asserts EISAHOLD again, the EISA Bus can be surrendered to the ESC. Unmasked 
masters will eventually gain the access to the PCI Bus but the EISA Bus will not be available and the master 
will be retried again. This scenario can be repeated multiple times with one or more PCI masters and starvation 
will occur. 

To solve this situation, the PCEB arbitration logic incorporates an EISA Latency Timer mechanism. This 
mechanism is based on the programmable timer that is started each time that the ESC requires the bus 
(EISAHOLD asserted) and there is a PCI agent that has been previously retried because of activity on the 
EISA Bus. As soon as the EL T timer expires, any PCI cycle which is currently in progress is retried and the 
EISA Bus is given back to the ESC after the current PCI-to-EISA transaction completes. If all the PCI request­
ers, masked because of EISAHLDA, are serviced before the EL T timer expires, the EISA Bus is immediately 
surrendered to the ESC. The EL T provides a minimum time slice for PCI masters to access the EISA bus even 
if EISA masters, ISA masters or DMA devices are attempting to acquire the EISA bus. 

Generally, the EL T is set to a larger value if latency sensitive PCI masters which typically access EISA are 
present in the system. Larger EL T values, however, do increase the worst case latency for EISA devices which 
typically access devices on PCI (e.g. main memory). 

The EISA Latency Timer (EL T) is controlled by the EL TCR Register. The value written into EL TCR is system 
dependent. It is typically between 1 and 3 fJ-s. 
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6.0 DATA BUFFERING 

The PCEB contains data buffers (Figure 24) to isolate the PCI Bus from the EISA Bus and to provide concur­
rent EISA and PCI Bus operations and APIC operations. The Line Buffers are used for EISA-to-PCI memory 
reads and writes. A control bit in the EPMRA Registers permis the Line Buffers to be enabled (accesses are 
buffered) or disabled (accesses are non-buffered). Non-buffered accesses use the bypass path. Note that PCI 
and EISA 1/0 readlwrite cycles and PCI configuration cycles are always non-buffered and use the bypass 
path. 

When data is temporarily stored in the buffers between the EISA Bus and PCI Bus, there are potential data 
coherency issues. The PCEB guarantees data coherency by intervening when data coherency could be lost 
and either flushing or invalidating the buffered data, as appropriate. 
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Figure 24. peEB Data Buffers 
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6.1 Line Buffers 

The PCEB contains four Line Buffers that are each four Dwords wide (16 bytes). The Line Buffers are bi-direc­
tional and are used by the EISA/ISA master and DMA to assemble/disassemble data. The data in each Line 
Buffer is aligned on 16 byte boundaries. When data is placed in one of the Line Buffers, the PCEB maintains 
the corresponding 16-byte boundary address until the data in the line is transferred to its destination or 
invalidated. 

The Line Buffers can be enabled/disabled by writing to the PCICON Register. In addition, when the Line 
Buffers are enabled via the PCICON Register, buffering for accesses to the four programmable EISA-to-PCI 
memory regions (Region [4:1]) can be selectively disabled via the EPMRA Register. 

During buffer operations, the four Line Buffers, collectively, are either in a write state or in a read state. These 
states are described in the following sections. 

6.1.1 WRITE STATE 

If a Line Buffer contains valid write data, it is in a write state. In the write state, data from the EISAIISA master 
or DMA is posted in the Line Buffers. Posting means that the write operation on the EISA Bus completes when 
the data is latched in the buffer. The EISA master does not have to wait for the write to complete to its 
destination (memory on the PCI Bus). Posting permits the EISA Bus cycle to complete in a minimum time and 
permits concurrent EISA and PCI Bus operations. During posting, data accumulates in the Line Buffer until it is 
flushed (written to PCI memory) over the PCI Bus. A Line Buffer is scheduled for flushing by the PCEB when: 

• the line becomes full. 

• a subsequent write is a line miss (not wltnln the currem iine boundary address fange). 

• the write is to an address of a lower Dword than the previous write. Note that writes to lower addresses 
within the same Dword do not cause a flush. Note also, that if two (or more) consecutive EISA Bus cycles 
are writes to the same Dword (i.e., the same byte or word locations within the Dword, or the same Dword for 
Dword writes) , the accessed buffer data is overwritten. However, if any of the flush conditions described in 
this list occur between the writes, the line is flushed before the next write and data is not overwritten. 

• the last address location in the Line Buffer is accessed. 

• a subsequent cycle is a read. 

• the EISA Bus changes ownership. 

• an interrupt acknowledge cycle is encountered. 

• the ESC performs an EISA refresh cycle. 

• the ESC's I/O APIC receives an interrupt request. 

When a line is scheduled for flushing, the PCEB begins arbitration for the PCI Bus. If more than one line is 
scheduled to be flushed, the Line Buffers are flushed in a "first scheduled, first to be flushed" order. If the line 
to be flushed contains valid data in only one Dword, the PCEB uses a single data transfer cycle on the PCI 
Bus. Otherwise, flushing operations use burst transfers. 

During flushing, write data within a Line Buffer is packetized into Dword quantities, when possible, for a burst 
transfer over the 32-bit PCI Bus. Packetizing occurs at two levels - Dwords within a line and bytes/words within 
a Dword. When a Line Buffer is flushed, all of the valid Dwords within the line are packetized into a Single PCI 
burst write cycle. In addition, all valid data bytes within a Dword boundary are packetized into a single data 
phase of the burst cycle. Packetizing reduces the PCI arbitration latency and increases the effective PCI Bus 
bandwidth. When multiple Line Buffers are schedule for flushing, each Line Buffer is packetized separately. 
Packetizing across Line Buffer boundaries is not permitted. 

2-1069 



82375EB/SB 

During flushing, strong ordering is preserved at the Dword level (Le., the Dwords are flushed to PCI memory in 
the same order that they were written into the Line Buffer). Note, however, that strong ordering is not pre­
served at the byte or word levels (Le., even if byte or word transfers were used by the EISAIISA master or 
DMA to sequentially write to a Dword within a Line Buffer, all of the bytes in the resulting Dword boundary are 
simultaneously flushed to PCI memory). 

Because strong ordering is not preserved within a Dword boundary, care should be used when accessing 
memory-mapped 110 devices. If the order of byte or word writes to a memory-mapped liD device needs to be 
preserved, buffered accesses should not be used. By locating memory-mapped liD devices in the four pro­
grammable EISA-to-PCI memory regions, buffering to these devices can be selectively disabled. 

6.1.2 READ STATE 

If a Line Buffer contains valid read data, it is in a read state. Read data is placed in the Line Buffer by two 
PCEB mechanisms - fetching and prefetching. Data is placed in the Line Buffer on demand (fetching) when the 
data is requested by a read operation from the EISAIISA master or DMA. The PCEB also prefetches data that 
has not been explicitly requested but is anticipated to be requested. Once in the Line Buffer, data is either read 
by the EISA/ISA master or DMA (and then invalidated) or invalidated without being read. Read data is invali­
dated when: 

• data in the Line Buffer is read (transferred to the EISA/ISA master or DMA). This prevents reading of the 
same data more than once. 

• a subsequent read is a line miss (not to the previously accessed Line Buffer). Valid data in the current Line 
Buffer is invalidated. If a new line had been prefetched during access to the current line, data in the 
prefetched line is not invalidated, unless the access also misses this line. In this case, the data in the 
prefetched line is invalidated. 

• a subsequent cycle is a write. Data in all Line Buffers are invalidated. 

If the requested data is in the Line Buffer, a line hit occurs and the PCEB transfers the data to the EISAIISA 
master or DMA (and invalidates the hit data in the buffer). If EISA Bus reads hit two consecutive line address­
es, the PCEB prefetches the next sequential line of data from PCI memory (using a PCI Bus burst transfer). 
This prefetch occurs concurrently with EISA Bus reads of data in the already fetched Line Buffer. If consecu­
tive addresses are not accessed, the PCEB does not prefetch the next line. 

A line miss occurs if the requested data is not in the Line Buffer. If a line miss occurs, the PCEB invalidates 
data in the missed Line Buffer. If the requested data is in a prefetched line, the read is serviced. If a line was 
not prefetched or the read missed the prefetched line, the PCEB invalidates any prefetched data and fetches 
the Dword containing the requested data. During this fetch, the PCEB holds off the EISAIISA master or DMA 
with wait states (by negating EXRDY). When the requested data is in the Line Buffer, it is transferred to the 
EISA Bus. Simultaneously with the EISA Bus transfer, the PCEB prefetches the rest of the line data (Dwords 
whose addresses are within the line and above the Dword address of the requested data). The Dword contain­
ing the requested data and the rest of the Dwords in the line (located at higher addresses) are fetched from 
PCI memory using a burst transfer, unless the requested data is in the last Dword of a line. In this case, a 
single cycle read occurs on the PCI Bus. 

For purposes of data read operations, all four 4-Dword buffers are used to form two 8-Dword lines (32 bytes 
each). There are only tow address pointers, one for each line. Fetching fractions of a line is accomplished as 
described above (Le., starting from the first requested Dword). 

The MSBURST # input signal is used to supplement control of the prefetch sequence. The MSBURST # signal 
is activated only when an EISA master desires to do burst transfers to access sequential data (although this is 
not an absolute EISA rule, Le., theoretically the data can be non-sequential after an EISA slave indicates its 
ability via SLBURST#). This will occur during the first data transfer. 
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The Line Buffer control logic dynamically switches between two prefetch modes-Half Line Prefetch (16 bytes 
fetch) and Full Line Prefetch (32 bytes fetch) 

The prefetch control logic has implemented a Sequential Access Flag which is cleared before the initial 
prefetch. Initial prefetch (first data fetch) starts in the Half Line Prefetch mode and is extended to Full Line 
Prefetch mode immediately after MSBURST # is sampled asserted at which time the Sequential Access Flag 
is automatically set (this is done on-the-fly during the first line fetch). If after the initial prefetch the Sequential 
Access Flag has not been set (MSBURST # remained not asserted) and the control logic recognizes two 
consecutive hits (in incrementally sequential Dwords including the first one which is originally requested), the 
Sequential Access Flag is set and the prefetch control logic switches to Full Line Prefetch mode. An additional 
32-byte line (or fraction depending on alignment) will be fetched. 

When the Sequential Access Flag is set, prefetching is accomplished using the Full Line Prefetch mode. Each 
time a line buffer (32 bytes) is available, an additional line will be fetched as long as the Sequential Access 
Flag remains set. 

When out-of-order access is recognized within the prefetched data or a miss occurs when there is valid 
fetched data, the Sequential Access Flag is cleared and the prefetch mode changes to Half Line Prefetch. 
Also, the Sequential Access Flag is cleared when MSBURST# transitions from active to inactive. 

When the Sequential Access Flag is not asserted, the prefetch control logic operates in Half Line Prefetch 
mode during which only 16 bytes of data is fetched at a time. The same test for sequential access is repeated, 
and if access is recognized, the Sequential Access Flag is set and the control switches to Full Line Prefetch 
mode. 

6.2 Buffer Management Summary 

Table 8 shows Line Buffer for different cycles. Note that the first three columns together define the cycles that 
may trigger buffer activity. 

Table 8. Buffer Management Summary 

Master 
Cycle Type 

Slave Line Buffer Data Line Buffer Data 
(Origin) (Destination) in Write State In Read State 

PCI Memory Read EISA Flush No Action 

PCI Memory Write EISA No Action Invalidate 

PCI I/O Read EISA Flush No Action 

PCI I/O Write EISA No Action Invalidate 

PCI Interrupt Acknowledge PCES/ESC Flush No Action 

PCI Configuration Cycle PCEB Registers No Action No Action 

PCI Memory Read/Write PCI No Action No Action 

PCI I/O Read/Write PCI No Action No Action 

EISA Bus Ownership Change - Flush No Action 

EISA Memory Read/Write EISA No Action No Action 
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Table 8. Buffer Management Summary (Continued) 

Master 
Cycle Type 

Slave Line Buffer Data Line Buffer Data 
(Origin) (Destination) in Write State in Read State 

EISA Memory Read/Write PCI (Note 1) (Note 1) 

EISA I/O Read/Write EISA No Action No Action 

EISA I/O Read/Write PCI Flush Invalidate 

ESC's I/O APIC APIC Bus Message Transfer Local APIC Flush No Action 

NOTES: 
1. Change from write to read operation or from read to write causes the Line Buffers to be flush or invalidate. respectively. 
2. LOCKed cycles (both from PCI and EISA) are not buffered within the PCEB. They are processed using the bypass path. 

7.0 EISA INTERFACE 

The PCEB provides a fully EISA Bus compatible master and slave interface. This interface provides address 
and data signal drive capability for eight EISA slots and supports the following types of cycles: 

• PCI-initiated memory and I/O read/write accesses to an EISAIISA device. 

• EISAIISAIDMA-initiated memory and I/O read/write accesses to a PCI device (I.e. via the Line Buffers, if 
necessary). . 

• Accesses contained within the EISA Bus (only data swap buffers involved). 

For transfers between the EISA Bus and PCI Bus, the PCEB translates the bus protocols. For PCI master-ini­
tiated cycles to the EISA Bus, the PCEB is a slave on the PCI Bus and a master on the EISA Bus. For EISA 
master-initiated cycles to the PCI Bus, the PCEB is a slave on the EISA Bus and a master on the PCI Bus. 

NOTE: 
1. The PCEB is not involved in refresh cycles on the EISA Bus. When the REFRESH # signal is 
asserted, the PCEB disables EISA Bus address decoding. 
2. Wait state generation on the EISA Bus is performed by the ESC. ISA memory slaves (8 or 16 bits) 
and ISA I/O slaves can shorten their default or standard cycles by asserting the NOWS# signal line. 
It is the responsibility of the ESC to shorten these cycles when NOWS# is asserted. Note that ISA 
I/O 16-bit devices can shorten their cycles by asserting NOWS#. If CHRDY and NOWS# are driven 
low during the same cycle, NOWS # will not be used and wait states are added as a function of 
CHRDY. For more details on the wait state generation and the NOWS# signal, refer to the ESC data 
sheet. 
3. All locked PCI cycles (PLOCK# asserted) destined to the EISA Bus are converted to EISA locked 
cycles using the LOCK # signal protocol. The PCEB is a locked resource during these cycles and 
maintains control of the EISA Bus until the locked PCI sequence is complete. 
4. All locked EISA cycles (LOCK # asserted) destined to PCI are converted to PCI locked cycles 
using the PLOCK# Signal protocol. The PLOCK# signal remains active as long as the EISA LOCK# 
signal is asserted. 
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5. The PCEB contains EISA data swap buffers for data size translations between mismatched PCI Bus 
and EISA Bus transfers and between mismatched devices contained on the EISA Bus. Thus, if data 
size translation is needed, the PCEB is involved in cycles contained to the EISA Bus, even if the 
PCEB is neither the master or slave. For data size translation operations, see Section 8.0, EISA Data 
Swap Buffers. 

6. For ISA master cycles to PCI memory or 1/0, the ESC translates the ISA signals to EISA signals. The 
PCEB, as an EISA slave, forwards the cycle to the PCI Bus. 

7. For ISA master cycles to ISAIEISA slaves, the PCEB is not involved, except when the cycle requires 
data size translations. See the ESC data sheet for cycles that are contained within the EISA Bus (i.e., 
EISA-to-EISA, EISA-to-ISA, ISA-to-ISA, and ISA-to-EISA device cycles). 

8. In this section, LA[31:24)# and LA[23:2) are collectively referred to as LA[31:2). 

7.1 peEB As An EISA Master 

The PCEB is an EISA master for PCI-initiated cycles targeted to the EISA Bus. When the PCEB decodes the 
PCI cycle as a cycle destined to the EISA Bus (via subtractive or negative (82374SB only) decoding, as 
described in Section 4.0, Address Decoding), the PCEB becomes a slave on the PCI Bus. If the PCEB owns 
the EISA Bus, the cycle is forwarded to the EISAIISA device. If the PCEB does not own the EISA Bus 
(EISAHOLDA is asserted to the ESq, the PCI master is retried and the PCEB issues an EISA Bus request to 
the ESC. For PCI-to-EISA 1/0 and memory readlwrite accesses, the PCEB runs standard EISA Bus cycles. 

When cycles are forwarded to a matched EISAIISA slave, the PCEB is the EISA master and controls the 
transfer until the cycle is terminated. For mismatched cycles to an EISAIISA slave, the PCEB backs off the 
EiSA Bus as described in Secliun 7.1.3, 8ack-Ofl eyc; ... 

7.1.1 STANDARD EISA MEMORY AND I/O READ/WRITE CYCLES 

The standard EISA cycle completes one transfer each two BCLK periods (zero wait states). The standard 
EISA memory or 1/0 cycle begins when the PCEB presents a valid address on LA[31 :2) and drives M/IO# 
high for a memory cycle and low for an 1/0 cycle. The address can become valid at the end of the previous 
cycle to allow address pipelining. The EISA slave decodes the address and asserts the appropriate signals to 
indicate the type of slave and whether it can perform any special timings. The slave asserts EX32 # or EX 16 # 
to indicate support of EISA cycles. 

For extended cycles, the EISA slave introduces wait states using the EXRDY signal. Wait states allow a slower 
slave to get ready to complete the transfer. The slave negates EXRDY after it decodes a valid address and 
samples START # asserted. The slave may hold EXRDY negated for a maximum of 2.5 J-ts to complete a 
transfer, and must release EXRDY synchronous to the falling edge of BCLK to allow a cycle to complete. Note 
that the PCEB, as an EISA master, never introduces wait states. 

Figure 25 shows three data transfer cycles between an EISA master and an EISA slave. The first transfer is an 
extended transfer (EXRDY negated), followed by two standard cycles. For PCI cycles that are forwarded to the 
EISA Bus, the PCEB is the EISA master. The PCEB asserts START # to indicate the start of a cycle. The 
PCEB also drives W/R# to indicate a read or write cycle and BE[3:0) # to indicate the active bytes. The 
LA[31:2) and the BE[3:0) remain valid until after the negation of START#. A slave that needs to latch the 
address does so on the trailing edge of START # . 

The ESC asserts CMD# simultaneously with the negation of START# to control data transfer to or from the 
slave. If a read cycle is being performed, the slave presents the requested data when CMD# is asserted and 
holds it valid until CMD# is negated by the ESC. For a write cycle, the PCEB presents the data prior to the 
assertion of CMD # and the slave latches it on or before the trailing edge of CMD #. 

2-1073 



82375EB/SB 

BCLK 

LA[31:2] ===:J }----{L:]-1 H ~, MIl 0# '------ L-__ ""!---J L.. ___ _ 
BE[3:0]# 

W/R# 

START# 

CMO# 

EX32# 
EX16# 

EXROY 

SO[31 :O](R) 

SO[31 :O](W) 

__ ~H~ __ ~~~:~~H~ __ ~~ ~. 

... :HX x :.;~ [;] tH" 

.\ 0 I 

j o 

L.-----" 1\ ' I t 
~ \ I 

". .: \ ,,;\ 

\: I 0 \ ...... ' .;......: --"-.if 0 

r-:::::--, 
~ 

-------------4c=J~--~c=Jr--~c=J_ 

------~ __________ ~H~ ______ ~HL.. ____ ~~ 
290477-68 

Figure 25. EISA Memory and 1/0 ReadlWrite Cycle (One Extended and Two Standard Cycles) 

7.1.2 EISA BACK-OFF CYCLE 

For mismatched cycles to an EISAIISA slave, the PCEB, as a master, backs off the EISA Bus by floating the 
START#, BE[3;0]# and SO[31:0] signals one and half BClKs after START# has been asserted. The ESC 
controls the EISA Bus for the duration of the cycle. This allows the ESC to perform data translation, if 
necessary. At the end of the cycle, the ESC transfers control back to the PCEB by asserting EX16# and 
EX32# on the falling edge of BClK, before the rising edge of BClK that the last CMO# is negated. Refer to 
the ESC data sheet for further details on master back-off and the cycle transfer control operations. 

Figure 26 shows an example of a back-off sequence during a 32-bit EISA master to 16-bit EISA slave Oword 
read and write operation. The thick lines indicate the change of control between the master and the ESC. 

PCEB Reading From a 16-bit EISA Slave 

As a 32-bit EISA master, the PCEB begins by placing the address on lA[31:2] and driving MIIO#. The 16-bit 
EISA slave decodes the address and asserts EX16#. The PCEB asserts START#, W/R#, and BE[3:0]#. 
The ESC samples EX32# and EX16# on the rising edge of BClK following the assertion of START# and 
asserts CMO #. At the same time, the PCEB negates START # and samples EX32 #. When EX32 # is sampled 
negated, the PCEB floats START# and BE[3:0] #. Note that, the PCEB continues to drive a valid address on 
lA[31:0]. 
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The ESC negates CMO# after one BClK period unless the slave adds wait states (negates EXROY). The ESC 
latches SO[15:0] into the PCEB's data swap buffer on the trailing edge of CMO#. The ESC controls the PCEB 
data swap buffers via the PCEB/ESC Interface. The ESC then asserts START# and presents BE[3:0] (upper 
word enabled). The ESC negates START # and asserts CMO #. The slave latches the address on the trailing 
edge of START # and presents data on SO[15:0]. The ESC negates CMO# after one BClK, unless the slave 
negates EXROY. The ESC latches SO[15:0] into the PCEB data swap buffers on the trailing edge of CMO# 
and instructs the PCEB data swap buffer to copy 0[15:0] to 0[31 :0] and asserts EX32 #. Note that, since the 
transfer is intended for the PCEB, the data is not re-driven back out onto the EISA Bus. The ESC floats the 
START# and BE[3:0]#. The PCEB regains control of the EISA Bus after sampling EX32# and EX16# 
asserted. 

peEB Writing To a 16-bit EISA Slave 

As a 32-bit EISA master, the PCEB begins by placing the address on LA[31:2] and driving MIIO#. The 16-bit 
EISA slave decodes the address and asserts EX16#. The PCEB asserts START#, W/R#, BE[3:0]#, and 
SO[31:0]. The ESC samples EX32# and EX16# on the rising edge of BClK following the assertion of 
START # and asserts CMO #. At the same time, the PCEB negates START # and samples EX32 #. When 
EX32# is sampled negated, the PCEB floats START#, SO[31:0], and BE[3:0]#. The data is latched in the 
PCEB's data swap buffers. Note that the PCEB continues to drive a valid address on lA[31:2]. 

The ESC instructs the PCEB to drive the data out on SO[31 :0] and asserts CMO # after sampling EX32 # 
negated. The slave may sample SO[15:0] while CMO# is asserted. The ESC negates CMO# after one BClK, 
unless the slave adds wait states (negates EXROY). The ESC then presents BE[3:0] (upper word enabled) 
and asserts START #. The ESC instructs the PCEB to copy SO[31 :0] to SO[15:0], negates START # and 
asserts CMO#. The ESC negates CMO# after one BClK, unless the slave negates EXROY. The slave 
latches the address on the trailing edge of START # and salYipies SD[15:0] on tho trailing edge of CMD#. The 
ESC returns control of the EISA Bus to the PCEB by floating BE [3:0] # and START # , then asserting EX32 #. 
The PCEB samples EX32# and EX16# asserted on the rising edge of BClK. 
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Figure 26. EISA Back-Off Cycle 

7.2 peEB As An EISA Slave 

The PCEB is an EISA slave for EISAIISAlDMA·initiated cycles targeted to the PCI Bus. If the PCEB positively 
decodes the address (access to one of the EISA programmed main memory segments or access to one of the 
programmable EISA-to-PCI memory or 1/0 regions), the PCEB becomes an EISA slave and the cycle is 
forwarded to the PCI Bus. If the PCEB does not positively decode the address, the cycle is contained to the 
EISA Bus. For cycles contained to the EISA Bus (Le., EISA-to-EISA, EISA-to-ISA, ISA-to-ISA, and ISA-to-EISA 
device cycles), the PCEB is only involved when data size translation is needed. 

The PCEB responds as a 32-bit EISA slave. If the EISA master size is not 32 bits, the cycle is a mismatch and 
invokes data size translation. For details on data size translation, refer to Section 8.0, EISA Data Swap Buffers. 
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All EISA master memory read cycles to PCI memory start as extended cycles, unless the cycle triggers a read 
hit to one of the four Line Buffers. If the data is available in the Line Buffers, the PCEB supplies the data to the 
EISA master without adding wait states. Otherwise, the cycle is extended (wait states added via EXRDY) until 
the data is available. Note that for non-buffered accesses, the EISA cycle is always extended until data is 
available from the PCI Bus. 

If the Line Buffers are enabled, write cycles to PCI memory are posted in the Line Buffers. If the write can be 
immediately posted, wait states are not generated on the EISA Bus. Otherwise, the cycle is extended (via wait 
states) until the data can be posted. Note that writes can be posted to available Line Buffers concurrently with 
other Line Buffers being flushed to the PCI Bus. 

All EISA master 1/0 readlwrite accesses to PCI 1/0 space are non·buffered and always start as extended 
cycles. Data transfer on the EISA Bus occurs when the requested data is available from the PCI Bus. 

For mismatched cycles to the PCEB, the EISAIISA master backs off the EISA Bus as described in Section 
7.1.3, Back·Off Cycle. 

7.2.1 EISA MEMORY AND I/O READ/WRITE CYCLES 

The standard EISA cycle completes one transfer each two BCLK periods (zero wait states). The standard 
EISA memory or 1/0 cycle begins with the EISA master presenting a valid address on LA[31:2] and driving 
M/IO# high for a memory cycle and low for an 1/0 cycle. The address can become valid at the end of the 
previous cycle to allow address pipelining. When the PCEB positively decodes the address, it asserts EX32 # 
to indicate 32·bit support. For memory cycles, the PCES also asserts SLBURST # to indicate support for burst 
transfers. 

For extended cycles, the PCEB introduces wait states using the EXRDY signal. The PCES may hold EXRDY 
negated for a maximum of 2.5 Jls to complete a transfer, and releases EXRDY synchronous to the falling edge 
of SCLK to allow a cycle to complete. 

Figure 27 shows three data transfers between an EISA master and an EISA slave. The first transfer is an 
extended transfer (EXRDY negated), followed by two standard cycles. For EISA cycles that are forwarded to 
the PCI Bus, the PCES is an EISA slave. The EISA master asserts START# to indicate the start of a cycle. 
The EISA master also drives W/R# to indicate a read or write cycle and BE[3:0j # to indicate the active bytes. 
The LA[31 :2] and the SE[3:0] remain valid until after the negation of START # . The PCES latches the address 
on the trailing edge of START # . 

The ESC asserts CMD# simultaneously with the negation of START# to control data transfer to or from the 
PCES. If a read cycle is being performed, the PCEB presents the requested data when CMD# is asserted and 
holds it valid until CMD# is negated by the ESC. For a write cycle, the EISA master must present the data prior 
to the assertion of CMD# and the PCES latches it on the trailing edge of CMD#. 
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Figure 27. EISA Memory and I/O Read/Write Cycles (One Extended and Two Standard Cycles) 

7.2.2 EISA MEMORY BURST CYCLES 

The EISA burst cycles permit a continuous sequence of read or write cycles in zero wait-states (1 BClK per 
transfer). A burst transfer is either all reads or all writes. Mixed cycles are not allowed. As an EISA slave, the 
PCEB supports burst memory reads and burst memory writes from/to its Line Buffers. Figure 28 shows an 
example of a burst sequence for both memory reads and writes on the EISA Bus. During the particular burst 
sequence, five data transfers occur with a wait state added on the third data transfer. 

The first transfer in a burst transfer begins like the standard cycle described above. The EISA master presents 
a valid address on lA[31 :21. The PCEB, after decoding the address and M/IO#, responds by asserting 
SlBURST #. The EISA master must sample SlBURST # on the rising edge of BClK at the trailing edge of 
START#. The EISA master asserts MSBURST# on the falling edge of BClK and presents a second address 
to the PCEB. The ESC holds CMD# asserted while the burst is being performed. If MSBURST# is not 
asserted by the master, the cycle is run as a standard cycle. 

If the cycle is a burst read, the EISA master presents burst addresses on the falling edge of every BClK. The 
PCEB presents the data for that address, which is sampled one and half BClKs later. If the cycle is a burst 
write, the EISA master presents the data on the rising edge of BClK, a half cycle after presenting the address. 
The PCEB samples memory write data on the rising BClK edge when CMD# is asserted (regardless of the 
state of MSBURST#). The EISA master terminates the burst cycles by negating MSBURST# and completing 
the last transfer. 
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To add wait states during a burst sequence, the PCES negates EXRDY before the falling edge of SCLK (with 
CMD# asserted). The EISA master samples EXRDY on the falling edge of SCLK and extends the cycle until 
EXRDY is asserted. The EISA master can still change the next address even though EXRDY is negated. 
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Figure 28. EISA Burst Cycle 

7.3 1/0 Recovery 

The liD recovery mechanism in the PCES guarantees a minimum amount of time between back-to-back 8-bit 
and 16-bit PCI cycles to ISA liD slaves. Delay times (in SCLKs) for 8-bit and 16-bit cycles are individually 
programmed via the 10RT Register. Accesses to an 8-bit device followed by an access to a 16-bit device use 
the 8-bit recovery time. Similarly, accesses to a 16-bit device followed by an access to an 8-bit device use the 
16-bit recovery time. The PCES cycles to EISA liD, DMA cycles, and EISAIISA bus masters to liD slaves do 
not require any delay between back-to-back liD accesses. 
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Note that I/O recovery is only required for ISA 110 devices. However, since the PCES does not distinguish 
between 8-bit ISA and 8-bit EISA, the delay is also applied to 8-bit EISA 110 accesses (i.e. the ESC). 

8.0 EISA DATA SWAP BUFFERS 

The PCES contains a set of buffers/latches that perform data swapping and data size translations on the EISA 
Sus when the master and slave data bus sizes do not match (e.g., 32-bit EISA master accessing a 16-bit EISA 
slave). During a data size translation, the PCES performs one or more of the following operations, depending 
on the master/slave type (PCI/EISAlISA), transfer direction (read/write), and the number of byte enables 
active (SE[3:0] #): 

• Data assembly or disassembly 

• Data copying (up or down) 

• Data re-drive 

These operations are described in this section. An example is provided in Section 8.3, The Re-Orive Opera­
tion, that shows a cycle where all three functions are used. 

The PCES performs data size translations on the EISA Sus using the data swap buffer control signals generat­
ed by the ESC. These signals are described in Section 10.0, PCES/ESC Interface. 

8.1 Data Assembly And Disassembly 

The data assembly/disassembly process occurs during PCI, EISAIISA, and OMA cycles when the master data 
size is greater than the slave data size. For example, if a 32-bit PCI master is performing a 32-bit read cycle to 
an 8-bit ISA slave, the ESC intervenes and performs four 8-bit reads. The data is assembled in the PCES 
(Figure 29). Once assembled, the PCES transfers the data as a single Oword to the 32-bit PCI master during 
the fourth cycle. For a 32-bit write cycle, the PCES disassembles the Dword by performing four write cycles to 
the slave. The actual number of cycles required to perform an assembly/disassembly process and make a 
transfer is a function of the number of bytes (SE[3:0] #) requested and the master/slave size combination. 

During EISA master assembly/disassembly transfers, cycle control is transferred from the master to the ESC. 
The master relinquishes control by backing off the bus (i.e., by floating its START#, SE[3:0], and SO[31:0] 
signals on the first falling edge of SCLK after START # is negated). The ESC controls the assembly/disassem­
bly process in the PCES via the dataswap buffer control signals.on the PCES/ESC interface. At the end of the 
assembiyidisassembly process, cycle control is transferred back to the bus master (by the ESC asserting 
EX16# and EX32#). An additional SCLK is added at the end of the transfer to allow the exchanging of cycle 
control to occur. During OMA transfers, cycle control is maintained by the ESC for the entire cycle. 
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Figure 29. Assembly Function: PCI 32-bit Read from an 8-bit EISA or ISA SlaveBE[3:0] # = 0000 

8.2 The Copy Operation (Up Or Down) 

The copy operation (Figure 30) is invoked during data transfers between byte lanes. This operation allows the 
assembly/ disassembly of the data pieces during the cycles between mismatched master/slave combinations. 
For example, Section 8.1, Data Assembly and Disassembly, describes a 32-bit master read from an 8-bit slave 
where the data is copied up during the assembly process. Copy-up is used for data assembly and copy-down 
is used for data disassembly. 

The copy-up and copy-down operations are also used during transfers where assembly or disassembly are not 
required. These transfers are: 

• When the master size is smaller than the slave size (e.g. 16-bit EISA master cycle to a 32-bit EISA slave) . 

• Between a mis-matched master/slave combination when only a byte or a word needs to be transferred 
(e.g. 32-bit EISA master cycle to an 8-bit ISA slave and only a byte needs to be transferred). 

The number of bytes copied up or down is a function of the number of bytes requested (BE[3:0] #) and the 
master/slave size combinations. During EISA master cycles where the data copying is performed, cycle 
control is transferred from the bus master to the ESC, except during transfers where the master's data size is 
smaller than the slave's data size. During DMA transfers, bus control is maintained by the ESC throughout the 
transfer. 
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Figure 30. Copy Function: PCI 16·bit Read from a 16·bit EISA or ISA Slave-BE [3:0] # = 0011 

8.3 The Re-Drive Operation 

The re-drive operation (Figure 31) is used when both the master and the slave, other than PCEB, are on the 
EISA Bus and the master/slave size combination is mis-matched. Specifically, re-drive occurs: 

• during EISA master and DMA cycles (excluding DMA compatible cycles) where the master's data size is 
greater than the slave's data size. 

• during EISA master cycles to ISA slaves where the master/slave match in the size. 

• during DMA burst write cycles to a non-burst memory slave. 

During a re-drive cycle, the data is latched from the EISA Bus, and then driven back onto the appropriate EISA 
byte lanes. During a read cycle, the re-drive occurs after the necessary sub-cycles have been completed and 
the read data has been assembled. For example, when a 32 bit EISA master (other than PCEB) performs 32 
bit read from an 8 bit EISA slave, the following sequence of events occurs: 

1. The. 32-bit EISA master initiates the read cycle. Since the master/slave combination is a mis-match, the 
master backs off the bus. The EISA master floats its START#, BE[3:0]# and SD[31: 0] lines. The cycle 
control is then transferred to the ESC. 

2. The ESC brings in the first 8 bit data (byte 0) in the first cycle. The ESC asserts SDLEO# to the PCEB. 

3. When SDLEO# is asserted, the PCEB latches byte 0 into the least significant byte lane. 

4. In the second cycle, the ESC reads the next 8 bit data (byte 1). The PCEB uses SDLE1 #, SDCPYUP and 
SDCPYENO-1 # to latch byte 1 and copy it to the second least significant byte lane (copy-up). This process 
continues for byte 2 and byte 3. On the fourth cycle, the Dword assembly is complete. During each of the 4 
cycles, the ESC generates BE[3:0] # combinations. 
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5. The ESC instructs the PCEB to re-drive the assembled word to the master by asserting SDOE [2:0] #. In this 
case, all three SDOE[2:0] # signals are asserted. 

6. When SDOE[2:0] # are asserted, the PCEB drives the 32 bit assembled data on SD[31 :0] to be latched by 
the master. The ESC generates the byte enables (BE[3:0] #). 

7. The ESC completes the transfer. 

8. At the end of the cycle, The ESC transfers control of the EISA Bus back to the EISA master. 

During a write cycle, the re-drive occurs after the write data from the master has been latched, and before the 
data has been disassembled. For example, during a 32-bit write by a 32-bit EISA master to an 8-bit EISA slave, 
in the first cycle of transfer, the data swap buffers latch the write data (Dword) from the master and drives the 
first byte back onto the lower byte lane of the EISA Bus. The EISA slave uses the byte enable (BE[3:0] #) 
combination put out by the EISA master during the first cycle to latch the least significant byte. For the 
subsequent cycles, the BE[3:0] # combination is generated by the ESC. The PCEB re-drives the second, third 
and the fourth byte on the second, third and the fourth cycles of the transfer. The number of cycles run is a 
function of the number of bytes requested (BE[3:0] #), and the master/slave size combinations. 

During EISA master and DMA write cycles between master and slave combinations on the EISAIISA Bus, 
where only copying is required and no assembly/disassembly is required, the data swap buffer treats this as a 
re-drive cycle. For example, during a write transfer between a 32-bit EISA master and a 16-bit EISA or ISA 
slave, where the master is driving data on the upper two byte lanes (BE [3:0] # = 0011), the data swap buffers 
latch the data on the byte lanes 2 and 3 (Figure 32). The data swap buffers will then re-drive the data onto byte 
lanes 2 and 3 while copying the data down to byte lanes 0 and 1, for latching by the slave device. 

When the PCEB is involved as a master or slave, the re-drive function is disabled. When the PCEB reads 32-bit 
data from an 8-bit slave the following sequence of events occurs: 

1. Same steps as steps 1-4 in the previous example. 

2. Once the assembly is complete, the PCEB internally latches the data. 

3. The control is transferred back to the PCEB. 

NOTE: 
During EISA master cycles that require re-driving, the control is transferred from the EISA master to 
the ESC before the data is re-driven on the data bus. However; during the DMA cycles, the cycle 
control is maintained by the ESC throughout the entire cycle. 
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Figure 31. Re-Drive Function: 32-bit EISA Master Accessing an a-bit EISA or 
ISA Slave 32-bit Read-BE [3:0] # = 0000 
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The PCEB provides a system BIOS Timer that decrements at each edge of its 1.03/1.04 MHz clock (derived 
from the 8.25/8.33 MHz BCLK). Since the state of the counter is undefined at power-up, the BIOS Timer 
Register must be programmed before it can be used. The timer can be enabled/disabled by writing to the 
BIOS Timer Address Register. 

The BIOS Timer Register can be accessed as a single 16-bit quantity or as 32-bit quantity. For 32-bit access­
es, the upper 16 bits are don't care (reserved). The BIOS Timer I/O address location is software programma­
ble. The address is determined by the value programmed into the BTMR Register and can be located on 
Dword boundaries anywhere in the 64 KByte PCI I/O space. 

The BIOS Timer clock has a frequency of 1.03 or 1.04 MHz, depending on the value of BCLK (derived either 
from 25 MHz or 33 MHz PCICLK). This allows time intervals to be counted from 0 to approximately 65 ms. The 
accuracy of the counter is ± 1 JLs. 

9.1 BIOS Timer Operations 

A write operation (either 16-bit or 32-bit) to the BIOS Timer Register initiates the counting sequence. After 
initialization, the BIOS timer starts decrementing until it reaches zero. When the value in the timer reaches 
zero, the timer stops decrementin~ and register value remains at zero until the timer is re-initialized. 

After the timer is initialized, the current value can be read at any time. The timer can be re-programmed (new 
initial value written to the BIOS Timer Register) before the register value reaches zero. A" write and read 
operations to the BIOS Timer Register should include a" 16 counter bits. Separate accesses to the individual 
bytes of the counter must be avoided since this can cause unexpected results (incorrect count intervals). 
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10.0 PCES/ESC INTERFACE 

The PCEB/ESC interface (Figure 33) provides the inter-chip communications between the PCEB and ESC. 
The interface provides control information between the two components for PCI/EISA arbitration, data size 
translations (controlling the PCEB's EISA data swap buffers), and interrupt acknowledge cycles. 

EISAHOLD 

EISAHOLDA 

~ 
NMFLUSH# 

PEREQ#/INTA# 

PCES ESC 
AFLUSH# 

STPGNT# 

SDCPYEN[13,03:01]# 

SDCPYUP 

SDOE[2:0]# 

SDLE[3:0]# 

290477-77 

Figure 33. PCEB/ESC Interface Signals 

10.1 Arbitration Control Signals 

The PCEB contains the arbitration Circuitry for the PCI Bus and the ESC contains the arbitration circuitry for the 
EISA Bus. The PCEB/ESC Interface contains a set of arbitration control signals (EISAHOLD, EISAHOLDA, 
NMFLUSH#, and PEREQ#/INTA#) that synchronize bus arbitration and ownership changes between the 
two bus environments. The signals also force PCI device data buffer flushing, if needed, to maintain data 
coherency during EISA Bus ownership changes. 

The PCEB is the default owner of the EISA Bus. If another EISAIISA master or DMA wants to use the bus, the 
ESC asserts EISAHOLD to instruct the PCEB to relinquish EISA Bus ownership. The PCEB completes any 
current EISA Bus transaction, tri-states its EISA Bus signals, and asserts EISAHOLDA to inform the ESC that 
the PCEB is off the bus. 

For ownership changes, other than for a refresh cycle, the ESC asserts the NMFLUSH# signal to the PCEB 
(for one PCICLK) to instruct the PCEB to flush its Line Buffers pointing to the PCI Bus' (Figure 34). The 
assertion of NMFLUSH # also instructs the PCEB to initiate flushing and to temporarily disable system buffers 
on the PCI Bus (via MEMREQ#, MEMACK#, and FLSHREQ#). The buffer flushing maintains data coheren­
cy, in the event that the new EISA Bus master wants to access the PCI Bus. Buffer flushing also prevents 
dead-lock conditions between the PCI Bus and EISA Bus. Since the ESC/PCEB do not know ahead of time, 
whether the new master is going to access the PCI Bus or a device on the EISA Bus, buffers pointing to the 
PCI Bus are always flushed when there is a change of EISA Bus ownership, except for refresh cycles. For 
refresh cycles, the ESC controls the cycle and, thus, knows that the cycle is not an access to the PCI Bus and 
does not initiate a flush request to the PCEB. After a refresh cycle, the ESC always surrenders control of the 
EISA Bus back to the PCEB. 
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NMFLUSH # is a bi-directional signal that is negated by the ESC when buffer flushing is not being requested. 
The ESC asserts NMFLUSH# to request buffer flushing. When the PCEB samples NMFLUSH# asserted, it 
starts driving the signal in the asserted state and begins the buffer flushing process. (The ESC tri-states 
NMFLUSH# after asserting it for the initial 1 PCICLK period.) The PCEB keeps NMFLUSH# asserted until ali 
buffers are flushed and then it negates the signal for 1 PCICLK. When the ESC samples NMFLUSH # negated, 
it starts driving the signal in the negated state, completing the handshake. When the ESC samples 
NMFLUSH # negated, it grants ownership to the winner of the EISA Bus arbitration (at the time NMFLUSH # 
was negated). Note that for a refresh cycle, NMFLUSH # is not asserted by the ESC. 

PCICLK 
I I I 
I I I 

ESC I I I ESC 
Negates I I I Negates 

\\ I / \ NMFLUSH# I 

\ \ i 
ESC PCES PCES PCES ESC 

Asserts Samples Keeps Negates Samples 
Asserted Asserted Negated 

and and 
Asserts Negates 

Driven Sy E~ ______ D_riv_e_n_S __ y_P_C_E_S ____ ~ .~-=D::...:n..:.;·vc.:ec:cn-=S::..Yc...::E=S=C_~ 
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Figure 34. NMFLUSH # Protocol 

When the EISA master completes its transfer and gets off the bus (i.e., removes its request to the ESC), the 
ESC negates EISAHOLD and the PCES, in turn, negates EISAHOLDA. At this point, the PCEB resumes its 
default ownership of the EISA Bus. 

If a PCI master requests access to the EISA Bus while the bus is owned by a master other than the PCEB, the 
PCEB retries the PCI cycle and requests ownership of the EISA Bus by asserting PEREQ# IINTA# to the 
ESC. PEREQ#IINTA# is a dual function signal that is a PCEB request for the EISA Bus (PEREQ# function) 
when EISAHOLDA is asserted. In response to the PCEB request for EISA Bus ownership, the ESC removes 
the grant to the EISA master. When the EISA master completes its current transactions and relinquishes the 
bus (removes its bus request), the ESC negates EISAHOLD and the PCEB, in turn, negates EISAHOLDA. At 
this point, a grant can be given to the PCI device for a transfer to the EISA Bus. Note that the INTA# function 
of the PEREQ# IINTA# signal is described in Section 10.3, Interrupt Acknowledge Control. 
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10.2 System Buffer Coherency Control-APIC 

During an interrupt sequence, the system buffers must be flushed before the ESC's I/O APIC can send an 
interrupt message to the local APIC (CPU's APIC). The ESC and PCES maintain buffer coherency when the 
ESC receives an interrupt request for its I/O APIC using the AFLUSH # signal. 

1o.3·.~·.···qs_~ 
Ifi~tottl~ 
MltMa.~ 
g~oyoIt •. , 

10.4 EISA Data Swap Buffer Control Signals 

The cycles in the EISA environment may require data size translations before the data can be transferred to its 
intermediate or final destination. As an example, a 32-bit EISA master write cycle to a 16-bit EISA slave 
requires a disassembly of a 32-bit Dword into 16-bit words. Similarly, a 32-bit EISA master read cycle to a 16-
bit slave requires an assembly of two 16 bit words into a 32-bit Dword. The PCES contains EISA data swap 
buffers to support data size translations on the EISA Sus. The operation of the data swap buffers is described 
in Section 8.0, EISA Data Swap Suffers. The ESC controls the operation of the PCES's data swap buffers with 
the following PCES/ESC interface signals. These signals are outputs from the ESC and an inputs to the PCES. 

• SDCPYEN[13,03:01)# 

• SDCPYUP 

• SDOE[2:0) # 

• SDLE[3:0) # 

Copy Enable Outputs (SDCPVEN[13,03:01)#) 

These signals enable the byte copy operations between data byte lanes 0, 1, 2 and 3 as shown in the Table 9. 
ISA master cycles do not perform assembly/disassembly operations. Thus, these cycles use 
SDCPYEN[13,03:01)# to perform the byte routing and byte copying between lanes. EISA master cycles 
however, can'have assembly/ disassembly operations. These cycles use SDCPYEN[13,03:01)# in conjunc­
tion with SDCPYUP and SDLE[3:0) #. 

Table 9. Byte Copy Operations 

Signal Copy between Byte Lanes 

SDCPYI;:N01# Byte 0 (bits[7:0)) and Byte 1 (bits[ 15:8)) 

SDCPYEN02# Byte 0 (bits[7:0)) and Byte 2 (bits[23:16)) 

SDCPYEN03# Byte 0 (bits[7:0)) and Byte 3 (bits[31 :24)) 

SDCPYEN13# Byte 1 (bits[15:8)) and Byte 3 (bits[31 :24)) 

System Data Copy Up (SDCPVUP) 

SDCPYUP controls the direction of the byte copy operations. When SDCPYUP is asserted (high), active lower 
bytes are copied onto the higher bytes. The direction is reversed when SDCPYUP is negated (low). 
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System Data Output Enable (SDOE[2:0) #) 

These signals enable the output of the data swap buffers onto the EISA Bus (Table 10). SDOE[2:0) are re­
drive signals in case of mis-matched cycles between EISA to EISA, EISA to ISA, ISA to ISA and the DMA 
cycles between the devices on EISA. 

Table 10. Output Enable Operations 

Signal Byte Lane 

SDOEO# Applies to Byte 0 (bits[7:01) 

SDOE1# Applies to Byte 1 (bits[15:81) 

SDOE2# Applies to Byte 2 and Byte 3 (bits[31 :16) 

System Data to Internal (peE B) Data Latch Enables (SOLE [3:0) #) 

These signals latch the data from the EISA Bus into the data swap latches. The data is then either sent to the 
PCI Bus via the PCEB or re-driven onto the EISA Bus. SDLE[3:0) # latch the data from the corresponding 
EISA Bus byte lanes during PCI Reads from EISA, EISA writes to PCI, DMA cycles between an EISA device 
and the PCEB. These signals also latch data during mismatched cycles between EISA to EISA, EISA to ISA, 
ISA to ISA, the DMA cycles between the devices on EISA, and any cycles that require copying of bytes, as 
opposed to copying and assembly/disassembly. 

10.5 Interrupt Acknowledge Control 

PEREQ#/INTA# (PCI to EISA Request or Interrupt Acknowledge) is a dual function signal and the selected 
function depends on the status of ElSAH LOA. When ElSAH LOA is negated, this signal is an interrupt acknowl· 
edge (INTA#) and supports interrupt processing. If interrupt acknowledge is enabled via the PCEB's PCICON 
Register and EISAHOLDA is negated, the PCEB asserts PEREQ#iINTA# when a PCI interrupt acknowledge 
cycle is being serviced. This informs the ESC that the forwarded EISA I/O read from location 04h is an 
interrupt acknowledge cycle. Thus, the ESC uses this signal to distinguish between a request for the interrupt 
vector and a read of the ESC's DMA register located at 04h. The ESC responds to the read request by plaCing 
the interrupt vector on SD[7:0). 

11.0 ELECTRICAL 
CHARACTERISTICS 

11.1 Absolute Maximum Ratings 

Case Temperature Under Bias ..... - 65°C to 110°C 

Storage Temperature ............. - 65°C to 150°C 

Supply Voltages with 
Respect to Ground ....... - ·0.5V to Vee + 0.5V 

Voltage On Any Pin ......... --0.5V to Vee + 0.5V 

Power Dissipation (fully loaded) ............ 0.95W 

Power Dissipation (four slots) .............. 0.75W 

NOTICE: This data sheet contains information on 
products in the sampling and initial production phases 
of development. The specifications are subject to 
change without notice. Verify with your local Intel 
Sales office that you have the latest data sheet be· 
fore finalizing a design. 

• WARNING: Stressing the device beyond the "Absolute 
Maximum Ratings" may cause permanent damage. 
These are stress ratings only. Operation beyond the 
"Operating Conditions" is not recommended and ex· 
tended exposure beyond the "Operating Conditions" 
may affect device reliability. 
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12.0 PINOUT AND PACKAGE INFORMATION 

12.1 Pin Assignment 

VOO 
vss 

LA31 
LA30 
LA29 
LA28 
LA27 
LA28 
VSS 

LA25 
LA24 
LA16 
LA15 
VOO 

LA14 
LA13 
LA12 
VSS 

LA11 
LA10 

LA9 
LA8 
LA7 
LAIS 
VOO 
VSS 
VSS 

~~ 
LA23 

LA3 
LA22 

LA2 
LA21 
VSS 

LA20 
S011S 
S017 
VOO 

LA19 
S01S 
5019 
LA18 
S020 
LA17 
VSS 

S021 
S022 
S023 
5024 
S025 
VOO 
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peES 

Figure 35. Pinout 

VOD 
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A01 
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AD3 
A04 
ADS 
VSS 
AD6 
A07 
ADS 
VOO 

1BE0IIJ 
&09 
A010 
A011 
VSS 
A012 
AD13 
AD14 
A015 
CIBE1# 
PAR 
NC 
NC 
VOO 
VSS 
VSS 
PERR. 
PLOCK. 

TOP* 
BEVSEL 
TROY. 
IROY. 
FRAME. 
VSS 
ClBE2# 
AD16 
AD17 
A018 

xg~9 
A020 
VSS 
AD21 
A022 
A023 
CIBE3* 
A024 
A025 

C 
lIDO 
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Table 11. Alphabetical peEB Pin Assignment 

Name Pin # Type Name Pin # Type 

ADO 155 tis AD31 97 tis 

AD1 154 tis AFLUSH# 161 tis 

AD2 153 tis BCLK 167 in 

AD3 152 tis BEO# 207 tis 

AD4 151 tis BE1# 206 tis 

AD5 150 tis BE2# 205 tis 

AD6 148 tis BE3# 204 tis 

AD7 147 tis C/BEO# 144 tis 

AD8 146 tis C/BE1 # 135 tis 

AD9 143 tis C/BE2# 120 tis 

AD10 142 tis C/BE3# 109 tis 

AD11 141 tis CMD# 169 in 

AD12 139 tis CPUGNT# 76 out 

AD13 138 tis CPUREQ# 75 in 

AD14 137 tis DEVSEL# 125 sltls 

AD15 136 tis EISAHLDA 163 out 

AD16 119 tis EISAHOLD 162 in 

AD17 118 tis EX16# 173 in 

AD18 117 tis EX32# 172 old 

AD19 115 tis EXRDY 171 old 

AD20 114 tis FLSHREQ# 85 out 

AD21 112 tis FRAME# 122 sltls 

AD22 111 tis GNTO# 83 out 

AD23 110 tis GNT1# 82 out 

AD24 108 tis GNT2# 81 out 

AD25 107 tis GNT3# 80 out 

AD26 102 tis IDSEL 92 in 

AD27 101 tis 1016# 168 old 

AD28 100 tis IRDY# 123 sltls 

AD29 99 tis LA2 33 tis 

AD30 98 tis LA3 31 tis 

LA4 29 tis 
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Table 11. Alphabetical peES Pin Assignment (Continued) 

Name Pin # Type Name Pin # Type 

LA5 28 tis MSBURST# 190 ' tis 

LA6 24 tis NC 96 NC 

LA7 23 tis NC 106 NC 

LA8 22 tis NC 132 NC 

LA9 21 tis NC 133 NC 

LA10 20 tis NMFLUSH# 165 tis 

LA11 19 tis PAR 134 tis 

LA12 17 tis PCICLK 91 in 

LA13 16 tis PCIRST# 93 in 

LA14 15 tis PEREQ#/INTA# 164 out 

LA15 13 tis PERR# 128 sltls 

LA16 12 tis PIOOEC# 89 in 

LA17 45 tis PLOCK # 127 sltls 

LA18 43 tis REFRESH# 160 in 

LA19 40 tis REQO# 71 in 

LA20 36 tis REQ1# 72 in 

LA21 34 tis REQ2# 73 in 

LA22 32 tis REQ3# 74 in 

LA23 30 tis SOO 203 tis 

LA24 11 tis S01 202 tis 

LA25 10 tis S02 201 tis 

LA26 8 tis S03 199 tis 

LA27 7 tis S04 198 tis 

LA28 6 tis S05 197 tis 

LA29 5 tis S06 196 tis 

LA30 4 tis S07 195 tis 

LA31 3 tis S08 55 tis 

LOCK# 166 tis S09 57 tis 

M/IO# 191 tis S010 60 tis 

MEMACK# 86 in S011 61 tis 

MEMCS# 88 out S012 65 tis 

MEMREQ# 87 out S013 67 tis 
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Table 11. Alphabetical peEB Pin Assignment (Continued) 

Name Pin # Type Name Pin # Type 

8014 69 tis 8TOP# 126 sltls 

8015 70 tis 8TPGNT# 159 out 

8016 37 tis TE8T# 90 in 

8017 38 tis TROY# 124 sltls 

8018 41 tis Voo 1 V 
8019 42 tis Voo 14 V 
8020 44 tis Voo 25 V 
8021 47 tis Voo 39 V 
8022 48 tis Voo 52 V 
8023 49 tis Voo 53 V 
8024 50 tis Voo 63 V 
8025 51 tis Voo 79 V 
8026 56 tis Voo 94 V 
8027 58 tis Voo 104 V 
8028 59 tis Voo 105 V 
8029 64 tis Voo 116 V 
8030 66 tis Voo 131 V 
8031 68 tis Voo 145 V 
80CPYEN01# 179 in Voo 156 V 
80CPYEN02# 180 in Voo 157 V 
80CPYEN03# 184 in VOO 181 V 
80CPYEN13# 185 in Voo 193 V 
80CPYUP 186 in Voo 208 V 
80LEO# 178 in VSS 2 V 
80LE1# 177 in VSS 9 V 
80LEU 176 in VSS 18 V 
80LE3# 175 in VSS 26 V 
800EO# 187 in VSS 27 V 
800E1 # 188 in VSS 35 V 
800EU 189 in VSS 46 V 
8LBUR8T# 174 tis VSS 54 V 
8TART# 170 tis VSS 62 V 
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Table 11. Alphabetical pces Pin Assignment (Continued) 

Name Pin # Type Name Pin # Type 

Vss 77 V Vss 140 V 

Vss 78 V Vss 149 V 

Vss 84 V Vss 158 V 

Vss 95 V Vss 182 V 

Vss 103 V Vss 183 V 

Vss 113 V Vss 194 V 

Vss 121 V Vss 200 V 

Vss 129 V W/R# 192 tis 

Vss 130 V 

Table 12. Numerical pces Pin Assignment 

Pin # Name Type Pin # Name Type 

1 Voo V 22 LA8 tis 

2 Vss V 23 LA7 tis 

3 LA31 tis 24 LA6 tis 

4 LA30 tis 25 Voo V 
5 LA29 tis 26 Vss V 
6 LA28 tis 27 Vss V 
7 LA27 tis 28 LA5 tis 

8 LA26 tis 29 LA4 tis 

9 Vss V 30 LA23 tIs 

10 LA25 tis 31 LA3 tis 

11 LA24 tis 32 LA22 tis 

12 LA16 tis 33 LA2 tis 

13 LA15 tis 34 LA21 tis 

14 Voo V 35 Vss V 
15 LA14 tis 36 LA20 tis 

16 LA13 tis 37 8016 tis 

17 LA12 tis 38 8017 tIs 

18 Vss V 39 Voo V 
19 LA11 tis 40 LA19 tis 

20 LA10 tis 41 8018 tis 

21 LA9 tis 42 8019 tis 

43 LA18 tis 
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Table 12. Numerical peEB Pin Assignment (Continued) 

Pin # Name Type Pin # Name Type 

44 5020 tis 76 CPUGNT# out 

45 LA17 tis 77 Vss V 
46 Vss V 78 Vss V 
47 5021 tis 79 Voo V 
48 5022 tis 80 GNT3# out 

49 5023 tis 81 GNTU out 

50 5024 tis 82 GNT1# out 

51 5025 tis 83 GNTO# out 

52 Voo V 84 Vss V 
53 Voo V 85 FL5HREQ# out 

54 Vss V 86 MEMACK# in 

55 508 tis 87 MEMREQ# out 

56 5026 tis 88 MEMC5# out 

57 509 tis 89 PIODEC# in 

58 5027 tis 90 TE5T# in 

59 5028 tis 91 PCICLK in 

60 5010 tis 92 ID5EL in 

61 5011 tis 93 PCIR5T# in 

62 Vss V 94 Voo V 
63 Voo V 95 Vss V 
64 5029 tis 96 NC NC 

65 5012 tis 97 AD31 tis 

66 5030 tis 98 AD30 tis 

67 5013 tis 99 AD29 tis 

68 5031 tis 100 AD28 tis 

69 5014 tis 101 AD27 tis 

70 5015 tis 102 AD26 tis 

71 REQO# in 103 Vss V 
72 REQ1# in 104 Voo V 
73 REQU in 105 Voo V 
74 REQ3# in 106 NC NC 

75 CPUREQ# in 107 AD25 tis 

2·1095 



82375EB/SB 

Table 12. Numerical peEB Pin Assignment (Continued) 

Pin # Name Type Pin # Name Type 

108 AD24 tis 140 Vss Vv 

109 C/BE3# tis 141 AD11 tis 

110 AD23 tis 142 AD10 tis 

111 AD22 tis 143 AD9 tis 

112 AD21 tis 144 C/BEO# tis 

113 Vss V 145 VDD V 

114 AD20 tis 146 AD8 tis 

115 AD19 tis 147 AD7 tis 

116 VDD V 148 AD6 tis 

117 AD18 tis 149 Vss V 

118 AD17 tis 150 AD5 tis 

119 AD16 tis 151 AD4 tis 

120 C/BE2# tis 152 AD3 tis 

121 Vss V 153 AD2 tis 

122 FRAME# sltls 154 AD1 tis 

123 IRDY# sltls 155 ADO tis 

124 TRDY# sltls 156 VDD V 

125 DEVSEL# sltls 157 VDD V 

126 STOP# sltls 158 Vss V 

127 PLOCK # sltls 159 STPGNT# out 

128 PERR# sltls 160 REFREsH# in 

129 VSS V 161 AFLUSH# tis 

130 Vss V 162 EISAHOLD in 

131 VDD V 163 EISAHLDA out 

132 NC NC 164 PEREQ#/INTA# out 

133 NC NC 165 NMFLUSH# tis 

134 PAR tis 166 LOCK # tis 

135 C/BE1 # tis 167 BCLK in 

136 AD15 tis 168 1016# old 

137 AD14 tis 169 CMD# in 

138 AD13 tis 170 START # tis 

139 AD12 tis 171 EXRDY old 
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Table 12. Numerical peEB Pin Assignment (Continued) 

Pin # Name Type Pin # Name Type 

172 EX32# old 191 M/IO# tis 

173 EX16# in 192 W/R# tis 

174 SLBURST# tis 193 VOO V 

175 SOLE3# in 194 VSS V 
176 SOLE2# in 195 S07 tis 

177 SOLE1# in 196 S06 tis 

178 SOLEO# in 197 S05 tis 

179 SOCPYEN01# in 198 S04 tis 

180 SOCPYEN02# in 199 S03 tis 

181 Voo V 200 VSS V 

182 VSS V 201· S02 tis 

183 VSS V 202 S01 tis 

184 SOCPYEN03# in 203 SOO tis 

185 SOCPYEN13# in 204 BE3# tis 

186 SOCPYUP in 205 BE2# tis 

187 SOOEO# in 206 BE1# tis 

188 SOOE1 # in 207 BEO# tis 

189 SOOE2# in 208 VOO V 

190 MSBURST# tis 
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12.2 Package Characteristics 
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Figure 36. 208-Pln Quad Flat Pack (QFP) Dimensions 
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13.0 TESTABILITY 

13.1 NAND Tree 

A NAND Tree is provided primarily for VllIVIH testing. The NAND Tree is also useful for Automated Test 
Equipment (ATE) at board level testing. The NAND Tree allows the tester to test the solder connections for 
each individual signal pin. 

The TEST# pin, along with BClK, PIODEC# and EX16#, activates the NAND Tree. The following combina­
tions of PIODEC#, EX16#, and TEST# causes each buffer to be tri-stated.: 

PIODEC# = 1 and EX16# = 0 and TEST # = 0 
or 

PIODEC# =0 and EX16# = 1 

Care must be taken as the test is in progress to ensure that one of the preceding combinations is valid. 
Otherwise, the test mode will be exited. 

Asserting TEST # causes the output pulse train to appear on the EISAHlDA pin. BClK must be driven low in 
order to enable the NAND Tree. 

The sequence of the ATE test is as follows: 

1. Drive TEST# low, EX16# high, PIODEC# low, and BClK low. 

2. Drive each pin high, except for the pins mentioned in the above discussion (TEST #, PIODEC#, and BClK). 

3. Starting at pin 168 (1016#) and continuing with pins 169, 170, etc., individually drive each pin low, remem­
bering to toggle PIODEC# from low to high when EX16# is toggled from high to low. Also, when PIODEC# 
is driven low, EX16# must be driven high. Expect EISAHlDA to toggle after each corresponding input pin is 
toggled. The final pin in the tree is pin 166 (lOCK#). BClK is not part of the tree, and EISAHlDA is 
operated only as an output. Also, note that no-connect (NC), Vcc, and Vxx pins are not part of the NAND 
Tree. 

4. Turn off tester drivers before enabling the PCEB's buffers (via PIODEC#, TEST#, and EX16#). 

5. Reset the PCEB prior to proceeding with further testing. 
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Table 13. NAND Tree Cell Order 

Pin# Name Pin# Name Pin# Name 

168 1016#(1) 205 BEU 38 S017 

169 CMO# 206 BE1# 40 LA19 

170 START 207 BEO# 41 S018 

171 EXROY 3 LA31 # 42 S019 

172 EX32# 4 LA30# 43 LA18 

173 EX32 # 5 LA29 # 44 S020 

174 SLBURSH 6 LA28 # 45 LA17 

175 50LE3# 7 LA27 # 47 5021 

176 SOLEU 8 LA26# 48 S022 

177 SOLE1# 10 LA25 # 49 S023 

178 SOLEO# 11 LA24 # 50 S024 

179 SOCPYEN01# 12 LA16 51 S025 

180 SOCPYEN02# 13 LA15 55 508 

184 SOCPYEN03# 15 LA14 56 8026 

185 SOCPYEN13# 16 LA13 57 509 

186 SOCPYUP 17 LA1.2 58 8027 

187 SOOEO# 18 Vss 59 S028 

188 SOOE1 # 19 LA11 60 S010 

189 SOOEU 20 LA10 61 8011 

190 MSBURST# 21 LA9 64 8029 

191 M/IO# 22 LA8 65 S012 

192 W/R# 23 LA7 66 8030 

195 S07 24 LA6 67 8013 

196 S06 28 LA5 68 S031 

197 S05 29 LA4 69 8014 

198 S04 30 LA23 70 S015 

199 S03 31 LA3 71 REQO# 

201 S02 32 LA22 72 REQ1# 

202 S01 33 LA2 73 REQ2# 

203 SOO 34 LA21 74 REQ3# 

204 BE3# 36 LA20 75 CPUREQ# 

37 S016 76 CPUGNT 



Table 13. NAND Tree Cell Order 

Pin# Name Pin# Name 

80 GNT3# 110 AD23 

81 GNT2# 111 AD22 

82 GNT1# 112 AD21 

83 GNTO# 114 AD20 

85 FLSHREQ# 115 AD19 

86 MEMACK# 117 AD18 

87 MEMREQ# 118 AD17 

88 MEMCS# 119 AD16 

89 PIODEC#(3) 120 C/BE2# 

91 PCICLK 122 FRAME# 

92 IDSEL 123 IRDY# 

93 PCIRST# 124 TRDY# 

97 AD31 125 DEVSEL# 

98 AD30 126 STOP # 

99 AD29 127 PLOCK # 

100 AD28 128 PERR# 

101 AD27 134 PAR 

102 AD26 135 C/BE1# 

107 AD25 136 AD15 

108 AD24 137 AD14 

109 C/BE3# 138 AD13 

NOTES: 
1.Start of NAND Tree. 
2.Must be 1 when PIODEC# is 0 and must be 0 when PIODEC# is 1. 
3.Must be 0 when EX16# is 1 and must be 1 when EX16# is O. 

82375EB/SB 

Pln# Name 

139 AD12 

141 AD11 

142 AD10 

143 AD9 

144 C/BEO# 

146 AD6 

147 AD7 

148 AD6 

150 AD5 

151 AD4 

152 AD3 

153 AD2 

154 AD1 

155 ADO 

160 REFRESH# 

161 AFLUSH# 

162 EISAHOLD 

164 PEREQ#IINTA# 

165 NMFLUSH# 

166 LOCK# 
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Pin 168 (1016') Cell 1 ... ~ 
~ to EISAHLDA 

Pin 166 (lOCK') 
290477-AO 

Pin 169 (ClBEO') 

Figure 37. NAND Tree 
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82378ZB SYSTEM 110 (SIO) AND 
82379AB SYSTEM 110 APIC (SIO.A) 

• Provides the Bridge between the PCI • Four Dedicated PCI Interrupts 
Bus and ISA Bus - Level Sensitive 

• 100% PCI and ISA Compatible - Mapped to Any Unused Interrupt 

- PCI and ISA Master/Slave Interface • Arbitration for PCI Devices 
- Directly Drives 10 PCI Loads and 6 - Six PCI Masters Supported 

ISA Slots - Fixed, Rotating, or a Combination 
- PCI at 25 MHz and 33 MHz • Utility Bus (X-Bus) Peripheral Support 
-ISA from 6 MHz to 8.33 MHz - Provides Chip Select Decode 

• Enhanced DMA Functions - Controls Lower X-Bus Data Byte 
- Scatter/Oather (8:2378ZB) Transceiver 
- Fast DMA Type A, Band F (82378ZB) • Functionality of One 82C54 Timer 
- Compatible DMA Transfers - System Timer 
- a2-blt Addressability(82378ZB) - Refresh Request 
- 27-bit Addressabillty(82379AB) - Speaker Tone Output 
- Seven Independently Programmable • Functionality of Two 82C59 Interrupt 

Channels Controllers 
- Functionality of Two 82C37 A DMA -14 Interrupts Supported 

Controllers - Edge/Level Selectable Interrupts 

• Data Buffers to Improve Performance • I/O APIC (Advanced programmable 
- 8-Byte DMA/ISA Master Line Buffer Interrupt Controller (82379AB) 
- 32-bit Posted Memory Write Buffer - Support for Multi-Processor $y$tems 

to ISA 

• Integrated 16-bit BIOS Timer • System Power Management 
- Programmable System Management 

• Non-Maskable Interrupts (NMI) Interrupt (SMI)Hardware Events, 
- PCI System Errors Software Events, EXTSMI # 
-ISA Parity Errors - Programmable CPU Clock Control 

• Arbitration for ISA Devices (STPCLK#) 
- ISA Masters - Fast-On/Off Mode 
- DMA and Refresh • 208 Pin QFP Package 

The 82378ZB System I/O (SIO) and 82379AB System I/O-APIC (SIO.A) components are PCI-to-ISA Bus 
Bridge devices. These devices integrate many of the common I/O functions found in today's ISA-based PC 
systems-a seven channel DMA controller, two 82C59 interrupt controllers, an 8254 timer/counter, a BIOS 
timer, Intel SMM power management support, and logic for NMI generation. In addition, the SID and SIO.A 
each support a total of 6 PCI Masters, and 4 PCI Interrupts. Decode is provided for peripheral devices such as 
the Flash BIOS, Real Time Clock, Keyboard/Mouse Controller, Floppy Controller, two Serial Ports, one Paral­
lel Port, and IDE Hard Disk Drive. For both the SID and SIO.A, each DMA channel supports compatibility 
transfers. The SID also supports types A, B, and F transfers and scatter/gather. In addtion to the standard 
ISA-compatible interrupt controller that is in both the SID and SIO.A, the SIO.A contains an Advance Program· 
mabie Interrupt Controller (10 APIC) for use in multi-processing systems. 

This document desoribes both the 82378ZB (SlO) and 823.79AB (SIOA) component$. Unshaded areas de· 
scribe the 82378ZB, Shaded areas, like this one, desoribe differences between the 82379AB and 82378ZB, 
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Order Number: 290571·001 2-1103 



82378ZB (SIO) AND 82379AB (SIO.A) 

NOTE: 
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290571-1 

The 1/0 APIC signals are only on the 82379AB. Also, SPKR/TESTO functions are multiplexed on the same signal pin on 
the 82379AB and are separate signals on the 82378ZB. 

82378ZB and 82379AB Component Block Diagram 

The complete document for this product is available from Intel's Literature Center at 1-800-548-4725. 
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82378 SYSTEM I/O (SIO) 

• Provides the Bridge Between the PCI • Four Dedicated PCI Interrupts 
Bus and ISA Bus - Level Sensitive 

• 100% PCI and ISA Compatible - Can be Mapped to Any Unused 

- PCI and ISA Master/Slave Interface Interrupt 

- Directly Drives 10 PCI Loads and 6 • Arbitration for PCI Devices 
ISA Slots - Six PCI Masters Supported 

- Supports PCI at 25 MHz and 33 MHz - Fixed, Rotating, or a Combination of 
- Supports ISA from 6 MHz to 8.33 the Two 

MHz • Utility Bus (X-Bus) Peripheral Support 

• Enhanced DMA Functions - Provides Chip Select Decode 
- Scatter/Gather - Controls Lower X-Bus Data Byte 
- Fast DMA Type A, Band F Transceiver 
- Compatible DMA Transfers • Integrates the Functionality of One 
- 32-bit Addressability 82C54 Timer 
- Seven Independently Programmable - System Timer 

Channels - Refresh Request 
- Functionality of Two 82C37 A DMA - Speaker Tone Output 

Controllers 

Integrated Data Buffers to Improve • Integrates the Functionality of Two • 82C59 Interrupt Controllers 
Performance - 14 Interrupts Supported 
- 8-Byte DMA/ISA Master Line Buffer - Edge/Level Selectable Interrupts: 
- 32-bit Posted Memory Write Buffer Each Interrupt Individually 

to ISA Programmable 

• Integrated 16-bit BIOS Timer • Complete Support for SL Enhanced 

• Non-Maskable Interrupts (NMI) Intel486 CPU's 
- PCI System Errors - SMI # Generation Based on System 
- ISA Parity Errors Hardware Events 

• Arbitration for ISA Devices - STPCLK # Generation to Power 

- ISA Masters Down the CPU 

- DMA and Refresh 

The 82378 System I/O (SID) component provides the bridge between the PCI bus and the ISA expansion bus. 
The SID also integrates many of the common I/O functions found in today's ISA based PC systems. The SID 
incorporates the logiC for a PCI interface (master and slave), ISA interface (master and slave), enhanced 
seven channel DMA controller that supports fast DMA transfers and Scatter/Gather, data buffers to isolate the 
PCI bus from the ISA bus and to enhance performance, PCI and ISA arbitration, 14 level interrupt controller, a 
16·bit BIOS timer, three programmable timer/counters, and Non-Maskable Interrupt (NMI) Control Logic. The 
SID also provides decode for peripheral devices such as the Flash BIOS, Real Time Clock, Keyboard/Mouse 
Controller, Floppy Controller, two Serial Ports, one Parallel Port, and IDE Hard Disk Drive. 

The 82378 also supports several Advanced Power Management features such as SMI #, APM Register, Fast 
On and Fast Off Event Timers, Clock Throttling, and support for an external SMI # Interrupt. The 82378 also 
supports a total of 6 PCI Masters, and can support up to 4 PCI Interrupts. 
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82378 SYSTEM 1/0 (SIO) 

1.0 ARCHITECTURAL OVERVIEW 

The major functions of the SIO component are bro­
ken up into blocks as shown in the SIO Component 
Block Diagram. A description of each block is provid­
ed below. 

PCI Bus Interface 

The PCI Bus Interface provides the interface be­
tween the SIO and the PCI bus. The SIO provides 
both a master and slave interface to the PCI bus. As 
a PCI master, the SIO runs cycles on behalf of DMA, 
ISA masters, and the internal data buffer manage­
ment logic when buffer flushing is required. The SIO 
will burst a maximum of two Dwords when reading 
from PCI memory, and one Dword when writing to 
PCI memory. The SIO does not generate PCI I/O 
cycles as a master. As a PCI slave, the SIO accepts 
cycles initiated by PCI masters targeted for the SIO's 
internal register set or the ISA bus. The SIO will ac­
cept a maximum of one data transaction before ter­
minating the transaction. This supports the Incre­
mental Latency Mechanism as defined in the Periph­
eral Component Interconnect (PCI) Specification. 

As a master, the SIO generates address and com­
mand signal (C/BE#) parity for read and write cy­
cles, and data parity for write cycles. As a slave, the 
SIO generates data parity for read cycles. Parity 
checking is not supported. The SIO also provides 
support for system error reporting by generating a 
Non-Maskable-Interrupt (NMI) when SERR # is driv­
en active. 

The SIO, as a resource, can be locked by any PCI 
master. In the context of locked cycles, the entire 
SIO subsystem (including the ISA bus) is considered 
a single resource. 
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The SIO directly supports the PCI Interface running 
at either 25 MHz or 33 MHz. If a frequency of less 
than 33 MHz is required (not including 25 MHz), a 
SYSCLK divisor value (as indicated in the ISA Clock 
Divisor Register) must be selected that guarantees 
that the ISA bus frequency does not violate the 
6 MHz to 8.33 MHz SYSCLK range. 

PCI Arbiter 

The PCI arbiter provides support for six PCI masters; 
the Host Bridge, SIO, and four PCI masters. The ar­
biter can be programmed for a purely rotating 
scheme, fixed, or a combination of the two. The Ar­
biter can also be programmed to support bus park­
ing. This gives the Host Bridge default access to the 
PCI bus when no other device is requesting service. 
The arbiter can be disabled if an external arbiter is 
used. 

PCI Decode/lSA Decode 

The SIO contains two address decoders; one to de­
code PCI initiated cycles and one to decode ISA 
master and DMA initiated cycles. Two decoders are 
used to allow the PCI and ISA buses to run concur­
rently. 

The SIO is also programmable to provide address 
decode on behalf of the Host Bridge. When pro­
grammed, the SIO monitors the PCI and ISA ad­
dress buses, and generates a memory chip select 
signal (MEMCS#) indicating thatthe current cycle is 
targeted for system memory residing behind the 
Host Bridge. This feature can be disabled through 
software. 



Data Buffers 

To isolate the slower ISA bus from the PCI bus, the 
SIO provides two types of data buffers. One Dword 
deep posted write buffer is provided for the posting 
of PCI initiated memory write cycles to the ISA bus. 
The second buffer is a bi-directional, 8-byte line buff­
er used for ISA master and DMA accesses to the 
PCI bus. All DMA and ISA master read and write 
cycles go through the 8-byte line buffer. 

The data buffers also provide the data assembly or 
disassembly when needed for transactions between 
the PCI and ISA buses. 

Suffering is programmable and can be enabled or 
disabled through software. 

ISA Bus Interface 

The SIO incorporates a fully ISA-bus compatible 
master and slave interface. The SIO directly drives 
six ISA slots without external data or address buffer­
ing. The ISA interface also provides byte swap logic, 
I/O recovery support, wait-state generation, and 
SYSCLK generation. The SIO supports ISA bus fre­
quencies from 6 MHz to 8.33 MHz. 

As an ISA master, the SIO generates cycles on be­
half of DMA, Refresh, and PCI master initiated 
cycles. The SIO supports compressed cycles when 
accessing ISA slaves (i.e. ZEROWS# asserted). As 
an ISA slave, the SIO accepts ISA master accesses 
targeted for the SIO's internal register set or ISA 
master memory cycles targeted for the PCI bus. The 
SIO does not support ISA master initiated I/O cycles 
targeted for the PCI bus. 

The SIO also monitors ISA master to ISA slave cy­
cles to generate SMEMR# or SMEMW#, and to 
support data byte swapping, if necessary. 
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DMA 

The DMA controller incorporates the functionality of 
two 82C37 DMA controllers with seven indepen­
dently programmable channels. Each channel can 
be programmed for 8- or 16-bit DMA device size, 
and ISA-compatible or fast DMA type "A", type "S", 
or type "F" timings. Full 32-bit addressing is sup­
ported as an extension of the ISA-compatible speci­
fication. The DMA controller is also responsible for 
generating ISA refresh cycles. 

The DMA controller supports an enhanced feature 
called Scatter/Gather. This feature provides the ca­
pability of transferring multiple buffers between 
memory and I/O without CPU intervention. In Scat­
ter/Gather mode, the DMA can read the memory 
address and word count from an array of buffer de­
scriptors, located in system memory, called the 
Scatter/Gather Descriptor (SGD) Table. This allows 
the DMA controller to sustain DMA transfers until all 
of the buffers in the SGD table are read. 

Timer Block 

The timer block contains three counters that are 
equivalent in function to those found in one 82C54 
programmable interval timer. These three counters 
are combined to provide the System Timer function, 
Refresh Request, and speaker tone. The three 
counters use the 14.31818 MHz OSC input for a 
clock source. 

In addition to the three counters, the SIO provides a 
programmable 16-bit BIOS timer. This timer can be 
used by BIOS software to implement timing loops. 
The timer uses the ISA system clock (SYSCLK) di­
vided by 8 as a clock source. An 8: 1 ratio between 
the SYSCLK and the BIOS timer clock is always 
maintained. The accuracy of the BIOS timer 
is ± 1 ms. 
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82378 SYSTEM I/O (SIO) 

Utility Bus (X-Bus) Logic 

The 510 provides four encoded chip selects that are 
decoded externally to provide chip selects for Flash 
BIOS, Real Time Clock, Keyboard/Mouse Control­
ler, Floppy Controller, two Serial Ports, one Parallel 
Port, and an IDE Hard Disk Drive. The 510 provides 
the control for the buffer that isolates the lower eight 
bits of the Utility Bus from the lower 8 bits of the ISA 
bus. 

In addition to providing the encoded chip selects 
and Utility Bus buffer control, the 510 also provides 
Port 92 functions (Alternate Reset and Alternate 
A20), Coprocessor error reporting, the Floppy 
DSKCHG function, and a mouse interrupt input. 

2.0 PIN ASSIGNMENT 

Interrupt Controller Block 

The 510 provides an ISA compatible interrupt con­
troller that incorporates the functionality of two 
82C59 interrupt controllers. The two interrupt con­
trollers are cascaded so that 14 external and 2 inter­
nal interrupts are possible. 

Test 

The test block provides the interface to the test cir­
cuitry within the 510. The test input can be used to 
tri-state all of the 510 outputs. 

The 510 package is a 208-pin Quad Flatpack (QFP). The package signals are listed in Table 1. The following 
notations are used to describe pin types. 

Signal 
Description 

Type 

I Input is a standard input-only signal. 

0 Totem Pole Output is a standard active driver. 

00 Open Drain Input/Output 

10 Input/Output is a bidirectional, tri-state pin. 

s/tls Sustained Tri-State Is an active low tri-state signal owned and driven by one and only one agent 
at a time. The agent that drives a s/tls pin low must drive it high for at least one clock before letting 
it float. A new agent can not start driving a s/tls signal any sooner than one clock after the 
previous owner tri-states it. A pull-up sustains the inactive state until another agent drives it and is 
provided by the central resource. 

t/s/o Tri-State Output 
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Figure 1.510 Package Pinout Diagram 
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Table 1. Alphabetical Pin Assignment 

Pin Name Pin # Type Pin Name Pin # Type 

ADO 159 I/O BALE 23 0 
AD1 155 I/O C/BEO# 147 I/O 

AD2 154 110 C/BE1 # 137 110 
AD3 153 I/O C/BE2# 124 110 
AD4 152 110 C/BE3# 113 110 
AD5 151 I/O CPUGNT# 95 tls/o 

AD6 150 I/O CPUREQ# 96 I 

AD7 149 I/O DACKO# 45 0 
AD8 148 I/O DACK1# 48 0 
AD9 146 I/O DACK2# 18 0 
AD10 143 I/O DACK3# 49 0 
AD11 142 I/O DACK5# 50 0 
AD12 141 110 DACK6# 59 0 
AD13 140 110 DACK7# 63 0 
AD14 139 I/O DEVSEL# 128 I/O (s/tls) 

AD15 138 110 DREQO 47 I 

AD16 123 110 DREQ1 56 I 

AD17 122 I/O DREQ2 57 I 

AD18 121 110 DREQ3 58 I 

AD19 120 I/O DREQ5 51 I 

AD20 119 110 DREQ6 61 I 

AD21 118 I/O DREQ7 65 I 

AD22 115 I/O DSKCHG 161 I 

AD23 114 I/O ECSADDRO 175 0 
AD24 112 I/O ECSADDR1 174 0 
AD25 111 110 ECSADDR2 173 0 
AD26 109 I/O ECSEN# 170 0 
AD27 109 110 EOP 20 110 
AD28 108 I/O EXTSMI# 171 I 

AD29 107 I/O FERR#/IRQ13 71 I 

AD30 106 I/O FLSHREQ# 89 t/s/o 

AD31 102 I/O FRAME# 125 I/O (s/tls) 

AEN 193 0 GNTO# /SIOREQ# 92 tls/o 

ALTJ20 85 0 GNT1 #/RESUME# 94 tls/o 

ALT_RST# 76 0 GNT2# 91 tls/o 
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82378 SYSTEM 1/0 (SIO) 

Table 1. Alphabetical Pin Assignment (Continued) 

Pin Name Pin # Type Pin Name Pin # Type 

GNT3# 99 t/slo MEMCS16# 31 1/0 (old) 

IDSEL 101 I MEMR# 203 110 

IGNNE# 72 0 MEMREO# 87 t/slo 

INIT 136 I MEMW# 204 1/0 

INT 75 0 NMI 74 0 

10CHK# 176 I OSC 80 I 

10CHRDY 191 1/0 PAR 135 0 

IOCS16# 33 I PCICLK 90 I 

10R# 200 1/0 PCIRST# 163 I 

10W# 198 1/0 PIROO# 81 I 

IRDY# 126 1/0 (s/t/s) PIR01 # 82 I 

IR01 168 I PIR02# 83 I 

IR03 16 I PIR03# 84 I 

IR04 14 I REFRESH# 4 1/0 

IR05 11 I REOO#/SIOGNT# 93 I 

IR06 9 I RE01# 98 I 

IRQ? 7 I RE02# 97 I 

IR08# 172 I RE03# 100 I 

IR09 184 I RSTDRV 177 0 

IR010 35 I SAO 30 1/0 

IR011 37 I SA1 29 1/0 

IR012/M 39 I SA2 28 1/0 

IR014 43 I SA3 24 1/0 

IR015 41 I SA4 22 1/0 

LA17 46 1/0 SA5 19 110 

LA18 44 1/0 SA6 17 1/0 

LA19 42 1/0 SA7 15 1/0 

LA20 40 1/0 SA8 13 1/0 

LA21 38 1/0 SA9 10 1/0 

LA22 36 1/0 SA10 8 1/0 

LA23 34 1/0 SA11 6 1/0 

LOCK# 133 I (s/t/s) SA12 5 110 

MASTER # 206 I SA13 3 1/0 

MEMACK# 88 I SA14 207 1/0 

MEMCS# 86 0 SA15 205 1/0 
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82378 SYSTEM 1/0 (510) 

Table 1. Alphabetical Pin Assignment (Continued) 

Pin Name Pin # Type Pin Name Pin # Type 

SA16 202 110 ZEROWS# 188 I 

SA17 201 1/0 Voo 1 V 
SA18 199 110 Voo 79 V 
SA19 197 1/0 Voo 104 V 
SBHE# 32 1/0 Voo 105 V 
SOO 190 1/0 Voo 116 V 
501 189 110 Voo 131 V 
502 187 1/0 Voo 144 V 
503 186 1/0 Voo 156 V 
S04 185 110 Voo 157 V 
505 180 110 Voo 181 V 
506 179 110 Voo 25 V 
507 178 1/0 Voo 52 V 
S08 55 1/0 Voo 53 V 
509 60 1/0 Voo 195 V 
5010 62 1/0 Voo 208 V 
5011 64 1/0 Vss 2 V 
5012 67 1/0 Vss 12 V 
5013 68 1/0 Vss 26 V 
5014 69 1/0 Vss 27 V 
5015 70 1/0 Vss 54 V 
5ERR# 134 I Vss 66 V 
SMEMR# 196 0 Vss 77 V 
SMEMW# 192 0 Vss 78 V 
SMI# 160 0 Vss 103 V 
5PKR 73 0 Vss 117 V 
STOP # 132 1/0 (sitts) Vss 129 V 
STPCLK# 167 0 Vss 130 V 
5Y5CLK 166 0 Vss 145 V 
TEST 169 I Vss 158 V 
TE5TO 21 0 Vss 162 V 
TROY# 127 1/0 (sitts) Vss· 182 V 
UBUSOE# 164 0 Vss 183 V 
UBUSTR 165 0 Vss 194 V 
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Table 2. Numerical Pin Assignment 

Pin Name Pin # Type Pin Name Pin # Type 

VDD 1 V LA22 36 liD 

Vss 2 V IRQ11 37 I 

SA13 3 liD LA21 38 liD 

REFRESH# 4 liD IRQ12/M 39 I 

SA12 5 liD LA20 40 liD 

SA11 6 liD IRQ15 41 I 

IRQ7 7 I LA19 42 liD 

SA10 8 liD IRQ14 43 I 

IRQ6 9 I LA18 44 liD 

SA9 10 liD DACKO# 45 0 

IRQ5 11 I LA 17 46 liD 

Vss 12 V DREQO 47 I 

SA8 13 liD DACK1# 48 0 

IRQ4 14 I DACK3# 49 0 

SA7 15 liD DACK5# 50 0 

IRQ3 16 I DREQ5 51 I 

SA6 17 liD VDD 52 V 
DACK2# 18 0 VDD 53 V 
SA5 19 liD Vss 54 V 
EOP 20 liD SD8 55 liD 

TESTO 21 0 DREQ1 56 I 

SA4 22 I/O DREQ2 57 I 

BALE 23 0 DREQ3 58 I 

SA3 24 liD DACK6# 59 0 

VDD 25 V SD9 60 liD 

Vss 26 V DREQ6 61 I 

Vss 27 V SD10 62 liD 

SA2 28 liD DACK7# 63 0 

SA1 29 liD SD11 64 liD 

SAO 30 liD DREQ7 65 I 

MEMCS16# 31 liD (old) Vss 66 V 
SBHE# 32 liD SD12 67 liD 

IOCS16# 33 I SD13 68 liD 

LA23 34 liD SD14 69 liD 

IRQ10 35 I SD15 70 liD 
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82378 SYSTEM I/O (SIO) 

Table 2. Numerical Pin Assignment (Continued) 

Pin Name Pin # Type Pin Name Pin # Type 
FERR # IIRQ13 71 I AD30 106 1/0 
IGNNE# 72 0 AD29 107 I/O 
SPKR 73 0 AD28 108 1/0 
NMI 74 0 

AD27 109 1/0 
INT 75 0 

AD26 110 1/0 
ALT_RST# 76 0 

Vss 77 V 
AD25 111 1/0 

Vss 78 V 
AD24 112 1/0 

VDD 79 V C/BE3# 113 1/0 

OSC 80 I AD23 114 1/0 

PIRQO# 81 I AD22 115 1/0 

PIRQ1 # 82 I VDD 116 V 

PIRQU 83 I Vss 117 V 

PIRQ3# 84 I AD21 118 1/0 

ALTJ20 85 0 AD20 119 1/0 
MEMCS# 86 0 AD19 120 1/0 
MEMREQ# 87 t/s/o AD18 121 I/O 
MEMACK# 88 I 

AD17 122 1/0 
FLSHREQ# 89 t/s/o 

AD16 123 I/O 
PCICLK 90 I 

GNTU 91 t/s/o 
C/BEU 124 1/0 

GNTO#/SIOREQ# 92 t/s/o 
FRAME# 125 1/0 (s/t/s) 

REQO#/SIOGNT# 93 I IRDY# 126 I/O (s/t/s) 

GNT1 #/RESUME# 94 t/s/o TRDY# 127 I/O (s/t/s) 

CPUGNT# 95 t/s/o DEVSEL# 128 1/0 (s/t/s) 

CPUREQ# 96 I Vss 129 V 

REQU 97 I Vss 130 V 

REQ1# 98 I VDD 131 V 

GNT3# 99 I STOP # 132 I/O (s/t/s) 
REQ3# 100 I LOCK# 133 I (s/t/s) 
IDSEL 101 I SERR# 134 I 
AD31 102 1/0 

PAR 135 0 
Vss 103 V 

INIT 136 I 
VDD 104 V 

VDD 105 V 
C/BE1 # 137 I/O 

AD15 138 I/O 

AD14 139 1/0 

AD13 140 1/0 
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Table 2. Numerical Pin Assignment (Continued) 

Pin Name Pin # Type Pin Name Pin # Type 

AD12 141 1/0 ECSADDRO 175 0 
AD11 142 1/0 10CHK# 176 I 
AD10 143 1/0 RSTDRV 177 0 

Voo 144 V SD7 178 1/0 

Vss 145 V SD6 179 1/0 

AD9 146 1/0 SD5 180 1/0 

C/BEO# 147 1/0 Voo 181 V 

AD8 148 1/0 Vss 182 V 

AD7 149 1/0 Vss 183 V 

AD6 150 1/0 IRQ9 184 I 

AD5 151 1/0 SD4 185 1/0 

AD4 152 1/0 SD3 186 1/0 

AD3 153 1/0 SD2 187 1/0 

AD2 154 1/0 ZEROWS# 188 I 

AD1 155 1/0 SD1 189 1/0 

Voo 156 V SDO 190 1/0 

Voo 157 V 10CHRDY 191 1/0 

Vss 158 V SMEMW# 192 0 

ADO 159 1/0 AEN 193 0 
SMI# 160 0 Vss 194 V 

DSKCHG 161 I Voo 195 V 

Vss 162 V SMEMR# 196 0 
PCIRST# 163 I SA19 197 1/0 

UBUSOE# 164 0 10W# 198 1/0 

UBUSTR 165 0 SA18 199 1/0 

SYSCLK 166 0 10R# 200 1/0 

STPCLK# 167 0 SA17 201 1/0 

IRQ1 168 I SA16 202 1/0 

TEST 169 I MEMR# 203 1/0 

ECSEN# 170 0 MEMW# 204 1/0 

EXTSMI# 171 I SA15 205 1/0 

IRQ8# 172 I MASTER # 206 I 

ECSADDR2 173 0 SA14 207 1/0 

ECSADDR1 174 0 Voo 208 V 
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3.0 SIGNAL DESCRIPTION The terms assertion and negation are used exten­
sively. This is done to avoid confusion when working 
with a mixture of "active-low" and "active-high" sig­
nals. The term assert, or assertion indicates that a 
signal is active, independent of whether that level is 
represented by a high or low voltage. The term ne­
gate, or negation indicates that a signal is inactive. 

This section contains a detailed description of each 
signal. The signals are arranged in functional groups 
according to the interface. 

Note that the "#" symbol at the end of a signal 
name indicates that the active, or asserted state oc­
curs when the signal is at a low voltage level. When 
" #" is not present after the signal name, the signal 
is asserted when at the high voltage level. 

3.1 PCI Bus Interface Signals 
Signal Name Type Description 

PCICLK I PCI CLOCK: PCICLK provides timing for all transactions on the PCI Bus. All other 
PCI signals are sampled on the rising edge of PCICLK, and all timing parameters are 
defined with respect to this edge. Frequencies supported by the SID include 25 MHz 
and 33 MHz. 

PCIRST# I PCI RESET: PCIRST # forces the SID to a known state. AD[31 :0], C/BE[3:o1 #, and 
PAR are always driven low by the SID synchronously from the leading edge of 
PCIRST #. The SID always tri-states these signals from the trailing edge of 
PCIRST #. If the internal arbiter is enabled (CPUREQ# sampled high on the trailing 
edge of PCIRST#), the SID will drive these signals low again (synchronously 2-5 
PCICLKs later) until the bus is given to another master. If the internal arbiter is 
disabled (CPUREQ# sampled low on the trailing edge of PCIRST#), these signals 
remain tri-stated until the SID is required to drive them valid as a master or slave. 

FRAME#, IRDY#, TRDY#, STOP#, DEVSEL#, MEMREQ#, FLSHREQ#, 
CPUGNT#, GNTO#/SIOREQ#, and GNT1 #/RESUME# are tri-stated from the 
leading edge of PCIRST#. FRAME#, IRDY#, TRDY#, STOP#, and DEVSEL# 
remain tri-stated until driven by the SID as either a master or a slave. MEMREQ#, 
FLSHREQ#, CPUGNT#, GNTO#/SIOREQ#, and GNT1 #/RESUME# are tri-
stated until driven by the SID. After PCIRST#, MEMREQ# and FLSHREQ# are 
driven inactive asynchronously from PCIRST # inactive. CPUGNT #, GNTO# I 
SIOREQ#, and GNT1 #/RESUME# are driven based on the arbitration scheme 
and the asserted REQx#'s. 

All registers are set to their default values. PCIRST # may be asynchronous to 
PCICLK when asserted or negated. Although asynchronous, negation must be a 
clean, bounce-free edge. Note that PCIRST # must be asserted for more than 1 /los" 
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3.1 PCI Bus Interface Signals (Continued) 

Signal Name Type Description 

AD[31:0] 1/0 PCI ADDRESS/DATA. AD[31 :0] is a multiplexed address and data bus. During the 
first clock of a transaction, AD[31 :0] contain a physical byte address (32 bits). 
During subsequent clocks, AD[31 :0] contain data. 

A 510 Bus transaction consists of an address phase followed by one or more data 
phases. Little-endian byte ordering is used. AD[7:0] define the least significant byte 
(LSB) and AD[31 :24] the most significant byte (MSB). 

When the 510 is a target, AD[31 :0] are inputs during the address phase of a 
transaction. During the following data phase(s), the 510 may be asked to supply 
data on AD[31 :0] for a PCI read, or accept data for a PCI write. 

As a master, the 510 drives a valid address on AD[31 :2] during the address phase, 
and drives write or latches read data on AD[31 :0] during the data phase. The 510 
always drives AD[1 :0] low as a master. 

AD[31 :0] are always driven low by the 510 synchronously from the leading edge of 
PCIRST #. The 510 always tri-states AD[31 :0] from the trailing edge of PCIRST #. If 
the internal arbiter is enabled (CPUREQ# sampled high on the trailing edge of 
PCIRST #), the 510 drives AD[31 :0] low again (synchronously 2-5 PCICLKs later) 
until the bus is given to another master. If the internal arbiter is disabled (CPUREQ# 
sampled low on the trailing edge of PCIRST #), AD[31 :0] remain tri'stated until the 
510 is required to drive them valid as a master or slave. 

When the internal arbiter is enabled, the 510 acts as the central resource 
responsible for driving the AD[31 :0] signals when no one is granted the PCI Bus and 
the bus is idle. When the internal arbiter is disabled, the 510 does not drive AD[31 :0] 
as the central resource. The 510 is always responsible for driving AD[31 :0] when it 
is granted the bus (SIOGNT # and idle bus) and as appropriate when it is the master 
of a transaction. 

C/BE[3:0]# 1/0 BUS COMMAND AND BYTE ENABLES: The command and byte enable signals are 
multiplexed on the same PCI pins. During the address phase of a transaction, 
C/BE[3:0] # define the bus command. During the data phase C/BE[3:0] # are used 
as Byte Enables. The Byte Enables determine which byte lanes carry meaningful 
data. C/BE# [0] applies to byte 0, C/BE[1] to byte 1, C/BE[2] to byte 2, and 
C/BE # [3] to byte 3. 

The 510 drives C/BE[3:0] # as an initiator of a PCI Bus cycle and monitors 
C/BE[3:0] # as a Target. 

C/BE[3:0] # are always driven low by the 510 synchronously from the leading edge 
of PCIRST #. The 510 always tri-states C/BE[3:0] # from the trailing edge of 
PCIRST #. If the internal arbiter is enabled (CPUREQ# sampled high on the trailing 
edge of PCIRST#), the 510 drives C/BE[3:0] # low again (synchronously 2-5 
PCICLKs later) until the bus is given to another master. If the internal arbiter is 
disabled (CPUREQ# sampled low on the trailing edge of PCIRST#), C/BE[3:0] # 
remain tri-stated until the 510 is required to drive them valid as a master or slave. 

When the internal arbiter is enabled, the 510 acts as the central resource 
responsible for driving the C/BE[3:0] # signals when no one is granted the PCI Bus 
and the bus is idle. When the internal arbiter is disabled, the 510 does not drive 
C/BE[3:0] # as the central resource. The 510 is always responsible for driving 
C/BE[3:0] # when it is granted the bus (SIOGNT # and idle bus) and as appropriate 
when it is the master of a transaction. 
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3.1 PCI Bus Interface Signals (Continued) 

Signal Name Type Description 

FRAME# 1/0 CYCLE FRAME: FRAME # is driven by the current master to indicate the 
(s/t/s) beginning and duration of an access. FRAME # is asserted to indicate a bus 

transaction is beginning. While FRAME# is asserted data transfers continue . 
. When FRAME # is negated the transaction is in the final data phase. FRAME # is 
an input to the SIO when the SIO is the target. FRAME# is an output when the SIO 
is the initiator. FRAME# is tri-stated from the leading edge of PCIRST#. FRAME# 
remains tri-stated until driven by the SIO as either a master or a slave. 

TRDY# I/O TARGET READY: TROY # indicates the SIO's ability to complete the current data 
(s/t/s) phase of the transaction. TROY # is used in conjunction with IRDY #. A data phase 

is completed when both TROY # and IRDY # are sampled asserted. During a read, 
TROY # indicates that the SIO, as a target, has placed valid data on AD[31 :01. 
During a write, it indicates the SIO, as a target is prepared to latch data. TROY is an 
input to the SIO when the SIO is the initiator and an output when the SIO is a 
target. TROY # is tri-stated from the leading edge of PCIRST #. TROY # remains 
tri-stated until driven by the SIO as either a master or a slave. 

IRDY# I/O INITIATOR READY: IRDY# indicates. the SIO's ability, as an initiator, to complete 
(s/t/s) the current data phase of the transaction. It is used in conjunction with TROY #. A 

data phase is completed on any clock that both IRDY # and TROY # are sampled 
asserted. During a write, IRDY # indicates the SIO has valid data present on 
AD[31 :01. During a read, it indicates the SIO is prepared to latch data. IRDY is an 
input to the SIO when the SIO is the target and an output when the SIO is an 
initiator. IRDY # is tri-stated from the leading edge of PCIRST #. IRDY # remains 
tri-stated until driven by the SIO as either a master or a slave. 

STOP# I/O STOP: STOP# indicates that the SIO, as a target, is requesting a master to stop 
(s/t/s) the current transaction. As a master, STOP # causes the SIO to stop the current 

transaction. STOP # is an output when the SIO is a target and an input when the 
SIO is an initiator. STOP# is tri-stated from the leading edge of PCIRST#. STOP# 
remains tri-stated until driven by the SIO as either a master or a slave. 

LOCK# I LOCK: LOCK # indicates an atomic operation that may require multiple 
transactions to complete. LOCK # is always an input to the SIO. When the SIO is 
the target of a transaction and samples LOCK # negated during the address phase 
of a transaction, the SIO considers itself a locked resource until it samples LOCK# 
and FRAME# negated. When other masters attempt accesses while the SIO is 
locked, the SIO responds with a retry termination. LOCK # is tri-stated during reset. 

IOSEL I INITIALIZATION DEVICE SELECT: IOSEL is used as a chip select during 
.configuration read and write transactions. The SIO samples IDSEL during the 
address phase of a transaction. If IDSEL is sampled active, and the bus command 
is a configuration read or write, the SIO responds by asserting OEVSEL# on the 
next cycle. 

DEVSEL# I/O DEVICE SELECT: The SIO asserts DEVSEL# to claim a PCI transaction through 
(s/t/s) positive or subtractive decoding. As an output, the SIO asserts DEVSEL# when it 

samples IDSEL active in configuration cycles to SIO configuration registers. The 
SIO also asserts DEVSEL# when an internal SIO address is decoded or when the 
SIO subtractively decodes a cycle. As an input, DEVSEL# indicates the response 
to a SIO master-initiated transaction. The SIO also samples this signal for all PCI 
transactions to decide to subtractively decode the cycle. DEVSEL# is tri-stated 
from the leading edge of PCIRST#. DEVSEL# remains tri-stated until driven by 
the SIO as either a master or a slave. 

2-1126 



82378 SYSTEM 1/0 (SIO) 

3.1 PCI Bus Interface Signals (Continued) 

Signal Name Type Description 

PIRQ[3:0] # I PCIINTERRUPT REQUEST: PIRQ#s are used to generate asynchronous 
interrupts to the CPU via the Programmable Interrupt Controllers (B2C59s) 
integrated in the 510. These signals are defined as level sensitive and are asserted 
low. 

The PIRQx# interrupts can be steered into any unused IRQ interrupt. The PIRQx# 
Route Control Register determines which IRQ interrupt each PCI interrupt is steered 
into. 

These pins include a weak internal pull-up resistor. 

PAR 0 CALCULATED PARITY SIGNAL: PAR is "even" parity and is calculated on 
36 bits-AD [31 :0] plus C/BE[3:0] #. "Even" parity means that the number of "1 "s 
within the 36 bits plus PAR are counted and the sum is always even. PAR is always 
calculated on 36 bits regardless of the valid byte enables. PAR is generated for 
address and data phases and is only guaranteed to be valid one PCI clock after the 
corresponding address or data phase. PAR is driven and tri-stated identically to the 
AD[31 :0] lines except that PAR is delayed by exactly one PCI clock. PAR is an 
output during the address phase (delayed one clock) for all 510 master transactions. 
It is also an output during the data phase (delayed one clock) when the 510 is the 
master of a PCI write transaction, and when it is the target of a read transaction. 

PAR is always driven low by the 510 synchronously from the leading edge of 
PCIRST #. The 510 always tri-states PAR from the trailing edge of PCIRST #. If the 
internal arbiter is enabled (CPUREQ# sampled high on the trailing edge of 
PCIRST#), the 510 drives PAR low again (synchronously 2-5 PCICLKs later) until 
the bus is given to another master. If the internal arbiter is disabled (CPUREQ# 
sampled low on the trailing edge of PCIRST#), PAR remains tri-stated until the 510 
is required to drive them valid as a master or slave. 

When the internal arbiter is enabled, the 510 acts as the central resource 
responsible for driving PAR when no device is granted the PCI Bus and the bus is 
idle. When the internal arbiter is disabled, the 510 does not drive PAR as the central 
resource. The SIO is always responsible for driving PAR when it is granted the bus 
(SIOGNT # and idle bus) and as appropriate when it is the master of a transaction. 

SERR# I SYSTEM ERROR: SERR # can be pulsed active by any PCI device that detects a 
system error condition. Upon sampling SERR # active, the SIO generates a non-
maskable interrupt (NMI) to the CPU. 
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3.2 PCI Arbiter Signals 

Signal Name Type Description 

CPUREQ# I CPU REQUEST: This signal provides the following functions: 

1. If CPUREQ# is sampled high on the trailing edge of PCIRST #, the internal arbiter 
is enabled. If CPUREQ# is sampled low on the trailing edge of PCIRST #, the 
internal arbiter is disabled. This requires that the host bridge drive CPUREQ# high 
during PCIRST # . . 

2. If the SIO's internal arbiter is enabled, this pin is configured as CPUREQ #. An 
active low assertion indicates that the CPU initiator desires the use of the PCI Bus. If 
the internal arbiter is disabled, this pin is meaningless after reset. This pin has a 
weak internal pull-up resistor. 

REQO#I I REQUEST O/SIO GRANT: If the SIO's internal arbiter is enabled, this pin is 
SIOGNT# configured as REQO #. An active low assertion indicates that InitiatorO desires the 

use of the PCI Bus. If the internal arbiter is disabled, this pin is configured as 
SIOGNT # . When asserted, SIOGNT # indicates that the external PCI arbiter has 
granted use of the bus to the SIO. This pin has a weak internal pull-up resistor. 

REQ1# I REQUEST 1: If the SIO's internal arbiter is enabled through the Arbiter Configuration 
Register, then this signal is configured as REQ1#. An active low assertion indicates 
that Initiator1 desires the use of the PCI Bus. If the internal arbiter is disabled, the 
SIO ignores REQ1 # after reset. This pin has a weak internal pull-up resistor. 

CPUGNT# tls/o CPU GRANT: If the SIO's internal arbiter is enabled, this pin is configured as 
CPUGNT #. The SIO's internal arbiter asserts CPUGNT # to indicate that the CPU 
initiator has been granted the PCI Bus. If the internal arbiter is disabled, this signal is 
meaningless. CPUGNT # is tri-stated .from the leading edge of PCIRST #. 
CPUGNT # is tri-stated until driven by the SIO. CPUGNT # is driven based on the 
arbitration scheme and the asserted REQx#'s. 

GNTO#I tls/o GRANT O/SIO REQUEST: If the SIO's internal arbiter is enabled, this pin is 
SIOREQ# configured as GNTO#. The SIO's internal arbiter asserts GNTO# to indicate that 

InitiatorO has been granted the PCI Bus. If the internal arbiter is disabled, this pin is 
configured as SIOREQ#. The SIO asserts SIOREQ# to request the PCI Bus. 
GNTO# ISIOREQ# is tri-stated from the leading edge of PCIRST #. 
GNTO# ISIOREQ# is tri-stated until driven by the SIO. GNTO# ISIOREQ# is driven 
based on the arbitration scheme and the asserted REQx#'s. 

GNT1 #/ tls/o GRANT 1/RESUME: If the SIO's internal arbiter is enabled, this pin is configured as 
RESUME# GNT1 #. The SIO's internal arbiter asserts GNT1 # to indicate that Initiator1 has 

been granted the PCI Bus. If the internal arbiter is disabled, this pin is configured as 
RESUME # . The SIO asserts RESUME # to indicate that the conditions causing the 
SIO to retry the cycle has passed. GNT1 # IRESUME# is tri-stated from the leading 
edge of PCIRST #. GNT1 # IRESUME # is tri-stated until driven by the SIO. 
GNT1 # IRESUME# is driven based on the arbitration scheme and the asserted 
REQx#'s. 

REQ2# I REQUEST 2: This pin is an active low signal that indicates that Initiator2 desires the 
use of the PCI Bus. This signal has a weak internal pull-up resistor. 
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3.2 PCI Arbiter Signals (Continued) 

Signal Name Type Description 

REQ3# I REQUEST 3: This pin is an active low signal that indicates that Initiator3 desires the 
use of the PCI Bus. This signal has a weak internal pull-up resistor. 

GNT2# tlslo GRANT 2: This pin is configured as GNT2#. The SID's internal arbiter asserts 
GNT2# to indicate that Initiator2 has been granted the PCI Bus. GNT2# is high 
upon reset. 

GNT3# tlslo GRANT 3: This pin is configured as GNT3#. The SID's internal arbiter asserts 
GNT3# to indicate that Initiator3 has been granted the PCI Bus. GNT3# is high 
upon reset. 

MEMREQ# tlslo MEMORY REQUEST: If the SID is configured in Guaranteed Access Time (GAT) 
Mode, MEMREQ# will be asserted when an ISA master or DMA is requesting the 
ISA Bus (along with FLSHREQ#) to indicate that the SID requires ownership of the 
main memory. MEMREQ# is tri-stated from the leading edge of PCIRST#. 
MEMREQ# remains tri-stated until driven by the SID. After PCIRST, MEMREQ# is 
driven inactive asynchronously from PCIRST # inactive. The SID asserts 
FLSHREQ# concurrently with asserting MEMREQ#. 

FLSHREQ# MEMREQ# Meaning 
1 1 Idle 
0 1 Flush buffers pointing towards PCI to avoid ISA 

deadlock 

1 0 Reserved 
0 0 GAT mode. Guarantee PCI Bus immediate access to 

main memory (this mayor may not require the PCI-to-
main memory buffers to be flushed first depending on 
the number of buffers). 

FLSHREQ# tlslo FLUSH REQUEST: FLSHREQ# is generated by the SID to command all of the 
system's posted write buffers pointing towards the PCI Bus to be flushed. This is 
required before granting the ISA Bus to an ISA master or the DMA. FLSHREQ# is 
tri-stated from the leading edge of PCIRST #. FLSHREQ # remains tri-stated until 
driven by the SID. After PCIRST, FLSHREQ# is driven inactive asynchronously 
from PCIRST # inactive. 

MEMACK# I MEMORY ACKNOWLEDGE: MEMACK# is the response handshake that indicates 
to the SID that the function requested over the MEMREQ# and/or FLSHREQ# 
Signals has been completed. In GAT mode (MEMREQ# and FLSHREQ# asserted), 
the main memory bus is dedicated to the PCI Bus and the system's posted write 
buffers pointing towards the PCI Bus have been flushed and are disabled. In non-
GAT mode (FLSHREQ# asserted alone), this means the system's posted write 
buffers have been flushed and are disabled. In either case, the SID can now grant 
the ISA Bus to the requester. 
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3.3 Address Decoder Signal 

Signal Name Type Description 

MEMCS# 0 MEMORY CHIP SELECT: MEMCS# is a programmable address decode signal 
provided to a Host CPU bridge. A CPU bridge can use MEMCS# to forward a PCI 
cycle to main memory behind the bridge. MEMCS# is driven one PCI clock after 
FRAME # is sampled active (address phase) and is valid for one clock cycle before 
going inactive. MEMCS# is high upon reset. 

3.4 Power Management Signals 

Signal Name Type Description 

SMI# 0 SYSTEM MANAGEMENT INTERRUPT: SMI # is an active low output that is 
asserted by the SIO in response to one of many enableable hardware or software 
events. SMI # connects directly to the CPU. The SMI # signal is an asychronous 
input to the CPU. The CPU recognizes the falling edge of SM I # as the highest 
priority interrupt in the system. The CPU responds by entering SMM (System 
Management Mode). SMI # is deasserted during and following reset. 

STPClK# 0 STOP CLOCK: STPClK # is an active low output that is asserted by the SIO in 
response to one of many enableable hardware or software events. STPClK # 
connects directly to the CPU. The STPClK # signal is an asynchronous input to the 
CPU. When the CPU samples STPClK # asserted it responds by stopping its 
internal clock. STPClK # is deasserted during and following reset. 

EXTSMI# I EXTERNAL SYSTEM MANAGEMENT INTERRUPT: EXTSMI # is a falling edge 
triggered input to the SIO indicating that an external device is requesting the system 
to enter SMM mode. When enabled, a falling edge on EXTSMI # will result in the 
assertion of the SMI # signal to the CPU. EXTSMI # is an asychronous input to the 
SIO. However, when the setup and hold times are met, it is only required to be 
asserted for one PCIClK. Once deasserted, it must remain deasserted for at least 
four PCIClKs in order to allow the edge detect logic to reset. 

This pin includes a weak internal pull-up resistor. 

INIT I INIT: INIT is an input to the SIO indicating that the CPU is actually being soft reset. It 
is connected to the INIT pin of the CPU. 

This pin includes a weak internal pull-up resistor. 

3.5 ISA Interface Signals 

Signal Name Type Description 

AEN 0 ADDRESS ENABLE: AEN is asserted during DMA cycles to prevent I/O slaves from 
misinterpreting DMA cycles as valid I/O cycles. When negated, AEN indicates that 
an I/O slave may respond to address and I/O commands. When asserted, AEN 
informs I/O resources on the ISA Bus that a DMA transfer is occurring. This signal is 
also driven high during refresh cycles. AEN is driven low upon reset. 
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3.5 ISA Interface Signals (Continued) 

Signal Name Type Description 

BALE 0 BUS ADDRESS LATCH ENABLE: BALE is an active high signal asserted by the 
SIO to indicate that the address (SA[19:0], LA[23:17]), AEN and SBHE# signal 
lines are valid. The LA[23:17] address lines are latched on the trailing edge of 
BALE. BALE remains asserted throughout OMA and ISA master cycles. BALE is 
driven low upon reset. 

SYSCLK 0 SYSTEM CLOCK: SYSCLK is an output of the SIO component. The frequencies 
supported are 6 MHz to 8.33 MHz. 

10CHROY I/O I/O CHANNEL READY: Resources on the ISA Bus assert 10CHROY to indicate that 
additional time (wait-states) is required to complete the cycle. This signal is normally 
high on the ISA Bus. 10CHROY is an input when the SIO owns the ISA Bus and a 
PCI agent is accessing an ISA slave or during compatible OMA transfers 
(compatible cycles only). 10CHROY is output when an externallSA Bus Master 
owns the ISA Bus and is accessing a PCI slave or an SIO register. As an SIO output, 
10CHROY is driven inactive (low) from the falling edge of the ISA commands. After 
data is available for an ISA master read or the SIO latches the data for a write cycle, 
10CHROY is asserted for 70 ns. After 70 ns, the SIO floats lOCH ROY. The 70 ns 
includes both the drive time and the time it takes the SIO to float lOCH ROY. The 
SIO does not drive this signal when an ISA Bus master is accessing an ISA Bus 
slave. 10CHROY is tri-stated upon reset. 

IOCS16# I 16-BIT I/O CHIP SELECT: This signal is driven by I/O devices on the ISA Bus to 
indicate that they support 16-bit I/O bus cycles. 

10CHK# I 1/0 CHANNEL CHECK: 10CHK # can be driven by any resource on the ISA Bus. 
When asserted, it indicates that a parity or an un-correctable error has occurred for 
a device or memory on the ISA Bus. A NMI will be generated to the CPU if the NMI 
generation is enabled. 

10R# I/O I/O READ: lOR # is the command to an ISA I/O slave device that the slave may 
drive data on to the ISA data bus (SO[15:0]). The I/O slave device must hold the 
data valid until after lOR # is negated. lOR # is an output when the SIO owns the 
ISA Bus. lOR # is an input when an externallSA master owns the ISA Bus. lOR # is 
driven high upon reset. 

10W# I/O 1/0 WRITE: lOW # is the command to an ISA I/O slave device that the slave may 
latch data from the ISA data bus (SO[ 15:0]). lOW # is an output when the SIO owns 
the ISA Bus. lOW # is an input when an external ISA master owns the ISA Bus. 
lOW # is driven high upon reset. 

LA[23:17l I/O UNLATCHED ADDRESS: The LA[23:17] address lines are bi-directional. These 
address lines allow accesses to physical memory on the ISA Bus up to 16 MBytes. 
LA[23:17] are outputs when the SIO owns the ISA Bus. The LA[23:17] lines 
become inputs whenever an ISA master owns the ISA Bus. These signals are 
undefined during OMA type "A", "B", and "F" cycles. The LA[23:17] signals are at 
an unknown state upon reset. 

SA[19:0] I/O SYSTEM ADDRESS BUS: These bi-directional address lines define the selection 
with the granularity of one byte within the one Megabyte section of memory defined 
by the LA[23:17] address lines. The address lines SA[19:17] that are coincident 
with LA[19:17] are defined to have the same values as LA[19:17] for all memory 
cycles. For I/O accesses, only SAl 15:0] are used. SAl 19:0] are outputs when the 
SIO owns the ISA Bus. SA[19:0] are inputs when an externallSA Master owns the 
ISA Bus. SA[19:0] are undefined during OMA type "A", 'B", or "F" cycles. SA[19:0] 
are at an unknown state upon reset. 
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3.5 ISA Interface Signals (Continued) 

Signal Name Type Description 

SBHE# I/O SYSTEM BYTE HIGH ENABLE: SBHE# indicates, when asserted, that a byte is 
being transferred on the upper byte (SO[15:8]) of the data bus. SBHE # is negated 
during refresh cycles. SBHE # is an output when the SIO owns the ISA Bus. SBHE # 
is an input when an externallSA master owns the ISA Bus. SBHE # is at an 
unknown state upon reset. 

MEMCS16# 00 MEMORY CHIP SELECT 16: MEMCS16# is a decode of LA[23:17j without any 
qualification of the command signal lines. ISA slaves that are 16-bit memory devices 
drive this signal low. The SIO ignores MEMCS 16 # during 1/0 access cycles and 
refresh cycles. During OMA cycles, this signal is only used by the byte swap logic. 
MEMCS16# is an input when the SIO owns the ISA Bus. MEMCS16# is an output 
when an ISA Bus master owns the ISA Bus. The SIO drives this signal low during 
ISA master to PCI memory cycles. MEMCS16# is at an unknown state upon reset. 

MASTER # I MASTER: An ISA Bus master asserts MASTER # to indicate that it has control of 
the ISA Bus. Before the ISA master can assert MASTER #, it must first sample 
OACK # active. Once MASTER # is asserted, the ISA master has control of the ISA 
Bus until it negates MASTER # . 

MEMR# 1/0 MEMORY READ: MEMR # is the command to a memory slave that it may drive data 
onto the ISA data bus. MEMR # is an output when the SIO is a master on the ISA 
Bus. MEMR # is an input when an ISA master, other than the SIO, owns the ISA 
Bus. This signal is also driven by the SIO during refresh cycles. 

For compatible timing mode OMA cycles, the SIO, as a master, asserts MEMR # if 
the address is less than 16 MBytes. This signal is not generated for accesses to 
addresses greater than 16 MByte. 

MEMR# is not driven active during OMA type "A", "B", or "F" cycles. 

MEMW# 1/0 MEMORY WRITE: MEMW # is the command to a memory slave that it may latch 
data from the ISA data bus. MEMW # is an output when the SIO owns the ISA Bus. 
fv1EMW # is an input when an ISA master, other than the SIO, owns the ISA Bus. 

For compatible timing mode OMA cycles, the SIO, as a master, asserts MEMW # if 
the address is less than 16 M Bytes. This signal is not generated for accesses to 
addresses greater than 16 MByte. 

MEMW# is not driven active during OMA type "A", "B", or "F" cycles. 

SMEMW# 0 SYSTEM MEMORY WRITE: The SIO asserts SMEMW # to request a memory slave 
to accept data from the data lines. If the access is below the 1 MByte range 
(OOOOOOOOh-OOOFFFFFh) during OMA compatible, SIO master, or ISA master 
cycles, the SIO asserts SMEMW #. SMEMW # is a delayed version of MEMW #. 
SMEMW # is driven high upon reset. 

SMEMR# 0 SYSTEM MEMORY READ: The SIO asserts SMEMR # to request a memory slave 
to accept data from the data lines. If the access is below the 1 MByte range 
(OOOOOOOOh-OOOFFFFFh) during OMA compatible, SIO master, or ISA master 
cycles, the SIO asserts SMEMR #. SMEMR # is a delay version of MEMR #. Upon 
PCIRST# this signal is low. SMEMR# is driven high upon reset. 
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3.5 ISA Interface Signals (Continued) 

Signal Name Type Description 

ZEROWS# I ZERO WAIT -ST ATES:An ISA slave asserts ZEROWS # after its address and 
command signals have been decoded to indicate that the current cycle can be 
shortened. A 16-bit ISA memory cycle can be reduced to two SYSCLKs. An 8-bit 
memory or 1/0 cycle can be reduced to three SYSCLKs. ZEROWS# has no effect 
during 16-bit 1/0 cycles. 

If 10CHRDY and ZEROWS# are both asserted during the same clock, then 
ZEROWS# is ignored and wait states are added as a function of 10CHRDY (Le., 
10CHRDY has precedence over ZEROWS#). 

OSC I OSCILLATOR: OSC is the 14.31818 MHz ISA clock signal. It is used by the internal 
8254 Timer, counters 0, 1, and 2. 

RSTDRV 0 RESET DRIVE: The SIO asserts RSTDRV to reset devices that reside on the ISA 
Bus. The SIO asserts this signal when PCIRST# (PCI Reset) is asserted. In 
addition, the SIO can be programmed to assert RSTDRV by writing to the ISA Clock 
Divisor Register. Software should assert the RSTDRV during configuration to reset 
the ISA Bus when changing the clock divisor. Note that when RSTDRV is generated 
via the ISA Clock Divisor Register, software must ensure that RSTDRV is driven 
active for a minimum of 1 ","S. 

SD[15:0] 1/0 System DATA: SD[15:0] provide the 16-bit data path for devices residing on the 
ISA Bus. SD[15:8] correspond to the high order byte and SD[7:0] correspond to the 
low order byte. SD[15:0] are undefined during refresh. The SIO tri-states SD[15:0] 
during reset. 

3.6 DMA Signals 

Signal Name Type Description 

DREQ [3:0,7:5] I DMA REQUEST: The DREQ lines are used to request DMA service from the 
SIO's DMA controller or for a 16-bit master to gain control of the ISA expansion 
bus. The active level (high or low) is programmed via the DMA Command 
Register (bit 6). When the bit 6 = 0, DREQ[3:0,7:5] are active high and when 
bit 6 = 1, the signals are active low. All inactive to active edges of DREQ are 
assumed to be asynchronous. The request must remain active until the 
appropriate DACK signal is asserted. 

DACK# [3:0,7:5] 0 DMA ACKNOWLEDGE: The DACK output lines indicate that a request for DMA 
service has been granted by the SIO or that a 16-bit master has been granted 
the bus. The active level (high or low) is programmed via the DMA Command 
Register (bit 7). When bit 7 = 0, DACK # [3:0,7:5] are active low and when bit 
7 = 1, the signals are active high. These lines should be used to decode the 
DMA slave device with the lOR # or lOW # line to indicate selection. If used to 
signal acceptance of a bus master request, this signal indicates when it is legal 
to assert MASTER #. If the DMA controller has been programmed for a timing 
mode other than compatible mode, and another device has requested the bus, 
and a 4 ","S time has elapsed, this line will be negated and the transfer stopped 
before the transfer is complete. In this case, the transfer is re-started at the next 
arbitration period that the channel wins the bus. Upon PCIRST#, these lines are 
set inactive (high). 
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3.6 DMA Signals (Continued) 

Signal Name Type Description 

EOP I/O END OF PROCESS: EOP is bi-directional, acting in one of two modes, and is directly 
connected to the TC line of the ISA Bus. DMA slaves assert EOP to the SIO to 
terminate DMA cycles. The SIO asserts EOP to DMA slaves as a terminal count 
indicator. 

EOP-IN MODE: For all transfer types during DMA, the SIO samples EOP. If it is 
sampled asserted, the transfer is terminated. 

TC-OUT MODE: The SIO asserts EOP after a new address has been output, if the 
byte count expires with that transfer. The EOP (TC) remains asserted until AEN is 
negated, unless AEN is negated during an autoinitialization. EOP (TC) is negated 
before AEN is negated during an autoinitialization. 

When all the DMA channels are not in use, the EOP signal is in output mode and 
negated (low). After PCIRST #, EOP is in output mode and inactive. 

REFRESH# I/O REFRESH: As an output, REFRESH # is used by the SIO to indicate when a refresh 
cycle is in progress. It should be used to enable the SA[15:0j address to the row 
address inputs of all banks of dynamic memory on the ISA Bus. Thus, when 
MEMR# is asserted, the entire expansion bus dynamic memory is refreshed. 
Memory slaves must not drive any data onto the bus during refresh. As an output, 
this signal is driven directly onto the ISA Bus. This signal is an output only when the 
SIO DMA refresh is a master on the bus responding to an internally generated 
request for refresh. 

As an input, REFRESH # is driven by 16-bit ISA Bus masters to initiate refresh 
cycles. Upon PCIRST #, this signal is tri-stated. 

3.7 Timer Signal 

Signal Name Type Description 

SPKR 0 SPEAKER DRIVE: The SPKR signal is the output of counter 2 and is "ANDed" with 
Port 061 h bit 1 to provide Speaker Data Enable. This signal drives an external 
speaker driver device, which in turn drives the ISA system speaker. SPKR has a 
24 rnA drive capability. Upon reset, its output state is O. 
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3.8 Interrupt Controller Signals 

Signal Name Type Description 

IRQ[15,14, I INTERRUPT REQUEST: The IRQ signals provide both system board components 
11 :9, 7:3,1] and ISA Bus I/O devices with a mechanism for asynchronously interrupting the 

CPU. The assertion mode of these inputs depends on the programming of L TIM, 
bit 3 of ICW1 on both Controller-1 and Controller-2. When LTIM is programmed to a 
0, a low-to-high transition on any of that controller's IRQ lines is recognized as an 
interrupt request. This is "edge-triggered" mode. Edge-triggered mode is the SIO 
default. When L TIM is programmed to a 1, a high level on any of that controller's 
IRQ lines is recognized as an interrupt request. This mode is "level-triggered" mode. 
Upon PCIRST #, the IRQ lines are placed in edge-triggered mode. 

An active IRQ input must remain asserted until after the interrupt is acknowledged. If 
the input goes inactive before this time, a DEFAULT IRQ7 occurs when the CPU 
acknowledges the interrupt. 

NOTE: 
Refer to the Utility Bus Signal descriptions for IRQ12 and IRQ13 signal descriptions. 

IRQ8# I INTERRUPT REQUEST EIGHT SIGNAL: IRQ8# is an active low interrupt input. 
The assertion mode of this input depends on the programming of the L TIM bit of 
ICW1 on both Controller-1 and Controller-2. When the L TIM = 0, a high-to-Iow 
transition on IRQ8# is recognized as an interrupt request. This is "edge-triggered" 
mode. Edge triggered mode is the SIO default. When the L TIM = 1, a low level on 
IRQ8# is recognized as an interrupt request. This mode is "level-triggered" mode. 
Upon PCI RST #, I RQ8 # will be placed in edge-triggered mode. 

IRQ8# must remain asserted until after the interrupt is acknowledged. If the input 
goes inactive before this time, a DEFAULT IRQ7 will occur when the CPU 
acknowledges the interrupt. 

INT 0 CPU INTERRUPT: INT is driven by the SIO to signal the CPU that an interrupt 
request is pending and needs to be serviced. It is asynchronous with respect to 
SYSCLK or PCICLK and is always an output. The interrupt controller must be 
programmed following a reset to ensure that INT is at a known state. Upon 
PCIRST #, INT is driven low. 

NMI 0 NON·MASKABLE INTERRUPT: NMI is used to force a non-maskable interrupt to 
the CPU. The SIO generates an NMI when either SERR# or 10CHK# is asserted, 
depending on how the NMI Status and Control Register is programmed. The CPU 
detects an NMI when it detects a rising edge on NMI. After the NMI interrupt routine 
processes the interrupt, the NMI status bits in the NMI Status and Control Register 
are cleared by software. The NMI interrupt routine must read this register to 
determine the source of the interrupt. The NMI is reset by setting the corresponding 
NMI source enable/disable bit in the NMI Status and Control Register. To enable 
NMI interrupts, the two NMI enable/disable bits in the register must be set to 0, and 
the NMI mask bit in the NMI Enable/Disable and Real-Time Clock Address Register 
must be set to 0. Upon PCIRST #, this signal is driven low. 

2-1135 



82378 SYSTEM I/O (SIO) 

3.9 Utility Bus Signals 

Signal Name Type Description 

UBUSTR 0 UTILITY DATA BUS TRANSMIT/RECEIVE: UBUSTR is tied directly to the 
direction control of a 74F245 that buffers the utility data bus, UD[7:0]. UBUSTR is 
asserted for all I/O read cycles (regardless if a Utility Bus device has been 
decoded). UBUSTR is asserted for memory cycles only if BIOS space has been 
decoded. For PCI and ISA master-initiated read cycles, UBUSTR is asserted from 
the falling edge of either lOR # or MEMR #, depending on the cycle type (driven 
from MEMR# only if BIOS space has been decoded). When the rising edge of 
lOR # or MEMR # occurs, the SIO negates UBUSTR. For DMA read cycles from the 
Utility Bus, UBUSTR is asserted when DACKx# is asserted and negated when 
DACKx# is negated. At all other times, UBUSTR is negated. Upon PCIRST#, this 
signal is driven low. 

UBUSOE# 0 UTILITY DATA BUS OUTPUT ENABLE: UBUSOE# is tied directly to the output 
enable of a 74F245 that buffers the utility data bus, UD[7:0], from the system data 
bus, SD[7:0]. UBUSOE# is asserted anytime a SIO supported Utility Bus device is 
decoded, and the devices decode is enabled in the Utility Bus Chip Select Enable 
Registers. UBUSOE # is asserted from the falling edge of the ISA commands 
(IOR#, IOW#, MEMR#, or MEMW#) for PCI and ISA master-initiated cycles. 
UBUSOE # is negated from the rising edge of the ISA command signals for SIO-
initiated cycles and the SA[16:0] and LA[23:17] address for ISA master-initiated 
cycles. For DMA cycles, UBUSOE# is asserted when DACK2# is asserted and 
negated when DACK2# negated. UBUSOE# is not driven active under the 
following conditions: 

NOTES: 
1. During an 1/0 access to the floppy controller, if DSKCHG is sampled low at reset. 
2. If the Digital Output Register is programmed to ignore DACK2 #. 
3. During an I/O read access to floppy location 3F7h (primary) or 377h (secondary), 

if the IDE decode space is disabled (Le. IDE is not resident on the Utility Bus). 
4. During any access to a utility bus peripheral in which its decode space has been 

disabled. 
Upon a PCIRST #, this signal is driven inactive (high). 

ECSADDR 0 ENCODED CHIP SELECTS: ECSADDR[2:0] are the encoded chip selects and lor 
[2:0] control signals for the Utility Bus peripherals supported by the SIO. The binary code 

formed by the three signals indicates which Utility Bus device is selected. These 
signals tie to the address inputs of two external 74F138 decoder chips and are 
driven validlinvalid from the SA[16:0] and LA[23:17] address lines. Upon 
PCIRST #, these signals are driven high. 

ECSEN# 0 ENCODED CHIP SELECT ENABLE: ECSEN # is used to determine which of the 
two external 74F138 decoders is to be selected. ECSEN # is driven low to select 
decoder 1 and driven high to select decoder 2. This signal is driven validlinvalid 
from the SA[16:0] and LA[23:17] address lines (except for the generation of 
RTCALE #, in which case, ECSEN # is driven active based on lOW # falling, and 
remains active for two SYSCLKs). During a non-valid address or during an access 
not targeted for the Utility Bus, this signal is driven high. Upon PCIRST #, this signal 
is driven high. 

2-1136 



82378 SYSTEM 1/0 (SIO) 

3.9 Utility Bus Signals (Continued) 

Signal Name Type 

ALTJ20 0 

DSKCHG I 

Description 

ALTERNATE RESET: AL T _RST # is used to reset the CPU under program control. 
This signal is AND'ed together externally with the reset signal (KBDRST#) from the 
keyboard controller to provide a software means of resetting the CPU. This provides 
a faster means of reset than is provided by the keyboard controller. Writing a 1 to bit 
o in the Port 92 Register causes this signal to pulse low for approximately 
4 SYSCLKs. Before another AL T _RST # pulse can be generated, bit 0 must be set 
to O. Upon PCIRST #, this signal is driven inactive high (bit 0 in the Port 92 Register 
is set to 0). 

ALTERNATE A20: AL T _A20 is used to force A20M # to the CPU low for support of 
real mode compatible software. This signal is externally OR'ed with the A20GATE 
signal from the keyboard controller and CPURST to control the A20M # input of the 
CPU. Writing a 0 to bit 1 of the Port 92 Register forces AL T J20 low. AL T J20 
low drives A20M # to the CPU low, if A20GATE from the keyboard controller is also 
low. Writing a 1 to bit 1 of the Port 92 Register force AL T _A20 high. AL T J20 high 
drives A20M # to the CPU high, regardless of the state of A20GATE from the 
keyboard controller. Upon reset, this signal is driven low. 

DISK CHANGE: DSKCHG is tied directly to the DSKCHG signal of the floppy 
controller. This signal is inverted and driven on SD7 during I/O read cycles to floppy 
address locations 3F7h (primary) or 377h (secondary) as shown in the table below. 
Note that the primary and secondary locations are programmed in the Utility Bus 
Address Decode Enable/Disable Register "A". 

FLOPPYCS# IDECSx# State of SD7 (output) State of UBUSOE# 
Decode Decode 
Enabled Enabled Tri-stated Enabled 
Enabled Disabled Driven via DSKCHG Disabled 
Disabled Enabled Tri-stated Enabled (note) 
Disabled Disabled Tri-stated Disabled 

NOTE: 
For this mode to be supported, extra logic is required to disable the U-bus 
transceiver for accesses to 3F7 /377. This is necessary because of potential 
contention between the Utility Bus buffer and a floppy on the ISA Bus driving the 
system bus at the same time during shared I/O accesses. 

This signal is also used to determine if the floppy controller is present on the Utility 
Bus. It is sampled on the trailing edge of PCIRST #, and if high, the Floppy is 
present. For systems that do not support a Floppy via the SIO, this pin should be 
strapped low. If sampled low, the SD7 function, UBUSOE#, and ECSADDR[2:0] 
signals will not be enabled for DMA or programmed I/O accesses to the floppy disk 
controller. This condition overrides the floppy decode enable bits in the Utility Bus 
Chip Select A. 
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3.9 Utility Bus Signals (Continued) 

Signal Name Type Description 

FERR#! I NUMERIC COPROCESSOR ERRORIIRQ13: This signal has two separate 
IRQ13 functions, depending on bit 5 in the ISA Clock Divisor Register. This pin functions as 

a FERR # signal supporting coprocessor errors, if this function is enabled 
(bit 5 = 1), or as an external IRQ13, if the coprocessor error function is disabled 
(bit 5 = 0). 

If programmed to support coprocessor error reporting, this signal is tied to the 
coprocessor error signal on the CPU. If FERR # is asserted by the coprocessor 
inside the CPU, the SIO generates an internallRQ13 to its interrupt controller unit. 
The SIO then asserts the INT output to the CPU. Also, in this mode, FERR # gates 
the IGNNE# signal to ensure that IGNNE# is not asserted to the CPU unless 
FERR# is active. When FERR# is asserted, the SIO asserts INTto the CPU as an 
IRQ13. IRQ13 c;ontinues to be asserted until a write to FOh has been detected. 

If the Coprocessor error reporting is disabled, FERR # can be used by the system as 
IRQ13. Upon PCIRST #, this signal provides the standard IRQ13 function. 

This signal should be pulled high with an external 8.2 K!l pull-up resistor if the 
IRQ13 mode is used or the pin is left floating. 

IGNNE# . 0 IGNORE ERROR: This signal is connected to the ignore error pin of the CPU. 
IGNNE# is only used if the SIO coprocessor error reporting function is enabled in 
the ISA Clock Divisor Register (bit 5 = 1). If FERR # is active, indicating a 
coprocessor error, a write to the Coprocessor Error Register (FOh) causes the 
IGNNE# to be asserted. IGNNE# remains asserted until FERR# is negated. If 
FERR # is not asserted when the Coprocessor Error Register is written, the 
IGNNE# is not asserted. IGNNE# is driven high upon a reset. 

IRQ12/M I INTERRUPT REQUEST IMOUSE INTERRUPT: In addition to providing the standard 
interrupt function as described in the pin description for IRQ[15, 14, 11 :9,7:3, 1), this 
pin also provides a mouse interrupt function. Bit 4 in the ISA Clock Divisor Register 
determines the functionality of IRQ12/M. When bit 4 = 0, the standard interrupt 
function is provided and this pin can be tied to the ISA connector. When bit 4 = 1, 
the mouse interrupt function is provided and this pin can be tied to the DIRQ12 
output of the keyboard controller. 

When the mouse interrupt function is selected, a low to high transition on this signal 
is latched by the SIO and an INT is generated to the CPU as IRQ12. An interrupt will 
continue to be generated until a PCIRST # or an I/O read access to address 60h 
(falling edge of lOR #) is detected. After a PCIRST #, this pin provides the standard 
IRQ12 function. 

3.10 Test Signals 

Signal Name Type Description 

TEST I TEST: The TEST signal is used to tri-state all of the SIO outputs. During normal 
operation, this input should be tied to ground. 

TESTO 0 TEST OUTPUT: This is the output pin used during NAND tree testing. 
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4.0 REGISTER DESCRIPTION 

The SID contains both PCI configuration registers 
and non-configuration registers. The configuration 
registers (Table 3) are located in PCI configuration 
space and are only accessible from the PCI Bus. 
Addresses for configuration registers are offset val­
ues that appear on AD[7:2) and C/BE# [3:0). The 
configuration registers (Section 4.1) can be ac­
cessed as Byte, Word (16-bit), or Dword (32-bit) 
quantities. All multi-byte numeric fields use "Iittle-en­
dian" ordering (Le., lower addresses contain the 
least significant parts of the fields). 

The non-configuration registers (Table 4) include 
DMA Registers (Section 4.2), Timer Registers (Sec­
tion 4.3), Interrupt Controller Registers (Section 4.4), 
and Control Registers (Section 4.5). All of these reg­
isters are accessible from the PCI Bus. In addition, 
some of the registers are accessible from the ISA 
Bus. Table 4 indicates the bus access for each reg­
ister. Except for the DMA scatter/gather registers 
and the BIOS timer registers, the non-configuration 
registers can only be accessed as byte quantities. If 
a PCI master attempts a multi-byte access (Le., 
more than one Byte Enable signal asserted), the SID 
responds with a target-abort. The scatter/gather 
registers and BIOS timer registers can be accessed 
as Byte, Word, or Dword quantities. 

82378 SYSTEM 1/0 (SIO) 

Some of the SID configuration and non-configura­
tion registers contain reserved bits. These bits are 
labeled "Reserved". Software must take care to 
deal correctly with bit-encoded fields that are re­
served. On reads, software must use appropriate 
masks to extract the defined bits and not rely on 
reserved bits being any particular value. On writes, 
software must ensure that the values of reserved bit 
positions are preserved. That is, the values of re­
served bit positions must first be read, merged with 
the new values for other bit positions, and the data 
then written back. 

In addition to reserved bits within a register, the SID 
contains address locations in the PCI configuration 
space that are marked "Reserved" (Table 3). The 
SID responds to accesses to these address loca­
tions by completing the PCI cycle. However, reads of 
reserved address locations yield all zeroes and 
writes have no affect on the SID. 

The SID, upon receiving a hard reset (PCIRST# sig­
nal), sets its internal registers to pre-determined de­
fault states. The default values are indicated in the 
individual register descriptions. 
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Table 3. Configuration Registers 

Configuration 
Register 

Register 
Bus Access 

Offset ACC1ess 

00h-01h Vendor Identification RO PCIOnly 

02h-03h Device Identification RO PCIOnly 

04h-05h Command R/W PCIOnly 

OSh-07h Device Status R/W PCIOnly 

08h Revision Identification RO PCIOnly 

09h-3Fh Reserved - PCIOnly 

40h PCI Control R/W PCIOnly 

41h PCI Arbiter Control R/W PCIOnly 

42h PCI Arbiter Priority Control R/W PCIOn!y 

43h PCI Arbiter Priority Control Extension Register R/W PCIOnly 

44h MEMCS# Control R/W PCIOnly 

45h MEMCS# Bottom of Hole R/W PCIOnly 

4Sh MEMCS# Top of Hole R/W PCIOnly 

47h MEMCS# Top of Memory R/W PCIOnly 

48h ISA Address Decoder Control R/W PCIOnly 

49h ISA Address Decoder ROM Block Enable R/W PCIOnly 

4Ah ISA Address Decoder Bottom of Hole R/W PCIOnly 

4Bh ISA Address Decoder Top of Hole R/W PCIOnly 

4Ch ISA Controller Recovery Timer R/W PCIOnly 

4Dh ISA Clock Divisor R/W PCIOnly 

4Eh Utility Bus Chip Select Enable A R/W PCIOnly 

4Fh Utility Bus Chip Select Enable B R/W PCIOnly 

50h-53h Reserved - PCIOnly 

54h MEMCS# Attribute Register #1 R/W PCIOnly 

55h MEMCS# Attribute Register #2 R/W PCIOnly 

5Sh MEMCS# Attribute Register #3 R/W PCIOnly 

57h Scatter/Gather Relocation Base Address R/W PCIOnly 

58h-5Fh Reserved - PCIOnly 
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Table 3. Configuration Registers (Continued) 

Configuration 
Register 

Register 
Bus Access 

Offset Access 

60h PIRQO# Route Control R/W PCIOnly 

61h PIRQ1 # Route Control R/W PCIOnly 

62h PIRQ2# Route Control R/W PCIOnly 

63h PIRQ3# Route Control R/W PCIOnly 

64h-7Fh Reserved - PCIOnly 

8Oh-81h BIOS Timer Base Address R/W PCIOnly 

82h-9Fh Reserved - PCIOnly 

AOh SMI Control (SMICNTL) R/W PCIOnly 

A1h Reserved - PCIOnly 

A2h-A3h SMI Enable (SMIEN) R/W PCIOnly 

A4h-A7h System Event Enable (SEE) R/W PCIOnly 

A8h Fast Off Timer (FTMR) R/W PCIOnly 

A9h Reserved - PCIOnly 

AAh-ABh SMI Request (SMIREQ) R/W PCIOnly 

ACh Clock Throttle STPCLK # Low Timer (CTL TMRL) R/W PCIOnly 

ADh Reserved - PCIOnly 

AEh Clock Throttle STPCLK # High Timer (CTL TMRH) R/W PCIOnly 

AFh-FFh Reserved - PCIOnly 
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Table 4. Non-Configuration Registers 

Address 
Function 

Register 
.. Register Bus 

Unit Access Access 

OOOOh DMA DMA 1 CHO Base and Current Address R/W PCIOnly 

0OO1h DMA DMA 1 CHO Base and Current Count R/W PCIOnly 

0OO2h DMA DMA 1 CH 1 Base and Current Address R/W PCIOnly 

0OO3h DMA DMA1 CH1 Base and Current Count R/W PCIOnly 

0OO4h DMA DMA 1 CH2 Base and Current Address R/W PCIOnly 

0OO5h DMA DMA 1 CH2 Base and Current Count R/W PCIOnly 

0OO6h DMA DMA 1 CH3 Base and Current Address R/W PCIOnly 

0OO7h DMA DMA 1 CH3 Base and Current Count R/W PCIOnly 

0OO8h DMA DMA 1 Status(R) Command(W) R/W PCIOnly 

0OO9h DMA DMA 1 Write Request WO PCIOnly 

OOOAh DMA DMA 1 Write Single Mask Bit WO PCIOnly 

OOOBh DMA DMA 1 Write Mode WO PCIOnly 

OOOCh DMA DMA 1 Clear Byte Pointer WO PCIOnly 

OOODh DMA DMA 1 Master Clear WO PCIOnly 

OOOEh DMA DMA 1 Clear Mask WO PCIOnly 

OOOFh DMA DMA 1 Read/Write All Mask Register Bits R/W PCIOnly 

0020h Interrupt INT 1 Control R/W PCIIISA 

0021h Interrupt INT 1 Mask R/W PCI/ISA 

0040h Timer Timer Counter 1 -Counter 0 Count R/W PCI/ISA 

0041h Timer Timer Counter 1 -Counter 1 Count R/W PCI/ISA 

0042h Timer Timer Counter 1-Counter 2 Count R/W PCI/ISA 

0043h Timer Timer Counter 1 Command Mode WO PCI/ISA 

0060h(2) Control Reset UBus IRQ12 RO PCI/ISA 

0061h Control NMI Status and Control R/W PCI/ISA 

0070h(2) Control CMOS RAM Address and NMI Mask WO PCI/ISA 

0078h- Timer BIOS Timer R/W PCIOnly 
007Bh(3,4,5) 

0080h(1) DMA DMA Page Register Reserved R/W PCI/ISA 

0081h DMA DMA Channel 2 Page Register R/W PCI/ISA 

0082h DMA DMA Channel 3 Page Register R/W PCI/ISA 

0083h DMA DMA Channel 1 Page Register R/W PCI/ISA 
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Table 4. Non-Configuration Registers (Continued) 

Address 
Function 

Register 
Register Bus 

Unit Access Access 

0084h(1) DMA DMA Page Register Reserved R/W PCI/ISA 

0085h(1) DMA DMA Page Register Reserved R/W PCI/ISA 

0086h(1) DMA DMA Page Register Reserved R/W PCI/ISA 

0087h DMA DMA Channel 0 Page Register R/W PCI/ISA 

0088h(1) DMA DMA Page Register Reserved R/W PCI/ISA 

0089h DMA DMA Channel 6 Page Register R/W PCIIISA 

008Ah DMA DMA Channel 7 Page Register R/W PCIIISA 

008Bh DMA DMA Channel 5 Page Register R/W PCI/ISA 

008Ch(1) DMA DMA Page Register Reserved R/W PCI/ISA 

008Dh(1) DMA DMA Page Register Reserved R/W PCI/ISA 

008Eh(1) DMA DMA Page Register Reserved R/W PCI/ISA 

008Fh DMA DMA Low Page Register Refresh R/W PCI/ISA 

0090h(6) DMA DMA Page Register Reserved R/W PCI/ISA 

0092h(2) Control Port 92 Register R/W PCI/ISA 

0094h(6) DMA DMA Page Register Reserved R/W PCI/ISA 

0095h(6) DMA DMA Page Register Reserved R/W PCI/ISA 

0096h(6) DMA DMA Page Register Reserved R/W PCIIISA 

0098h(6) DMA DMA Page Register Reserved R/W PCI/ISA 

009Ch(6) DMA DMA Page Register Reserved R/W PCI/ISA 

009Dh(6) DMA DMA Page Register Reserved R/W PCI/ISA 

009Eh(6) DMA DMA Page Register Reserved R/W PCI/ISA 

009Fh DMA DMA Low Page Register Refresh R/W PCI/ISA 

OOAOh Interrupt INT 2 Control Register R/W PCI/ISA 

OOA1h Interrupt INT 2 Mask Register R/W PCIIiSA 

OOB2h P.M. Advanced Power Management Control Port R/W PCIOnly 

OOB3h P.M. Advanced Power Management Status Port R/W PCIOnly 

OOCOh DMA DMA2 CHO Base and Current Address R/W PCIOnly 

OOC2h DMA DMA2 CHO Base and Current Count R/W PCIOnly 

OOC4h DMA DMA2 CH 1 Base and Current Address R/W PCIOnly 

OOC6h DMA DMA2 CH1 Base and Current Count R/W PCIOnly 

OOC8h DMA DMA2 CH2 Base and Current Address R/W PCIOnly 
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Table 4. Non-Configuration Registers (Continued) 

Address 
Funqtion 

Register 
Register Bus 

Unit Access Access 

OOCAh DMA DMA2 CH2 Base and Current Count R/W PCIOnly 

OOCCh DMA DMA2 CH3 Base and Current Address R/W PCIOnly 

OOCEh DMA DMA2 CH3 Base and Current Count R/W PCIOnly 

OODOh DMA DMA2 Status(r) Command(w) Register R/W PCIOnly 

OOD2h DMA DMA2 Write Request Register WO PCIOnly 

OOD4h DMA DMA2 Write Single Mask Bit Register WO PCIOnly 

OOD6h DMA DMA2 Write Mode Register WO PCIOnly 

OOD8h DMA DMA2 Clear Byte Pointer Register WO PCIOnly 

OODAh DMA DMA2 Master Clear Register WO PCIOnly 

OODCh DMA DMA2 Clear Mask Register WO PCIOnly 

OODEh DMA DMA2 Read/Write All Mask Register Bits R/W PCIOnly 

OOFOh(2) Control Coprocessor Error Register WO PCI/ISA 

0372h(2) Control Secondary Floppy Disk Digital Output Register WO PCI/ISA 

03F2h(2) Control Primary Floppy Disk Digital Output Register WO PCI/ISA 

040Ah(3) DMA Scatter/Gather Interrupt Status Register RO PCIOnly 

040Bh DMA DMA 1 Extended Mode Register WO PCIIISA 

0410h(3,4) DMA CHO Scatter/Gather Command WO PCIOnly 

0411h(3,4) DMA CH1 Scatter/Gather Command WO PCIOnly 

0412h(3,4) DMA CH2 Scatter/Gather Command WO PCIOnly 

0413h(3,4) DMA CH3 Scatter/Gather Command WO PCIOnly 

0415h(3,4) DMA CH5 Scatter/Gather Command WO PCIOnly 

0416h(3,4) DMA CH6 Scatter/Gather Command WO PCIOnly 

0417h(3,4) DMA CH7 Scatter/Gather Command WO PCIOnly 

0418h(3,4) DMA CHO Scatter/Gather Status RO PCIOnly 

0419h(3,4) DMA CH1 Scatter/Gather Status RO PCIOnly 

041 Ah(3,4) DMA CH2 Scatter/Gather Status RO PCIOnly 

041 Bh(3,4) DMA CH3 Scatter/Gather Status RO PCIOnly 

041Dh(3,4) DMA CH5 Scatter/Gather Status RO PCIOnly 

041 Eh(3,4) DMA CH6 Scatter/Gather Status RO PCIOnly 

041 Fh(3,4) DMA CH7 Scatter/Gather Status RO PCIOnly 

0420h- DMA CHO Scatter/Gather Descriptor Table Pointer R/W PCIOnly 
0423h(3,4) 
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Table 4. Non-Configuration Registers (Continued) 

Address 
Function 

Register 
Register Bus 

Unit Access Access 

0424h- DMA CH1 Scatter/Gather Descriptor Table Pointer R/W PCIOnly 
0427h(3,4) 

0428h- DMA CH2 Scatter/Gather Descriptor Table Pointer R/W PCIOnly 
042Bh(3,4) 

042Ch- DMA CH3 Scatter/Gather Descriptor Table Pointer R/W PCIOnly 
042Fh(3,4) 

0434h- DMA CH5 Scatter/Gather Descriptor Table Pointer R/W PCIOnly 
0437h(3,4) 

0438h- DMA CH6 Scatter/Gather Descriptor Table Pointer R/W PCIOnly 
043Bh(3,4) 

043Ch- DMA CH7 Scatter/Gather Descriptor Table Pointer R/W PCIOnly 
043Fh(3,4) 

0481h DMA DMA CH2 High Page Register R/W PCIIiSA 

0482h DMA DMA CH3 High Page Register R/W PCIIISA 

0483h DMA DMA CH1 High Page Register R/W PCI/ISA 

0487h DMA DMA CHO High Page Register R/W PCI/ISA 

0489h DMA DMA CH6 High Page Register R/W PCI/ISA 

048Ah DMA DMA CH7 High Page Register R/W PCI/ISA 

048Bh DMA DMA CH5 High Page Register R/W PCI/ISA 

04DOh Interrupt Edge/level Control Register-I NT CNTRl 1 R/W PCIOnly 

04D1h Interrupt Edge/level Control Register-INT CNTRl 2 R/W PCIOnly 

04D6h DMA DMA2 Extended Mode Register WO PCIIiSA 

NOTES: 
1. PCI write cycles to these address locations flow through to the ISA Bus. PCI read cycles to these address locations do 

not flow through to the ISA Bus. 
2. PCI read and write cycles to these address locations flow through to the ISA Bus. 
3. The I/O address of this register is relocatable. The value shown in this table is the default address location. 
4. This register can be accessed as a Byte, Word, or Dword quantity. 
5. If this register location is enabled, PCI accesses to the BIOS Timer Register do not flow through to the ISA Bus. If 

disabled, accesses to this address location flow through to the ISA Bus. 
6. When the DMAAC bit in the PCI Control Register is '0', the B237B will alias I/O accesses in the BOh-BFh range to the 

90h-9Fh range. Write accesses to these address locations flow through to the ISA Bus. Read cycles to these address 
locations do not flow through to the ISA Bus. When DMAAC = 1, the SIO will only respond to the BOh·BFh range and 
read and write accesses to these addresses in the 90h-9Fh range will be forwarded from the PCI bus to the ISA Bus 
(I/O port 92h is always a distinct register in the 90h-9Fh range and is always fully decoded, regardless of the setting of 
the DMAAC bit). 
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4.1 SIO Configuration Register 
Description 

This section describes the SIO configuration regis­
ters. These registers include the Mandatory Header 
Registers (located in the first 64 bytes of configura­
tion space) and the SIO specific registers (located 
from configuration offset 40h-56h). 

4.1.1 V/D-VENDOR IDENTIFICATION 
REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

00h,01h 
8086h 
Read Only 
16 bits 

The VID Register contains the vendor identification 
number. This 16-bitregister combined with the De­
vice Identification Register uniquely identifies any 
PCI device. Writes to this register have no eftect. 

Bits[15:0]: Vendor Identification Number 
This is a 16-bit value assigned to Intel. 

4.1.2 DID-DEVICE IDENTIFICATION REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

02h, 03h 
0484h 
Read Only 
16 bits 

The DID Register contains the device identification 
number. This register, along with the Vendor ID, 
uniquely identifies the SIO. Writes to this register 
have no effect. 

Bits[15:0]: Device Identification Number 
This is a 16-bit value assigned to the SIO. 
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4.1.3 COM-COMMAND REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

04h-05h 
0007h 
Read/Write 
16 bits 

Bits[15:5]: Reserved 
Read O. 

Bit 4: PM WE (Postable Memory Write Enable) 
Enable Postable memory write, memory write and 
invalidate, and memory read Pre-fetch commands. 
The SIO does not support these commands as a 
master or slave so this bit is not implemented. This 
bit will always be read as a O. 

Bit 3: SCE (Special Cycle Enable) 
When this bit is set to a "1", the SIO will recognize 
PCI Special Cycles. When set to "0", the SIO will 
ignore all PCI Special Cycles. This bit MUST be en­
abled in the 82378ZB if the STPCLK feature is being 
used. 

Bit 2: BME (Bus Master Enable) 
Since the SIO always requests the PCI Bus on be­
half of ISA masters, DMA, or line buffer PCI re­
quests, this bit is hardwired to a 1 and will always be 
read as a 1. 

Bit 1: MSE (Memory Space Enable) 
Enables SIO to accept a PCI-originated memory cy­
cle. Since the SIO always responds to PCI-originat­
ed memory cycles (and ISA-bound cycles) by assert­
ing DEVSEL #, this bit is hardwired to a 1 and will 
always be read as a 1. 

Bit 0: lOSE (I/O Space Enable) 
Enable SIO to accept a PCI-originated 110 cycle. 
Since the SIO always responds to a master I/O cy­
cle, this bit is hardwired to a 1 and will always be 
read as a 1. 



4.1.4 DS-DEVICE STATUS REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

06h,07h 
0200h 
Read/Write 
16 bits 

DSR is a 16-bit status register that reports the occur· 
rence of a PCI master-abort by the SID or a PCI 
target-abort when the SID is a master. The register 
also indicates the SID DEVSEL# signal timing that 
is hardwired in the SID. 

Bit 15: Reserved 
Read as O. 

Bit 14: SERRS (SERR# Status) 
This bit is set by the PCI devices that assert the 
SERR # signal. Since SERR # is only an input to the 
SID, this bit is not implemented and will always be 
read as O. 

Bit 13: MA (Master-Abort Status) 
When the SID, as a master, generates a master­
abort, MA is set to a 1. Software sets MA to 0 by 
writing a 1 to this bit location. 

Bit 12: RTA (Received Target-Abort Status) 
When the SID is a master on the PCI Bus and re­
ceives a target-abort, this bit is set to a 1. Software 
sets RTA to 0 by writing a 1 to this bit location. 

Bit 11: STA (Signaled Target-Abort Status) 
This bit is set to a 1 by the SID when it generates a 
target-abort. 

Bits[10:9]: DEVT (SIO DEVSEL# Timing Status) 
This 2-bit field defines the timing for DEVSEL# as­
sertion. These read only bits indicate the SID's 
DEVSEL# timing when performing a positive de­
code. Since the SID always generates DEVSEL# 
with medium timing, DEVT = 01. This DEVSEL# 
timing does not include Configuration cycles. 

Blts[8:0]: Reserved 
Read as O's. 
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4.1.5 RID-REVISION IDENTIFICATION 
REGISTER 

Address Offset: 08h 
Default Value: 
Attribute: 

xxh (dependent on Part Revision) 
Read Only 

Size: 4 bits (upper nibble reserved) 

This 4-bit register contains the revision number for 
the SID. This number indicates the stepping number 
of the component. Additionally, the upper nibble of 
the value is reserved. BIOS should mask the upper 
nibble when reading this register. These bits are 
read only. Writes to this register have no effect. 

Bits[7:4]: Reserved 
These 4 bits are reserved. 

Bits[3:0]: Revision Identification Number 
This is an 4-bit value that indicates the revision iden­
tification number for the SID. Numbers used so far 
include: 
Oh: 823781B AO-Stepping 
1 h: 823781B BO-Stepping 

WAS NOT IMPLEMENTED. BO steppings 
read Oh also. Read the BIOS Timer Base Ad­
dress Configuration Register to identify be­
tween AO and BO steppings. 
AO = OOOOh 
BO = 0078h 

3h: 82378ZB AO-Stepping 

4.1.6 PCICON-PCI CONTROL REGISTER 

Address Offset: 40h 
Default Value: 20h 
Attribute: Read/Write 
Size: 8 bits 

This 8-bit register controls the Line Buffer operation, 
the SID's PCI Posted Write Buffer enabling, and the 
DEVSEL# signal sampling point. The PCICON Reg­
ister also controls how the SID responds to INTA 
cycles on the PCI Bus and if the reserved DMA page 
registers are aliased from 80h-8Fh to 90h-9Fh. 
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Bit 7: Reserved 
Read as O. 

Bit 6: DMAAC (DMA Reserved Page Register 
Aliasing Control) 

These register bits control whether the SIO will alias 
I/O accesses in the 80h-8Fh to the 90h-9Fh 
range. When DMAAC = 0, the SIO will alias I/O 
accesses in the 80h-8Fh to the 90h-9Fh range 
(AD4 is not used for decoding the DMA reserved 
page registers). When DMAAC = 1, the SIO will 
only respond to the 80h-8Fh range (AD4 is used for 
decoding the DMA reserved page registers). Read 
and write accesses to the 90h-9Fh range will be 
forwarded from the PCI bus to the ISA bus. 

NOTE: 
I/O port 92h is always a distinct register in 
the 90h-9Fh range and is always fully de­
coded, regardless of the setting of this bit. 

Bit 5: IAE (Interrupt Acknowledge Enable) 
When IAE = 0, the SIO ignores INTA cycles gener­
ated on the PCI Bus. However, when disabled, the 
SIO still responds to accesses to the 8259's register 
set and allows poll mode functions. When IAE = 1, 
the SIO responds to INTA cycles in the normal fash­
ion. This bit defaults to a 1 (respond to INTA cycles). 

Bits[4:3]: SDSP (Subtractive Decoding Sample 
Point) 

The SDSP field determines the DEVSEl# sample 
point, after which an inactive DEVSEl# results in 
the SIO forwarding the unclaimed PCI cycle to the 
ISA Bus (subtractive decoding). This setting should 
match the slowest device in the system. 

Bit 4 3 Operation 
0 0 Slow sample point 
0 1 Typical sample point 

0 Fast sample point 
Reserved 

Bit 2: PPBE (PCI Posted Write Buffer Enable) 
When PPBE = 0, the PCI posted write buffer is dis­
abled. When PPBE = 1, the PCI posted write buffer 
is enabled. This bit defaults to disabled mode 
(PPBE = 0). 
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Bit 1: ILBC (ISA Master Line Buffer 
Configuration) 

When IlBC = 0, the Line Buffer is in single transac­
tion mode. When IlBC = 1, the Line Buffer is in 
8-byte mode. This bit applies only to ISA Master 
transfers. This bit defaults to single transaction 
mode (flBC = 0). 

Bit 0: DLBC (DMA Line Buffer Configuration) 
When DlBC = 0, the Line Buffer is in single trans­
action mode. When DlBC = 1, the Line Buffer is in 
8-byte mode. This bit applies only to DMA transfers. 
This bit defaults to single transaction mode (DlBC 
= 0). 

4_1.7 PAC-PC I ARBITER CONTROL REGISTER 

Address Offset: 41 h 
Default Value: OOh 
Attribute: Read/Write 
Size: 8 bits 

This 8-bit register controls the operation of the PCI 
arbiter. The PAC register enables/disables the guar­
anteed access time mode, controls bus lock cycles, 
enables/disables CPU bus parking, and controls the 
master retry timer. 

Bits[7:5]: Reserved 
Read as O's. 

Bits[4:3]: MRT (Master Retry Timer) 
This 2-bit field determines the number of PCIClKs 
after the first retry that a PCI initiator's Bus request 
will be unmasked. 

Bit 4 3 Operation 
0 0 Timer disabled, retries never masked. 
0 Retries unmasked after 16 PCIClK's. 

0 Retries unmasked after 32 PCIClK's. 
1 Retries unmasked after 64 PCIClK's. 

Bit 2: BP (Bus Park) 
Set to a 1 the SIO will park CPUREQ# on the PCI 
bus when it detects the PCI bus idle. If Bus Park is 
disabled, the SIO takes responsibility for driving AD, 
C/BE# and PAR upon detection of bus idle state if 
the internal arbiter is enabled. 



Bit 1: BL (Bus Lock) 
This bit selects between bus lock and resource lock. 
When BL = 1, Bus Lock is selected. The arbiter 
considers the entire PCI bus locked upon initiation of 
any locked transaction. When BL = 0, resource lock 
is enabled. A locked agent is considered a locked 
resource and other agents may continue normal PCI 
transactions. 

Bit 0: GAT (Guaranteed Access Time) 
This bit enables/disables the guaranteed access 
time mode. When GAT = 1, the SID is configured 
for Guaranteed Access Time mode. This mode is 
available in order to guarantee the 2.5 fJos CHRDY 
time-out specification for the ISA Bus. When the SID 
is an Initiator on behalf of an ISA master, the PCI 
and memory busses are arbitrated for in serial and 
must be owned before the ISA master is given own­
ership of the ISA Bus. When GAT = 0, the guaran­
teed access time mode is disabled. When guaran­
teed access time mode is disabled, the ISA master 
is first granted the ISA Bus and then the SID arbi­
trates for the PCI Bus. 

4.1.8 PAPC-PCI ARBITER PRIORITY CONTROL 
REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

42h 
04h 
Read/Write 
8 bits 

82378 SYSTEM 1/0 (SIO) 

This register controls the PCI arbiter priority scheme. 
The arbiter supports six masters arranged through 
four switching banks. This permits the six masters to 
be arranged in a purely rotating priority scheme, one 
of twenty-four fixed priority schemes, or a hybrid 
combination of the fixed and rotating priority 
schemes. Bits[4:7] enable/disable rotate priority for 
the four banks. For each bit, a 1 enables the mode 
and a 0 disables the mode. If both fixed and rotate 
modes are enabled for the same bank, the bank will 
be in rotate mode. For example, if both bits 0 and 4 
are set to a 1, bank 0 will be in rotate mode. 

Bit 7: Bank 3 Rotate Control 

Bit 6: Bank 2 Rotate Control 

Bit 5: Bank 1 Rotate Control 

Bit 4: Bank 0 Rotate Control 

Bit 3: Bank 2 Fixed Priority Mode Select B 

Bit 2: Bank 2 Fixed Priority Mode Select A 

Bit 1: Bank 1 Fixed Priority Mode Select 

Bit 0: Bank 0 Fixed Priority Mode Select 
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Fixed Priority Mode 
The fixed bank control bits select which requester is the highest priority device within that particular bank. 

Table 5. Fixed Mode Bank Control Bits 

Mode 
Bank Priority 

3 2b 2a 1 0 Highest Lowest 

00 0 0 0 0 0 SIOREQ# REQO# REQ2# REQ3# CPUREQ# REQ1# 

01 0 0 0 0 1 REQO# SIOREQ# REQ2# REQ3# CPUREQ# REQ1# 

02 0 0 0 1 0 SIOREQ# REQO# REQ2# REQ3# REQ1# CPUREQ# 

03 0 0 0 1 1 REQO# SIOREQ# REQ2# REQ3# REQ1# CPUREQ# 

04 0 0 1 0 0 CPUREQ# REQ1# SIOREQ# REQO# REQ2# REQ3# 

05 0 0 1 0 1 CPUREQ# REQ1# REQO# SIOREQ# REQ2# REQ3# 

06 0 0 1 1 0 REQ1# CPUREQ# SIOREQ# REQO# REQ2# REQ3# 

07 0 0 1 1 1 REQ1# CPUREQ# REQO# SIOREQ# REQ2# REQ3# 

08 0 1 0 0 0 REQ2# REQ3# CPUREQ# REQ1# SIOREQ# REQO# 

09 0 1 0 0 1 REQ2# REQ3# CPUREQ# REQ1# REQO# SIOREQ# 

OA 0 1 0 1 0 REQ2# REQ3# REQ1# CPUREQ# SIOREQ# REQO# 

08 0 1 0 1 1 REQ2# HEQ3# REQ1# CPUREQ# REQO# SIOREQ# 

~C-OF 0 1 1 x x Reserved 

10 1 0 0 0 0 SIOREQ# REQO# REQ3# REQ2# CPUREQ# REQ1# 

11 1 0 0 0 1 REQO# SIOREQ# REQ3# REQ2# CPUREQ# REQ1# 

12 1 0 0 1 0 SIOREQ# REQO# REQ3# REQ2# REQ1# CPUREQ# 

13 1 0 0 1 1 REQO# SIOREQ# REQ3# REQ2# REQ1# CPUREQ# 

14 1 0 1 0 0 CPUREQ# REQ1# SIOREQ# REQO# REQ3# REQ2# 

15 1 0 1 0 1 CPUREQ# REQ1# REQO# SIOREQ# REQ3# REQ2# 

16 1 0 1 1 0 REQ1# CPUREQ# SIOREQ# REQO# REQ3# REQ2# 

17 1 0 1 1 1 REQ1# CPUREQ# REQO# SIOREQ# REQ3# REQ2# 

18 1 1 0 0 0 REQ3# REQ2# CPUREQ# REQ1# SIOREQ# REQO# 

19 1 1 0 0 1 REQ3# REQ2# CPUREQ# REQ1# REQO# SIOREQ# 

1A 1 1 0 1 0 REQ3# REQ2# REQ1# CPUREQ# SIOREQ# REQO# 

18 1 0 1 1 REQ3# REQ2# REQ1# CPUREQ# REQO# SIOREQ# 

1C-1F 1 1 1 x x Reserved 
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Rotating Priority Mode 
When any Bank Rotate Control bit is set to a one, 
that particular bank rotates between the two re­
questing inputs. Any or all banks can be set in rotate 
mode. If, within a rotating bank, the highest priority 
input does not have an active request, then the low­
er priority input will be granted the bus. However, 
this does not change the rotation scheme. When the 
bank toggles, the previously lowest priority input will 
become the highest priority input. Because of this, 
the maximum latency a device may encounter would 
be two complete rotations. 

4.1.9 ARBPRIX-PCI ARBITER PRIORITY 
CONTROL EXTENSION REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

43h 
OOh 
Read/Write 
8 bits 

This register provides the Fixed Priority Mode select 
for Bank 3 of the arbiter. The ARBPRIX Register 
fields are shown. 

Bits[7:1): Reserved 
Read as O. 

Bit 0: Bank 3 Fixed Priority Mode Select 

o = REQ2 # higher priority 
1 = REQ3 # higher priority 

4.1.10 MEMCSCON-MEMCS# CONTROL 
REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

44h 
OOh 
Read/Write 
8 bits 

Bits 0-2 of this register enable MEMCS# blocks. PCI 
addresses within the enabled blocks result in the 
generation of MEMCS#. Note that the 0-512 KByte 
segment does not have RE and WE bits. The 
0-512 KByte segment can only be turned off with 
the MEMCS# Master Enable bit (bit 4). Note also, 
that when the RE and WE bits are both 0 for a partic­
ular segment, the PCI master can not access the 
segment. 

Bits[7:5): Reserved 
Read as O's. 
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Bit 4: MEMCS# Master Enable 
When the MEMCS# master enable bit is set to a 1, 
the SIO asserts MEMCS# for all accesses to the 
defined MEMCS# region (that have been pro­
grammed in this register and the MAR1, MAR2, and 
MAR3 Registers). Also, when this bit is a 1, the posi­
tive decoding functions enabled by having the ISA 
Clock Divisor Register bit 6 = 1 and the Utility Bus 
Chip Select Register "A" bit 6 = 1 are ignored. Sub­
tractive decoding is provided for these memory ar­
eas, Instead. When the MEMCS# master enable bit 
is set to a 0, the entire MEMCS# function is dis­
abled. When this bit is 0, MEMCS# will never be 
asserted. 

Bit 3: Write Enable For OFOOOOh-OFFFFFh 
(Upper 64 KByte BIOS) 
When this bit is set to a 1, the SIO generates 
MEMCS# for PCI master memory write accesses to 
the address range OFOOOOh-OFFFFFh. When this 
bit is set to a 0, the SIO does not generate 
MEMCS# for PCI master memory write accesses to 
the address range OFOOOOh-OFFFFFh. 

Bit 2: Read Enable For OFOOOOh-OFFFFFh 
(Upper 64 KByte BIOS) 
When this bit is set to a 1, the SIO generates 
MEMCS# for PCI master memory read accesses to 
the address range OFOOOOh-OFFFFFh. When this 
bit is set to a 0, the SIO does not generate 
MEMCS# for PCI master memory read accesses to 
the address range OFOOOOh-OFFFFFh. 

Bit 1: Write Enable For 080000h-09FFFFh 
(512 KByte-640 KByte) 
When this bit is set to a 1, the SIO generates 
MEMCS# for PCI master memory write accesses to 
the address range 080000h-09FFFFh. When this 
bit is set to a 0, the SIO does not generate 
MEMCS# for PCI master memory write accesses to 
the address range 080000h-09FFFFh. 

Bit 0: Read Enable For 080000h-09FFFFh 
(512 KByte-640 KByte) 
When this bit is set to a 1, the SIO generates 
MEMCS# for PCI master memory read accesses to 
the address range 080000h-09FFFFh. When this 
bit is set to a 0, the SIO does not generate 
MEMCS# for PCI master memory read accesses to 
the address range 080000h-09FFFFh. 
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4.1.11 MEMCSBOH-MEMCS# BOTTOM OF 
HOLE REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

45h 
10h 
Read/Write 
8 bits 

This register defines the bottom of the MEMCS # 
hole. MEMCS# is not generated for accesses to ad­
dresses within the hole defined by this register and 
the MCSTOH Register. The hole is defined by the 
following equation: TOH :<: address :<: BOH. TOH is 
the top of the MEMCS# hole defined by the 
MCSTOH Register and BOH is the bottom of the 
MEMCS# hole defined by this register. 

For example, to program the BOH at 1 MByte, the 
value of 10h should be written to this register. To 
program the BOH at 2 MByte + 64 KByte this regis­
ter should be programmed to 21 h. To program the 
BOH at 8 MByte this register should be programmed 
to 80h. 

When the TOH < BOH the hole is effectively dis­
abled. It is the responsibility of the programmer to 
guarantee that the BOH is at or above 1 MB. 
AD[31:24j must be O's for the hole, meaning the 
hole is restricted to be under the 16 MByte bounda­
ry. The default value for the BOH and TOH effective­
ly disables the hole. 

Bit 7: AD23 

Bit 6: AD22 

Bit 5: AD21 

Bit 4: AD20 

Bit 3: AD19 

Bit 2: AD18 

Bit 1: AD17 

Bit 0: AD16 

4.1.12 MEMCSTOH-MEMCS# TOP 
OF HOLE REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

46h 
OFh 
Read/Write 
8 bits 

This register defines the top of the MEMCS# hole. 
MEMCS# is not generated for accesses to address­
es within the hole defined by this register and the 
MCSBOH Register. The hole is defined by the fol­
lowing equation: TOH :<: address ':<: BOH. TOH is 
the top of the MEMCS# hole defined by this register 
and BOH is the bottom of the MEMCS# hole de­
fined by the MCSBOH Register. 

For example, to program the TOH at 1 MByte + 
64 KByte, this register should be programmed to 
10h. To program the TOH at 2 MByte + 128 KByte 
this register should be programmed to 21 h. To pro­
gram the TOH at 12 MByte this register should be 
programmed to BFh. 

When the TOH < BOH the hole is effectively dis­
abled. It is the responsibility of the programmer to 
guarantee that the TOH is above 1 MByte. 
AD[31:24j must be O's for the hole, meaning the 
hole is restricted to be under the 16 MByte bounda­
ry. The default value for the BOH and TOH effective­
ly disables the hole. 

Bit 7: AD23 

Bit 6: AD22 

Bit 5: AD21 

Bit 4: AD20 

Bit 3: AD19 

Bit 2: AD18 

Bit 1: AD17 

Bit 0: AD16 



4.1.13 MEMCSTOM-MEMCS# TOP OF 
MEMORY REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

47h 
OOh 
Read/Write 
8 bits 

This register determines MEMCS# top of memory 
boundary. The top of memory boundary ranges up to 
512 MBytes, in 2 MByte increments. This register is 
typically set to the top of main memory. Accesses 
2 2 MByte and ~ top of memory boundary results in 
the assertion of the MEMCS# signal (unless the ad­
dress resides in the hole programmed by the 
MCSBOH and MCSTOH Registers). A value of OOh 
disables thIs 2 MByte-to-top of memory region. A 
value of OOh assigns the top of memory to include 
2 MByte - 1. A value of FFh assigns the top of 
memory to include 512 MByte - 1. 

Bit 7: AD28 

Bit 6: AD27 

Bit 5: AD26 

Bit 4: AD25 

Bit 3: AD24 

Bit 2: AD23 

Bit 1: AD22 

Bit 0: AD21 

4.1.14 IADCON-ISA ADDRESS DECODER 
CONTROL REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

48h 
01h 
Read/Write 
8 bits 

This register enables the forwarding of ISA or DMA 
memory cycles to the PCI Bus. In addition, this regis­
ter sets the top of the "1 MByte to top of main mem­
ory" region. 

82378 SYSTEM I/O (510) 

Bits[7:4]: 
The top can be assigned in 1 MByte increments 
from 1 MByte up to 16 MByte. ISA master or DMA 
accesses within this region are forwarded to PCI un-
less they are within the hole. 

Bits 7 6 5 4 Top of Memory 
0 0 0 0 1 MByte 
0 0 0 1 2 MByte 
0 0 1 0 3 MByte 
0 0 1 1 4 MByte 
0 0 0 5 MByte 
0 0 1 6 MByte 
0 1 0 7 MByte 
0 1 1 8 MByte 

0 0 0 9 MByte 
0 0 1 10 MByte 
0 1 0 11 MByte 
0 1 1 12 MByte 

0 0 13 MByte 
0 1 14 MByte 

0 15 MByte 
1 16 MByte 

Bits[3:0]: 
ISA and DMA Memory Cycle To PCI Bus Enables. 
The memory block is enabled by writing a 1 to the 
corresponding bit position. Setting the bit to 0 dis­
ables the corresponding block. ISA or DMA memory 
cycles to the enabled blocks result in the ISA cycle 
being forwarded to the PCI Bus. The BIOSCS# en­
able bit (bit 6 in the UBCSA Register) for the 
896K-960K region overrides the function of bit 3 of 
this register. If the BIOSCS# bit is set to a 1, the ISA 
or DMA memory cycle is always contained to ISA, 
regardless of the setting of bit 3 in this register. If the 
BIOSCS# bit is disabled, the cycle is forwarded to 
the PCI bus if bit 3 in this register is enabled. Refer 
to Section 5.5.1.2 for a complete description of BIOS 
decoding. 

Bit Memory Block 
o 0-512 KByte Memory 
1 512-640 KByte Memory 
2 640-768 KByte VGA Memory 
3 896-960 KByte Low BIOS 
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4.1.15 IADRBE-ISA ADDRESS DECODER ROM 
BLOCK ENABLE REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

49h 
OOh 
Read/Write 
B bits 

ISA addresses within the enabled ranges result in 
the ISA memory cycle being forwarded to the PCI 
Bus. For each bit position, the memory block is en­
abled if the bit is set to 1 and is disabled if the bit is 
set to O. If the memory block is disabled, the ISA 
cycle is not forwarded to the PCI Bus. 

Bit 7: 880-896K Memory Enable 

Bit 6: 864-880K Memory Enable 

Bit 5: 848-864K Memory Enable 

Bit 4: 832-848K Memory Enable 

Bit 3: 816-832K Memory Enable 

Bit 2: 800-816K Memory Enable 

Bit 1: 784-800K Memory Enable 

Bit 0: 768-784K Memory Enable 

4.1.16 IADBOH-ISA ADDRESS DECODER 
BOTTOM OF HOLE REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

2-1154 

4Ah 
10h 
Read/Write 
8 bits 

This register defines the bottom of the ISA Address 
Decoder hole. The hole is defined by the following 
equation: TOH ~ address ~ BOH, where BOH is 
the bottom of the hole address programmed into this 
register and TOH is the top of the hole address pro­
grammed into the IADTOH Register. ISA master or 
DMA addresses falling within the hole will not be 
forwarded to the PCI Bus. The hole can be sized in 
64 KByte increments and placed anywhere between 
1 MByte and 16 MByte on any 64 KByte boundary. It 
is the responsibility of the programmer to guarantee 
that the BOH is at or above 1 MByte. A[31:24] must 
be O's for the hole, meaning the hole is restricted to 
be under the 16 MByte boundary. When 
TOH < BOH, the hole is effectively disabled. The 
default value for the BOH and TOH disables the 
hole. 

. For eXlmple, to program the BOH at 1 MByte, this 
register should be set to 10h. To program the BOH 
at 2 MBytes, this register should be set to 20h. To 
program the BOH at B MBytes, this register should 
be set to BOh. These settings are shown in 
Figure 2. 

Bit 7: A23 

Bit 6: A22 

Bit 5: A21 

Bit 4: A20 

Bit 3: A19 

Bit 2: A18 

Bit 1: A17 

Bit 0: A16 



4.1.17 IADTOH-ISA ADDRESS DECODER TOP 
OF HOLE REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

4Bh 
OFh 
Read/Write 
8 bits 

This register defines the top of the ISA Address De­
coder hole. The hole is defined by the following 
equation: TOH ~ address ~ BOH, where BOH is 
the bottom of the hole address programmed into the 
LADBOH Register and TOH is the top of the hole 
address programmed into this Register. ISA master 
or DMA addresses falling within the hole will not be 
forwarded to the PCI Bus. The hole can be sized in 
64 KByte increments and placed anywhere between 
1 MByte and 16 MByte on any 64 KByte boundary. It 
is the responsibility of the programmer to guarantee 
that the TOH is at or above 1 MByte. A[31 :24] must 
be O's for the hole, meaning the hole is restricted to 
be under the 16 MByte boundary. When 
TOH < BOH, the hole is disabled. The default value 
for the BOH and TOH disables the hole. 

16 MByte 

1 MByte 
r.T"'"omH-:=1;Ao:O:-h-;+ 64 KByte 

Hole 

TOH=21h 
Hole 

BOH=20h 
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For example, to program the TOH at 1 MByte + 
64 KByte, this register should be set to 10h. To pro­
gram the TOH at 2 MByte + 128 KByte, this register 
should be set to 21 h. To program the TOH at 
12 MByte, this register should be set to BFh. These 
settings are shown in Figure 2. 

Bit 7: A23 

Bit 6: A22 

Bit 5: A21 

Bit 4: A20 

Bit 3: A19 

Bit 2: A18 

Bit 1: A17 

Bit 0: A16 

16 MByte 16 MByte 

TOH=BFh 12 MByte 

Hole 
BOH=80h 8 MByte 

2 MByte 
+ 128 KByte 

2 MByte 

BOH=10h 1 MByte L...-__ ....J 1 MByte L...-__ ...J 1 MByte 
290473-3 

Figure 2. ISA Address Decoder Hole Examples 
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Table 6. Examples of ISA Decoding 

Test Case Description 
TOM TOH BOH 

Address (hex) Address Result 
(48h) (4Bh) (4Ah) 

8MB TOM, no hole @ 1 M 7xh OFh 10h 01000000h 16MB ToPCI 
OOFFFFFFh 16MB-1 ISA 
00800000h 8MB ISA 
007FFFFFh 8MB-1 ToPCI 
00100000h 1MB ToPCI 
OOOFFFFFh 1MB-1 ISA 

(BIOS) 

4MB TOM, no hole @ 2M 3xh 1 Fh 20h 01000000h 16MB ToPCI 
OOFFFFFFh 16MB-1 ISA 
00400000h 4MB ISA 
003FFFFFh 4MB-1 ToPCI 
00200000h 2MB ToPCI 
001FFFFFh 2M B-1 ToPCI 
00100000h 1MB ToPCI 

1MB TOM, no hole @ 1M Oxh OFh 10h 01000000h 16MB ToPCI 
OOFFFFFFh 16MB-1 ISA 
00100000h 1MB ISA 
OOOFFFFFh 1MB-1 ISA 

(BIOS) 

16MB TOM, 64KB hole @ 15MB Fxh FOh FOh 01000000h 16MB ToPCI 
OOFFFFFFh 16MB-1 ToPCI 
OOF10000h 15MB+64KB ToPCI 
OOFOFFFFh 15MB + 64KB-1 ISA 
OOFOOOOOh 15MB ISA 
OOEFFFFFh 15MB-1 ToPCI 
OOE10000h 14MB+64KB ToPCI 
OOEOFFFFh 14MB+64KB-1 ToPCI 
OOEOOOOOh 14MB ToPCI 
OODFFFFFh 14MB-1 ToPCI 

12MB TOM, 2MB + 128KB Bxh 21h 20h 01000000h 16MB ToPCI 
hole @ 2MB OOFFFFFFh 16MB-1 ISA 

OOCOOOOOh 12MB ISA 
OOBFFFFFh 12MB-1 ToPCI 
00220000h 2MB + 128KB ToPCI 
0021FFFFh 2MB + 128KB-1 ISA 
00210000h 2MB + 64KB ISA 
0020FFFFh 2MB + 64KB-1 ISA 
00200000h 2MB ISA 
001FFFFFh 2MB-1 ToPCI 
00100000h 1MB ToPCI 
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Table 6. Examples of ISA Decoding (Continued) 

Test Case Description 
TOM TOH 
(48h) (4Bh) 

5MB TOM, 3MB hole @ 4xh 47h 

4.1.18 ICRT-ISA CONTROLLER RECOVERY 
TIMER REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

4Ch 
56h 
Read/Write 
8 bits 

The I/O recovery mechanism in the SID is used to 
add additional recovery delay between PCI originat· 
ed 8·bit and 16-bit I/O cycles to the ISA bus. The 
SID automatically forces a minimum delay of five 
SYSCLKs between back-to-back 8- and 16·bit 110 
cycles to the ISA bus. The delay is measured from 
the rising edge of the I/O command (IOR# or 
10W#) to the falling edge of the next BALE. If a 
delay of greater than five SYSCLKs is required, the 
ISA I/O Recovery Time Register can be pro­
grammed to increase the delay in increments of 
SYSCLKs. Note that no additional delay is inserted 
for back-to-back I/O "sub cycles" generated as a 

Bit 5 
o 
o 
o 

o 

4 
0 

0 
0 

0 

3 
1 
0 
1 
0 
1 
0 
1 
0 

BOH 
Address (hex) Address Result 

(4Ah) 

18h 01000000h 16MB ToPCI 
OOFFFFFFh 16MB·1 ISA 
00500000h 5MB ISA 
004FFFFFh 5MB·1 ToPCI 
00480000h 4.5MB ToPCI 
0047FFFFh 4.5MB-1 ISA 
00180000h 1.5MB ISA 
0017FFFFh 1.5MB-1 ToPCI 
00100000h 1MB ToPCI 

result of byte assembly or disassembly. This register 
defaults to 8- and 16-bit recovery enabled with two 
clocks added to the standard I/O recovery. 

Bit 7: Reserved 
Read as O. 

Bit 6: 8-Bit 1/0 Recovery Enable 
This bit enables the recovery times programmed into 
bits 0 and 1 of this register. When this bit is set to 1, 
the recovery times shown for bits[5:3] are enabled. 
When this bit is set to 0, recovery times are disabled. 

Bits[5:3]: 8-Bit 1/0 Recovery Times 
This 3·bit field defines the recovery times for 8-bit 
I/O. Programmable delays between back-to-back 
8-bit PCI cycles to ISA I/O slaves is shown in terms 
of ISA clock cycles (SYSCLK) added to the five mini­
mum. The selected delay programmed into this field 
is enabled/disabled via bit 6 of this register. 

SYSCLK Added Total SYSCLKs 
+1 6 
+2 7 
+3 8 
+4 9 
+5 10 
+6 11 
+7 12 
+8 13 
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Bit 2: 16-Bit I/O Recovery Enable 
This bit enables the recovery times programmed into 
bits 0 and 1 of this register. When this bit is set to 1, 
the recovery times shown for bits 0 and 1 are en­
abled. When this bit is set to 0, recovery times are 
disabled. 

Bits[1:0): 16-Bit I/O Recovery Times 
This 2-bit field defines the recovery time for 16-bit 
I/O. Programmable delays between back-to-back 
16-bit PCI cycles to ISA I/O slaves is shown in terms 
of ISA clock cycles (SYSCLK) added to the five mini­
mum. The selected delay programmed into this field 
is enabled/disabled via bit 2 of this register. 

Bit 1 0 SYSCLK Added 
o 1 + 1 
1 0 +2 
1 1 +3 
o 0 +4 

Total SYSCLKs 
6 
7 
8 
9 

4.1.19 ICD-ISA CLOCK DIVISOR REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

4Dh 
40h 
Read/Write 
8 bits 

This register selects the integer value used to divide 
the PCI clock (PCICLK) to generate the ISA clock 
(SYSCLK). In addition, this register provides an ISA 
Reset bit to software control RSTDRV, a bit to en­
able/disable the MOUSE function, a bit to enable/ 
disable the coprocessor error support, and a bit to 
disable the positive decode for the upper 64 KBytes 
of BIOS at the top of 1 MByte (FOOOOh-FFFFFh) 
and aliased regions. 

Bit 7: Reserved 

Bit 6: Positive Decode of Upper 64 KByte. BIOS 
Enable 
This bit enables (bit 6 = 1) and disables (bit 6 = 0) 
the positive decode of the upper 64 KBytes of BIOS 
area at the top of 1 MByte (FOOOOh-FFFFFh) and 
the aliased regions at the top of 4 GBytes 
(FFFFOOOOh-FFFFFFFFh) and 4 GByte-1 MByte 
(FFEFOOOO-FFEFFFFFh). When bit 6 = 1, these 
address regions are positively decoded, unless bit 4 
in the MEMCS# Control Register is set to a 1 in 
which case these regions are subtractively decoded. 
When bit 6 = 0, these address regions are subtrac­
tively decoded. The encoded chip selects for 
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BIOSCS# and the UBUSOE# signal will always be 
generated when these locations are accessed, re­
gardless of the state of this bit. A reset sets this bit 
to a 1 (positive decode enabled). 

Bit 5: Coprocessor Error Enable 
This bit is used to enable and disable the Coproces­
sor error support. When enabled (bit 5 = 1), the 
FERR# input, when driven active, triggers an IRQ13 
to the SIO's interrupt controller. FERR # is also used 
to gate the IGNNE# output. When disabled (bit 5 = 
0), the FERR# signal can be used as IRQ13 and the 
coprocessor support is disabled. A reset sets this bit 
to 0 (coprocessor support disabled). 

Bit 4: IRQ12/M Mouse Function Enable 
When this bit is set to 1, IRQ12/M provides the 
mouse function. When this bit is set to 0, IRQ12/M 
provides the standard IRQ12 interrupt function. A 
hard reset sets this bit to o. 

Bit 3: RSTDRV Enable 
This bit is used to enable RSTDRV on the ISA Bus. 
When this bit is set to 1, RSTDRV is asserted and 
remains asserted until this bit is set to a o. When set 
to 0, normal operation of RSTDRV is provided. This 
bit should be used during configuration to reset the 
ISA Bus when changing the clock divisor. For a re­
set, this bit defaults to O. Note that the software 
must ensure that RSTDRV is asserted for a mini­
mum of 1 JLs. 

Bit[2:0): PCICLK-to-ISA SYSCLK Divisor 
These bits are used to select the integer that is used 
to divide the PCICLK down to generate the ISA 
SYSCLK. Upon reset, these bits are set to 000 (divi­
sor of 4 selected). For PCI frequencies less than 
33 MHz (not including 25 MHz), a clock divisor value 
must be selected that ensures that the ISA Bus fre­
quency does not violate the 6 MHz to 8.33 MHz 
SYSCLK specification. 

Bit 2 1 0 Divisor SYSCLK 
0 0 0 4 (33 MHz) 8.33 MHz 
0 0 1 3 (25 MHz) 8.33 MHz 
0 0 Reserved 
0 1 Reserved 

0 0 Reserved 
0 1 Reserved 

0 Reserved 
Reserved 



4.1.20 UBCSA-UTILITY BUS CHIP SELECT A 
REGISTER 

Address Offset: 
Default Value: 
Attrfbute: 
Size: 

4Eh 
07h 
Read/Write 
S bits 

This register enables/disables accesses to the RTC, 
keyboard controller, Floppy Disk controller, IDE, and 
BIOS locations EOOOOh-EFFFFh and FFFSOOOOh­
FFFDFFFFh. Disabling any of these bits prevents 
the encoded chip select bits (ECSADDR[2:0l) and 
utility bus transceiver control signal (UBUSOE#) for 
that device from being generated. 

This register is also used to select which address 
range (primary or secondary) will be decoded for the 
resident floppy controller and IDE. This ensures that 
there is no contention with the Utility bus transceiver 
driving the system data bus during read accesses to 
these devices. 

Bit 7: Extended BIOS Enable 
When bit 7 = 1 (enabled), PCI accesses to loca­
tions FFFSOOOOh-FFFDFFFFh result in the genera­
tion of the encoded signals (ECSADDR[2:0l) for 
BIOS. When enabled, PCI master accesses to this 
area are positively decoded and UBUSOE# is gen­
erated. When this bit is disabled (bit 7 = 0), the SIO 
does not generate the encoded (ECSADDR[2:0l) 
signals or UBUSOE#. 

Bit 6: Lower BIOS Enable 
When bit 6 = 1 (enabled), PCI or ISA accesses to 
the lower 64 KByte BIOS block (EOOOOh-EFFFFh) 
at the top of 1 MByte, or the aliases at the top of 

Address Bit 5 Bit3 Bit 2 

X X X X 

3FOh,3F1h 0 1 X 

3F2h-3F7h 0 X 1 

370h,371h 1 1 X 

372h-37Fh 1 X 1 

NOTE: 
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4 GByte and 4 GByte-1 MByte results in the gener­
ation of the encoded (ECSADDR[2:0l) signals for 
BIOS. When enabled, PCI master accesses to this 
area are positively decoded to the ISA Bus, unless 
bit 4 in the MEMCS# Control Register is set to a 1 in 
which case these regions are subtractively decoded. 
Also, when enabled, ISA master or DMA master ac­
cesses to this region are not forwarded to the PCI 
Bus. When this bit is disabled (bit 6 = 0), the SIO 
does not generate the encoded (ECSADDR[2:0l) 
signals. Also, when this bit is disabled, ISA master or 
DMA accesses to this region are forwarded to PCI, if 
bit 3 in the IADCON Register is set to 1. 

Bit 4: IDE Decode Enable 
Bit 4 enables/disables IDE locations 1FOh-1F7h 
(primary) or 170h-177h (secondary) and 3F6h, 
3F7h (primary) or 376h, 377h (secondary). When bit 
4 = 1, the IDE encoded chip select signals and the 
Utility Bus transceiver Signal (UBUSOE# ) are gen­
erated for these addresses. When bit 4 = 0, the IDE 
encoded chip select signals and the Utility Bus 
transceiver signal (UBUSOE#) are not generated 
for these addresses. 

Bit [5, 3:2]: Floppy Disk Address Locations En­
able 
Bits 2 and 3 are used to enable or disable the floppy 
locations as indicated below. A PCIRST# sets bit 2 
to 1 and bit 3 to O. Bit 5 is used to select between 
the primary and secondary address range used by 
the Floppy Controller and the IDE. Only primary or 
only secondary can be programmed at anyone time. 
A PCIRST # sets this bit to 0 (primary). 

The following table shows how these bits are used 
to select the floppy controller: 

DSKCHG ECSADDR[2:0] FLOPPYCS# 

0 1 1 1 1 

1 100 0 

1 100 o (note) 

1 1 00 0 

1 100 o (note) 

If IDE decode is enabled (bit 4 = 1), all accesses to locations 03F6h and 03F7h (primary) or 0376h and 0377h (secondary) 
result in the ECSADDR[2:0] signals generating a decode for IDECS1 # (FLOPPYCS# is not generated). An external AND 
gate can be used to tie IDECS1 # and FLOPPYCS# together to insure that the floppy is enabled for these accesses. If IDE 
decode is disabled (bit 4 = 0), and the decode for the floppy is enabled. then the encoded chip selects for the floppy 
locations are generated. 
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Bit 1: Keyboard Controller Address Location 
Enable 
Enables (1) or disables (0) the Keyboard controller 
address locations SOh, 62h, 64h, and 6Sh. When this 
bit is set to 0, the Keyboard Controller encoded chip 
select signals (ECSADDR[2:0j) and the Utility Bus 
transceiver signal (UBUSOE#) are not generated 
for these locations. 

Bit 0: RTC Address Location Enable 
Enables (1) or disables (0) the RTC address loca· 
tions 70h-77h. When this bit is set to 0, the RTC 
encoded chip select signals (ECSADDR[2:0j), 
RTCALE#, RTCCS#, and UBUSOE# signals are 
not generated for these addresses. 

4.1.21 UBCSB-UTILITY BUS CHIP 
SELECT B REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

4Fh 
4Fh 
Read/Write 
S bits 

This register is used to enable/disable accesses to 
the serial ports and parallel port locations supported 
by the SIO. When disabled, the ECSADDR(2:0) en· 
coded chip select bits and Utility Bus Transceiver 
control signal (UBUSOE #), for that device, are not 
generated. This register is also used to disable ac· 
cesses to port 92 and enable or disable configura· 
tion RAM decode. 
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Bit 7: Configuration RAM Decode Enable 
This bit is used to enable (bit 7 = 1) or disable (bit 
7 = 0) I/O write accesses to location OCOOh and 
I/O read/write accesses to locations OSOOh-OBFFh. 
When enabled, the encoded chip select signals for 
generating an external configuration page chip se· 
lect (CPAGECS#) are generated for accesses to 
OCOOh. The encoded chip select signals for generat· 
ing an external configuration memory chip select 
(CFIGMEMCS#) are generated for accesses to 
OBOOh-OSFFh. When bit 7 = 0, configuration RAM 
decode is disabled and the CPAGECS# and 
CFIGMEMCS# are not generated for the corre· 
sponding accesses. 

Bit 6: Port 92 Enable 
This bit is used to enable/disable access to Port 92. 
When bit 6 = 1, Port 92 is enabled. When bit 6 = 0, 
Port 92 is disabled. When a PCIRST# occurs, this 
bit is set to 1 (enable). 

Blts[5:4]: Parallel Port Enable 
These bits are used to select the parallel port ad· 
dress range: (LPT1, LPT2, LPT3, or disable). When a 
PCIRST # occurs, this field is set to 00 (LPT1). 

Bit 5 4 
o 0 
o 1 
1 0 
1 

Function 
3BCh-3BFh (LPT1) 
37Sh-37Fh (LP2) 
27Sh-27Fh (LPT3) 
Disabled 



Bits[3:2]: Serial Port B Enable 
These bits are used to assign serial port B address 
range: (COM1, COM2, or disable). If either COM1 or 
COM2 address ranges are selected, the encoded 
chip select signals [ECSADDR(2:a)] for Port B will 
be generated. A PCIRST# sets bits[3:2] to 11 (Port 
B disabled). 

Bit 3 2 
a 
a 
1 

a 
1 
a 

Function 
3F8h-3FFh (COM1) 
2F8h-2FFh (COM2) 
Reserved 
Port B Disabled 

NOTE: 
If Serial port A and B are programmed for 
the same 1/0 address, the encoded chip se­
lect signals, ECSADDR(2:a), for port Bare 
disabled. 

Bits[1:0]: Serial Port A Enable 
These bits are used to assign serial port A address 
range: (COM1, COM2, or disable). If either COM1 or 
COM2 address ranges are selected, the encoded 
chip select Signals (ECSADDR[2:a]j for Port A will 
be generated. A PCIRST# sets bits[1:a] to 11 (port 
A disabled). 

Bit 1 0 Function 
a a 3F8h-3FFh (COM1) 
a 1 2F8h-2FFh (COM2) 

a Reserved 
1 Port A disabled 

NOTE: 
If Serial port A and B are programmed for 
the same 1/0 address, the encoded chip se­
lect signals, ECSADDR[2:a], for port Bare 
disabled. 

4.1.22 MAR1-MEMCS# ATTRIBUTE 
REGISTER #1 

Address Offset: 
Default Value: 
Attribute: 
Size: 

54h 
aah 
Read/Write 
8 bits 
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RE-Read Enable. When the RE bit (bit 6, 4, 2, a) is 
set to a 1, the SIO generates MEMCS# for PCI mas­
ter, DMA, or ISA master memory read accesses to 
the corresponding segment. When the RE bit is set 
to a a, the SIO does not generate MEMCS# for PCI 
master memory read accesses to the corresponding 
segment. When the RE and WE bits are both a (or 
hit 4 in the MEMCS# Control Register is set to a 
a-disabled), the PCI master, DMA, or ISA master 
can not access the corresponding segment. 

WE-Write Enable. When the WE bit (bit 7, 5, 3, 1) 
is set to a 1, the SIO generates MEMCS# for PCI 
master, DMA, or ISA master memory write accesses 
to the corresponding segment. When this bit is set to 
a a, the SIO does not generate MEMCS# for PCI 
master memory write accesses to the corresponding 
segment. When the RE and WE bits are both a (or 
bit 4 in the MEMCS# Control Register is set to a 
a-disabled), the PCI master, DMA, or ISA master 
can not access the corresponding segment. 

Bit 7: OCCOOOh-OCFFFFh Exp. ROM: WE 

Bit 6: OCCOOOh-OCFFFFh Exp. ROM: RE 

Bit 5: OC8000h-OCBFFFh Exp. ROM: WE 

Bit 4: OC8000h-OCBFFFh Exp. ROM: RE 

Bit 3: OC4000h-OC7FFFh EXp. ROM: WE 

Bit 2: OC4000h-OC7FFFh Exp. ROM: RE 

Bit 1: OCOOOOh-OC3FFFh Exp. ROM: WE 

Bit 0: OCOOOOh-OC3FFFh Exp. ROM: RE 
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4.1.23 MAR2-MEMCS# ATTRIBUTE 
REGISTER #2 

Address Offset: 
Default Value: 
Attribute: 
Size: 

55h 
OOh 
Read/Write 
8 bits 

RE-Read Enable. When the RE bit (bit 6, 4, 2, 0) is 
set to a 1, the SID generates MEMCS # for PCI mas­
ter, DMA, or ISA master memory read accesses to 
the corresponding segment. When this bit is set to a 
0, the SID does not generate MEMCS# for PCI 
master memory read accesses to the corresponding 
segment. When the RE and WE bits are both 0 (or 
bit 4 in the MEMCS# Control Register is set to a 
O-disabled), the PCI master, DMA, or ISA master 
can not access the corresponding segment. 

WE-Write Enable. When the WE bit (bit 7,5,3,1) 
is set to a 1, the SID generates MEMCS# for PCI 
master, DMA, or ISA master memory write accesses 
to the corresponding segment. When this bit is set to 
a 0, the SID does not generate MEMCS# for PCI 
master memory write accesses to the corresponding 
segment. When the RE and WE bits are both 0 (or 
bit 4 in the MEMCS# Control Register is set to a 
O-disabled), the PCI master, DMA, or ISA master 
can not access the corresponding segment. 

Bit 7: ODCOOOh-ODFFFFh Exp. ROM: WE 

Bit 6: ODCOOOh-ODFFFFh Exp. ROM: RE 

Bit 5: OD8000h-ODBFFFh Exp. ROM: WE 

Bit 4: OD8000h-ODBFFFh Exp. ROM: RE 

Bit 3: OD4000h-OD7FFFh Exp. ROM: WE 

Bit 2: OD4000h-OD7FFFh Exp. ROM: RE 

Bit 1: ODOOOOh-OD3FFFh Exp. ROM: WE 

Bit 0: ODOOOOh-OD3FFFh Exp, ROM: RE 
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4.1.24 MAR3-MEMCS# ATTRIBUTE 
REGISTER #3 

Address Offset: 
Default Value: 
Attribute: 
Size: 

56h 
OOh 
Read/Write 
8 bits 

RE-Read Enable. When the RE bit (bit 6, 4, 2, 0) is 
set to a 1, the SID generates MEMCS # for PCI mas­
ter, DMA, ISA master memory read accesses to the 
corresponding segment. When this bit is set to a 0, 
the SID does not generate MEMCS# for PCI master 
memory read accesses to the corresponding seg­
ment. When the RE and WE bits are both 0 (or bit 4 
in the MEMCS# Control Register is set to a 
O-disabled), the PCI master can not access the cor­
responding segment. 

WE-Write Enable. When the WE bit (bit 7,5,3, 1) 
is set to a 1, the SID generates MEMCS# for PCI 
master, DMA, ISA master memory write accesses to 
the corresponding segment. When this bit is set to a 
0, the SID does not generate MEMCS# for PCI 
master memory write accesses to the corresponding 
segment. When the RE and WE bits are both 0 (or 
bit 4 in the MEMCS# Control Register is set to a 
O-disabled), the PCI master can not access the cor­
responding segment. 

Bit 7: OECOOOh-OEFFFFh lower 64 KByte 
BIOS: WE 

Bit 6: OECOOOh-OEFFFFh lower 64 KByte 
BIOS: RE 

Bit 5: OE8000h-OEBFFFh lower 64 KByte 
BIOS WE 

Bit 4: OE8000h-OEBFFFh lower 64 KByte 
BIOS: RE 

Bit 3: OE4000h-OE7FFFh lower 64 KByte 
BIOS: WE 

Bit 2: OE4000h-OE7FFFh lower 64 KByte 
BIOS: RE 

Bit 1: OEOOOOh-OE3FFFh lower 64 KByte 
BIOS: WE 

Bit 0: OEOOOOh-OE3FFFh lower 64 KByte 
BIOS: RE 



4.1.25 DMA SCATTER/GATHER RELOCATION 
BASE ADDRESS REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

57h 
04h 
Read/Write 
B bits 

The value programmed into this register determines 
the high order I/O address of the Scatter/Gather 
Command Registers, Scatter/Gather Status Regis­
ters, and the Scatter/Gather Descriptor Table Reg­
isters. The default value is 04h so the first S/G regis­
ter default address is at 0410h. 

Bit 7: A15 

Bit 6: A14 

Bit 5: A13 

Bit 4: A12 

Bit 3: A11 

Bit 2: A10 

7 6 5 4 3 2 

11 1 0 0 0 0 0 0 

0 
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Bit 1: A9 

Bit 0: A8 

4.1.26 PIRQ[3:0]#-PIRQ ROUTE 
CONTROL REGISTERS 

Register Name: PIRQO#, PIRQ1 #, PIRQ2#, 
PIRQ3# Route Control 

Address Offset: 
Default Value: 
Attribute: 
Size: 

60h, 61h, 62h, 63h 
BOh 
Read/Write 
B bits 

These registers control the routing of PCI Interrupts 
(PIRQ[0:3] #) to the PC compatible Interrupts. Each 
PCI interrupt can be independently routed to 1 of 11 
compatible interrupts. Note that two or more PCI in­
terrupts (PIRQ[3:0] #) can be steered into the same 
IRQ signal (the interrupts are level sensitive and can 
be shared). 

Each IRQ to which a PCI Interrupt is steered into 
must have its interrupt set to level sensitive in the 
Edge/ Level Control Register. 

Bits IRQx# 

Bit 0000000 Reserved 

o J Default 
0000001 Reserved 
0000010 Reserved 

L L IRQx# Routing Bits 

0000011 IRQ3 
0000100 IRQ4 

Routing of Interrupt (RJW) 
0000101 IRQ5 
0000110 IRQ6 

1=Disabled 
0000111 IRQ7 

O=Enabled 
0001000 Reserved 
0001001 IRQ9 
0001010 IRQ10 
0001011 IRQ11 
0001100 IRQ12 
0001101 Reserved 
0001110 IRQ14 
0001111 IRQ15 

0010000 
to Reserved 

1111111 
290473-17 

Figure 3. PIRQ Route Control Registers 
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Bit 7: Routing of Interrupts 
When enabled, this bit routes the PCI Interrupt signal 
to the PC compatible interrupt signal specified in 
bits[3:01. At reset, this bit is disabled (set to 1). 

Bits[6:4): Reserved 
Read as O's. 

Bits[3:0): IRQx# Routing Bits 
These bits specify which IRQ signal to generate. 

4.1.27 BIOS TIMER BASE ADDRESS REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

80h-81h 
0078h 
Read/Write 
16 bits 

This register determines the base address for the 
BIOS Timer Register located in the I/O space. The 
base a.ddress can be set at Dword boundary any­
where In the 64 KByte I/O space. This register also 
provides the BIOS Timer access enable/disable 
control bit. 

Bits[1S:2): BIOS Timer Base Address 
Bits[15:2) correspond to PCI address lines A[15:2]. 

Bit 1: Reserved 

Bit 0: BIOS Timer Access Enable 
When bit 0 = 1, access to the BIOS Timer is en­
abled. When bit 0 = 0, access to the BIOS Timer is 
disabled. The default value is 0 (disabled). 

4.1.28 SMICNTL-SMI CONTROL REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 
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AOh 
08h 
Read/Write 
8 bits 

Bit 7: Reserved 
Reserved for future Intel use. 

Bit 6: Reserved 
Reserved for future Intel use. 

Bits[S:4): Reserved 
Reserved for future Intel use. 

Bit 3: CTMRFRZ 
Used to freeze the timers when in SMM. When this 
bit is set, the Fast Off timer will stop counting. This 
prevents time-outs from occurring while executing 
SMM code. 

Bit 2: CSTPCLKTH 
When set, the STPCLK # throttle is enabled. 

Bit 1: CSTPCLKEN 
When set, a read from the APMC register will cause 
STPCLK # to be asserted. CSTPCLKEN will be 
cleared by writing it to 0 or by any write to the APMC 
register. Enables SW to put the CPU into a low pow­
er state. 

Bit 0: CSMIGATE 
When this bit is written to "0" SMI # will be deassert­
ed. When this bit is written to a "1", SMI # will be 
asserted if any SMls are pending. 

4.1.29 SMIEN-SMI ENABLE REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

A2h-A3h 
OOOOh 
Read/Write 
16 bits 

The following bits control the enabling of associated 
hardware events that will generate an SM!. When 
set to a "1 ", SMI # will be asserted when the associ­
ated event occurs. When bit 7 is set, writes to the 
APM Control port (APMC) will generate an SM!. 



Blts[15:a): Reserved 
Will be read as O. Writes have no effect. 

Bit 7: SAPMCEN 
Write to APM Control Port. 

Bit 6: SEXTSMIEN 
EXTSMI# input asserted. 

Bit 5: SFOFFTMREN 
Fast Off (Idle) Timer Enable. 

Bit 4: SIRQ12EN 
PS/2 Mouse Interrupt. 

Bit 3: SIRQaEN 
RTC Alarm Interrupt. 

Bit 2: SIRQ4EN 
COM2/COM4 Interrupt (Mouse). 

Bit 1: SIRQ3EN 
COM1/COM3 Interrupt (Mouse). 

Bit 0: SIRQ1EN 
Keyboard Interrupt. 

4.1.30 SEE-5YSTEM EVENT ENABLE 
REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

A4h,A5h,A6h,A7h 
OOOOOOOOh 
Read/Write 
32 bits 

These bits are used to enable the corresponding 
hardware events as system events. When set to a 
"1", anytime the associated hardware event occurs, 
the Fast Off Timer is reloaded with its initial count. 
Also, when enabled the associated hardware sys· 
tem event is recognized as a Break Event causing 
STPCLK # to be deasserted. 

Bit 31: FSMIEN 
Prevents the system from entering Fast Off and 
causes STPCLK # to be deasserted when an SMI 
occurs. 

Bit 30: Reserved 
Will be read as O. Writes have no effect. 
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Bit 29: FNMIEN 
Prevents the system from entering Fast Off and 
causes STPCLK# to be deasserted when an NMI 
occurs (parity error for example). 

Bits[2a:16): Reserved 
Will be read as O. Writes have no effect. 

Blts[15:3): FIRQ[15:3)EN 
This prevents the system from entering Fast Off and 
causes STPCLK # to be deasserted when selected 
hardware interrupts occur. 

Bit 2: Reserved 
Will be read as O. Writes have no effect. 

Blts[1:0): FIRQ[1:0)EN 
Prevents the system from entering Fast Off and 
causes STPCLK # to be deasserted when selected 
hardware interrupts occur. 

4.1.31 FTMR-FAST OFF TIMER 

Address Offset: 
Default value: 
Attribute: 
Size: 

A8h 
OFh 
Read/Write 
8 bits 

The Fast Off Timer is used to indicate (through an 
SMI) that the system has been idle for a pre-pro­
grammed period of time. The Fast Off Timer con­
sists of a count down timer that is decremented ev· 
ery minute. The value programmed into this register 
gets loaded into the Fast Off Timer when an enabled 
system event occurs. Each count represents one 
minute. When the timer expires, an SMI Special Cy­
cle is generated. Writes to the FTMRLD register 
cause the Fast Off Timer to be loaded. When this 
register is read, the value last written to this register 
is returned. 

PROGRAMMER'S NOTE: 
Before writing to the FTMRLD register the 
Fast Off Timer must be stopped by writing a 
"1" to the CTMRFRZ bit. The Fast Off Timer 
will begin decrementing when the CTMRFRZ 
bit is subsequently set to "0". 
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Bits[7:0): FTMRLD[7:0) 
A write to the FTMRLD register when the Fast Off 
Timer is stopped (CTMRFRZ = 1) will load the Fast 
Off Timer with the value being written to FTMRLD 
register. When the Fast Off Timer is enabled 
(CTMRFRZ = 0) it counts down from the .value 
loaded into it. When the Fast Off Timer reaches OOh 
it will trigger an SM!. If an enabled system event 
occurs before the Fast Off Timer reaches OOh the 
Fast Off Timer is reloaded with the value stored in 
the FTMRLD register. A read from the FTMRLD reg­
ister will return the value last written to this register. 

4.1.32 SMIREQ-SMI REQUEST REGISTER 

Address Offset: AAh, ASh 
Default value: OOh 
Attribute: Read/Write 
Size: 16 bits 

These bits are status bits indicating the cause of the 
SM!. When an enabled event causes an SMI, the 
hardware automatically sets the corresponding 
event's request bit. The request bits are cleared by 
writing a "0" to them. Only the hardware can set 
request bits to a "1". In the event that the hardware 
is trying to set the bit to a "1" at the same time that it 
is being cleared, the hardware set to "1" will domi­
nate. 

Bits[15:8): Reserved 
Reserved for future Intel use. 

Bit 7: RAPMC 
When set to a "1" indicates that a write to the APM 
Control Port caused an SMI#. 

Bit 6: REXT 
When set to a "1", indicates that EXTSMI # was 
sampled asserted, causing an SMI #. 

Bit 5: RFOFFTMR 
Fast Off Timer expired causing an SMI #. 

Bit 4:RIRQ12 
IRQ12 was asserted ca!Jsing an SMI #. 

Bit 3: RIRQ8 
IRQ8 was asserted causing an SMI#. 
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Bit 2: RIRQ4 
IRQ4 was asserted causing an SMI #. 

Bit 1: RIRQ3 
I RQ3 was asserted causing an SM 1# . 

Bit 0: RIRQ1 
IRQ1 was asserted causing an SMI#. 

4.1.33 CTLTMRL-CLOCK THROTTLE 
STPCLK # LOW TIMER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

ACh 
OOh 
Read/Write 
8 bits 

The value in this register defines the duration of the 
STPCLK# asserted period when the CSTPCLKTH 
bit is set. The value in this register is loaded into the 
STPCLK# Timer when STPCLK# is asserted. The 
STPCLK# timer runs off a 32 fLs clock. Note that 
the timer does not begin to count until the Stop 
Grant Special Cycle is received. 

Bits[7:0): KSTPLOLD[7:0) 
The value in this register defines the duration of the 
STPCLK # asserted period when the CSTPCLKTH 
bit is set. 

4.1.34 CTL TMRH-CLOCK THROTTLE 
STPCLK # HIGHTIMER 

Address Offset: 
Default value: 
Attribute: 
Size: 

AEh 
OOh 
Read/Write 
8 bits 

The value in this register defines the duration 
of the STPCLK # deasserted period when the 
CSTPCLKTH bit is set. The value in this register is 
loaded into the STPCLK # Timer when STPCLK # is 
deasserted. The STPCLK # timer runs off a 32 fLs 
clock. 

Bits[7:0): KSTPHILD[7:0) 
The value in this register defines the duration 
of the STPCLK # deasserted period when the 
CSTPCLKTH bit is set. 



4.2 DMA Register Description 

The SIO contains DMA circuitry that incorporates 
the functionality of two 82C37 DMA controllers 
(DMA 1 and DMA2). The DMA registers control the 
operation of the DMA controllers and are all accessi­
ble from the PCI Bus via PCII/O space. In addition, 
some of the registers are accessed from the ISA 
Bus via ISA 1/0 space. Table 4, at the beginning of 
Section 4.0 lists the bus access for each register. 

This section describes the DMA registers. Unless 
otherwise stated, a PCIRST# sets each register to 
its default value. The operation of the DMA is further 
described in Section 5.4, DMA Controller. 

4.2.1 DCOM-DMA COMMAND REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

Channels 0-3-08h 
Channels 4-7 -ODOh 
OOh 
Write Only 
8 bits 

This 8-bit register controls the configuration of the 
DMA. It is programmed by the microprocessor in the 
Program Condition and is cleared by PCIRST # or a 
Master Clear instruction. Note that disabling chan­
nels 4-7 also disables channels 0-3, since chan­
nels 0-3 are cascaded onto channel 4. The DREQ 
and DACK # channel assertion sensitivity is as­
signed by channel group, not per individual channel. 
For priority resolution, the DMA consists of two logi­
cal channel groups-channels 0-3 (Controller 
1-DMA 1) and channels 4-7 (Controller 2-DMA2). 
Each group can be assigned fixed or rotating priority. 
Both groups can be assigned fixed priority, one 
group can be assigned fixed priority and the second 
rotating priority, or both groups can be assigned ro­
tating priority. Following a PCIRST# or DMA Master 
Clear, both DMA1 and DMA2 are enabled in fixed 
priority, the DREQ sense level is active high, and the 
DACK# assertion level is active low. 

Bit 7: DACK# Assert Level (DACK#[3:0]. [7:5]) 
Bit 7 controls the DMA channel request acknowl­
edge (DACK#) assertion level. Following PCIRST#, 
the DACK# assertion level is active low. The low 
level indicates recognition and acknowledgment of 
the DMA request to the DMA slave requesting serv­
ice. Writing a 0 to bit 7 assigns active low as the 
assertion level. When a 1 is written to this bit, a high 
level on the DACK # line indicates acknowledgment 
of the request for DMA service to the DMA slave. 
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Bit 6: DREQ Sense Assert Level 
(DREQ[3:0]. [7:5]) 
Bit 6 controls the DMA channel request (DREQ) as­
sertion detect level. Following PCIRST #, the DREQ 
sense assert level is active high. In this condition, an 
active high level sampled on DREQ is decoded as 
an active DMA channel request. Writing a 0 to bit 6 
assigns active high as the sense assert level. When 
a 1 is written to this bit, a low level on the DREQ line 
is decoded as an active DMA channel request. 

Bit 5: Reserved 
Must be O. 

Bit 4: DMA Group Arbitration Priority 
Each channel group is individually assigned either 
fixed or rotating arbitration priority. At PCIRST #, 
each group is initialized in fixed priority. Writing a 0 to 
bit 4 assigns fixed priority to the channel group, 
while writing a 1 assigns rotating priority to the 
group. 

Bit 3: Reserved 
Must be O. 

Bit 2: DMA Channel Group Enable 
Writing a 1 to this bit disables the DMA channel 
group, while writing a 0 to this bit enables the DMA 
channel group. Both channel groups are enabled fol­
lowing PCIRST#. Disabling channel group 4-7 also 
disables channel group 0-3, which is cascaded 
through channel 4. 

Bits[1:0]: Reserved 
Must be o. 

4.2.2 DCM-DMA CHANNEL MODE REGISTER 

Register Name: 
Address Offset: 

Default Value: 

Attribute: 
Size: 

DMA Channel Mode 
Channels 0-3-0Bh 
Channels 4-7 -OD6h 
Bits[7:2] = 0, 
Bits[1:0] = undefined 
Write Only 
6 bits 

Each channel has a 6-bit DMA Channel Mode Regis­
ter. The Channel Mode Registers provide control 
over DMA Transfer type, transfer mode, address in­
crement/decrement, and autoinitialization. Bits[1:0] 
select the appropriate Channel Mode Register and 
are not stored. Only bits[7:2] are stored in the regis­
ter. This register is set to its default value upon 

2-1167 



82378 SYSTEM I/O (SIO) 

PCIRST # or Master Clear. Its default value is Verify 
transfer, Autoinitialize disable, Address increment, 
and Demand mode. Channel 4 defaults to cascade 
mode and cannot be programmed for any mode oth­
er than cascade mode. 

Blts[7:6]: DMA Transfer Mode 
Each DMA channel can be programmed in one of 
four different modes: single transfer, block transfer, 
demand transfer and cascade. 

Bits 7 6 Transfer Mode 
0 0 Demand mode 
0 1 Single mode 

0 Block mode 
Cascade mode 

Bit 5: Address Increment/Decrement Select 
Bit 5 controls address increment!decrement during 
multi-byte DMA transfers. When bit 5 = 0, address 
increment is selected. When bit 5 = 1, address dec­
rement is selected. Address increment is the default 
after a PCIRST# cycle or Master Clear command. 

Bit 4: Autoinitialize Enable 
When bit 4 = 1, the DMA restores the Base Page, 
Address, and Word count information to their re­
spective current registers following a terminal count 
(TC). When bit 4 = 0, the autoinitialize feature is 
disabled and the DMA does not restore the above 
mentioned registers. A PCIRST# or Master Clear 
disables autoinitialization (sets bit 4 to 0). 

Blts[3:2]: DMA Transfer Type 
Verify, write and read transfer types are available. 
Verify transfer is the default transfer type upon 
PCIRST # or Master Clear. Write transfers move 
data from an I/O device to memory. Read transfers 
move data from memory to an 1/0 device. Verify 
transfers are pseudo transfers; addresses are gen­
erated as in a normal read or write transfer and the 
device responds to EOP etc. However, with Verify 
transfers, the ISA memory and 1/0 cycle lines are 
not driven. Bit combination 11 is illegal. When the 
channel is programmed for cascade ([7:6] = 11) 
the transfer type bits are irrelevant. 

Bits 3 2 Transfer Mode 
0 0 Verify transfer 
0 1 Write transfer 

0 Read Transfer 
Illegal 
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Blts[1:0]: DMA Channel Select 
Bits[ 1 :0] select the DMA Channel Mode Register 
that will be written by bits[7:2]. 

Bits 1 
o 
o 

o 
o 
1 
o 

Channel 
Channel 0 (4) 
Channel 1 (5) 
Channel 2 (6) 
Channel 3 (7) 

4.2.3 DCEM-DMACHANNEL EXTENDED MODE 
REGISTER 

Address Offset: Channels 0-3-040Bh 
Channels 4-7-04D6h 

Default Value: Bits[1 :0] = undefined, 
Bits[3:2] = 00 for DMA1, 
Bits[3:2] = 01 for DMA2, 
Bits[7:4] = 0 

Attribute: Write Only 
Size: 6 bits 

Each channel has a 6-bit Extended Mode Register. 
The register is used to program the DMA device 
data size, timing mode, EOP input! output selection, 
and Stop Register selection. Bits[1:0] select the ap­
propriate Channel Extend Mode Re~ister an~ are 
not stored. Only bits[7:2] are stored In the register. 
Four timing modes are available: ISA-compatible, 
"A", "B", and "F", Timings "A", "8", and "F" are 
extended timing modes and can only be run to main 
memory. DMA cycles to ISA expansion bus m.emory 
defaults to compatible timing if the channel IS pro­
grammed in an extended timing mode. 

The default bit values for each DMA group are se­
lected upon PCIRST #. A Master Clear or any other 
programming sequence will not set the default regis­
ter settings. The default programmed values for 
DMA1 channels 0-3 are 8-bit 1/0 count by bytes, 
compatible timing, and EOP output. The default val­
ues for DMA2 channels 4-7 are 16-bit 1/0 count by 
words with shifted address, compatible timing, and 
EOP output. 

Bit 7: Reserved 
Must be O. 



Bit 6: EOP Input/Output Selection 
Bit 6 selects whether the EOP signal is to be used as 
an output during DMA transfers on this channel or 
an input. EOP is typically used as an output, as was 
available on the PC/AT. The input function was add­
ed to support data communication and other devices 
that would like to trigger an autoinitialize when a col­
lision or some other event occurs. The direction of 
EOP is switched when DACK is changed (when a 
different channel is granted the bus). There may be 
some overlap of the SIO driving the EOP signal 
along with the DMA slave. However, during this 
overlap, both devices drive the signal to a low level 
(inactive). For example, assume channel 2 is about 
to go inactive (DACK negating) and channel 1 is 
about to go active. In addition, assume that channel 
2 is programmed for "EOP OUT" and channel 1 is 
programmed for "EOP IN". When channel2's DACK 
is negated and channel 1 's DACK is asserted, the 
SIO may be driving EOP to a low value on behalf of 
channel 2. At the same time the device connected to 
channel 1 is driving EOP in to the SIO, also at an 
inactive level. This overlap only lasts until the SIO 
EOP output buffer is tri-stated, and does not effect 
the DMA operation. Upon PCIRST #, bit 6 is set to 
O-EOP output selected. 

Bits[5:4]: DMA Cycle Timing Mode 
The SIO supports four DMA transfer timings: ISA­
compatible, type "A", "B", and "F". Each timing and 
its corresponding code are described below. Upon 
PCIRST #, compatible timing is selected and the val­
ue of these bits is "00". The cycle timings noted 
below are for a SYSCLK (8.33 MHz, maximum 
SYSCLK frequency). DMA cycles to ISA expansion 
bus memory defaults to compatible timing if the 
channel is programmed in one of the performance 
timing modes (type "A", "B", or "F"). 

Bits[5:4] = 00: Compatible Timing 
Compatible timing is provided for DMA slave devic­
es, that, due to some design limitation, cannot sup­
port one of the faster timings. Compatible timing 
runs at 9 SYSCLKs (1080 nsec/single cycle) and 8 
SYSCLKs (960 nsec/cycle) during the repeated 
portion of a BLOCK or DEMAND mode transfer. 
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Bits [5:4] = 01: Type "A" Timing 
Type "A" timing is provided to allow shorter cycles 
to main memory (via the PCI Bus). Type "A" timing 
runs at 6 SYSCLKs (720 nsec/cycle) during the 
repeated portion of a BLOCK or DEMAND mode 
transfer. Type "A" timing varies from compatible 
timing primarily In shortening the memory opera­
tion to the minimum allowed main memory. The 1/ 
o portion of the cycle (data setup on write, I/O 
read access time) is the same as with compatible 
cycles. The actual active command time is shorter. 
However, it is expected that the DMA devices that 
provide the data access time or write data setup 
time should not require excess lOR # or lOW # 
command active time. Because of this, most ISA 
DMA devices should be able to use type "A" tim­
ing. 

Bits[5:4] = 10: Type "B" Timing 
Type "B" timing is provided for 8/16-bit ISA DMA 
devices that can accept faster I/O timing. Type 
"B" only works with fast main memory. Type "B" 
timing runs at 5 SYSCLKs (600 nsec/cycle) during 
the repeated portion of a BLOCK or DEMAND 
mode transfer. Type "B" timing requires faster 
DMA slave devices than compatible timing. In 
Type "B" timing the cycles are shortened so that 
the data setup time on I/O write cycles is short­
ened and the I/O read access time is required to 
be faster. 

Bits[5:4] = 11: Type "F" Timing 
Type "F" timing provides high performance DMA 
transfer capability. Type "F" timing runs at 3 
SYSCLKs (360 nsec/single cycle) during the re­
peated portion of a BLOCK or DEMAND mode 
transfer, resulting in a maximum data transfer rate 
of 8.33 MBytes/second. 

Bits[3:2]: Addressing Mode 
The SIO supports both 8- and 16-bit DMA device 
data sizes. Three data size options are programma­
ble with bits[3:2]. Both the 8-bit I/O, "count by 
bytes" mode and the 16-bit I/O, "count by words" 
(address shifted) mode are ISA compatible. The 16-
bit I/O, "count by bytes" mode is offered as an ex­
tension of the ISA compatible modes. Bits[3:2] = 
10 is reserved. Byte assembly/disassembly is per­
formed by the ISA control unit. Each of the data 
transfer size modes is discussed below. 
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Blts[3:2] = 00: S-bit 110, "Count By Bytes" 
Mode 
In S-bit 110, "count by bytes" mode, the Current 
Address Register can be programmed to any ad­
dress; The Current Byte/Word Count Register is 
programmed with the "number of bytes minus 1" 
to transfer. 

Bits [3:2] = 01: 16-blt 110, "Count By Words" 
(Address Shifted) Mode 
In "count by words" mode (address shifted), the 
Current Address Register can be programmed to 
any even address, but must be programmed with 
the address value shifted right by one bit. The Low 
Page and High Page Registers are not shifted dur­
ing DMA transfers. Thus, the least significant bit of 
the Low Page register is ignored when the address 
is driven out onto the bus. The Current Byte/Word 
Count Register is programmed with the number of 
words minus 1 to be transferred. 

Blts[3:2] = 10: Reserved 

Bits [3:2] = 11: 16-Blt I/O, "Count By Bytes" 
Mode 
In 16-bit "count by bytes" mode, the Current Ad­
dress Register can be programmed to any byte ad­
dress. For most DMA devices, however, it should 
be programmed only to even addresses. If the ad­
dress is programmed to an odd address, the DMA 
controller does a partial word transfer during the 
first and last transfer, if necessary. The bus con­
troller does the Byte/Word assembly necessary to 
write any size memory device. In this mode, the 
Current Address Register is incremented or decre­
mented by two and the byte count is decremented 
by the number of bytes transferred during each 
bus cycle. The Current Byte/Word Count Register 
is programmed with the "number of bytes minus 1" 
to be transferred. This mode should only be pro­
grammed for 16-bit ISA DMA slaves. 
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Blts[1:0]: DMA Channel Select 
Bits[1 :0] select the particular channel that will have 
its DMA Channel Extend Mode Register pro­
grammed with bits[7:2]. 

Bits 1 0 Channel 
0 0 Channel 0 (4) 
0 1 Channel 1 (5) 
1 0 Channel 2 (6) 

Channel 3 (7) 

4_2.4 DR-DMA REQUEST REGISTER 

Address Offset: Channels 0-3-0Sh 
Channels 4-7-0D2h 

Default Value: 8its[1 :0] = undefined, 
Bits[7:2] = 0 

Attribute: Write Only 
Size: 4 bits 

Each channel has a request bit in one of the two 
4-bit DMA Request Registers. The Request Register 
is used by software to initiate a DMA request. The 
DMA responds to the software request as though 
DREQ[x] is asserted. These requests are non-mask-

. able and subject to prioritization by the priority 
encoder network. Each register bit is set to 1 or 0 
separately under software control or is set to 0 upon 
generation of a TC. The entire register is set to 0 
upon PCIRST # or a Master Clear. It is not affected 
upon a RSTDRV output. To program a bit, the soft­
ware loads the proper form of the data word. 
Bits[1 :0] determine which channel Request Register 
will be written. In order to make a software request, 
the channel must be. in Block Mode. The Request 
Register status for DMA 1 and DMA2 is output on 
bits[7:4] of a Status Register read to the appropriate 
port. 

Blts[7:3]: Reserved 
Must be O. 

Bit 2: DMA Channel Service Request 
Writing a 0 to bit 2 resets the individual software 
DMA channel request bit. Writing a 1 to bit 2 s~ts the 
request bit. The request bit for each DMA channel is 
reset to 0 upon a PCIRST # or a Master Clear. 



Blts[1:0]: DMA Channel Select 
Bits[1 :0] select the DMA channel mode register to 
program with bit 2. 

Bits 1 
o 
o 

o 
o 
1 
o 

Channel 
Channel 0 
Channel 1 (5) 
Channel 2 (6) 
Channel 3 (7) 

4.2.5 MASK REGISTER-WRITE 
SINGLE MASK BIT 

Address Offset: Channels 0-3-0Ah 
Channels 4-7-0D4h 

Default Value: Bits[1 :0] = undefined, 
Bit 2 = 1, Bits[7:3] = 0 

Attribute: Write Only 
Size: 1 bit/channel 

Each DMA channel has a mask bit that enables/dis­
ables an incoming DMA channel service request 
DREQ[x]. Two 4-bit registers store the current mask 
status for DMA 1 and DMA2. Setting the mask bit 
disables the incoming DREQ[x] for that channel. 
Clearing the mask bit enables the incoming 
DREQ[x]. A channel's mask bit is automatically set 
when the Current Byte/Word Count register reaches 
terminal count (unless the channel is programmed 
for autoinitialization). Each mask bit may also be set 
or cleared under software control. The entire regis­
ter is also set by a PCIRST# or a Master Clear. 
Setting the entire register disables all DMA requests 
until a clear mask register instruction allows them to 
occur. This instruction format is similar to the format 
used with the DMA Request Register. 

Individually masking DMA channel 4 (DMA controller 
2, channel 0) will automatically mask DMA channels 
[3:0], as this channel group is logically cascaded 
onto channel 4. Setting this mask bit disables the 
incoming DREQ's for channels [3:0]. 

Blts[7:3]: Reserved 
Must be O. 

Bit 2: Channel Mask Select 
When bit 2 is set to a 1, DREQ is disabled for the 
selected channel. When bit 2 is set to a 0, DREQ is 
enabled for the selected channel. 
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Blt[1:0]: DMA Channel Select 
Bits[1 :0] select the DMA Channel Mode Register to 
program with bit 2. 

Bits 
o 
o 

o 
o 
1 
o 

Channel 
Channel 0 (4) 
Channel 1 (5) 
Channel 2 (6) 
Channel 3 (7) 

4.2.6 MASK REGISTER-WRITE ALL MASK 
BITS 

Address Offset: 

Default Value: 
Attribute: 
Size: 

Channels 0-3-0Fh 
Charnels 4-7-0DEh 
Bit[3:0] = 1, Bit[7:4] = 0 
Read/Write 
4 bits 

Writing to this register enables/disables incoming 
DREQ assertions. There are four mask bits per reg­
ister, one for each channel. This permits all four 
channels to be simultaneously enabled/disabled in­
stead of enabling/disabling each channel individual­
ly, as is the case with the Mask Register-Write Sin­
gle Mask Bit. 

Two 4-bit registers store the current mask status for 
DMA 1 and DMA2. Unlike the Mask Register-Write 
Single Mask Bit, this register and includes a status 
read to check the current mask status of the select­
ed DMA channel group. A channel's mask bit is au­
tomatically set to 1 when the Current Byte/Word 
Count Register reaches terminal count (unless the 
channel is programmed for autoinitialization). 
Bits[3:0] are set to 1 by a PCIRST# or a Master 
Clear. Setting bits[3:0] to 1 disables all DMA re­
quests until a clear mask register instruction enables 
the requests. 

Two important points should be taken into consider­
ation when programming the mask registers. First, 
individually masking DMA channel 4 (DMA controller 
2, channel 0) will automatically mask DMA channels 
[3:0], as this channel group is logically cascaded 
onto channel 4. Second, masking DMA controller 2 
with a write to port ODEh will also mask DREQ as­
sertions from DMA controller 1 for the same reason. 
When DMA channel 4 is masked, so are DMA chan­
nels 0-3. 

Blts[7:4]: Reserved 
Must be o. 
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Bits[3:0]: Channel Mask Bits 
Setting the bites) to a 1 disables the corresponding 
DREQ(s). Setting the bites) to a 0 enables the corre­
sponding DREQ(s). Bits[3:0] are set to 1 upon 
PCIRST # or Master Clear. When read, bits[3:0] indi­
cate the DMA channel [3:0] ([7:4]) mask status. 

Bit 
o 

2 
3 

Channel 
0(4) 
1 (5) 
2 (6) 
3 (7) 

NOTE: 
Disabling channel 4 also disables channels 
0-3 due to the cascade of DMA 1 through 
channel 4 of DMA2. 

4.2.7 DS-DMA STATUS REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

Channels 0-3-0Bh 
Channels 4-7-0DOh 
OOh 
Read Only 
B bits 

Each DMA controller has a read-only DMA Status 
Register. This register indicates which channels 
have reached terminal count and which channels 
have a pending DMA request. Bits[3:0] are set every 
time the corresponding TC is reached by that chan­
nel. Bits[3:0] are set to 0 upon PCIRST# and on 
each status read. Bits[7:4] are set whenever their 
corresponding channel is requesting service. 

Bits[7:4]: Channel Request Status 
When a valid DMA request is pending for a channel 
(on its DREQ signal line), the corresponding bit is set 
to 1. When a DMA request is not pending for a par­
ticular channel, the corresponding bit is set to O. The 
source of the DREQ may be hardware, a timed-out 
block transfer, or a software request. Note that 
channel 4 does not have DREQ or DACK lines, so 
the response for a read of DMA2 status for channel 
4 is irrelevant. 
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Bit 
4 
5 
6 
7 

Channel 
o 

1 (5) 
2 (6) 
3 (7) 

Blts[3:0]: Channel.Terminal Count Status 
When a channel reaches terminal count (TC), its 
status bit is set to 1. If TC has not been reached, the 
status bit is set to O. Note that channel 4 is pro­
grammed for cascade, and is not used for a DMA 
transfer. Therefore, the TC bit response for a status 
read on DMA2 for channel 4 is irrelevant. 

Bit 
o 
1 
2 
3. 

Channel 
o 

1 (5) 
2 (6) 
3 (7) 

4.2.8 DMA BASE AND CURRENT ADDRESS 
REGISTERS (8237 COMPATIBLE 
SEGMENT) 

Address Offset: 

Default Value: 
Attribute: 
Size: 

DMA Channel O-OOOh 
DMA Channel 1 -002h 
DMA Channel 2-004h 
DMA Channel 3-006h 
DMA Channel 4-0COh 
DMA Channel 5-0C4h 
DMA Channel 6-0CBh 
DMA Channel 7 -OCCh 
All bits undefined 
Read/Write 
16 bits per channel 

Each channel has a 16-bit Current Address Register. 
This register contains the value of the 16 least signif­
icant bits of the full 32-bit address used during DMA 
transfers. The address is automatically incremented 
or decremented after each transfer and the interme­
diate values of the address are stored in the Current 
Address Register during the transfer. This register is 
written to or read from by the PCI Bus or ISA Bus 
master in successive B-bit bytes. The programmer 
must issue the "Clear Byte Pointer Flip-Flop" com­
mand to reset the internal byte pointer and correctly 
align the write prior to programming the Current Ad­
dress Register. After clearing the Byte Pointer Flip­
Flop, the first write to the Current Address Register 
programs the low byte, bits[7:01, and the second 
write programs the high byte, bits[15:B]. This proce­
dure also applies to read cycles. It may also be re­
initialized by an Autoinitialize back to its original val­
ue. Autoinitialize takes place only after a TC or EOP. 



Each channel has a Base Address Register located 
at the same port address as the corresponding Cur­
rent Address Register. These registers store the 
original value of their associated Current Address 
Registers. During autoinitialize these values are 
used to restore the Current Address Registers to 
their original values. The Base Registers are written 
simultaneously with their corresponding Current Ad­
dress Register in successive 8-bit bytes. The Base 
Registers are write-only. 

In Scatter/gather mode, these registers store the 
lowest 16 bits of the current memory address. Dur­
ing a Scatter/gather transfer, the DMA will load 
a reserve buffer into the base memory address 
register. 

Bits[15:0]: Base and Current Address [15:0] 
These bits represent the 16 least significant address 
bits used during DMA transfers. Together with the 
DMA Low Page Register, they form the ISA-compati­
ble 24-bit DMA address. As an extension of the ISA 
compatible functionality, the DMA High Page Regis­
ter completes the 32-bit address needed when im­
plementing SIO extensions such as DMA to the PCI 
Bus slaves that can take advantage of full 32-bit ad­
dressability. Upon PCIRST# or Master Clear, the 
value of these bits is OOOOh. 

4.2.9 DMA BASE AND CURRENT BYTE/WORD 
COUNT REGISTERS (8237 COMPATIBLE 
SEGMENT) 

Address Offset: 

Default Value: 
Attribute: 
Size: 

DMA Channel 0-001 h 
DMA Channel 1-003h 
DMA Channel 2-005h 
DMA Channel 3-007h 
DMA Channel 4-0C2h 
DMA Channel 5-0C6h 
DMA Channel 6-0CAh 
DMA Channel 7 -OCEh 
All bits undefined 
Read/Write 
16 bits per channel 

Each channel has a 16-bit Current Byte/Word Count 
Register. This register determines the number of 
transfers to be performed. The actual number of 
transfers is one more than the number programmed 
in the Current Byte/Word Count Register (Le., pro­
gramming a count of 100 results in 101 transfers). 
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The Byte/Word count is decremented after each 
transfer. The intermediate value of the Byte/Word 
count is stored in the register during the transfer. 
When the value in the register goes from zero to 
OFFFFh, a TC is generated. 

Following the end of a DMA service the register may 
also be re-initialized by an autoinitialization back to 
its original value. Autoinitialize can only occur when 
a TC occurs. If it is not autoinitialized, this register 
has a count of FFFFh after TC. 

When the Extended Mode Register is programmed 
for, or defaulted to, transfers to/from an 8-bit I/O, 
the Byte/Word count indicates the number of bytes 
to be transferred. 

When the Extended Mode Register is programmed 
for, or defaulted to, transfers to/from a 16-bit I/O, 
with shifted address, the Byte/Word count indicates 
the number of 16-bit words to be transferred. 

When the Extended Mode Register is programmed 
for transfers to/from a 16-bit I/O, the Byte/Word 
Count indicates the number of bytes to be trans­
ferred. The number of bytes does not need to be a 
multiple of two or four in this case. 

Each channel has a Base Byte/Word Count Regis­
ter located at the same port address as the corre­
sponding Current Byte/Word Count Register. These 
registers store the original value of their associated 
Current Byte/Word Count Registers. During Autoini­
tialize these values are used to restore the Current 
registers to their original values. The Base registers 
are written simultaneously with their corresponding 
Current register in successive 8-bit bytes. The Base 
registers cannot be read by any external agents. 

In Scatter/gather mode, these registers store the 16 
bits of the current Byte/Word count. During Scatter/ 
gather transfer, the DMA will load a reserve buffer 
into the base Byte/Word Count register. 

Bits[15:0]: Base and Current Byte/Word Count 
These bits represent the 16 byte/word count bits 
used when counting down a DMA transfer. Upon 
PCIRST # or Master Clear, the value of these bits is 
OOOOh. 

2-1173 



82378 SYSTEM 1/0 (SIO) 

4.2.10 DMA MEMORY BASE LOW PAGE AND 
CURRENT LOW PAGE REGISTERS 

Register Name: DMA Memory Current Low Page 
Register (Read/Write) 
DMA Memory Base Low Page 
Register (Write Only) 

Address Offset: DMA Channel 0-087h 
DMA Channel 1-083h 
DMA Channel 2-081h 
DMA Channel 3-082h 
DMA Channel 5-08Bh 
DMA Channel 6-089h 
DMA Channel 7 -08Ah 

Default Value: All bits undefined 
Size: 8 bits per channel 

Each channel has an 8-bit Low Page Register. The 
DMA memory Low Page Register contains the eight 
second most-significant bits of the 32-bit address. 
The register works in conjunction with the DMA con­
troller's High Page Register and Current Address 
Register to define the complete (32-bit) address for 
the DMA channel. This 8-bit register is read or writ­
ten directly. It may also be re-initialized by an autoini­
tialize back to its original value. Autoinitialize takes 
place only after a TC or EOP. 

Each channel has a Base Low Page Address Regis­
ter located at the same port address as the corre­
sponding Current Low Page Register. These 
registers store the original value of their associated 
Current Low Page Registers. During autoinitializa­
tion, these values are used to restore the Current 
Low Page Registers to their original values. The 8-bit 
Base Low Page Registers are written simultaneously 
with their corresponding Current Low Page Register 
by the microprocessor. The Base Low Page regis­
ters are write only. 

During Scatter/gather, these registers store the 8 
bits from the third byte of the current memory ad­
dress. During a Scater-Gather transfer, the DMA will 
load a reserve buffer into the base memory address 
register. 

Bits[7:0]: DMA Low Page and Base Low Page 
[23:16] 
These bits represent the eight second most signifi­
cant address bits when forming the full 32-bit ad­
dress for a DMA transfer. Upon PCIRST# or Master 
Clear, the value of these bits is OOh. 
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4.2.11 DMA MEMORY BASE HIGH PAGE AND 
CURRENT HIGH PAGE REGISTERS 

Register Name: DMA Memory Current High Page 
Register (Read/Write) 
DMA Memory Base High Page 
Register (Write Only) 

Address Offset: DMA Channel 0-0487h 
DMA Channel 1-0483h 
DMA Channel 2-0481h 
DMA Channel 3-0482h 
DMA Channel 5-048Bh 
DMA Channel 6-0489h 
DMA Channel 7 -048Ah 

Default Value: All bits undefined 
Size: 8 bits per channel 

Each channel has an 8-bit Current High Page Regis­
ter. The DMA memory Current High Page Register 
contains the eight most significant bits of the 32-bit 
address. The register works in conjunction with the 
DMA controller's Current Low Page Register and 
Current Address Register to define the complete 
(32-bit) address for the DMA channels and corre­
sponds to the Current Address Register for each 
channel. This 8-bit register is read or written directly. 
It may also be autoinitialized back to its original val­
ue. Autoinitialize takes place only after a TC or EOP. 

This register is set to 0 during the programming of 
both the Current Low Page Register and the Current 
Address Register. Thus, if this register is not pro­
grammed after the other address and Low Page 
Registers are programmed. then its value is OOh. In 
this case, the DMA channel operates the same as 
an 82C37 (from an addressing standpOint). This is 
the address compatibility mode. 

If the high 8 bits of the address are programmed 
after the other addresses, then the channel modifies 
its OPeration to increment (or decrement) the entire 
32-bit address. This is unlike the 82C37 "Page" reg­
ister in the original PCs which could only increment 
to a 64 KByte boundary for 8-bit channels or 
128 KByte boundary for 16-bit channels. This is ex­
tended address mode. In this mode, the ISA Bus 
controller generates the signals' MEMR # and 
MEMW # only for addresses below 16 MBytes. 



Each channel has a Base High Page Register locat­
ed at the same port address as the corresponding 
Current High Page Register. These registers store 
the original value of their associated Current High 
Page Registers. During autoinitialize, these values 
are used to restore the Current High Page Registers 
to their original values. The 8-bit Base High Page 
Registers are written simultaneously with their corre­
sponding Current High Page Register. The Base 
High Page Registers are write only. 

During ScatterlGather, these registers store the 
8 bits from the highest byte of the current memory 
address. During a ScatterlGather transfer, the DMA 
will load a reserve buffer into the base memory ad­
dress register. 

Bits[7:0]: DMA High Page and Base High 
Page [31:24] 
These bits represent the eight most-significant ad­
dress bits when forming the full 32-bit address for a 
DMA transfer. Upon PCIRST# or Master Clear, the 
value of these bits is OOh. 

4.2.12 DMA CLEAR BYTE POINTER REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

Channels 0-3-00Ch 
Channels 4-7-0D8h 
All bits undefined 
Write Only 
8 bits 

Writing to this register executes the clear byte point­
er command. This command is executed prior to 
writing or reading new address or word count infor­
mation to the DMA. This command initializes the 
byte pointer flip-flop to a known state so that subse­
quent accesses to register contents will address 
upper and lower bytes in the correct sequence. 

The clear byte pointer command clears the internal 
latch used to address the upper or lower byte of the 
16-bit Address and Word Count Registers. The latch 
is also cleared at power on by PCIRST# and by the 
Master Clear command. The Host CPU may read or 
write a 16-bit DMA controller register by performing 
two consecutive accesses to the 1/0 port. The Clear 
Byte Pointer command precedes the first access. 
The first 1/0 write to a register port loads the least 
significant byte, and the second access automatical­
ly accesses the most significant byte. 
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When DMA registers are being read or written, two 
Byte Pointer flip-flops are used. One flip-flop is for 
Channels 0-3 and one for Channels 4-7. Both of 
these act independently. There are separate soft­
ware commands for clearing each of them (OCh for 
Channels 0-3, OD8h for Channels 4-7). 

Bits[7:0]: Clear Byte Pointer 
No specific pattern. Command enabled with a write 
to the 1/0 port address. 

4.2.13 DMC-DMA MASTER CLEAR REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

Channel 0-3-00Dh 
ChanneI4-7-0DAh 
All bits undefined 
Write Only 
8 bit 

This software instruction has the same effect as the 
hardware Reset. The Command, Status, Request, 
and Internal FirstlLast Flip-Flop registers are 
cleared and the Mask Register is set. The DMA 
controller enters the idle cycle. There are two inde­
pendent Master Clear Commands; ODh acts on 
Channels 0-3, and ODAh acts on Channels 4-7. 

Bits[7:0]: Master Clear 
No specific pattern. Command enabled with a write 
to the 1/0 port address. 

4.2.14 DCM-DMA CLEAR MASK REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

Channel 0-3-00Eh 
Channel 4-7 -ODCh 
All bits undefined 
Write Only 
8 bit 

This command clears the mask bits of all four chan­
nels, enabling them to accept DMA requests. I/O 
port OEh is used for Channels 0-3 and I/O port 
ODCh is used for Channels 4-7. 

Bits[7:0]: Clear Mask Register 
No specific pattern. Command enabled with a write 
to the 1/0 port address. 
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4.2.15 SCATTER/GATHER COMMAND 
REGISTER 

Register Name: 

Address Offset: 

Default Value: 
Attribute: 
Size: 

DMA Scatter Gather Command 

Channels 0 default 
address-0410h 
Channels 1 default 
address-0411 h 
Channels 2 default 
address-0412h 
Channels 3 default 
address-0413h 
Channels 5 default 
address-0415h 
Channels 6 default 
address-0416h 
Channels 7 default 
address-0417h 
OOh 
Write Only, Relocatable 
8 bits 

The Scatter/Gather Command Register controls op­
eration of the descriptor table aspect of scatter / 
gather transfers. This register can be used to start 
and stop a scatter/gather transfer. The register can 
also be used to select between IRQ13 and I':OP to 
be asserted following a terminal count. The current 
scatter/gather transfer status can be read in the 
scatter/gather channel's corresponding Scatter/ 
Gather Status Register. After a PCIRST# or Master 
Clear, IRQ13 is disabled and EOP is enabled. 

Bit 7: IRQ13/EOP Select 
Bit 7, if enabled via bit 6 of this register, selects 
whether EOP or IRQ13 is asserted at termination 
caused by a last buffer expiring. The last buffer can 
be either the last buffer in the list or the last buffer 
loaded in the DMA while it is suspended. If bit 7 = 1 
(and bit 6 = 1), EOP is asserted when the last buffer 
is completed. If bit 7 = 0 (and bit 6 = 1). IRQ13 is 
asserted when the last buffer is completed. 

EOP can be used to alert an expansion bus I/O de­
vice that a scatter/gather termination condition was 
reached. The I/O device, in turn, can assert its own 
interrupt request line to invoke a dedicated interrupt 
handling routine. IRQ13 should be used when the 
CPU needs to be notified directly. 
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Following PCIRST #, or Master Clear, the value 
stored for this bit is "1 ", and EOP is selected. Bit-6 
must be set to a "1" to enable this bit during a S/G 
Command register write. When bit 6 is a "0" during 
the write, bit 7 will not have any effect on the current 
EOP/IRQ13 selection. 

Bit 6: IRQ13/EOP Programming Enable 
Enabling IRQ13/EOP programming allows initializa­
tion or modification of the S/G termination handling 
bits. When bit 6 = 0, bit 7 does not affect the state 
of IRQ13 or EOP assertion. When bit 6 = 1, bit 7 
determines the termination handling following a ter­
minal count. 

Bits[5:2]: Reserved 
Must be O. 

Bits[1:0]: Scatter/Gather Commands 
This 2-bit field is used to start and stop scatter/ 
gather. 

Bits[1:0] = 00: No S/G operation 
No S/G command operation is performed. 
Bits[7:6] may still be used to program IRQ13/EOP 
selection .. 

Bits[1:0] = 01: Start S/G Command 
The Start command initiates the scatter/gather 
process. Immediately after the start command is 
issued (setting bits[1 :0] to 01), a request is issued 
to fetch the initial buffer from the descriptor table 
to fill the Base Register set in preparation for per­
forming a transfer. The buffer prefetch request has 
the same priority with respect to other channels as 
the DREQ it is associated with. Within the channel, 
DREQ is higher in priority than a prefetch request. 

The Start command assumes the Base and Cur­
rent registers are both empty and will request a 
prefetch automatically. Note that this command 
also sets the Scatter/Gather Status Register to 
S/G Active, Base Empty, Current Empty, not Ter­
minated, and Next Null Indicator to O. The EOP/ 
IRQ13 bit will still reflect the last value pro­
grammed. 



Bits[1:0] = 10: Stop S/G Command 
The Stop command halts a Scatter/gather transfer 
immediately. When a Stop command is given, the 
Terminate bit in the S/G Status register and the 
DMA channel mask bit are both set. 

Bits[1:0] = 11: Reserved 

4.2.16 SCATTER/GATHER STATUS REGISTER 

Address Offset 

Default Value: 
Attribute: 
Size: 

Channels 0 default 
address-041Bh 
Channels 1 default 
address-0419h 
Channels 2 default 
address-041 Ah 
Channels 3 default 
address-041 Bh 
Channels 5 default 
address-041 Dh 
Channels 6 default 
address-041 Eh 
Channels 7 default 
address-041 Fh 
OOh 
Read Only, Relocatable 
B-bits 

The Scatter/Gather Status Register contains infor­
mation on the scatter/gather transfer status. This 
register provides dynamic status information on S/G 
transfer activity, the current and base buffer state 
S/G transfer termination, and the End of the List 
indicator. 

An Active bit is set to "1" after the S/G Start com­
mand is issued. The Active bit will be "0" before the 
initial Start command, following a terminal count, 
and after a S/G Stop command is issued. The Cur­
rent Register and Base Register Status bits indicate 
whether the corresponding register has a buffer 
loaded. It is possible for the Base Register Status to 
be set while the Current Register Status is cleared. 
When the Current Register transfer is complete, the 
Base Register will not be moved into the Current 
Register until the start of the next data transfer. 
Th~s, the Current Register State is empty (cleared), 
while the Base Register State is full (set). The Termi­
nate bit is set active after a Stop command, after TC 
for the last buffer in the list, and both Base and Cur­
rent Registers have expired. The EOP and IRQ13 
bits indicate which end of process indicator will be 
used to alert the system of an S/G process termina­
tion. The EOl status bit is set if the DMA controller 
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has loaded the last buffer of the Link List. Following 
PCIRST #, or Master Clear, each bit in this register is 
reset to "0". 

Bit 7: Next Link Null Indicator 
If the next scatter/gather descriptor fetched from 
memory during a fetch operation has the EOl value 
~et to 1, the c.urrent value of the Next Link Register 
IS not overwntten. Instead, bit 7 of the channel's 
Scatter/Gather Status Register is set to a 1. If the 
fetch returns a EOl value set to 0, this bit is set to O. 
This status bit is written after every fetch operation. 
Following PCIRST #, or Master Clear, this bit is set 
to O. This bit is also cleared by an S/G Start Com­
mand write to the Scatter/Gather Command Regis­
ter. 

Bit 6: Reserved 

Bit 5: Issue IRQ13/EOP on Last Buffer 
When bit 5 = 0, EOP was either defaulted to at 
reset or selected through the Scatter/Gather Com­
mand Register as the S/G process termination indi­
cator. EOP is issued when a terminal count occurs 
or following the Stop Command. When bit 5 = 1, an 
IRQ13 is issued to alert the CPU of this same status. 

Bit 4: Reserved 

Bit 3: Scatter/Gather Base Register Status 
When bit 3 = 0, the Base Register is empty. When 
bit 3 = 1, the Base Register has a buffer link loaded. 
Note that the Base Register State may be set while 
the Current Register state is cleared. This condition 
occurs when the Current Register expires following 
a transfer. The Base Register will not be moved into 
the Current Register until the start of the next DMA 
transfer. 

Bit 2: Scatter/Gather Current Register Status 
When ~it 2 = 0, the Current Register is empty. 
When bit 2 = 1, the Current Register has a buffer 
link loaded and is considered full. Following 
PCIRST#, bit 2 is set to o. 

Bit 1: Reserved 

Bit 0: Scatter/Gather Active 
The Scatter/gather Active bit indicates the current 
S/G transfer status. Bit 0 is set to a 1 after an S/G 
Start Command is issued. Bit 0 is set to 0 before the 
Start Command is issued. Bit 0 is 0 after terminal 
count on the last buffer on the channel is reached. 
Bit 0 is also 0 after an S/G Stop Command has been 
issued. Following a PCIRST # or Master Clear this 
~~Q ' 
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4.2.17 SCATTER/GATHER DESCRIPTOR TABLE 
POINTER REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

Channel 0 default 
address-0420h -0423h 
Channel 1 default 
address-0424h-0424h 
Channel 2 default 
address-0428h -042Bh 
Channel 3 default 
address-042Ch-042Ch 
Channel 5 default 
address-0434h -0437h 
Channel 6 default 
address-0438h-043Bh 
Channel 7 default 
address-043Ch-043Fh 
All bits undefined 
Read/Write, Relocatable 
32 bits 

The Scatter/Gather Descriptor Table Pointer Regis· 
ter contains the 32-bit pointer address to the first 
scatter/gather descriptor .entry in the descriptor ta­
ble in memory. Before the start of a S/G transfer, 
this register should be programmed to poi~t to the 
first descriptor in the Scatter/Gather Descriptor Ta­
ble. Following a S/G Start command, the SIO reads 
the first SGD entry. Subsequently, at the end of the 
each buffer block transfer, the contents of the SGD 
Table pointer registers are incremented by 8 until 
the end of the SGD Table is reached. 

The Scatter/Gather Descriptor Table Pointer Regis­
ters can be programmed with a single 32-bit PCI 
write. 

Following a prefetch to the address pointed to by the 
channel's Scatter/Gather Descriptor Table Pointer 
Register, the new memory address is loaded i.nto the 
Base Address Register, the new Byte Count IS load­
ed into the Base Byte Count Register, and the newly 
fetched next scatter/gather descriptor replaces the 
current next scatter/gather value. 

The end of the Scatter/Gather Descriptor Table is 
indicated by an End of Table field having a MSB 
equal to 1. When this value is read during a scatter / 
gather descriptor fetch, the current scatt~r/gather 
descriptor value is not replaced. Instead, bit 7 of the 
channel's Status Register is set to a 1, when the 
EOL is read from memory. 
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Bits[31:0]: 
The Scatter/Gather Descriptor Table Pointer Regis­
ter contains a 32-bit pointer address to the main 
memory location where the software maintains the 
Scatter Gather Descriptors for the linked-list buffers. 
Bits[31 :0] correspond to A[31 :0] on the PCI. 

4.2.18 SCATTER/GATHER INTERRUPT 
STATUS REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

040Ah 
OOh 
Read Only, Relocatable 
8 bits 

The Scatter/Gather Interrupt Status Register is a 
read only register and is used to indicate the source 
(channel) of a DMA Scatter/Gather interrupt on 
IRQ13. The DMA controller drives IRQ13 active af­
ter reaching terminal count during a Scatter/Gather 
transfer. It does not drive IRQ13 active during the 
initial programming sequence that loads the Base 
registers. 

Bit 7: Channel 7 Interrupt Status 
When this bit is set to a 1, Channel 7 has an interrupt 
due to a Scatter/Gather Transfer; otherwise this bit 
is set to a O. 

Bit 6: Channel 6 Interrupt Status 
When this bit is set to a 1 , Channel 6 has an interrupt 
due to a Scatter/Gather Transfer; otherwise this bit 
is set to a O. 

Bit 5: Channel 5 Interrupt Status 
When this bit is set to a 1, Channel 5 has an interrupt 
due to a Scatter/Gather Transfer; otherwise this bit 
is set to a O. 

Bit 4: Reserved 
Read as O. 

Bit 3: Channel 3 Interrupt Status 
When this bit is set to a 1, Channel 3 has an interrupt 
due to a Scatter/Gather Transfer; otherwise this bit 
is set to a O. 

Bit 2: Channel 2 Interrupt Status 
When this bit is set to a 1, Channel 2 has an interrupt 
due to a Scatter/Gather Transfer; otherwise this bit 
is set to a O. 



Bit 1: Channel 1 Interrupt Status 
When this bit is set to a 1, Channel 1 has an interrupt 
due to a Scatter/Gather Transfer; otherwise this bit 
is set to a O. 

Bit 0: Channel 0 Interrupt Status 
When this bit is set to a 1, Channel 0 has an interrupt 
due to a Scatter/Gather Transfer; otherwise this bit 
is set to a O. 

4.3 Timer Register Description 

The SIO contains three counters that are equivalent 
to those found in the 82C54 Programmable Interval 
Timer. The Timer registers control these counters 
and can be accessed from either the ISA Bus via 
ISA I/O space or the PCI Bus via PCI I/O space. 

This section describes the counter/timer registers 
on the SIO. The counter/timer operations are further 
described in Section 5.7, Timer Unit. 

4.3.1 TCW-TIMER CONTROL 
WORD REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

043h 
All bits undefined 
Write Only 
8 bits 

The Timer Control Word Register specifies the coun­
ter selection, the operating mode, the counter byte 
programming order and size of the count value, and 
whether the counter counts down in a 16-bit or bina­
ry-coded decimal (BCD) format. After writing the 
control word, a new count can be written at any time. 
The new value will take effect according to the pro­
grammed mode. 

There are six programmable counting modes. Typi­
cally, the SIO Timer Counters 0 and 2 are pro­
grammed for Mode 3, the Square Wave Mode, while 
Counter 1 is programmed in Mode 2, the Rate 
Generator Mode. 

Two special commands are selected through the 
Timer Control Word Register. The Read Back Com­
mand (see Section 4.3.1.1) is selected when 
bits[7:6] are both 1 and the Counter Latch Com­
mand (see Section 4.3.1.2) is selected when 
bits[5:4] are both o. When either of these two com­
mands are selected, the meaning of the other bits in 
the register changes. 
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Bits 4 and 5 are also used to select the count regis­
ter programming mode. The read/write selection 
chosen with the control word indicates the program­
ming sequence that must follow when initializing the 
specified counter. If a counter is programmed to 
read/write two byte counts, note that a program 
must not transfer control between writing the first 
and second byte to another routine that also writes 
into that same counter. Otherwise, the counter will 
be loaded with an incorrect count. The count must 
always be completely loaded with both bytes. 

Bits 6 and 7 are also used to select the counter for 
the control word being written. 

Following PCIRST #, the control words for each reg­
ister are undefined. Each timer must be programmed 
to bring it into a known state. However, each counter 
OUT signal is set to 0 following PCIRST#. The 
SPKR output, interrupt controller input IROO (inter­
nal), bit 5 of port 061 h, and the internally generated 
refresh request are each set to 0 following 
PCIRST#. 

Bits[7:6]: Counter Select 
The Counter Selection bits select the counter the 
control word acts upon as shown below. The Read 
Back Command is selected when bits [7:6] are 
both 1. 

Bit 7 6 Function 
0 0 Counter 0 select 
0 1 Counter 1 select 
1 0 Counter 2 select 

Read Back Command 
(see Section 4.3.1.1) 

Bits[5:4]: Read/Write Select 
Bits[5:4] are the read/write control bits. The Counter 
Latch Command is selected when bits[5:4] are both 
o. The read/write options include r/w least signifi­
cant byte, r/w most significant byte, or r/w the LSB 
and then the MSB. The actual counter programming 
is done through the counter I/O port (040h, 041h, 
and 042h for counters 0, 1, and 2, respectively). 

Bit 5 4 Function 
0 0 Counter Latch Command 

(see Section 4.3.1.2) 
0 1 R/W Least Significant Byte (LSB) 

0 R/W Most Significant Byte (MSB) 
R/W LSB then MSB 
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Bits[3:1]: Counter Mode Selection 
Bits[3:1] select one of six possible modes of opera­
tion for the counter as shown below. 
Bit 3 2 1 Mode Function 

o 0 0 0 Out signal on end of count (= 0) 
o 0 1 1 Hardware retriggerable one-shot 
X 1 0 2 Rate generator (divide by n counter) 
X 1 1 3 Square wave output 
1 0 0 4 Software triggered strobe 
1 0 1 5 Hardware triggered strobe 

Bit 0: Binary/BCD Countdown Select 
When bit 0 = 0, a binary countdown is used. The 
largest possible binary count is 216. When bit 0 = 1, 
a binary coded decimal (BCD) count is used. The 
largest BCD count allowed is 104. 

4.3.1.1 Read Back Command 

The Read Back Command is used to determine the 
count value, programmed mode, and current states 
of the OUT pin and Null count flag of the selected 
counter or counters. The Read Back Command is 
written to the Timer Control Word Register which 
latches the current states of the above mentioned 
variables. The value of the counter and its status 
may then be read by I/O access to the counter ad­
dress. 

Status and/or count may be latched on one, two, or 
all three of the counters by selecting the counter 
during the register write. The count latched remains 
latched until read, regardless of further latch com­
mands. The count must be read before newer latch 
commands latch a new count. The status latched by 
the Read Back Command also remains latched until 
after a read to the counter's 110 port by reading the 
Counter Access Ports Register. Thus, the status and 
count are unlatched only after a counter read of the 
Timer Status Byte Format Register, the Counter Ac­
cess Ports Register, or the Timer Status Byte Regis­
ter and Counter Access Ports Register in succes­
sion. 

Both count and status of the selected counter(s) 
may be latched simultaneously by setting both bit 5 
and bit 4 to O. This is functionally the same as issu­
ing two consecutive, separate Read Back Com­
mands. As mentioned above, if multiple count and/ 
or status Read Back Commands are issued to the 
same counter(s) without any intervening reads, all 
but the first are ignored. 
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If both count and status of a counter are latched, the 
first read operation from that counter returns the 
latched status, regardless of which was latched first. 
The next one or two reads (depending on whether 
the counter is programmed for one or two byte 
counts) returns the latched count. Subsequent reads 
return an unlatched count. 

NOTE: 
The Timer Counter Register bit definitions 
are different during the Read Back Com­
mand than for a normal Timer Counter Reg­
ister write. 

Bits[7:6]: Read Back Command 
When bits[7:6] are both 1, the Read Back Command 
is selected during a write to the Timer Control Word 
Register. As noted above, the normal meanings 
(mode, countdown, r/w select) of the bits in the con­
trol register at I/O address 043h change when the 
Read Back Command is selected. Following the 
Read Back Command, I/O reads from the selected 
counter's I/O addresses produce the current latch 
status, the current latched count, or both if bits 4 and 
5 are both O. 

Bit 5: Latch Count of Selected Counters 
When bit 5 = 1, the current count value of the se­
lected counters will be latched. When bit 4 = 0, the 
status will not be latched. 

Bit 4: Latch Status of Selected Counters 
When bit 4 = 1, the status of the selected counters 
will be latched. When bit 4 = 0, the status will not be 
latched. The status byte format is described in Sec­
tion 4.3.2, Interval Timer Status Byte Format Regis­
ter. 

Bit 3: Counter 2 Select 
When bit 3 = 1, Counter 2 is selected for the latch 
command selected with bits 4 and 5. When bit 3 = 
0, status and/or count will not be latched. 

Bit 2: Counter 1 Select 
When bit 2 = 1, Counter 1 is selected for the latch 
command selected with bits 4 and 5. When bit 2 = 
0, status and/or count will not be latched. 

Bit 1: Counter 0 Select 
When bit 1 = 1, Counter 0 is selected for the latch 
command selected with bits 4 and 5. When bit 1 
0, status and/or count will not be latched. 

Bit 0: Reserved 
Must be O. 



4.3.1.2 Counter Latch Command 

The Counter Latch Command latches the current 
count value at the time the command is received. 
This command is used to insure that the count read 
from the counter is accurate (particularly when read­
ing a two-byte count). The count value is then read 
from each counter's count register (via the Counter 
Access Ports Register). One, two or all three coun­
ters may be latched with one Counter Latch Com­
mand. 

If a Counter is latched once and then, some time 
later, latched again before the count is read, the 
second Counter Latch Command is ignored. The 
count read will be the count at the time the first 
Counter Latch Command was issued. 

The count must be read according to the pro­
grammed format. Specifically, if the Counter is pro­
grammed for two byte counts, two bytes must be 
read. The two bytes do not have to be read one right 
after the other (read, write, or programming opera­
tions for other counters may be inserted between 
the reads). 

NOTES: 

1. If a counter is programmed to read/write two­
byte counts, a program must not transfer con­
trol between reading the first and second byte 
to another routine that also reads from that 
same counter. Otherwise, an incorrect count 
will be read. Finish reading the latched two­
byte count before transferring control to an· 
other routine. 

2. The Timer Counter Register bit definitions are 
different during the Counter Latch Command 
than for a normal Timer Counter Register 
write. 

Blts[7:6): Counter Selection 
Bits 6 and 7 are used to select the counter for latch· 
ing. 

Bit 7 6 Function 
0 0 latch counter 0 select 
0 1 latch counter 1 select 
1 0 latch counter 2 select 
1 Read Back Command select 

Bits[S:4): Counter Latch Command 
When bits[S:4) are both 0, the Counter Latch Com· 
mand is selected during a write to the Timer Control 
Word Register. As noted above, the normal mean· 
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ings (mode, countdown, r/w select) of the bits in the 
control register at I/O address 043h change when 
the Counter Latch Command is selected. Following 
the Counter Latch Command, I/O reads from the 
selected counter's I/O addresses produce the cur· 
rent latched count. 

Bits[3:0): Reserved 
Must be O. 

4.3.2 INTERVAL TIMER STATUS BYTE FORMAT 
REGISTER 

Address Offset: Counter 0-040h 
Counter 1 -041 h 
Counter 2-042h 

Default Value: Bits[6:0) = X, Bit 7 = 0 
Attribute: Read Only 
Size: 8 bits per counter 

Each counter's status byte can be read following an 
Interval Timer Read Back Command. The Read 
Back Command is programmed through the Timer 
Control Word Register. If latch status is chosen (bit 
4 = 0, Read Back Command) as a read back option 
for a given counter, the next read from the counter's 
Counter Access Ports Register returns the status 
byte. The status byte returns the countdown type, 
either BCD or binary; the counter operational mode; 
the read/write selection ~',atus; the Null count, also 
referred to as the coun~ register status; and the cur· 
rent state of the counter OUT pin. 

Bit 7: Counter OUT Pin State 
When this bit is a 1, the OUT pin of the counter is 
also a 1. When this bit is a 0, the OUT pin of the 
counter is also a o. 

Bit 6: Count Register Status 
Null Count, also referred to as the Count Status 
Register, indicates when the last count written to the 
Count Register (CR) has been loaded into the 
Counting Element (CE). The exact time this happens 
depends on the counter mode, but until the count is 
loaded into the counting element (CE), it can't be 
read from the counter. If the count is latched or read 
before the load time, the count value returned will 
not reflect the new count written to the register. 
When bit 6 = 0, the count has been transferred 
from CR to CE and is available for reading. When bit 
6 = 1, the Null count condition exists. The count has 
not been transferred from CR to CE and is not yet 
available for reading. 
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Bits[5:4]: Read/Write Selection Status 
Bits[5:4] reflect the read/write selection made 
through bits[5:4] of the control register. The binary 
codes returned during the status read match the 
codes used to program the counter read/write se­
lection. 

Bit 5 4 Function 
0 0 Counter Latch Command 
0 1 R/W Least Significant Byte (LSB) 

0 R/W Most Significant Byte (MSB) 
1 R/W LSB then MSB 

Blts[3:1]: Mode Selection Status 
Bits[3:1] return the counter mode programming. The 
binary code returned matches the code used to pro­
gram the counter mode, as listed under the bit func­
tion above. 

Bit 3 .2 1 Mode Selected 
0 0 0 0 
0 0 1 1 
X 1 0 2 
X 1 1 3 

0 0 4 
0 5 

Bit 0: Countdown Type Status 
Bit reflects the current countdown type; either 0 for 
binary countdown or a 1 for binary coded decimal 
(BCD) countdown. 

4.3.3 COUNTER ACCESS PORTS REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

Counter 0, System Timer-040h 
Counter 1, Refresh Request-041 h 
Counter 2, Speaker Tone-042h· 
All bits undefinE;ld 
Read/Write 
8 bits per counter 

Each of these I/O ports is used for writing count 
values to the Count Registers; reading the current 
count value from the counter by either an I/O read, 
after a counter-latch command, or after a Read 
Back Command; and reading the status byte follow­
ing a Read Back Command. 
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Blts[7:0]: Counter· Port Bit[x] 
Each counter I/O port address is used to program 
the 16-bit Count Register. The order of program­
ming, either LSB only, MSB only, or LSB then MSB, 
is defined with the Interval Counter Control Register 
at I/O port address 043h. The counter I/O port is 
also used to read the current count from the Count 
Register, and return the status of the counter pro­
gramming following a Read Back Command. 

4.3.4 BIOS TIMER REGISTER 

Register Location: 

Default Value: 
Attribute: 
Size: 

Default = 78h-7Bh 
(Dword aligned) 
OOOOxxxxh 
Read/Write, Programmable 
32 bit 

A write to the BIOS Timer initiates a counting se­
quence. The timer can be initjated by writing either a 
16-bit data portion or the entire 32-bit register (the 
upper 16 bits are don't cares). Bits[15:0] can be writ­
ten with the initial count value to start the timer or 
read to check the current count value. It is the pro­
grammer's responsiblity to ensure that all 16 bits are 
written at the same time. After data is written into 
BIOS timer, the timer. will start decrementing until it 
reaches zero. It will "freeze" at zero until the new 
count value is written. 

The BIOS Timer consists of a single 32-bit register 
mapped in the I/O space on the location determined 
by the value written into the BIOS Timer Base Ad­
dress Register. Bit 0 of the BIOS Timer Base Ad­
dress Register enables/disables accesses to the 
BIOS Timer and must be 1 to enable access to the 
BIOS Timer Register. When the BIOS Timer is en­
abled, PCI accesses to the BIOS Timer Register do 
not flow through to the ISA Bus. If the BIOS Timer is 
disabled, accesses to the addresses assigned to the 
BIOS Timer Register flow through to the ISA bus. 
Note, however, that the counter continues to count 
normally. 

Blts[31:16]: Reserved 
Read as O. 

Bits[15:0]: 
Timer count value. 



4.4 Interrupt Controller Register 
Description 

The SIO contains an ISA compatible interrupt con­
troller that incorporates the functionality of two 
82C59 interrupt controllers. The interrupt registers 
control the operation of the interrupt controller and 
can be accessed from the PCI Bus via PCI I/O 
space. In addition, some of the registers can be ac­
cessed from the ISA Bus via ISA I/O space. The bus 
access for each register is listed in Table 4. 

4.4.1 ICW1-INITIALIZATION COMMAND WORD 
1 REGISTER 

Register Location: 

Default Value: 
Attribute: 
Size: 

INT CNTRL-1-020h 
INT CNTRL-2-0AOh 
All bits undefined 
Write Only 
8 bits per controller 

A write to Initialization Command Word 1 starts the 
interrupt controller initialization sequence. Address­
es 020h and OAOh are referred to as the base ad­
dresses of CNTRL-1 and CNTRL-2, respectively. 

An I/O write to the CNTRL-1 or CNTRL-2 base ad­
dress with bit 4 equal to 1 is interpreted as ICW1. 
For SIO-based ISA systems, three I/O writes to 
"base address + 1" must follow the ICW1. The first 
write to "base address + 1" performs ICW2, the 
second write performs ICW3, and the third write per­
forms ICW4. 

ICW1 starts the initialization sequence during which 
the following automatically occur: 

a. The edge sense circuit is reset. This means that 
following initialization, an interrupt request (IRO) 
input must make a low-to-high transition to gener­
ate an interrupt. 

b. The Interrupt Mask register is cleared. 

c. IR07 input is assigned priority 7. 

d. The slave mode address is set to 7. 

e. Special Mask Mode is cleared and Status Read is 
set to IRR. 

f. If IC4 was set to 0, then all functions selected by 
ICW4 are set to O. However, ICW4 must be pro­
grammed in the SIO implementation of this inter­
rupt controller, and IC4 must be set to a 1. 
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ICW1 has three significant functions within the SIO 
interrupt controller configuration. ICW4 is needed, 
so bit 0 must be programmed to a 1. There are two 
interrupt controllers in the system, so bit 1, SNGL, 
must be programmed to a 0 on both CNTRL-1 and 
CNTRL-2, to indicate a cascade configuration. L TIM, 
the interrupt controller IRO edge/level detection 
control bit, defines the IRO sensing mode for each 
controller. When bit 3 is a 0, each IRO line on the 
selected controller is programmed for edge-trig­
gered mode. This mode is signified by a low-to-high 
transition on an IRO input line. When bit 3 is a 1, the 
controller is programmed in level-triggered mode, 
where a high level on an IRO input indicates the 
presence of an interrupt request. L TIM is global for 
each controller. The incoming IROs are either all 
edge-triggered or all level-triggered. Bit 04 must be 
a 1 when programming ICW1. OCW2 and OCW3 are 
also addressed at the same port as ICW1. This bit 
indicates that ICW1, and not OCW2 or OCW3, will 
be programmed during the write to this port. 

Bit 2, ADI, and bits[7:51, A7-A5, are specific to an 
MSC-85 implementation. These bits are not used by 
the SIO interrupt controllers. Bits[7:5,2] should each 
be initialized to o. 

In the 82378ZB, bit 3, the L TIM bit, is not used by 
the interrupt controller and is always read as a 1. 

Bits[7:5]: ICW/OCW Select 
A7-A5 are MCS-85 implementation specific bits. 
They are not needed by the SIO. These bits should 
be 000 when programming the SIO. 

Bit 4: ICW/OCW Select 
Bit 4 must be a 1 to select ICW1. After the fixed 
initialization sequence to ICW1, ICW2, ICW3, and 
ICW4, the controller base address is used to write to 
OCW2 and OCW3. Bit 4 is a 0 on writes to these 
registers. A 1 on this bit at any time will force the 
interrupt controller to interpret the write as an ICW1. 
The controller will then expect to see ICW2, ICW3, 
and ICW4. 

Bit 3: L TIM (Edge/Level Bank Select) 
Ignored for the SIO. 

Bit 2: ADI 
Ignored for the SIO. 
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Bit 1: SNGL (Single or Cascade) 
SNGL must be programmed to a 0 to indicate that 
two interrupt controllers are operating in cascade 
mode on the SIO. 

Bit 0: IC4 (ICW4 Write Required) 
This bit must be set to a 1. IC4 indicates that ICW4 
needs to be programmed. The SIO requires that 
ICW4 be programmed to indicate that the controllers 
are operating in an 80x86 type system. 

4.4.2 ICW2-INITIALIZATION COMMAND 
WORD 2 REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

INT CNTRL·1-021h 
INT CNTRL·2-0A 1 h 
All bits undefined 
Write Only 
8 bits per controller 

ICW2 is used to initialize the interrupt controller with 
the five most significant bits of the interrupt vector 
address. The value programmed for bits[7:3] is used 
by the Host CPU to define the base address in the 
interrupt vector table for the interrupt routines asso· 
ciated with each IRO on the controller. Typical ISA 
ICW2 values are 04h for CNTRL·1 and 70h for 
CNTRL'2. 

Bits[7:3]: Interrupt Vector Base Address 
Bits[7:3] define the base address in the interrupt 
vector table for the interrupt routines associated with 
each interrupt request level input. For CNTRL·1, a 
typical value is 00001, and for CNTRL·2, 10000. 

The interrupt controller combines a binary code rep· 
resenting the interrupt level to receive service with 
this base address to form the interrupt vector that is 
driven out onto the bus. For example, the complete 
interrupt vector for IRO[O] (CNTRL·1), would be 
0000 1000b (CNTRL·1 [7:3] = 00001b and OOOb 
representing IRO[O]). This vector is used by the 
CPU to point to the address information that defines 
the start of the interrupt routine. 
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Bits[2:0]: Interrupt Request Level 
When writing ICW2, these bits should all be o. Dur· 
ing an interrupt acknowledge cycle, these bits are 
programmed by the interrupt controller with the in· 
terrupt code representing the interrupt level to be 
serviced. This interrupt code is combined with 
bits[7:3] to form the complete interrupt vector driven 
onto the data bus during the second INTA# cycle. 
Section 5.0, Detailed Function Description, outlines 
each of these codes. The code is a simple three bit 
binary code: 000 represents IROO (IR08), 001 IR01 
(IR09), 010 IR02 (IR010), and so on until 111 IR07 
(IR015). 

4.4.3 ICW3-INITIALIZATION COMMAND 
WORD 3 REGISTER 

Register Name: 

Address Offset: 
Default Value: 
Attribute: 
Size: 

Initialization Command Word 3 
(Controller 1·Master Unit) 
INT CNTRL·1-021h 
All bits undefined 
Write Only 
8 bits 

The meaning of ICW3 differs between CNTRL·1 and 
CNTRL·2. On CNTRL·1, the master controller, ICW3 
indicates which CNTRL·1 IRO line physically con· 
nects the INT output of CNTRL·2 to CNTRL·1. ICW3 
must be programmed to 04h, indicating the cascade 
of the CNTRL·2 INT output to the IRO[2] input of 
CNTRL·1. 

An interrupt request on IR02 causes CNTRL·1 to 
enable CNTRL·2 to present the interrupt vector ad· 
dress during the second interrupt acknowledge cy· 
cle. 

Bits[7:3]: 
These bits IT!ust be programmed to zero. 

Bit 2: Cascaded Interrupt Controller IRQ Connec­
tion 
Bit 2 must always be programmed to a 1. This bit 
indicates that CNTRL·2, the slave controller, is cas· 
caded on interrupt request line two (IRO[2]). When 
an interrupt request is asserted to CNTRL·2, the IRO 
goes through the priority resolver. After the slave 



controller priority resolution is finished, the INT out­
put of CNTRL-2 is asserted. However, this INT as­
sertion does not go directly to the CPU. Instead, the 
INT assertion cascades into IRQ[2] on CNTRL-1. 
IRQ[2] must go through the priority resolution pro­
cess on CNTRL-1. If it wins the priority resolution on 
CNTRL-1 and the CNTRL-1 INT signal is asserted to 
the CPU, the returning interrupt acknowledge cycle 
is really destined for CNTRL-2. The interrupt was 
originally requested at CNTRL-2, so the interrupt ac­
knowledge is destined for CNTRL-2, and not a re­
sponse for IRQ[2] on CNTRL-1. 

When an interrupt request from IRQ[2] wins the pri­
ority arbitration, in reality an interrupt from CNTRL-2 
has won the arbitration. Because bit 2 of ICW3 on 
the master is set to 1, the master knows which iden­
tification code to broadcast on the internal cascade 
lines, alerting the slave controller that it is responsi­
ble for driving the interrupt vector during the second 
INTA# pulse. 

Bits[1:0]: 
These bits must be programmed to zero. 

4.4.4 ICW3-INITIALIZATION COMMAND 
WORD 3 REGISTER 

Register Name: 

Address Offset: 
Default Value: 
Attribute: 
Size: 

Initialization Command Word 3 
(Controller 2-Slave Unit) 
INT CNTRL-2-0A1h 
All bits undefined 
Write Only 
8 bits 

On CNTRL-2 (the slave controller), ICW3 is the 
slave identification code broadcast by CNTRL-1 
from the trailing edge of the first INTA# pulse to the 
trailing edge of the second INTA# pulse. CNTRL-2 
compares the value programmed in ICW3 with the 
incoming identification code. The code is broadcast 
over three SIO internal cascade lines. ICW3 must be 
programmed to 02h for CNTRL-2. When 010b is 
broadcast by CNTRL-1 during the INTA# sequence, 
CNTRL-2 assumes responsibility for broadcasting 
the interrupt vector during the second interrupt ac­
knowledge cycle. 
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As an illustration, consider an interrupt request on 
IRQ[2] of CNTRL-1. By definition, a request on 
IRQ[2] must have been asserted by CNTRL-2. If 
IRQ[2] wins the priority resolution on CNTRL-1, the 
interrupt acknowledge cycle returned by the CPU 
following the interrupt is destined for CNTRL-2, not 
CNTRL-1. CNTRL-1 will see the INTA# signal, and 
knowing that the actual destination is CNTRL-2, will 
broadcast a slave identification code across the in­
ternal cascade lines. CNTRL-2 will compare this in­
coming value with the 010b stored in ICW3. Follow­
ing a positive decode of the incoming message from 
CNTRL-1, CNTRL-2 will drive the appropriate inter­
rupt vector onto the data bus during the second in­
terrupt acknowledge cycle. 

Bits[7:3]: Reserved 
Must be O. 

Bits[2:0]: Slave Identification Code 
The Slave Identification code must be programmed 
to 010b during the initialization sequence. The code 
stored in ICW3 is compared to the incoming slave 
identification code broadcast by the master control­
ler during interrupt acknowledge cycles. 

4.4.5 ICW4-INITIALIZATION COMMAND WORD 
4 REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

INT CNTRL-1-021h 
INT CNTRL-2-0A1h 
01h 
Write Only 
8 bits 

Both SIO interrupt controllers must have ICW4 pro­
grammed as part of their initialization sequence. 
Minimally, the microprocessor mode bit, bit 0, must 
be set to a 1 to indicate to the controller that it is 
operating in an 80x86 based system. Failure to pro­
gram this bit will result in improper controller opera­
tion during interrupt acknowledge cycles. Additional­
ly, the Automatic End of Interrupt (AEOI) may be 
selected, as well as the Special Fully Nested Mode 
(SFNM) of operation. 

The default programming for ICW4 is 01 h, which se­
lects 80x86 mode, normal EOI, buffered mode, and 
special fully nested mode disabled. 
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Bits 2 and 3 must be programmed to 0 for the SIO 
interrupt controller to function correctly. 

Both bit 1, AEOI, and bit 4, SFNM, can be pro­
grammed if the system developer chooses to invoke 
either mode. 

Bits[7:5]: Reserved 
Must be O. 

Bit 4: SFNM (Special Fully Nested Mode) 
Bit 4, SFNM, should normally be disabled by writing 
a 0 to this bit. If SFNM = 1, the special fully nested 
mode is programmed. 

Bit 3: BUF (Buffered Mode) 
Bit 3, BUF, must be programmed to 0 for the SIO. 
This is non-buffered mode. As illustrated above un­
der bit functionality, different progra(T1ming options 
are offered for bits 2 and 3. However, within the SIO 
interrupt unit, bits 2 and 3 must always be pro­
grammed to OOb. 

Bit 2: Master/Slave in Buffered Mode 
This bit is not used by the SIO interrupt unit. Bit 2 
should always be programmed to O. 

Bit 1: AEOI (Automatic End of Interrupt) 
This bit should normally be programmed to O. This is 
the normal end of interrupt. If this bit is 1, the auto­
matic end of interrupt mode is programmed. 

Bit 0: Microprocessor Mode 
The Microprocessor Mode bit must be programmed 
to 1 to indicate that the interrupt controller is operat­
ing in an 80x86-based system. Never program this 
bit to O. 

4.4.6 OCW1-oPERATIONAL CONTROL WORD 
1 REGISTER 

Address Offset: INT CNTRL-1-021 h 

Default Value: 
Attribute: 
Size: 
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INT CNTRL-2-0A1h 
OOh 
Read/Write 
8 bits 

OCW1 sets and clears the mask bits in the Interrupt 
Mask Register (IMR). Each interrupt request line 
may be selectively masked or unmasked any time 
after initialization. A single byte is written to this reg­
ister. Each bit position in the byte represents the 
same-numbered channel: bit 0 = IRO[O], bit 1 = 
IRO[1] and so on. Setting the bit to a 1 sets the 
mask, and clearing the bit to a 0 clears the mask. 
Note that masking IRO[2] on CNTRL-1 will also 
mask all of controller 2's interrupt requests (IR08-
IR015). Reading OCW1 returns the controller's 
mask register status. 

The IMR stores the bits which mask the interrupt 
lines to be masked. The IMR operates on the IRR. 
Masking of a higher priority input will not affect the 
interrupt request lines of lower priority. 

Unlike status reads of the ISR and IRR, for reading 
the IMR, no OCW3 is needed. The output data bus 
will contain the IMR whenever I/O read is active and 
the I/O port address is 021 h or OA 1 h (OCW1). 

All writes to OCW1 must occur following the 
ICW1-ICW4 initialization sequence, since the same 
110 ports are. used for OCW1, ICW2, ICW3 and 
ICW4. 

Bits[7:0]: Interrupt Request Mask (Mask [7:01) 
When a 1 is written to any bit in this register, the 
corresponding IRO[x] line is masked. For example, if 
bit 4 is set to a 1, then IRO[4] will be masked. Inter­
rupt requests on IRO[4] will not set channel 4's in­
terrupt request register (IRR) bit as long is the chan­
nel is masked. 

When a 0 is written to any bit in this register, the 
corresponding IRO[x] mask bit is cleared, and inter­
rupt requests will again be accepted by the control­
ler. 

NOTE: 
Masking IRO[2] on GNTRL-1 will also mask 
the interrupt requests from CNTRL-2, which 
is physically cascaded to IRO[2]. 



4.4.7 OCW2-0PERATIONAL CONTROL 
WORD 2 REGISTER 

Address Offset: INT CNTRL·1-020h 
INT CNTRL·2-0AOh 

Default Value: Bit[4:0] = undefined, 
Bit[7:5] = 001 

Attribute: Write Only 
Size: 8 bits 

OCW2 controls both the Rotate Mode and the End 
of Interrupt Mode, and combinations of the two. The 
three high order bits in an OCW2 write represent the 
encoded command. The three low order bits are 
used to select individual interrupt channels during 
three of the seven commands. The three low order 
bits (labeled L2, L 1 and LO) are used when bit 6 is 
set to a 1 during the command. 

Following a PCIRST# and ICW initialization, the 
controller enters the fully nested mode of operation. 
Non·specific EOI without rotation is the default. Both 
rotation mode and specific EOI mode are disabled 
following initialization. 

Bits[7:5]: Rotate and EOI Codes 
R, SL, EOI·These three bits control the Rotate and 
End of Interrupt modes and combinations of the two. 
A chart of these combinations is listed above under 
the bit definition. 

Bits 7 6 5 Function 
o 0 1 Non·Specific EOI Command 
o 1 1 Specific EOI Command 
1 0 1 Rotate on Non·Specific EOI Command 
1 0 0 Rotate in Auto EOI Mode (Set) 
o 0 0 Rotate in Auto EOI Mode (Clear) 
1 1 1 'Rotate on Specific EOI Command 
1 1 0 'Set Priority Command 
o 1 0 No Operation 

NOTE: 
, LO-L2 Are Used 
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Bits[4:3]: OCW2 Select 
When selecting OCW2, bits 3 and 4 must both be o. 
If bit 4 is a 1, the interrupt controller interprets the 
write to this port as an ICW1. Therefore, always en· 
sure that these bits are both 0 when writing an 
OCW2. 

Bits[2:0]: Interrupt Level Select (L2, L 1, LO) 
L2, L 1, and LO determine the interrupt level acted 
upon when the SL bit is active. A simple binary code, 
outlined above, selects the channel for the com· 
mand to act upon. When the SL bit is inactive, these 
bits do not have a defined function; programming L2, 
L 1 and LO to 0 is sufficient in this case. 

Bit 2 1 0 Interrupt Level 
0 0 0 IRQ 0(8) 
0 0 1 IRQ 1(9) 
0 0 IRQ 2(10) 
0 1 1 IRQ3(11) 

0 0 IRQ 4(12) 
0 1 IRQ 5(13) 

0 IRQ 6(14) 
1 IRQ 7(15) 

4.4.8 OCW3-0PERATIONAL CONTROL 
WORD 3 REGISTER 

Address Offset: INT CNTRL·1·020h 
INT CNTRL·2-0AOh 

Default Value: Bit[6,O] = 0, 
Bit[7,4:2] = undefined, 
Bit[5,1] = 1 

Attribute: Read/Write 
Size: 8 bits 

OCW3 serves three important functions: Enable 
Special Mask Mode, Poll Mode control, and IRR/ 
ISR register read control. 
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First, OCW3 is used to set or reset the Special Mask 
Mode (SMM). The Special Mask Mode can be used 
by an interrupt service routine to dynamically alter 
the system priority structure while the routine is exe- . 
cuting, through selective enabling/disabling of the 
other channel's mask bits. 

Second, the Poll Mode is enabled when a write to 
OCW3 is issued with bit 2 equal to 1. The next I/O 
read to the interrupt controller is treated like an inter­
rupt acknowledge; a binary code representing the 
highest priority level interrupt request is released 
onto the bus. 

Third, OCW3 provides control for reading the In­
Service Register (lSR) and the Interrupt Request 
Register (IRR). Either the ISR or IRR is selected for 
reading with a write to OCW3. Bits 0 and 1 carry the 
encoded command to select either register. The 
next I/O read to the OCW3 port address will return 
the register status specified during the previous 
write. The register specified for a status read is re­
tained by the interrupt controller. Therefore, a write 
to OCW3 prior to every status read command is un­
necessary, provided the status read desired is from 
the register selected with the last OCW3 write. 

Bit 7: Reserved 
Must be O. 

Bit 6: SMM (Special Mask Mode) 
If ESMM = 1 and SMM = 1 the interrupt controller 
enters Special Mask Mode. If ESMM = 1 and 
SMM = 0, the interrupt controller is in normal mask 
mode. When ESMM = 0, SMM has no effect. 

Bit 5: ESMM (Enable Special Mask Mode) 
When ESMM = 1, the SMM bit is enabled to set or 
reset the Special Mask Mode. When ESMM = 0, 
the SMM bit becomes a "don't care". 

Bits[4:3]: OCW3 Select 
When selecting OCW3, bit 3 must be a 1 and bit 4 
must be O. If bit 4 = 1, the interrupt controller inter­
prets the write to this port as an ICW1. Therefore, 
always ensure that bits[4:3] = 01 when writing an 
OCW3. 
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Bit 2: Poll Mode Command 
When bit 2 = 0, the Poll command is not issued. 
When bit 2 = 1, the next I/O read to the interrupt 
controller is treated as an interrupt acknowledge cy­
cle. An encoded byte is driven onto the data bus, 
representing the highest priority level requesting 
service. 

Bits[1:0]: Register Read Command 
Bits[1 :0] provide control for reading the In-Service 
Register (ISR) and the Interrupt Request Register 
(IRR). When bit 1 = 0, bit 0 will not affect the regis­
ter read selection. When bit 1 = 1, bit 0 selects the 
register status returned following an OCW3 read. If 
bit 0 = 0, the IRR will be read. If bit 0 = 1, the ISR 
will be read. Following ICW initialization, the default 
OCW3 port address read will be "read IRR". To re­
tain the current selection (read ISR or read IRR), 
always write a 0 to bit 1 when programming this reg­
ister. The selected register can be read repeatedly 
without reprogramming OCW3. To select a new 
status register, OCW3 must be reprogrammed prior 
to attempting the read. 

Bit 0 Function 
0 0 No Action 
0 1 No Action 

0 Read IRQ Register 
Read IS Register 

4.5 Control Registers 

This section contains NMI registers, a real-time 
clock register, Port 92 Register, and the Digital Out­
put Register. 

4.5.1 NMISC-NMI STATUS AND CONTROL 
REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

061h 
OOh 
Read/Write 
8 bits 

This register is used to check the status of different 
system components, control the output of the 
speaker counter (Counter 2), and gate the counter 
output that drives the SPKR Signal. 



Bits 4, 5, 6, and 7 are read-only. When writing to this 
port, these bits must be written as O's. Bit 6 returns 
the IOCHK# NMI status. This input signal comes 
from the ISA Bus. It is used for parity errors on mem­
ory cards plugged into the bus, and for other high 
priority interrupts. The current status of bit 3 enables 
or disables this NMI source. Bit 5 is the current state 
of the OUT pin of interval Timer 1, Counter 2. Bit 4 
toggles from 1-0 or from 0-1 after every Refresh cy­
cle. Following PCIRST #, bits 4 and 6 are both o. Bit 
5 is undetermined until Counter 2 is properly pro­
grammed. Bit 7 returns the PCI System Error status 
(SERR #). If 0, bit 7 indicates that SERR # was not 
pulsed active by a PCI agent. If 1, bit 7 indicates that 
SERR# was pulsed active by a PCI agent and that 
an NMI will be issued to the Host CPU. This NMI can 
be disabled with bit 2 of this register. 

Bits 0-3 are both read and write. Bit 0 is the GATE 
input signal for Timer 1, Counter 2. The GATE input 
is used to disable counting in Counter 2. The Coun­
ter 2 output is ANDed with bit 1 to form the SPKR 
output signal. Bit 1 gates the Counter 2 OUT value. 
When bit 1 is disabled, the SPKR signal is disabled; 
when bit 1 is enabled, the SPKR output follows the 
value at the OUT pin of Counter 2. The Counter 2 
OUT pin status can be checked by reading port 
061 h and checking bit 5. Bit 2 is used to enable the 
System Error (SERR#) signal. Bit 3 enables or dis­
ables the incoming IOCHK# NMI signal from the ex­
pansion bus. Each of these bits is reset to 0 follow­
ing PCIRST #. 

Bit 7: SERR # Status 
Bit 7 is set if a system board agent (PCI devices or 
main memory) detects a system board error and 
pulses the PCI SERR # line. This interrupt is enabled 
by setting bit 2 to O. To reset the interrupt, set bit 2 to 
o and then set it to 1. This bit is read-only. When 
writing to port 061 h, bit 6 must be a O. 

Bit 6: IOCHK# NMI Source Status 
Bit 6 is set if an expansion board asserts IOCHK# 
on the ISA/SIO bus. This interrupt is enabled by set­
ting bit 3 to O. To reset the interrupt, set bit 3 to 0 
and then set it to 1. This bit is read-only. When writ­
ing to port 061h, bit 6 must be a o. 
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Bit 5: Timer Counter 2 OUT Status 
The Counter 2 OUT signal state is reflected in bit 5. 
The value on this bit following a read is the current 
state of the Counter 2 OUT signal. Counter 2 must 
be programmed following a PCIRST # for this bit to 
have a determinate value. Bit 5 is read-only. When 
writing to port 061 h, bit 5 must be a O. 

Bit 4: Refresh Cycle Toggle 
The Refresh Cycle Toggle signal toggles from either 
o to 1 or 1 to 0 following every refresh cycle. This 
read-only bit is a 0 following PCIRST #. When writing 
to port 061 h, bit 4 must be a o. 

Bit 3: IOCHK# NMI Enable 
When bit 3 = 1, IOCHK # NMI's are disabled and 
cleared. When bit 3 = 0, IOCHK # NMI's are en­
abled. Following PCIRST #, bit 3 is reset to o. 

Bit 2: PCI SERR # Enable 
When bit 2 = 1, the PCI System Error (SERR#) is 
disabled and cleared. When bit 2 = 0, SERR # is 
enabled. Following PCIRST#, bit 2 is a o. 

Bit 1: Speaker Data Enable 
Speaker Data Enable is ANDed with the Counter 2 
OUT signal to drive the SPKR output signal. When 
bit 1 = 0, the result of the AND is always 0 and the 
SPKR output is always o. When bit 1 = 1, the SPKR 
output is equivalent to the Counter 2 OUT signal val­
ue. Following PCIRST #, bit 1 is a O. 

Bit 0: Timer Counter 2 Enable 
When bit 0 = 0, Counter 2 counting is disabled. 
Counting is enabled when bit 0 = 1. This bit controls 
the GATE input to Counter 2. Following PCIRST#, 
the value of this bit is o. 
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4.5.2 NMI ENABLE AND REAL-TIME CLOCK 
ADDRESS REGISTER 

Address Offset: 070h 
Default Value: Bit[6:0] = undefined, 

Bit 7 = 1 
Attribute: Write Only 
Size: 8 bits 

The Mask register for the NMI interrupt is at I/O ad­
dress 070h shown below. The most significant bit 
enables or disables all NMI sources including 
10CHK# and the NMI Port. Write an 80h to port 70h 
to mask the NMI signal. This port is shared with the 
real-time clock. The real-time-clock uses the lower 
six bits of this port to address memory locations. 
Writing to port 70h sets both the enable/disable bit 
and the memory address pointer. Do not modify the 
contents of this register without considering the ef­
fects on the state of the other bits. Reads and writes 
to this register address flow through to the ISA Bus. 

Bit 7: NMI Enable 
Setting bit 7 to a 1 disables all NMI sources. Setting 
the bit to a 0 enables the NMI interrupt. Following 
PCIRST #, this bit is a 1. 

Bit5[6:0]: Real Time Clock Address 
Used by the Real Time Clock on the Base I/O com­
ponent to address memory locations. Not used for 
NMI enabling/disabling. 

4.5.3 PORT 92 REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

92h 
24h 
Read/Write 
8 bits 

This register is used to support the alternate reset 
(AL T _RST #) and alternate A20 (AL T J20) func­
tions. This register is only accessible if bit 6 in the 
Utility Bus Chip Select B Register is set to a 1. 
Reads and writes to this register location flow 
through to the ISA Bus. 

Bits[7:6]: Reserved 
Returns 00 when read. 

Bit 5: Reserved 
Returns a 1 when read. 
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Bit 4: Reserved 
Returns a 0 when read. 

Bit 3: Reserved 
Returns a 0 when read. 

Bit 2: Reserved 
Returns a 1 when read. 

Bit 1: ALTJ20 Signal Control 
Writing a 0 to this bit causes the AL T J20 signal to 
be driven low. Writing a 1 to this bit causes the 
AL T J20 signal to be driven high. 

Bit 0: Alternate System Reset 
This read/write bit provides an alternate system re­
set function. This function provides an alternate 
means to reset the system CPU to effect a mode 
switch from Protected Virtual Address Mode to the 
Real Address Mode. This provides a faster means of 
reset than is provided by the Keyboard controller. 
This bit is set to a 0 by a system reset. Writing a 1 to 
this bit will cause the AL T _RST # signal to pulse 
active (low) for approximately 4 SYSCLK's. Before 
another AL T _RST # pulse can be generated, this 
bit must be written back to a O. 

4.5.4 DIGITAL OUTPUT REGISTER 

Address Offset: 03F2h (Primary), 0372h 
(Secondary) 

Default Value: Bit[7:4,2:0] = undefined, 
Bit 3 = 0 

Attribute: Write only 
Size: 8 bits 

This register is used to prevent UBUSOE# from re­
sponding to DACK2 # during a DMA read access to 
a floppy controller on the ISA Bus. If a second floppy 
(residing on the ISA Bus) is using DACK2# in con­
junction with a floppy on the utility bus, this prevents 
the floppy on the utility bus and the utility bus trans­
ceiver from responding to an access targeted for the 
floppy on the ISA Bus. This register is also located in 
the floppy controller device. Reads and writes to this 
register location flow through to the ISA Bus. 

Bits[7:4]: Not Used 
These bits exist in the floppy controller. 



Bit 3: DMA Enable 
When this bit is a 1, the assertion of DACK # will 
result in UBUSOE # being asserted. If this bit is 0, 
DACK2# has no effect on UBUSOE#. This port bit 
also exists on the floppy controller. This bit defaults 
to disable (0). 

Bits[2:0]: Not Used 
These bits exist in the floppy controller. 

4.5.5 RESET UBUS IRQ12 REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

60h 
N/A 
Read only 
8 bits 

This address location (60h) is used to clear the 
mouse interrupt function to the CPU. Reads to this 
address are monitored by the SIO. When the mouse 
interrupt function is enabled (bit 4 of the ISA Clock 
Divisor Register is 1), the mouse interrupt function is 
provided on the IRQ12/M input signal. In this mode, 
a mouse interrupt generates an interrupt through 
IRQ13 to the Host CPU. A read of 60h releases 
IRQ12. If bit 4 = 0 in the ISA Clock Divisor Register, 
a read of address 60h has no effect on IRQ12/M. 
Reads and writes to this register flow through to the 
ISA Bus. For additional information, see the 
IRQ12/M description in Section 3.0, Signal Descrip· 
tion. 

Bits[7:0]: Reset IRQ12 
No specific pattern. A read of address 60h executes 
the command. 

82378 SYSTEM 110 (SID) 

4.5.6 COPROCESSOR ERROR REGISTER 

Address Offset: FOh 
Default Value: NI A 
Attribute: Write only 
Size: 8 bits 

This address location (FOh) is used when the SIO is 
programmed for coprocessor error reporting (bit 5 of 
the ISA Clock Divisor Register is 1). Writes to this 
address are monitored by the SIO. In this mode, the 
SIO generates an interrupt (INT) to the CPU when it 
receives an error signal (FERR# asserted) from the 
CPU's coprocessor. Writing address FOh, when 
FERR # is asserted, causes the SIO to assert 
IGNNE# and negate IRQ13. IGNNE# remains as· 
serted until FERR # is negated. If FERR # is not as­
serted, writing to address FOh does not effect 
IGNNE #. Reads and writes to this register flow 
through to the ISA Bus. For additional information, 
see the IGNNE# description in Section 3.0, Signal 
Description. 

Bits[7:0]: Reset IRQ12 
No specific pattern. A write to address FOh executes 
the command. 
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4.5.7 ELCR-EDGE/LEVEL CONTROL 
REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

INT CNTRL-1-04DOh 
INT CNTRL-2-04D1h 
OOh 
Read/Write 
8 bits 

The Edge/Level Control Register is used to set the 
interrupts to be triggered by either the signal edge or 
the logic level. INTO, INT1, INT2, INT8, INT13 must 
be set to edge sensitive. After a reset, all the INT 
Signals are set to edge sensitive. Figure 4 shows 
which bit numbers represent the various INT signals. 

Each IRQ to which a PCI interrupt is steered into 
(see the PIRQ Route Control Register) must have its 
interrupt set to level sensitive. 

7 OBit 
r-------oo-h-------.I Default 
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LEdge/Level Control(RIW) 
Bit Port 04DOh Port 04D1h 
o INTO INT8 
1 INT1 INT9 
2 INT2 INT10 
3 INT3 INT11 
4 INT4 INT12 
5 INT5 INT13 
6 INT6 INT14 
7 INT7 INT15 

Figure 4. Edge/Level Select Register 
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Register Location: 04DOh-INT CNTRL-1 
04D1 h-INT CNTRL-2 

04DOh-INT CNTRL-1 Register 

Bit[7:0]: Edge/Level Select 
These bits select if the interrupts are triggered by 
either the signal edge or the logic level. A 0 bit repre­
sents an edge sensitive interrupt, and a 1 is for level 
sensitive. The following bits MUST be set to 0: 

Port 04DOh (INT-CNTRL-1) 
O-INTO 0 Reserved. Read as zero. 
1-INT1 0 Reserved. Read as zero. 
2-INT2 0 Reserved. Read as zero. 
3-INT3 x 
4-INT4 x 
5-INT5 x 
6-INT6 x 
7-INT7 x 
x = selectable to either a 0 or a 1 , 
o = edge sensitive, 1 = level sensitive 

After reset, this register is set to OOh. 

04D1h-INT CNTRL-2 Register 

Bit[7:0]: Edge/Level Select 
These bits select if the interrupts are triggered by 
either the signal edge or the logic level. A 0 bit repre­
sents an edge sensitive interrupt, and a 1 is for level 
sensitive. The following bits MUST be set to 0: 

Port 04D1h (INT-CNTRL-2) 
O-INTB 0 Reserved. Read as zero. 
1-INT9 x 

2-INT10 x 
3-INT11 x 
4-INT12 x 
5-INT13 0 Reserved. Read as zero. 
6-INT14 x 
7-INT15 x 
x = selectable to either a 0 or a 1 , 
o = edge sensitive, 1 = level sensitive 

After reset, this register is set to OOh. 
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4.6. Power Management Registers 

This section contains the Power Management Reg­
isters located in non-configuration space. 

4.6.1 APMC-ADVANCED POWER 
MANAGEMENT CONTROL PORT 

Address Offset: 
Default Value: 
Attribute: 
Size: 

OB2h 
OOh 
Read/Write 
B bits 

Bits[7:0]: APMC[7:0] 
APM Control Port. Readable/writeable at system 
I/O address OB2h. Used to pass an APM command 
between the OS and the SMI handler. Writes to this 
port not only store data in the APMC register, but 
also generate an SMI when the SAPMCEN bit is set. 
Reads to this port will not generate an SMI. If 
CSTPCLKEN is set, a read from the APMC will 
cause STPCLK # to be asserted. 

4.6.2 APMS-ADVANCED POWER 
MANAGEMENT STATUS PORT 

Address Offset: 
Default Value: 
Attribute: 
Size: 

OB3h 
OOh 
Read/Write 
B bits 

Bits[7:0]: APMS[7:0] 
Readable/writeabJe at system address OB3h. Used 
to pass data between the OS and the SMI handler. 
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5.0 DETAILED FUNCTIONAL 
DESCRIPTION 

5.1 PCI Interface 

5.1.1 PCI COMMAND SET 

Bus commands indicate to the slave the type of 
transaction the master is requesting. Bus Com­
mands are encoded on the C/BE[3:0] # lines during 
the address phase of a PCI cycle. 

5.1.2 PCI BUS TRANSFER BASICS 

Details of PCI Bus operations can be found in the 
Peripheral Component Interconnect (PCI) Specifica­
tion. Only details of the PCI Bus unique to the SID 
are included in this data sheet. 

Table 7. PCI Commands 

C/BE[3:0] # Command Type As Slave Supported As Slave Supported As Master 

0000 Interrupt Acknowledge Yes No 

0001 Special Cycle(4) No/Yes No 

0010 I/O Read Yes No 

0011 I/O Write Yes No 

0100 Reserved(3) No No 

0101 Reserved(3) No No 

0110 Memory Read Yes Yes 

0111 Memory Write Yes Yes 

1000 Reserved(3) No No 

1001 Reserved(3) No No 

1010 Configuration Read Yes No 

1011 Configuration Write Yes No 

1100 Memory Read Multiple No(2) No 

1101 Reserved(3) No No 

1110 Memory Read Line No(2) No 

1111 Memory Write and Invalidate No(1) No 

NOTES: 
1. Treated as Memory Write. 
2. Treated as Memory Read. 
3. Reserved Cycles are considered invalid by the SIO and are to be competely ignored. All internal address decoding is 

ignored and DEVSEL # is never to be asserted. 
4. The 82378 responds to a Stop Grant Special Cycle. 
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5.1.2.1 PCI Addressing 

PCI address decoding uses the AD[31 :0] signals. 
AD[31 :2] are always used for address decoding 
while the information contained in the two low order 
bits AD[1 :0] varies for memory, I/O, and configura­
tion cycles. 

For I/O cycles, AD[31 :0] are decoded to provide a 
byte address. AD [1 :0] are used for generation of 
DEVSEL# only and indicate the least significant val­
id byte involved in the transfer. For example, if only 
BEO# is asserted, AD[1 :0] are 00. If only BE3# is 
asserted, then AD[1:0] are 11. If BE3# and BE2# 
are asserted, AD[1:0] are 10. If all BEx#'s are as­
serted, then AD [1 :0] are 00. The byte enables deter­
mine which byte lanes contain valid data. The 510 
requires that PCI accesses to byte-wide internal reg­
isters must assert only one byte enable. 

When the 510 is the target of any PCI transaction in 
which BE[3:0] # = 1111, the 510 terminates the cy­
cle normally by asserting TRDY #. No data is written 
into the 510 during write cycles and the data driven 
by the 510 during read cycles is indeterminate. 

For memory cycles, accesses are decoded as 
Dword accesses. This means that AD[1 :0] are ig­
nored for decoding memory cycles. The byte en­
ables determine which byte lanes contain valid data. 
When the 510 is a PCI master, it drives 00 on 
AD[1:0] for all memory cycles. 

For configuration cycles, DEVSEL# is a function of 
IDSEL and AD[1 :0]. DEVSEL# is selected during a 
configuration cycle only if IDSEL is active and both 
AD[1 :0] = 00. The cycle is ignored by the 510 if 
either AD1 or ADO is non-zero. Configuration regis­
ters are selected as Dwords using AD[7:2]. The byte 
enables determine which byte lanes contain valid 
data. 

5.1.2.2 DEVSEL# Generation 

As a PCI slave, the 510 asserts the DEVSEL# sig­
nal to indicate it is the slave of the PCI transaction. 
DEVSEL# is asserted when the 510 positively or 
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subtractively decodes the PCI transaction. The 510 
asserts DEVSEL# (claim the transaction) before it 
issues any other slave response, i.e., TRDY #, 
STOP#, etc. After the SIO asserts DEVSEL#, it 
does not negate DEVSEL# until the same edge that 
the master uses to negate the final IRDY #. 

It is expected that most (perhaps all) PCI target de­
vices will be able to complete a decode and assert 
DEVSEL# within 1 or 2 clocks of FRAME#. Since 
the 510 subtractively decodes all unclaimed PCI cy­
cles (except configuration cycles), it provides a con­
figuration option to pull in (by 1 or 2 clocks) the edge 
when the 510 samples DEVSEL#. This allows faster 
access to the expansion bus. Use of such an option 
is limited by the slowest positive decode agent on 
the bus. This is described in more detail in Section 
5.5.1.4, Subtractively Decoded Cycles to ISA. 

As a PCI master, the 510 waits for 5 PCICLKs after 
the assertion of FRAME # for a slave to assert 
DEVSEL#. If the 510 does not receive DEVSEL# in 
this time, it will master-abort the cycle. See Section 
5.1.3.1, 510 as MasterMaster-lnitiated Termination, 
for further details. 

5.1.2.3 Basic PCI Read Cycles (1/0 and Memory) 

As a PCI master, the 510 only performs memory 
read transfers (i.e. I/O read transfers are not sup­
ported). When reading data from PCI memory, the 
510 requests a maximum of 8 bytes via a two data 
phase burst read cycle to fill its internal 8 byte line 
buffer. If the line buffer is programmed for single 
transaction mode, fewer bytes are requested (refer 
to Section 5.6.1, DMAIISA Master Line Buffer). 
Read cycles from PCI memory are generated on be­
half of ISA masters and DMA devices. 

As a PCI slave, the 510 responds to both I/O read 
and memory read transfers. For multiple read trans­
actions, the 510 always target-terminates after the 
first data read transaction by asserting STOP # and 
TRDY # at the end of the first data phase. For single 
read transactions, the 510 finishes the cycle in a 
normal fashion, by asserting TRDY # without assert­
ing STOP#. 

2-1195 



82378 SYSTEM I/O (SIO) 

5.1.2.4 Basic PCI Write Cycles (1/0 and Memory) 

As a PCI master, the SID generates a PCI memory 
write cycle when it decodes an ISA-originated/PCI­
bound memory write cycle. I/O write cycles are nev­
er initiated by the SID. When writing data to PCI 
memory, the SID writes a maximum of 4 bytes via a 
single data transaction write cycle. If the SID's inter­
nal ISA master/OMA line buffer is programmed for 
single transaction mode, fewer bytes will be generat­
ed (refer to Section 5.6.1, OMAIISA Master Line 
Buffer). In either case, only one data transaction will 
be performed. Cycles to PCI memory are generated 
on behalf of ISA masters, OMA devices, and the SID 
when the SID needs to flush the ISA master/OMA 
line buffer. 

As a PCI master, the SID drives the ADO and A01 
signals low during the address phase of the cycle. 
This is done to indicate to the slave that the address 
will increment during the transfer. If there is no re­
sponse on the PCI Bus, the SID will master-abort 
due to the OEVSEL# time out. 

As a PCI slave, the SID will respond to both 1/.0 
write and memory write transfers. For multiple write 
transactions, the SID will always target-terminate af­
ter the first data write transaction by asserting 
STOP # and TROY # at the end of the first data 
phase. For single write transactions, the SID will fin­
ish the cycle normally by asserting TROY # without 
asserting STOP#. 

5.1.2.5 Configuration Cycles 

The configuration read or write command defined by 
the bus control signals C/BE[3:0] # is used to con­
figure the SID. During the address phase of the con­
figuration read or write command, the SID will sam­
ple its 10SEL (10 select). If 10SEL is active and 
AO[1 :0] are both zero, the SID generates 
OEVSEL#. Otherwise, the cycle is ignored by the 
SID. During the configuration cycle address phase, 
bits AO[7:2] and C/BE[3:0] # .are used to select par­
ticular bytes within a configuration register. Note that 
10SEL is normally a "don't care" except during the 
address phase of a transaction. 

NOTE: 
An unclaimed configuration cycle is never 
forwarded to the ISA Bus. 
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5.1.2.6 Interrupt Acknowledge Cycle 

The interrupt acknowledge command is a single byte 
read implicitly addressed to the SID's interrupt con­
troller. The address bits are logical "don't cares" 
during the address phase and the byte enables will 
indicate to the SID an 8-bit interrupt vector is to be 
returned on AO[7:0]. The SID converts this single 
cycle transfer into two cycles that the internal 8259 
pair can respond to (see Section 5.8, Interrupt Con­
troller). The SID will hold the PCI Bus in wait states 
until the 8 bit interrupt vector is returned. 

SID responses to an interrupt acknowledge cycle 
can be disabled by setting bit 5 in the PCI Control 
Register to a o. However, if disabled, the SID will still 
respond to accesses to the interrupt register set and 
allow poll mode functions. 

5.1.2.7 Exclusive Access 

The SID marks itself locked anytime it is the slave of 
the access and LOCK # is sampled negated during 
the address phase. As a locked slave, the SID re­
sponds to a master only when it samples LOCK # 
negated and FRAME # asserted. The locking master 
may negate LOCK # at the end of the last data 
phase. The SID unlocks itself when FRAME # and 
LOCK# are both negated. The SID will respond by 
asserting STOP# with TROY# negated (retry) to all 
transactions when LOCK # is asserted during the 
address phase. 

Locked cycles are ne'{er generated by the SID. 

5.1.2.8 PCI Special Cycle 

When the SCE bit (bit 3) in the COM PCI configura­
tion register (configuration offset 04h) is set to a "0", 
the SID will ignore all PCI Special Cycles. When the 
SCE bit is set to a "1 ", the SID will recognize PCI 
Special Cycles. 

The only PCI Special Cycle currently recognized is 
the Stop Grant Special Cycle which is broadcast 
onto the PCI bus when an $series processor enters 
the Stop Grant State. The SCE bit must be set to a 
"1" when the Stop Clock feature is being used. 



5.1.3 TRANSACTION TERMINATION 

The 510 supports both Master-initiated Termination 
as well as Target-initiated Termination. 

5.1.3.1 SIO As Master-Master·lnitiated 
Termination 

The 510 supports two forms of master·initiated 
termination: 

1. Normal termination of a completed transaction. 

2. Abnormal termination due to no slave responding 
to the transaction (Abort). 

Figure 5 shows the 510 performing master-abort ter· 
mination. This occurs when no slave responds to the 
SIO's master transaction by asserting DEVSEL# 
within 5 PCICLK's after FRAME # assertion. This 
master-abort condition is abnormal and it indicates 
an error condition. The 510 will not retry the cycle. 
The Received Master-abort Status bit in the PCI 
Status Register will be set indicating that the 510 
experienced a master-abort condition. 

If an ISA master or the DMA is waiting for the PCI 
cycle to terminate (CHRDY negated), the master­
abort condition will cause the 510 to assert CHRDY 
to terminate the ISA cycle. Note that write data will 
be lost and the read data will be all 1's at the end of 
the cycle. This is identical to the wayan unclaimed 
cycle is handled on the "normally ready" ISA Bus. If 
the line buffer is the requester of the PCI transac­
tion, the master-abort mechanism will end the PCI 
cycle, but no data will be transferred into or out of 
the line buffer. The line buffer will not be allowed to 
retry the cycle. 

PCICLK 

FRAME# 
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5.1.3.2 SIO As A Master-Response To Target· 
Initiated Termination 

SIO's response as a master to target-termination: 

1. For a target-abort, the 510 will not retry the cycle. 
If an ISA master or the DMA is waiting for the PCI 
cycle to complete (CHRDY negated), the target­
abort condition will cause the 510 to assert 
CHRDY and end the cycle on the ISA Bus. If the 
ISA master or DMA device was reading from PCI 
memory, the 510 will drive all 1's on the data lines 
of the ISA Bus. The Received Target-abort Status 
bit in the PCI Status Register will be set indicating 
that the 510 experienced a target-abort condition. 

2. If the 510 is retried as a master on the PCI Bus, it 
will remove it's request for 2 PCI clocks before 
asserting it again to retry the cycle. 

3. If the 510 is disconnected as a master on the PCI 
Bus, it will respond very much as if it had been 
retried. The difference between retry and discon­
nect is that the 510 did not see any data phase for 
the retry. Disconnect may be generated by a PCI 
slave when the 510 is running a burst memory 
read cycle to fill it's 8-byte Line Buffer. In this 
case, the 510 may need to finish a mUlti-data 
phase transfer, and thus, must recycle through ar­
bitration as required for a retry. An example of this 
is when the on-board DMA requests an 8-byte 
Line Buffer transfer and the 510 is disconnected 
before the Line Buffer is completely filled. 

IRDY# •• ' __ , '----------'-------+-----' - - ~ - ~ 

---. -
TRDY# 

DEVSEL# _ ..! 

, , , 
- -0- - -r-- .-- ---+-

- 1- - - - - .- - - - - "j - - - - -, - - - - - ,- - - - i - - - - I -

~----'---

-' -
-NO RESPONSE. _ L­

.ACKNOWLEDGE _ _ _ _ 

290473-14 

Figure 5. Master-Initiated Termination (Master·Abort) 
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5.1.3.3 SIO As A Target-Target-Initiated 
Termination 

The SIO supports three forms of Target-initiated Ter­
mination: 

Disconnect 

Retry 

Abort 

Disconnect refers to termination re­
quested because the SIO is unable to 
respond within the latency guidelines 
of the PCI specification. Note that this 
is not usually done on the first data 
phase. 

Retry refers to termination requested 
because the target is currently in a 
state which makes it unable to pro­
cess the transaction. 

Abort refers to termination requested 
because the target will never be able 
to respond to the transaction. 

The SIO will initiate Disconnect for PCI-originated/ 
ISA-bound cycles after the first data phase due to 
incremental latency requirements. Since the SIO has 
only one Posted Write Buffer and every PCI to ISA 
incremental data phase will take longer than the 
specified 8 clocks, the SIO will always terminate 
burst cycles with a disconnect protocol. An example 
of this is when the SIO receives a burst memory 
write. Since the SIO only has one Posted Write Buff­
er, the transaction will automatically be disconnect­
ed after the first data phase. 

The SIO will retry PCI masters: 

1. For memory write cycles when the posted write 
buffer is full. 

2. When the pending PCI cycle initiates some type 
of buffer management activity. 

3. When the SIO is locked as a resource and a PCI 
master tries to access the SIO without negating 
the LOCK# signal in the address phase. 

4. When the ISA Bus is occupied by an ISA master 
or DMA. 

Target-abort is issued by the SIO when the internal 
SIO registers are the target of a PCI master I/O 
cycle and more than one byte enable is active. 
Accesses to the BIOS Timer Register and the Scat­
ter/Gather Descriptor Table Pointer Registers are 
exceptions to this rule. Accesses to the Scatter/ 
Gather Descriptor Table Pointer Register must be 
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32-bits wide and accesses to the BIOS Timer Regis­
ter must be 16- or 32-bits wide. These accesses will 
not result in a SIO target-abort. The SIO responds 
with a target-abort since the registers must be ac­
cessed as 8-bit quantities. Target-abort resembles a 
retry, although the SIO also negates DEVSEL# 
along with the assertion of STOP #. Bit 11 in the 
Device Status Register is set to a 1 when the SIO 
target-aborts. 

5.1.4 BUS LATENCY TIME-OUT 

5.1.4.1 Master Latency Timer 

Because the SIO only bursts a maximum of two 
Dwords, the PCI master latency timer is not imple­
mented. 

5.1.4.2 Target Incremental Latency Mechanism 

As a slave, the SIO supports the Incremental Laten­
cy Mechanism for PCI to ISA cycles. The PCI specifi­
cation states that for mUlti-data phase PCI cycles, if 
the incremental latency from current data phase (N) 
to the next data phase (N + 1) is greater than 
8 PCICLK's, then the slave must manipulate TROY # 
and STOP # to stop the transaction upon comple­
tion of the current data phase (N). Since all PCI-origi­
nated (SIO is a slave)/ISA-bound cycles will require 
greater than the stated 8 PCICLK's, the SIO will au­
tomatically terminate these cycles after the first data 
phase. Note that latency to the first data phase is 
not restricted by this mechanism. 

5.1.5 PARITY SUPPORT 

As a master, the SIO generates address parity for 
read and write cycles, and data parity for write cy­
cles. As a slave, the SIO generates data parity for 
read cycles. The SIO does not check parity and 
does not generate SERR#. 

PAR is the calculated parity signal. PAR is "even" 
parity and is calculated on 36 bits; the 32 AD[31 :0] 
signals plus the 4 C/BE[3:0] # signals. "Even"pari­
ty means that the number of 1 's within the 36 bits 
plus PAR are counted and the sum is always even. 
PAR is always calculated on 36 bits, regardless of 
the valid byte enables. PAR is only guaranteed to be 
valid one PCI clock after the corresponding address 
or data phase. 



5.1.6 RESET SUPPORT 

The PCIRST# pin acts as the SIO hardware reset 
pin. 

During Reset 

AD[31 :0], C/BE[3:0] #, and PAR are always driven 
low by the SIO from the leading edge of PCIRST#. 
FRAME#, IRDY#, TRDY#, STOP#, DEVSEL#, 
MEMREQ#, FLSHREQ#, CPUGNT#, GNTO#/ 
SIOREQ#, and GNT1 #/ RESUME# are tri-stated 
from the leading edge of PCIRST#. 

GNT2# and GNT3# are tri-stated from the leading 
edge of PCIRST#. 

After Reset 

AD[31 :0], C/BE[3:0] #, and PAR are always tri-stat­
ed from the trailing edge of PCIRST #. If the internal 
arbiter is enabled (CPUREQ# sampled high on the 
trailing edge of PCIRST#), the SIO will drive these 
signals low again (synchronously 2-5 PCICLKs later) 
until the bus is given to another master. If the inter­
nal arbiter is disabled (CPUREQ# sampled low on 
the trailing edge of PCIRST#), these signals remain 
tri-stated until the SIO is required to drive them valid 
as a master or slave. 

FRAME#, IRDY#, TRDY#, STOP#, and 
DEVSEL# remain tri-stated until driven by the SIO 
as either a master or a slave. MEMREQ#, 
FLSHREQ#, CPUGNT#, GNTO#/SIOREQ#, and 
GNT1 # /RESUME # are tri-stated until driven by the 
SIO. 

GNT2# and GNT3# are tri-stated until driven by the 
SIO. 

After PCIRST, MEMREQ# and FLSHREQ# are 
driven inactive asynchronously from PCIRST# inac­
tive. CPUGNT#, GNTO#/SIOREQ#, and GNT1 #/ 
RESUME# are driven based on the arbitration 
scheme and the asserted REQx#'s. 

GNT2# and GNT3# are also driven based on the 
arbitration scheme and the asserted REQx#'s. 
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5.1.7 DATA STEERING 

Data steering logic internal to the SIO provides the 
assembly/disassembly, copy up/copy down mecha­
nism for cycles between the 32-bit PCI data bus and 
the 16-bit ISA Bus. The steering logic ensures that 
the correct bytes are steered to the correct byte lane 
and that multiple cycles are run where applicable. 

5.2 PCI Arbitration Controller 

The 82378 contains a PCI Bus arbiter that supports 
six PCI masters; the Host Bridge, SIO, and four other 
masters. The SIO's REQ# /GNT# lines are internal. 
The integrated arbiter can be disabled by asserting 
CPUREQ# during PCIRST# (see Section 5.2.7, 
Power-up Configuration). When disabled, the SIO's 
REQ#, GNT #, and RESUME # signals become visi­
ble for an external arbiter. The internal arbiter is en­
abled upon power-up. 

The internal arbiter contains several features that 
contribute to system efficiency: 

• Use of a RESUME# signal to re-enable a 
backed-off initiator in order to minimize PCI Bus 
thrashing when the SIO generates a retry (Sec­
tion 5.2.4.1). 

• A programmable timer to re-enable retried initia­
tors after a programmable number of PCICLK's 
(Section 5.2.4.2). 

• The CPU (host bridge) can be optionally parked 
on the PCI Bus (Section 5.2.5). 

• A programmable PCI Bus lock or PCI resource 
lock function (Section 5.2.6). 

The PCI arbiter is also responsible for control of the 
Guaranteed Access Time (GAT) mode signals (Sec­
tion 5.2.3.2). 
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5.2.1 ARBITRATION SIGNAL PROTOCOL: 

The internal arbiter follows the PCI arbitration meth· 
od as outlined in the Peripheral Component Inter­
connect (PCI) Specification. The SIO's arbiter is dis­
cussed in this section. 

5.2.1.1 Back-To-Back Transactions 

The 510 as a master does not generate fast back~ 
to-back accesses since it does not know if it is ac­
cessing the same target. 

The 510 as a target supports fast back-to-back 
transactions. Note that for back-to-back cycles, the 
SIO treats positively decoded accesses and subtrac­
tively decoded accesses as different targets. There­
fore, masters can only run fast back-to-back cycles 
to positively decoded addresses or to subtractively 
decoded addresses. Fast back-to-back cycles must 
not mix positive and subtractive decoded addresses. 
See the address decoding section to determine 
what addresses the SIO positively decodes and sub­
tractively decodes. 

5.2.2 PRIORITY SCHEME 

The PCI arbitration priority scheme is programmable 
through the PCI Arbiter Priority Control and Arbiter 
Priority Control Extension Register. The arbiter con­
sists of four banks that can be configured for the six 

SIOREQ# 

REQO# 

REQ1# 

REQ2# 

CPUREQ# 

REQ3# 

Fixed Rotate 
Control Control 
Bank 0 BankO 

Fixed Rotate 
Control Control 
Bank 3 Bank 3 

Fixed Rotate 
Control Control 
Bank 1 Bank 1 

masters to be arranged in a purely rotating priority 
scheme, one of twenty-four fixed priority schemes, 
or a hybrid combination (Figure 6). 

Note that SIOREQ#/SIOGNT# are SIO internal 
. signals. 

The PCI Arbiter Priority Control (PAPC) and PCI Arbi­
ter Priority Control Extension Register bits are 
shown below: 

PCI Arbiter Priority Control Register Bits (PAPC) 

Bit Description 
7 Bank 3 Rotate Control 
6 Bank 2 Rotate Control 
5 Bank 1 Rotate Control 
4 Bank 0 Rotate Control 
3 Bank 2 Fixed Priority Mode select B 
2 Bank 2 Fixed Priority Mode select A 
1 Bank 1 Fixed Priority Mode select 
o Bank 0 Fixed Priority Mode select 

PCI Arbiter Priority Control Extension Register 
Bits (ARBPRIX) 

Bit Description 
7:1 Reserved. Read as 0 
o Bank 3 Fixed Priority Mode select 

PAPC defaults to 04h and ARBPRIX to OOh at reset 
selecting fixed mode #10 (Table 8) with the CPU the 
highest priority device guaranteeing access to BIOS. 

00 

01 Bank 2 

10 

Fixed Rotate 
Control Control 
Bank 2 Bank 2 

(a,b) 

290473-A2 

Figure 6. Arbiter Configuration Diagram for 82378ZB 
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5.2.2.1 Fixed Priority Mode 

The 24 selectable fixed priority schemes are listed in Table 8. 

Table 8. Fixed Priority Mode Bank Control Bits 

Mode 
Bank Priority 

3 2b 2a 1 0 Highest Lowest 

00 0 0 0 0 0 SIOREQ# REQO# REQ2# REQ3# CPUREQ# REQ1# 

01 0 0 0 0 1 REQO# SIOREQ# REQ2# REQ3# CPUREQ# REQ# 

02 0 0 0 1 0 SIOREQ# REQO# REQ2# REQ3# REQ1# CPUREQ# 

03 0 0 0 1 1 REQO# SIOREQ# REQ2# REQ3# REQ1# CPUREQ# 

04 0 0 1 0 0 CPUREQ# REQ1# SIOREQ# REQO# REQ2# REQ3# 

05 0 0 1 0 1 CPUREQ# REQ1# REQO# SIOREQ# REQ2# REQ3# 

06 0 0 1 1 0 REQ1# CPUREQ# SIOREQ# REQO# REQ2# REQ3# 

07 0 0 1 1 1 REQ1# CPUREQ# REQO# SIOREQ# REQ2# REQ3# 

08 0 1 0 0 0 REQ2# REQ3# CPUREQ# REQ1# SIOREQ# REQO# 

09 0 1 0 0 1 REQ2# REQ3# CPUREQ# REQ1# REQO# SIOREQ# 

OA 0 1 0 1 0 REQ2# REQ3# REQ1# CPUREQ# SIOREQ# REQO# 

OB 0 1 0 1 1 REQ2# REQ3# REQ1# CPUREQ# REQO# SIOREQ# 

~C-OF 0 1 1 x x Reserved 

10 1 0 0 0 0 SIOREQ# REQO# REQ3# REQ2# CPUREQ# REQ1# 

11 1 0 0 0 1 REQO# SIOREQ# REQ3# REQ2# CPUREQ# REQ1# 

12 1 0 0 1 0 SIOREQ# REQO# REQ3# REQ2# REQ1# CPUREQ# 

13 1 0 0 1 1 REQO# SIOREQ# REQ3# REQ2# REQ1# CPUREQ# 

14 1 0 1 0 0 CPUREQ# REQ1# SIOREQ# REQO# REQ3# REQ2# 

15 1 0 1 0 1 CPUREQ# REQ1# REQO# SIOREQ# REQ3# REQ2# 

16 1 0 1 1 0 REQ1# SPUREQ# SIOREQ# REQO# REQ3# REQ2# 

17 1 0 1 1 1 REQ1# CPUREQ# REQO# SIOREQ# REQ3# REQ2# 

18 1 1 0 0 0 REQ3# REQ2# CPUREQ# REQ1# SIOREQ# REQO# 

19 1 1 0 0 1 REQ3# REQ2# CPUREQ# REQ1# REQO# SIOREQ# 

1A 1 1 0 1 0 REQ3# REQ2# REQ1# CPUREQ# SIOREQ# REQO# 

1B 1 0 1 1 REQ3# REQ2# REQ1# CPUREQ# REQO# SIOREQ# 

1C-1F 1 1 1 x x Reserved 
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The fixed bank control bit(s) selects which requester 
is the highest priority device within that particular 
bank. For fixed priority mode, bits[7:4j of the PAPC 
Register and bit zero of ARBPRIX must be O's (ro­
tate mode disabled). 

The selectable fixed priority syhemes provide 24 of 
the 64 possible fixed mode permutations possible 
for the six masters. 

5.2.2.2 Rotating Priority Mode 

When any bank rotate control bit is set to a one, that 
particular bank rotates between the requesting in­
puts. Any or all banks can be set in rotate mode. If 
all four banks are set in rotate mode, the six support­
ed masters are all rotated and the arbiter is in a pure 
rotating priority mode. If, within a rotating bank, the 
highest priority device (a) does not have an active 
request, the lower priority device (b or c) will be 
granted the bus. However, this does not change the 
rotation scheme. When the bank toggles, device b is 
the highest priority. Because of this, the maximum 
latency a device can encounter is two complete ro­
tations. 

5.2_2.3 Mixed Priority Mode 

Any combination of fixed priority and rotate priority 
modes can be used in different arbitration banks to 
achieve a specific arbitration scheme. 

5.2.2.4 Locking Masters 

When a master acquires the LOCK # signal, the arbi­
ter gives that master highest priority until the 
LOCK# signal is negated and FRAME# is negated. 
This ensures that a master that locked a resource 
will eventually be able to unlock that same resource. 

5.2.3 MEMREQ#, FLSHREQ#, AND MEMACK# 
PROTOCOL 

Before an ISA master or the DMA can be granted 
the PCI Bus, it is necessary that all PCI system post­
ed write buffers be flushed (including the SIO's Post­
ed Write Buffer), Also, since the ISA originated cycle 
could access memory on the host bridge, it's possi­
ble that the ISA master or the DMA could be held in 
wait states (via 10CHRDY) waiting for the host 
bridge arbitration for longer than the 2.5 J.A-s ISA 
specification. The SIO has an optional mode called 
the Guaranteed Access Time Mode (GAT) that en­
sures that this timing specification is not violated. 
This is accomplished by delaying the ISA REQ# sig­
nal to the requesting master or DMA until the ISA 
Bus, PCI Bus, and the System Memory Bus are arbi­
trated for and owned. 

Three PCI sideband signals, MEMREQ#, 
FLSHREQ#, and MEMACK# are used to support 
the System Posted Write Buffer Flushing and Guar­
anteed Access Time mechanisms. The MEMACK # 
signal is the common acknowledge signal for both 
mechanisms. Note that when MEMREQ# is assert­
ed, FLSHREQ# is also asserted. Table 9 shows the 
relationship between MEMREQ# and FLSHREQ#: 

Table 9. FLSHREQ #, MEMREQ # 

FLSHREQ# MEMREQ# Meaning 

1 1 Idle 

0 1 Flush buffers pointing towards PCI to avoid ISA deadlock 

1 0 Reserved 

0 0 GAT mode, Guarantee PCI Bus immediate access to main memory 
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5.2.3.1 Flushing the System Posted Write 
Buffers 

Once an ISA master or the DMA begins a cycle on 
the ISA Bus, the cycle can not be backed-off. It can 
only be held in wait states via 10CHRDY. In order to 
know the destination of ISA master cycles, the cycle 
needs to begin. However, after the cycle has start­
ed, no other device can intervene and gain owner­
ship of the ISA Bus until the cycle has completed 
and arbitration is performed. A potential deadlock 
condition exists when an ISA originated cycle to the 
PCI Bus finds the PCI target inaccessible due to an 
interacting event that also requires the ISA Bus. To 
avoid this potential deadlock, all PCI posted write 
buffers in the system must be disabled and flushed 
before DACK can be returned. The buffers must re­
main disabled while the ISA Bus is occupied by an 
ISA master or the DMA. 

When an ISA master or the DMA requests the ISA 
Bus, the SIO asserts FLSHREQ#. FLSHREQ# is 
an indication to the system to flush all posted write 
buffers pointing towards the PCI Bus. The SIO also 
flushes it's own Posted Write Buffer. Once the post­
ed write buffers have been flushed and disabled, the 
system asserts MEMACK#. Once the SIO receives 
the MEMACK # acknowledgment signal, it asserts 
the DACK signal giving the requesting master the 
bus. FLSHREQ# stays active as long as the ISA 
master or DMA owns the ISA Bus. 

5.2.3.2 Guaranteed Access Time Mode 

Guaranteed Access Time (GAT) Mode is enabled/ 
disabled via the PCI Arbiter Control Register. When 
this mode is enabled, the MEMREQ# and 
MEMACK # signals are used to guarantee that the 
ISA 2.5 /Jos 10CHRDY specification is not violated. 

When an ISA master or DMA slave requests the ISA 
Bus (DREQ# active), the ISA Bus, the PCI Bus, and 
the memory bus must be arbitrated for and all three 
must be owned before the ISA master or DMA slave 
is granted the ISA Bus. After receiving the DREQ# 
signal from the ISA master or DMA slave, 
MEMREQ# and FLSHREQ# are asserted 
(FLSHREQ# is driven active, regardless of GAT 
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mode being enabled or disabled). MEMREQ# is a 
request for direct access to main memory. 
MEMREQ# and FLSHREQ# will be asserted as 
long as the ISA master or the DMA owns the ISA 
Bus. When MEMACK # is received by the SIO (all 
posted write buffers are flushed and the memory bus 
is dedicated to the PCI interface), it will request the 
PCI Bus. When it is granted the PCI Bus, it asserts 
the DACK signal releasing the ISA Bus to the re­
questing master or the DMA. 

The use of MEMREQ#, FLSHREQ#, and 
MEMACK # does not guarantee functionality with 
ISA masters that don't acknowledge 10CHRDY. 
These signals just guarantee the 10CHRDY inactive 
specification. 

NOTE: 
Usage of an external arbiter in GAT mode 
will require special logic in the arbiter. 

5.2.4 RETRY THRASHING RESOLVE 

When a PCI initiator's access is retried, the initiator 
releases the PCI Bus for a minimum of two PCI 
clocks and will then normally request the PCI Bus 
again. To avoid thrashing the bus with retry after re­
try, the PCI arbiter provides REQ# masking. The 
REQ# masking mechanism differentiates between 
SIO target retries and all other retries. 

For initiators which were retried by the SIO as a tar­
get, the masked REQ# is flagged to be cleared 
upon RESUME# active. All other retries trigger the 
Master Retry Timer, if enabled. Upon expiration of 
this timer, the mask is cleared. 

5.2.4.1 Resume Function (RESUME#) 

The conditions under which the SIO forces a retry to 
a PCI master and will mask the REQ# are: 

1 . Any required buffer management 

2. ISA Bus occupied by ISA master or DMA 

3. The PCI to ISA Posted Write Buffer is full 

4. The SIO is locked as a resource and LOCK# is 
asserted during the address process. 
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The RESUME# signal is pulsed whenever the SIO 
has retried a PCI cycle for one of the above reasons 
and that condition has passed. When RESUME# is 
asserted, the SIO will unmask the REQ#'s that are 
masked and flagged to be cleared by RESUME #. 

If the internal arbiter is enabled, RESUME # is an 
internal signal. The RESUME # signal becomes visi­
ble as an output when the internal arbiter is disabled. 
This allows an external arbiter to optionally avoid re­
try thrashing associated with the SIO as a target. 
The RESUME # signal is asserted for one PCI clock. 

5.2.4.2 Master Retry Timer 

To re-enable a PCI master's REQ# which resulted 
in a retry to a slave other than the SIO, a SIO pro­
grammable Master Retry Timer has been provided. 
This timer can be programmed for 0 (disabled), 16, 
32, or 64 PCICLKs. Once the SIO has detected that 
a PCI slave has forced a retry, the timer will be trig­
gered and the corresponding master's REQ# will be 
masked. All subsequent PCI retries by this REQ# 
signal will by masked by the SIO. Expiration of this 
timer will unmask all of the masked requests. This 
timer has no effect on the request lines that have 
been masked due to a SIO retry. 

If no other PCI masters are requesting the PCI Bus, 
all of the REQ#'s masked for the timer will be 
cleared and the timer will be reset. This is necessary 
to assist the host bridge in determining when to re­
enable any disabled posted write buffers. 

5.2.5 BUS PARKING 

The SIO arbitration logic supplies a mechanism for 
PCI Bus parking. Parking is only allowed for the de­
vice which is tied to CPUREQ# (typically the system 
CPU). When bus parking is enabled, CPUGNT # will 
be asserted when no other agent is currently using 
or requesting the bus. This achieves the minimum 
PCI arbitration latency possible. Enabling of bus 
parking is achieved by programming the Arbiter Con­
trol Register. REQO#, REQU, and the internal 
SIOREQ# are not allowed to park on the PCI Bus. 

Upon assertion of CPUGNT # due to bus parking 
enabled and the PCI Bus idle, the CPU (or the 
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parked agent) must ensure that AD[31 :0], 
C/BE[3:0], and (one PCICLK later) PAR are driven. 
If bus parking is disabled, the SIO takes responsibili­
ty for driving the bus when it is idle. 

5.2.6 BUS LOCK MODE 

As an option, the SIO arbiter can be configured to 
run in Bus Lock Mode or. Resource Lock Mode. The 
Bus Lock Mode is used to lock the entire PCI Bus. 
This may improve performance in some systems 
that frequently run quick read-modify-write cycles. 
Bus Lock Mode emulates the LOCK environment 
found in today's PC by restricting bus ownership 
when the PCI Bus is locked. With Bus Lock enabled, 
the arbiter recognizes a LOCK # being driven by any 
initiator and does not allow any other PCI initiator to 
be granted the PCI Bus until LOCK # and FRAME # 
are both negated indicating the master released 
lock. When Bus Lock is disabled, the default re­
source lock mechanism is implemented (normal re­
source lock) and a higher priority PCI initiator could 
intervene between the read and write cycles and run 
non-exclusive accesses to any unlocked resource. 

5.2.7 POWER-UP CONFIGURATION 

The SIO's arbiter is enabled if CPUREQ# is sam­
pled high on the trailing edge of PCIRST #. When 
enabled, the arbiter is set in fixed priority mode 4 
with CPU bus parking turned off. Fixed mode 4 guar­
antees that the CPU will be able to run accesses to 
the BIOS in order to configure the system, regard­
less of the state of the other REQ#'s. Note that the 
Host Bridge should drive CPUREQ# high during the 
trailing edge of PCIRST#. When the arbiter is en­
abled, the SIO acts as the central resource responsi­
ble for driving the AD[31 :0], C/BE[3:0] #, and PAR 
signals when no one is granted the PCI Bus and the 
bus is idle. The SIO is always responsible for driving 
AD[31 :0], C/BE[3:0] #, and PAR when it is granted 
the bus and as appropriate when it is the master of a 
transaction. After reset, if the arbiter is enabled, 
CPUGNT#, GNTO#, GNTU, and the internal 
SlOG NT # will be driven based on the arbitration 
scheme and the asserted REQ#'s. 



If an external arbiter is present in the system, the 
CPUREQ# signal should be tied low. When 
CPUREQ# is sampled low on the trailing edge of 
PCIRST #, the internal arbiter is disabled. When the 
internal arbiter is disabled, the SID does not drive 
AD[31:0], C/BE[3:0]#, and PAR as the central re­
source. In this case, the SID is only responsible for 
driving AD[31 :0], C/BE[3:0] #, and PAR when it is 
granted the bus. If the SID's arbiter is disabled, 
GNTO# becomes SIOREQ#, GNT1 # becomes 
RESUME#, and REQO# becomes SIOGNT#. This 
exposes the normally embedded SID arbitration sig­
nals. 

NOTE: 
Usage of an external arbiter in GAT mode 
will require special logic in the arbiter. 

5.3 ISA Interface 

5.3.1 ISA INTERFACE OVERVIEW 

The SID incorporates a fully ISA Bus compatible 
master and slave interface. The SID directly drives 
six ISA slots without external data or address buff­
ers. The ISA interface also provides byte swap logic, 
lID recovery support, wait-state generation, and 
SYSCLK generation. 

The ISA interface supports the following types of cy­
cles: 

• PCI-initiated lID and memory cycles to the ISA 
Bus. 

• DMA compatible cycles between PCI memory 
and ISA lID and between ISA lID and ISA mem­
ory, DMA type "A", type "B", and type "F" cycles 
between PCI memory and ISA lID. 
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• ISA Refresh cycles initiated by either the SID or 
an external ISA master. 

• ISA master-initiated memory cycles to the PCI 
Bus and ISA master-initiated lID cycles to the 
internal SID registers. 

The refresh and DMA cycles are shown and de­
scribed in Section 5.4. 

5.3.2 SIO AS AN ISA MASTER 

The SID executes ISA cycles as an ISA master 
whenever a PCI initiated cycle is forwarded to the 
ISA Bus. The SID also acts as an ISA master on 
behalf of DMA and refresh. 

ISYSCLK is an internal a MHz clock. 

5.3.3 SIO AS AN ISA SLAVE 

The SID operates as an ISA slave when: 

• An ISA master accesses SID internal registers. 

• An ISA master accesses PCI memory on the PCI 
Bus. 

5.3.3.1 ISA Master Accesses To SIO Registers 

An ISA Bus master has access to SID internal regis­
ters as shown in Table 19. An ISA master to SID 
register cycle will always run as an a-bit extended 
cycle (IOCHRDY will be held inactive until the cycle 
is completed). 

Table 10. Arbitration Latency 

Bus Condition Arbitration Latency 

Parked o PCICLKs for Agent 0, 2 PCICLKs for All Other 

Not Parked 1 PCICLK for All Agents 
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5.3.3.2 ISA Master Accesses to PCI Resource 

An ISA master can access PCI memory, but not I/O 
devices residing on the PCI Bus. The ISAlOMA ad­
dress decoder determines which memory cycles 
should be directed towards the PCI Bus. Ouring ISA 
master read cycles to the PCI Bus, the SIO will re­
turn all 1 's if the PCI cycle is target-aborted or does 
not respond. 

If the SIO is programmed for GAT mode, the SIO 
arbiter will not grant the ISA Bus before gaining own­
ership of both the PCI Bus and system memory. 
However, if the SIO is not programmed in this mode, 
the SIO does not need to arbitrate for the PCI Bus 
before granting the ISA Bus to the ISA master. For 
more details on the arbitration, refer to Section 
5.2.2. 

All cycles forwarded to a PCI resource will run as 
1S·bit extended cycles (i.e. 10CHRDY will be held 
inactive until the cycle is completed). 

Because the ISA bus size is different from the PCI 
bus size, the data steering logic inside the SIO is 
responsible for steering the data to the correct byte 
lanes on both buses, and assembling/disassembly­
ing the data as necessary. 

5.3.4 ISA MASTER TO ISA SLAVE SUPPORT 

Ouring ISA master cycles to ISA slaves, the SIO 
drives several signals to support the transfer: 

BALE: 

This signal is driven high while the ISA master owns 
the ISA Bus. 

AEN: 

This signal is driven low while the ISA master owns 
the ISA Bus. 

SMEMR# and SMEMW#: 

These signals are driven active by the SIO whenever 
the ISA master drives a memory cycle to an address 
below 1 Mb. 

Utility Bus Buffer Control Signals and Chip Se­
lect Signals: 

These signals are driven active as appropriate 
whenever an ISA master accesses devices on the 
Utility Bus. For more details, see Section 5.9. 

Data Swap Logic: 

The data swap logic inside the SIO is activated as 
appropriate to swap data between the even and odd 
byte lanes. This is discussed in further detail in Sec­
tion 5.3.5. 

5.3.5 DATA BYTE SWAPPING 

The data swap logic is integrated in the SIO. For 
slaves that reside on the ISA Bus, data swapping is 
perlormed if the slave (I/O or memory) and ISA bus 
master (or OMA) sizes differ and the upper (odd) 
byte of data is being accessed. Table 11 shows 
when data swapping is provided during OMA. Table 
12 shows when data swapping is provided during 
ISA master cycles to 8-bit ISA slaves. 

Table 11. DMA Data Swap 

DMA 1/0 Device ISA Memory Slave 
Swap 

Comments 
Size Size 1/0 ~ Memory 

8-Bit 8-Bit No SO[7:0) ~ SO[7:0) 

8-Bit 1S-Bit Yes SO[7:0) ~ SO[7:0J 

SO[7:0J ~ SO[15:8J 

1S-Bit 8-Bit No Not Supported 

1S-Bit 1S-Bit No SO[15:0J ~ SO[15:0) 
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The SIO monitors the SBHE# and SAO signals to determine when to swap the data. The SIO ensures that the 
data is placed on the appropriate byte lane. 

Table 12. 16-Bit Master to 8-Bit Slave Data Swap 

SBHE# SAO SD[15:8] SD[7:0] Comments 

0 0 Odd Even Word Transfer (data swapping not required) 

0 1 Odd Even Byte Swap(1,2) 

1 0 - Even Byte Transfer (data swapping not required) 

1 1 - - Not Allowed 

NOTES: 
1. For ISA master read cycles, the SIO swaps the data from the lower byte to the upper byte. 
2. For ISA master write cycles, the SIO swaps the data from the upper by1e to the lower byte. 

5.3.6 ISA CLOCK GENERATION 

The SIO generates the ISA system clock (SYSCLK). SYSCLK is a divided down version of the PCICLK (see 
Table 13). The clock divisor value is programmed through the ISA Clock Divisor Register. 

Table 13. SYSCLK Generation from PCICLK 

PCICLK (MHz) Divisor (Programmable) SYSCLK (MHz) 

25 3 8.33 

33 4 (default) 8.33 

NOTE: 
For PCI frequencies less than 33 MHz (not including 25 MHz), a clock divisor value must be selected that ensures that the 
ISA Bus frequency does not violate the 6 MHz to 8.33 MHz SYSCLK specification. 

5.3.7 WAIT STATE GENERATION 

The SIO will add wait states to the following cycles, 
if 10CHRDY is sampled active low. Wait states will 
be added as long as 10CHRDY is low. 

• During Refresh and SIO master cycles (not in­
cluding DMA) to the ISA Bus. 

• During DMA compatible transfers between ISA 
110 and ISA memory only. 

For ISA master cycles targeted for the SIO's internal 
registers or PCI memory, the SIO will always extend 
the cycle by driving 10CHRDY low until the transac­
tion is complete. 

The SIO will shorten the following cycles, if 
ZEROWS# is sampled active. 

• During SIO master cycles (not including DMA) to 
8-bit and 16-bit ISA memory. 

• During SIO master cycles (not including DMA) to 
8-bit ISA I/O only. 

For ISA master cycles targeted for the SIO's internal 
registers or PCI memory, the SIO will not assert 
ZEROWS#. 

NOTE: 
If 10CHRDY and ZEROWS# are sampled 
active at the same time, 10CHRDY will take 
precedence and wait-states will be added. 
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5.3.8 1/0 RECOVERY 

The 1/0 recovery mechanism in the SIO is used to 
add additional recovery delay between PCI originat­
ed 8-bit and 16-bit 1/0 cycles to the ISA Bus. The 
SID automatically forces a minimum delay of four 
SYSCLKs between back-to-back 8- and 16-bit 110 
cycles to the ISA Bus. This delay is measured from 
the rising edge of the 1/0 command (IOR# or 
10W#) to the falling edge of the next BALE. If a 
delay of greater than four SYSCLKs is required, the 
ISA 1/0 Recovery Time Register cali be pro­
grammed to increase the delay in increments of 
SYSCLKs. No additional delay is inserted for back­
to-back 110 "sub cycles" generated as a result of 
byte assembly or disassembly . 

5.4 DMA Controller 

5.4.1 DMA CONTROLLER OVERVIEW 

The DMA circuitry incorporates the functionality of 
two 82C37 DMA controllers with seven indepen­
dently programmable channels (Channels 0-3 and 
Channels 5-7). DMA Channel 4 is used to cascade 
the two controllers and will default to cascade mode 
in the DMA Channel Mode (DCM) Register. In addi­
tion to accepting requests from DMA slaves, the 

Channel 0 

Channel 1 

Channel 2 

Channel 3 

DMA-1 

DMA controller also responds to requests that are 
initiated by software. Software may initiate a DMA 
service request by setting any bit in the DMA Chan­
nel Request Register to a 1. The DMA controller for 
Channels 0-3 is referred to as "DMA-1" and the 
controller for Channels 4-7 is referred to as 
"DMA-2". 

Each DMA channel may be programmed for 8- or 
16-bit DMA device size and ISA-compatible, Type 
"A", Type "B", or Type "F" transfer timing. Each 
DMA channel defaults to the compatible settings for 
DMA device size: channels [3:01 default to 8-bit, 
count-by-bytes transfers, and channels [7:51 default 
to 16-bit, count-by-words (address shifted) transfers. 
The SIO provides the timing control and data size 
translation necessary for the DMA transfer between 
the PCI and the ISA Bus. ISA-compatible is the de­
fault transfer timing. 

Full 32-bit addressing is supported as an extension 
of the ISA-compatible specification. Each channel 
includes a 16-bit ISA compatible Current Register 
which holds the 16 least-significant bits of the 32-bit 
address, and an ISA compatible Low Page Register 
which contains the eight second most significant 
bits. An additional High Page Register contains the 
eight most significant bits of the 32-bit address. 

Channel 4 

Channel 5 

Channel 6 

Channel 7 
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Figure 7. Internal DMA Controller 
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The DMA controller also features refresh address 
generation, and auto-initialization following a DMA 
termination. 

The DMA controller receives commands from the 
ISA Bus arbiter to perform either DMA cycles or re­
fresh cycles. The arbiter determines which requester 
from among the requesting DMA slaves, the PCI 
Bus, and refresh should have the bus. 

The DMA controller is at any time either in master 
mode or slave mode. In master mode, the DMA con­
troller is either servicing a DMA slave's request for 
DMA cycles, or allowing a 16-bit ISA master to use 
the bus via a cascaded DREQ signal. In slave mode, 
the SIO monitors both the ISA Bus and the PCI, de­
coding and responding to 1/0 read and write com­
mands that address its registers. 

Note that a DMA device (110 device) is always on 
the ISA Bus, but the memory device is either on the 
ISA or PCI Bus. If the memory is decoded to be on 
the ISA Bus, then the DMA cycle will run as a com­
patible cycle. If the memory is decoded to be on the 
PCI Bus, the cycle can run as compatible, "A", "B", 
or "F" type. The ISA controller will not drive a valid 
address for type "A", "B", and "F" DMA transfers 
on the ISA Bus. 

When the SIO is running a DMA cycle in compatible 
timing mode, the SIO will drive the MEMR# or 
MEMW # strobes if the address is less than 
16 MBytes (OOOOOOOOh-OOFFFFFFh). These 
memory strobes will be generated regardless of 
whether the cycle is decoded for PCI or ISA mem­
ory. The SMEMR# and SMEMW# will be gener­
ated if the address is less than 1 MBytes 
(OOOOOOOOh-OOOFFFFFh). If the address is greater 
than 16 MBytes (01000000h-FFFFFFFFh) the 
MEMR # or MEMW # strobe will not be generated in 
order to avoid aliasing problems. For type "A", "B", 
and "F" timing mode DMA cycles, the SIO will only 
generate the MEMR # or MEMW # strobe when the 
address is decoded for ISA memory. When this oc­
curs, the cycle converts to compatible mode timing. 
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During DMA cycles, the ISA controller drives AEN 
high to prevent the 1/0 devices from misinterpreting 
the DMA cycle as a valid 1/0 cycle. The BALE signal 
is also driven high during DMA cycles. Also, during 
DMA memory read cycles to the PCI Bus, the SIO 
will return all 1 's to the ISA Bus if the PCI cycle is 
either target-aborted or does not respond. 

Further details can be found in the 82C37 data 
sheet. 

5.4.2 DMA TIMINGS 

ISA Compatible timing is provided for DMA slave de­
vices. Three additional timings are provided for 1/0 
slaves capable of running at faster speeds. These 
timings are referred to as Type "A", Type "B", and 
Type "F". 

5.4.2.1 Compatible Timing 

Compatible timing runs at 8 SYSCLKs during the re­
peated portion of a Block or Demand mode transfer. 

5.4.2.2 Type" A" Timing 

Type "A" timing is provided to allow shorter cycles 
to PCI memory. Type "A" timing runs at 6 SYSCLKs 
(720 ns/cycle) during the repeated portion of a block 
or demand mode transfer. This timing assumes an 
8.33 MHz SYSCLK. Type "A" timing varies from 
compatible timing primarily in shortening the memo­
ry operation to the minimum allowed by system 
memory. The 1/0 portion of the cycle (data setup on 
write, 1/0 read access time) is the same as with 
compatible cycles. The actual active command time 
is shorter, but it is expected that the DMA devices 
which provide the data access time or write data 
setup time should not require excess lOR # or 
lOW # command active time. Because of this, most 
ISA DMA devices should be able to use type "A" 
timing. 
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5.4.2.3 Type "B" Timing 

Type "B" timing is provided for 8-/16-bit ISA DMA 
devices which can accept faster 110 timing. Type 
"B" only works with PCI memory. Type "B" timing 
runs at 5 SYSCLKs (600 ns/cycle) during the re­
peated portion of a Block or Demand mode transfer. 
This timing assumes an 8.33 MHz SYSCLK. Type 
"8" timing requires faster DMA slave devices than 
compatible timing in that the cycles are shortened 
so that the data setup time on liD write cycles is 
shortened and the liD read access time is required 
to be faster. Some of the current ISA devices should 
be able to support type "B" timing, but these will 
probably be more recent designs using relatively fast 
technology. 

5.4.2.4 Type "F" Timing 

Type "F" timing provides high performance DMA 
transfer capability. These transfers are mainly for 
fast 110 de.vices (Le. IDE devices). Type "F" timing 
runs at 3SYSCLKs (360 ns/cycle) during the re­
peated portion of a Block or Demand mode transfer. 

5.4.2.5 DREQ and DACK # Latency Control 

The SID DMA arbiter maintains a minimum DREQ to 
DACK # latency on DMA channels programmed to 

operate in compatible timing mode. This is to sup­
port older devices such as the 8272A. The DREQs 
are delayed by eight SYSCLKs prior to being seen 
by the arbiter logic. Software requests will not have 
this minimum request to DACK# latency. 

5.4.3 ISA BUS/DMA ARBITRATION 

The ISA Bus arbiter evaluates requests for the ISA 
Bus coming from several different sources. The 
DMA unit, the refresh counter, and the PCI Bus (pri­
marily the Host CPU) may all request access to the 
ISA Bus. Additionally, 16-bitlSA masters may re­
quest the bus through a cascaded DMA channel. 

The SID ISA arbiter uses a three-way rotating priority 
arbitration method. At each level, the devices which 
are considered equal are given a rotating priority. On 
a fully loaded bus, the order in which the devices are 
granted bus access is independent of the order in 
which they assert a bus request. This is because 
devices are serviced based on their position in the 
rotation. The arbitration scheme assures that DMA 
channels access the bus with minimal latency. 

DMA System ~ CHO I CH1 I CH2 I CH31 CHSI CH61 CH71 
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PCI 
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Figure 8. ISA Arbiter with DMA in Fixed Priority 
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(4-WAY (4-WAY 
ROTATION) ROTATION) 

DMAx - ChO 
Ch5 Ch1 
Ch6 Ch2 

DMASystem - Ch7 Ch3 

Refresh 

PCI 

(3-Way 
Rotation) 
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Figure 9. ISA Arbiter with DMA in Rotating Priority 

5.4.3.1 Channel Priority 

For priority resolution the DMA consists of two logi­
cal channel groups: channels 0-3 and channels 
4-7 (see Figure 7). Each group may be in either 
fixed or rotate mode, as determined by the DMA 
Command Register. 

For prioritization purposes, the source of the DMA 
request is transparent. DMA I/O slaves normally as­
sert their DREQ line to arbitrate for DMA service. 
However, a software request for DMA service can 
be presented through each channel's DMA Request 

Register. A software request is subject to the same 
prioritization as any hardware request. Please see 
the detailed register description in Section 4.2.4 for 
Request Register programming information. 

Fixed Priority 

The initial fixed priority structure is as follows: 

Table 14. Initial Fixed Priority Structure 

High Priority . .... Low Priority 

(0, 1, 2, 3), 5, 6, 7 
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The fixed priority ordering is 0, 1, 2, 3, 5, 6, and 7. In 
this scheme, Channel 0 has the highest priority, and 
channel 7 has the lowest priority. Channels [3:01 of 
DMA-1 assume the priority position of Channel 4 
in DMA-2, thus taking priority over channels 5, 6, 
and 7. 

Channels 0-3 rotate as a group of 4. They are al­
ways placed between Channel 5 and Channel 7 in 
the priority list. 

Rotating Priority 

Channel 5-7 rotate as part of a group of 4. That is, 
channels (5-7) form the first three positions in the 
rotation, while channel group (0-3) comprises the 
fourth position in the arbitration. 

Rotation allows for "fairness" in priority resolution. 
The priority chain rotates so that the last channel 
serviced is assigned the lowest priority in the chan­
nel group (0-3, 5-7). 

Table 15 demonstrates rotation priority. 

Table 15. Rotating Priority Example 

Programmed Mode Action 
Priority 

High ..... . Low 

Group (0-3) is in Rotation Mode 1) Initial Setting (0, 1, 2, 3), 5, 6, 7 

Group (4-7) is in Fixed Mode 2) After Servicing Channel 2 (3, 0, 1, 2), 5, 6, 7 

3) After Servicing Channel 3 (0,1,2,3),5,6,7 

Group (0-3) is in Rotation Mode 1) Initial Setting (0,1,2,3),5,6,7 

Group (4-7) is in Rotation Mode 2) After Servicing Channel 0 5,6,7, (1,2,3,0) 

3) After Servicing Channel 5 6,7, (1, 2, 3, 0), 5 

4) After servicing Channel 6 7, (1, 2, 3, 0), 5, 6 

5) After servicing Channel 7 (1,2,3,0),5,6,7 

NOTE: 
The first servicing of channel 0 caused double rotation. 
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5.4.3.2 DMA Preemption In Performance Timing 
Modes 

A DMA slave device that is not programmed for 
compatible timing will be preempted from the bus by 
another device that requests use of the bus. This will 
occur, regardless of the priority of the pending re­
quest. For DMA devices not using compatible timing 
mode, the DMA controller stops the DMA transfer 
and releases the bus within 32 BCLK (4 p.s) of a 
preemption. Upon the expiration of the 4 p.s timer, 
the DACK will be inactivated after the current DMA 
cycle has completed. The bus will then be arbitrated 
for and granted to the highest priority requester. This 
feature allows flexibility in programming the DMA for 
long transfer sequences in a performance timing 
mode while guaranteeing that vital system services 
such as refresh are allowed access to the ISA Bus. 

The 4 p.s timer is not used in compatible timing 
mode. It is only used for DMA channels programmed 
for Type "A", Type "B", or Type "F" timing. It is also 
not used for 16-bit ISA masters cascaded through 
the DMA DREQ lines. 

If the DMA channel that was preempted by the 4 p.s 
timer was operating in Block Mode, an internal bit 
will be set so that the channel will be arbitrated for 
again, independent of the state of DREQ. 

5.4.3.3. Arbitration during Non-Maskable 
Interrupts 

If a non-maskable interrupt (NMI) is pending, and the 
CPU is requesting the bus, then the DMA controller 
will be bypassed each time it comes up for rotation. 
This will give the CPU the bus bandwidth it requires 
to process the interrupt as fast as possible. 

5.4.3.4 Programmable Guaranteed Access Time 
Mode (GAT Mode) 

The PCI Arbiter Register contains a bit for configur­
ing the SIO in "Guaranteed Access Time Mode" 
(GAT Mode). This mode guarantees that the 2.5 p's 
CHRDY time-out specification for ISA masters run­
ning cycles to PCI will not be exceeded. When an 
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ISA master or DMA slave arbitrates for the ISA Bus, 
and the SIO is configured in Guaranteed Access 
Time Mode, the MEMREQ# pin will be asserted by 
the PCI arbiter in order to gain ownership of main 
memory. The arbitration for the PCI and then the 
main memory bus must be completed prior to grant­
ing the DACK# to the ISA master or DMA slave. A 
MEMACK # signal to the SIO indicates that the SIO 
now owns main memory and can grant the DACK # 
to the ISA master or DMA slave. A detailed descrip­
tion is contained in Section 5.2.3.2. 

5.4.4 REGISTER FUNCTIONALITY 

Please see Section 4.2 for detailed information on 
register programming, bit definitions, and default val­
ues/functions of the DMA registers after a 
PCIRST#. 

DMA Channel 4 is used to cascade the two DMA 
controllers together and should not be programmed 
for any mode other than cascade. The DMA Chan­
nel Mode Register for channel 4 will default to cas­
cade mode. Special attention should also be take 
when programming the Command and Mask Regis­
ters as related to channel 4. 

5.4.4.1 Address Compatibility Mode 

Whenever the DMA is operating in address compati­
bility mode, the addresses do not increment or dec­
rement through the High and Low Page Registers, 
and the High Page Register is set to DOh. This is 
compatible with the 82C37 and Low Page Register 
implementation used in the PC/AT. This mode is set 
when any of the lower three address bytes of a 
channel are programmed. If the upper byte of a 
channel's address is programmed last, the channel 
will go into extended address mode. In this mode, 
the high byte may be any value and the address will 
increment or decrement through the entire 32-bit ad­
dress. 

After PCIRST # is negated, all channels will be set 
to address compatibility mode. The DMA Master 
Clear command will also reset the proper channels 
to address compatibility mode. 
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5.4.4.2 Summary of DMA Transfer Sizes 

Table 16 lists each of the DMA device transfer sizes. 
The column labeled. "Current Byte/Word Count 
Register" indicates that the register contents repre­
sents either the number of bytes to transfer or the 
number of 16-bit words to transfer. The column 
labeled "Current Address Increment/Decrement" 
indicates the number added to or taken from the 
Current Address register after each DMA transfer 
cycle. The DMA Channel Mode Register determines 
if the Current Address Register will be incremented 
or decremented. 

5.4.4.3 Address Shifting when Programmed for 
16-Bit 1/0 Count by Words 

To maintain compatibility with the implementation of 
the DMA in the PC/AT which used the 82C37, the 
DMA will shift the addresses when the DMA Chan­
nel Extended Mode Register is programmed for, or 
defaulted to, transfers to/from a 16-bit device count­
by-words. Note that the least significant bit of the 
Low Page Register is dropped in 16-bit shifted 

mode. When programming the Current Address 
Register when the DMA channel is in this mode, the 
Current Address must be programmed to an even 
address with the address value shifted right by one 
bit. The address shifting is shown in Table 17. 

5.4.4.4 Autoinitialize 

By programming a bit in the DMA Channel Mode 
Register, a channel may be set up as an autoinitial­
ize channel. During Autoinitialize initialization, the 
original values of the Current Page, Current Address 
and Current Byte/Word Count Registers are auto­
matically restored from the Base Page, Address, and 
Byte/Word Count Registers of that channel follow­
ing TC. The Base Registers are loaded simulta­
neously with the Current Registers by the microproc­
essor and remain unchanged throughout the DMA 
service. The mask bit is not set when the channel is 
in autoinitialize. Following Autoinitialize, the channel 
is ready to perform another DMA service, without 
CPU intervention, as soon as a valid DREQ is 
detected. 

Table 16. DMA Transfer Size 

DMA Device Date Size and Word Count 
Current BytelWord Current Address 

Count Register Increment/Decrement 

8-Bit I/O, Count by Bytes Bytes 1 

16-Bit 110, Count by Words (Address Shifted) Words 1 

16-Bit 110, Count by Bytes Bytes 2 

Table 17. Address Shifting in 16-Bit 1/0 DMA Transfers 

Output Address 
8-Bit 1/0 Programmed 16-Bit 1/0 Programmed 16-Bit 1/0 Programmed 

Address Address (Shifted) Address (No Shift) 

AO AO 0 AO 

A[16:1j A[16:1j A[15:0j A[16:1j 

A[31:17j A[31:17j A[31:17] A[31 :17] 

NOTE: 
The least significant bit of the Low Page Register.is dropped in 16-bit shifted mode. 
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5.4.5 SOFTWARE COMMANDS 

There are three additional special software com­
mands which can be executed by the OMA control­
ler. The three software commands are: 

1. Clear Byte Pointer Flip-Flop 

2. Master Clear 

3. Clear Mask Register 

They do not depend on any specific bit pattern on 
the data bus. 

5.4.5.1 Clear Byte Pointer Flip-Flop 

This command is executed prior to writing or reading 
new address or word count information to/from the 
OMA controller. This initializes the flip-flop to a 
known state so that subsequent accesses to regis­
ter contents by the microprocessor will address up­
per and lower bytes in the correct sequence. 

When the Host CPU is reading or writing OMA regis­
ters, two Byte Pointer Flip-Flops are used; one for 
channels 0-3 and one for channels 4-7. Both of 
these act independently. There are separate soft­
ware commands for clearing each of them (OCh for 
channels 0-3, 008h for channels 4-7). 

5.4.5.2 DMA Master Clear 

This software instruction has the same effect as the 
hardware reset. The Command, Status, Request, 
and Internal First/Last Flip-Flop Registers are 
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cleared and the Mask Register is set. The OMA con­
troller will enter the idle cycle. 

There are two independent master clear commands, 
OOh which acts on channels 0-3, and OOAh which 
acts on channels 4-7. 

5.4.5.3 Clear Mask Register 

This command clears the mask bits of all four chan­
nels, enabling them to accept OMA requests. 1/0 
port OOEh is used for channels 0-3 and 1/0 port 
OOCh is used for channels 4-7. 

5.4.6 TERMINAL COUNT IEOP SUMMARY 

This is a summary of the events that will happen as 
a result of a terminal count or external EOP when 
running OMA in various modes. (See Table 18.) 

5.4.7 ISA REFRESH CYCLES 

Refresh cycles are generated by two sources: the 
refresh controller inside the SIO component or by 
ISA bus masters other than the SIO. The ISA bus 
controller will enable the address lines SA[15:0j so 
that when MEMR # goes active, the entire ISA sys­
tem memory is refreshed at one time. Memory 
slaves on the ISA Bus must not drive any data onto 
the data bus during the refresh cycle. 

Counter 1 in the timer register set should be pro­
grammed to provide a request for refresh about ev­
ery 15 /Ls. 

Table 18. Terminal CountlEOP Summary Table 

Conditions 
AUTOINIT 

Event 

Word Counter Expired 

EOP Input 

Result 

Status TC 

Mask 

SW Request 

Current Register 

NOTES: 
load = load current from base 

= no change 
X = don't care 
clr = clear 

No 

Yes 

X 

set 

set 

clr 

-

Yes 

X Yes X 

Asserted X Asserted 

set set set 

set - -
clr clr clr 

- load load 
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5.4.8 seA TTER/GATHER DESCRIPTION 

Scatter/Gather (S/G) provides the capability of 
transferring multiple buffers between memory and 
I/O without CPU intervention. In Scatter/Gather, the 
DMA can read the memory address and word count 
from an array of buffer descriptors, located in sys­
tem memory (ISA or PCI), called the Scatter/Gather 
Descriptor (SGD) Table. This allows the DMA con­
troller to sustain DMA transfers until all of the buffers 
in the SGD Table are transferred. 

The S/G Command and Status Registers are used 
to control the operational aspect of S/G transfers. 
The SGD Table Pointer Register holds the address 
of the next buffer descriptor in the SGD Table. 

The next buffer descriptor is fetched from the SGD 
Table by a DMA read transfer. DACK # will not be 
asserted for this transfer because the 10 device is 
the SID itself. The SID will fetch the next buffer de­
scriptor from either PCI memory or ISA memory, de­
pending on where the SGD Table is located. If the 
SGD table is located in PCI memory, the memory 
read will use the line buffer to temporarily store the 
PCI read before loading it into the DMA S/G regis­
ters. The line buffer mode (8 byte or single transac­
tion) for the S/G fetch operation will be the same as 
what is set for all DMA operations. If set in 8 byte 
mode, the SGD Table fetches will be PCI burst 
memory reads. The SGD Table PCI cycle fetches 
are subject to all types of PCI cycle termination (re­
try, disconnect, target-abort, master-abort). The 
fetched SGD Table data is subject to normal line 
buffer coherency management and invalidation. 
EOP will be asserted at the end of the complete link 
transfer. 

byte 3 byte 2 

To initiate a typical DMA Scatter/Gather transfer be­
tween memory and an I/O device, the following 
steps are required: 

1. Software prepares a SGD Table in system memo­
ry. Each SGD is 8 bytes long and consists of an 
address pointer to the starting address and the 
transfer count of the memory buffer to be tFans­
ferred. In any given SGD Table, two consecutive 
SGDs are offset by 8 bytes and are aligned on a 
4-byte boundary. 

Each Scatter/Gather Descriptor for the linked list 
contains the following information: 

a. Memory Address (buffer start) 4 bytes 

b. Transfer Size (buffer size) 2 bytes 

c. End of Link List 1 bit ( MSB) 

2. Initialize the DMA Channel Mode and DMA Chan­
nel Extended Mode Registers with transfer specif­
ic information like 8-/16-bit I/O device, Transfer 
Mode, Transfer Type, etc. 

3. Software provides the starting address of the 
SGD Table by loading the SGD Table Pointer 
Register. 

4. Engage the Scatter/Gather function by writing a 
Start command to the S/G Command Register. 

5. The Mask register should be cleared as the last 
step of programming the DMA register set. This is 
to prevent the DMA from starting a transfer with a 
partially loaded command description. 

6. Once the register set is loaded and the channel is 
, unmasked, the DMA will generate an internal re­
quest to fetch the first buffer from the SGD Table. 

byte 1 byte 0 

DwordO Memory Address 

Address 

XXXOh 

XXX3h 

Dword 1 EOl I RSVD I RSVD I Transfer Size 

Figure 10. SGD Format 
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After the above steps are finished, the DMA will then 
respond to DREQ or software requests. The first 
transfer from the first buffer moves the memory ad­
dress and word count from the Base register set to 
the Current register set. As long as S/G is active 
and the Base register set is not loaded and the last 
buffer has not been fetched, the channel will gener­
ate a request to fetch a reserve buffer into the Base 
register set. The reserve buffer is loaded to minimize 
latency problems going from one buffer to another. 
Fetching a reserve buffer has a lower priority than 
completing DMA transfers for the channel. 

The DMA controller will terminate a Scatter/Gather 
cycle by detecting an End of List (EOl) bit in the 
SGD Table. After the EOl bit is detected, the chan­
nel transfers the buffers in the Base and Current reg­
ister sets, if thE'Y are loaded. At terminal count the 
channel asserts EOP or IRQ13, depending on its 
programming and set the terminate bit in the S/G 
Status Register. If the channel asserted IRQ13, then 
the appropriate bit is set in the S/G Interrupt Status 
Register. The active bit in the S/G Status Register 
will be reset and the channel's Mask bit will be set. 

SGDTABLE 

Ptr. 

SGDA 
0 

Ptr. + 8h 

SGDB 
0 

Ptr. + 10h 

SGDC 
Transfer Size 
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5.5 Address Decoding 

The SIO contains two address decoders; one to de­
code PCI master cycles and one to decode DMA/ 
ISA master cycles. Two decoders are required to 
support the PCI and ISA Buses running concurrently. 
The PCI address decoder decodes the address from 
the multiplexed PCI address/data bus. The DMAI 
ISA master address decoder decodes the address 
from the ISA address bus for DMA and ISA master 
cycles. The address decoders determine how the 
cycle is handled. 

5.5.1 PCI ADDRESS DECODER 

PCI address decoding is always a function of 
AD [31 :2]. The information contained in the two low 
order bits (AD[1 :0]) varies for memory, I/O, and con­
figuration cycles. 

MEMORY BUFFERS 

Buffer A 

BufferC 

Buffer B 

290473-50 

Figure 11. Link List Example 
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For 1/0 cycles, AD[31 :0] are alldecodl3d to ,Provide 
a byte address. The byte enables determine which 
byte lanes contain valid data. The 510 requires that 
PCI 'accesses to byte-wide internal registers must 
assert only one byte enable. 

For memory cycles, accesses are decoded as 
Dword accesses. This means that AD[1 :0] are ig­
nored for decoding memory cycles. The byte en­
ables are used only to determine which byte lanes 
contain valid data. 

For configuration cycles, DEVSEL# is a function of 
IDSEL# and AD[1:0]. DEVSEL# is generated only 
when AD[1:0] are both zero. If either AD[1:0] are 
non-zero, the cycle is ignored by the 510. Individual 
bytes of a configuration register can be accessed 
with the byte enables. A particular configuration reg­
ister is selected using AD[7:2]. Again, the byte en­
ables determine which byte lanes contain valid data. 

All PCI cycles decoded in one of the following ways 
result in the SIO generating DEVSEL#. The PCI 
master cycle decoder decodes the following ad­
dresses based on the settings of the relevant config­
uration registers: 

SIO 1/0 Addresses: Positively decodes 110 ad­
dresses for registers contained within the 510 (ex­
ceptions: 60h, 92h, 3F2h, 372h, and FOh). 

BIOS Memory Space: Positively decodes BIOS 
memory space. 

MEMCS# Address Decoding: Decodes memory 
addresses that reside on the other side of the Host 
bridge and generates the MEMCS# signal. (SIO 
does not generate DEVSEL# in this case). The ad­
dress range(s) used for this decoding is selected via 
the MEMCSCON, MEMCSBOH, MEMCSTOH, 
MEMCSTOM, MAR1, MAR2, and MAR3 Registers 
(see Section 4.1). 

Subtractively Decoding Cycles to ISA: Subtrac­
tively decodes cycles to the ISA Bus. Accesses to 
registers 60h, 92h, 3F2h, 372h, and FOh are also 
subtractively decoded to the ISA Bus. 
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One of the PCI requirements is that, upon power-up, 
PCI agents do not respond to any address. Typically, 
the only access toa PCI agent is through the IDSEL 
configuration mechanism until it is enabled through 
configuration. The 510 is an exception to this, since 
it controls access to the BIOS boot code. All ad­
dresses decoded by the PCI address decoder, that 
are enabled after chip reset, are accessible immedi­
ately after power-up. ' 

5.5_1_1 SIO 1/0 Adc(resses 

These addresses are th~ internal, non-configuration 
510 register locations and are shown !n the SIO Ad­
dress Decoding Table, Table 19. These addresses 
are fixed. Note that the Configuration Registers, list­
ed in Table 3, are accessed with PCI configuration 
cycles as described in Section 5.1.2.5 

In general, PCI accesses to the internal ,SIO regis­
ters will not be broadcast to the ISA Bus. However, 
PCI accesses to addresses 70h, 60h, 92h, 3F2h, 
372h, and FOh are exceptions. Read and write ac­
cesses to these 510 locations are broadcast onto 
the ISA Bus. PCI master accesses to SIO registers 
will be retried if the ISA Bus is owned by an ISA 
master or the DMA controller. All of the registers are 
8 bit registers. Accesses to these registers must be 
8 bit accesses. Target-abort is issued by the 510 
when the internal 510 non-configuration registers 
are the target of a PCI master 1/0 cycle and more 
than one byte enable is active. Refer to Table 19 for 
the SIO Address Decoding Map. 

Accesses to the BIOS Timer Register (78h-7Bh) are 
broadcast to the ISA bus only if this register is dis­
abled. If this register is enabled, the cycle is not 
broadcast to the ISA bus. 

The address decoding logic includes the readlwrite 
cycle type. For example, read cycles to write only 

, registers are not positively decoded and get forward­
ed to the ISA bus via subtractive decoding. 
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Table 19.510 Address Decoding 

Address 
Address 

Type Name Block 
FE DC BA9S 7654 3210 

OOOOh 0000 0000 OOOx 0000 r/w DMA 1 CHO Base and Current Address DMA 

0001h 0000 0000 OOOx 0001 r/w DMA 1 CHO Base and Current Count DMA 

0002h 0000 0000 OOOx 0010 r/w DMA 1 CH 1 Base and Current Address DMA 

0003h 0000 0000 OOOx 0011 r/w DMA 1 CH 1 Base and Current Count DMA 

0004h 0000 0000 OOOx 0100 r/w DMA 1 CH2 Base and Current Address DMA 

0005h 0000 0000 OOOx 0101 r/w DMA 1 CH2 Base and Current Count DMA 

0006h 0000 0000 OOOx 0110 r/w DMA 1 CH3 Base and Current Address DMA 

0007h 0000 0000 OOOx 0111 r/w DMA 1 CH3 Base and Current Count DMA 

0008h 0000 0000 OOOx 1000 r/w DMA1 Status(r) Command(w) Register DMA 

0009h 0000 0000 OOOx 1001 wo DMA 1 Write Request Register DMA 

OOOAh 0000 0000 OOOx 1010 wo DMA 1 Write Single Mask Bit DMA 

OOOBh 0000 0000 OOOx 1011 wo DMA 1 Write Mode Register DMA 

OOOCh 0000 0000 OOOx 1100 wo DMA 1 Clear Byte Pointer DMA 

OOODh 0000 0000 OOOx 1101 wo DMA 1 Master Clear DMA 

OOOEh 0000 0000 OOOx 1110 wo DMA 1 Clear Mask Register DMA 

OOOFh 0000 0000 OOOx 1111 r/w DMA 1 Read/Write All Mask Register Bits DMA 

0020h 0000 0000 001x xxOO r/w INT 1 Control Register PIC 

0021h 0000 0000 001x xx01 r/w INT 1 Mask Register PIC 

0040h 0000 0000 010x 0000 r/w Timer Counter 1-Counter 0 Count TC 

0041h 0000 0000 010x 0001 r/w Timer Counter 1-Counter 1 Count TC 

0042h 6000 0000 010x 0010 r/w Timer Counter 1-Counter 2 Count TC 

0043h 0000 0000 010x 0011 wo Timer Counter 1 Command Mode Register TC 

0060h 0000 0000 0110 0000 ro Reset UBus IRQ12 Control 

0061h 0000 0000 0110 Oxx1 r/w NMI Status and Control Control 

0070h 0000 0000 0111 OxxO wo CMOS RAM Address and NMI Mask Control 
Register 

0078h(1) 0000 0000 0111 10xx r/w BIOS Timer TC 
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Table 19. SIO Address Decoding (Continued) 

Address 
Address 

Type Name Block 
FEDC BA98 7654 3210 

0080h 0000 0000 100x 0000 r/w DMA Page Register (Reserved) DMA 

0081h 0000 0000 100x 0001 r/w DMA Channel 2 Page Register DMA 

0082h 0000 0000 1000 0010. r/w DMA Channel 3 Page Register DMA 

0083h 0000 0000 100x 0011 r/w DMA Channel 1 Page Register DMA 

0084h 0000 0000 100x 0100 r/w DMA Page Register (Reserved) DMA 

0085h 0000 0000 100x 0101 r/w DMA Page Register (Reserved) DMA 

0086h 0000 0000 100x 0110 r/w DMA Page Register (Reserved) DMA 

0087h 0000 0000 100x 0111 r/w DMA Channel a Page Register DMA 

0088h 0000 0000 100x 0100 r/w DMA Page Register (Reserved) DMA 

0089h 0000 0000 100x 1001 r/w DMA Channel 6 Page Register DMA 

008Ah 0000 0000 100x 1010 r/w DMA Channel 7 Page Register DMA 

008Bh 0000 0000 100x 1011 r/w DMA Channel 5 Page Register DMA 

008Ch 0000 0000 100x 1100 r/w DMA Page Register (Reserved) DMA 

008Dh 0000 0000 100x 1101 r/w DMA Page Register (Reserved) DMA 

008Eh 0000 0000 100x 1110 r/w DMA Page Register (Reserved) DMA 

008Fh 0000 0000 100x 1111 r/w DMA Low Page Register Refresh DMA 

0090h 0000 0000 100x 0000 r/w DMA Page Register (Reserved) DMA 

0092h 0000 0000 1001 0010 r/w System Control Port Control 

0094h 0000 0000 100x 0100 r/w DMA Page Register (Reserved) DMA 

0095h 0000 0000 100x 0101 r/w DMA Page Register (Reserved) DMA 

0096h 0000 0000 100x 0110 r/w DMA Page Register (Reserved) DMA 

0098h 0000 0000 100x 1000 r/w DMA Page Register (Reserved) DMA 

009Ch 0000 0000 100x 1100 r/w DMA Page Register (Reserved) DMA 

009Dh 0000 0000 100x 1101 r/w DMA Page Register (Reserved) DMA 

009Eh 0000 0000 100x 1110 r/w DMA Page Register (Reserved) DMA 

009Fh 0000 0000 100x 1111 r/w DMA low page Register Refresh DMA 

OOAOh 0000 0000 101x xxOO r/w INT 2 Control Register PIC 

00A1h 0000 0000 101x xx01 r/w INT 2 Mask Register PIC 

00B2h 0000 0000 1011 0010 r/w Advanced Power Management Control Port PM 

00B3h 0000 0000 1011 0011 r/w Advanced Power Management Status Port PM 

OOCOh 0000 0000 1100 OOOx r/w DMA2 CHO Base and Current Address DMA 
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Table 19. 510 Address Decoding (Continued) 

Address 
Address 

Type Name Block 
FEDC BA98 7654 3210 

00C2h 0000 0000 1100 001x r/w DMA2 CHO Base and Current Count DMA 

00C4h 0000 0000 1100 010x r/w DMA2 CH1 Base and Current Address DMA 

00C6h 0000 0000 1100 011x r/w DMA2 CH1 Base and Current Count DMA 

00C8h 0000 0000 1100 100x r/w DMA2 CH2 Base and Current Address DMA 

OOCAh 0000 0000 1100 101x r/w DMA2 CH2 Base and Current Count DMA 

OOCCh 0000 0000 1100 110x r/w DMA2 CH3 Base and Current Address DMA 

OOCEh 0000 0000 1100 111x r/w DMA2 CH3 Base and Current Count DMA 

OODOh 0000 0000 1101 OOOx r/w DMA2 Status(r) Command(w) Register DMA 

00D2h 0000 0000 1101 001x wo DMA2 Write Request Register DMA 

00D4h 0000 0000 1101 010x wo DMA2 Write Single Mask Bit DMA 

00D6h 0000 0000 1101 011x wo DMA2 Write Mode Register DMA 

00D8h 0000 0000 1101 100x wo DMA2 Clear Byte Pointer DMA 

OODAh 0000 0000 1101 101x wo DMA2 Master Clear DMA 

OODCh 0000 0000 1101 110x wo DMA2 Clear Mask Register DMA 

OODEh 0000 0000 1101 111x r/w DMA2 Read/Write All Mask Register Bits DMA 

OOFOh 0000 0000 1111 0000 wo Coprocessor Error Control 

0372h 0000 0011 0111 0010 wo Secondary Floppy Disk Digital Output Reg. Control 

03F2h 0000 0011 1111 0001 wo Primary Floppy Disk Digital Output Reg. Control 

040Ah 0000 0100 0000 1010 ro Scatter/Gather Interrupt Status Register DMA 

040Bh 0000 0100 0000 1011 wo DMA 1 Extended Mode register DMA 

0410h(1) 0000 0100 0001 0000 wo CHO Scatter/Gather Command DMA 

0411h(1) 0000 0100 0001 0001 wo CH1 Scatter/Gather Command DMA 

0412h(1) 0000 0100 0001 0010 wo CH2 Scatter/Gather Command DMA 

0413h(1) 0000 0100 0001 0011 wo CH3 Scatter/Gather Command DMA 

0415h(1) 0000 0100 0001 0101 wo CH5 Scatter/Gather Command DMA 

0416h(1) 0000 0100 0001 0110 wo CH6 Scatter/Gather Command DMA 

0417h(1) 0000 0100 0001 0111 wo CH7 Scatter/Gather Command DMA 

0418h(1) 0000 0100 0001 1000 ro CHO Scatter/Gather Status DMA 

0419h(1) 0000 0100 0001 1001 ro CH1 Scatter/Gather Status DMA 

041 Ah(1) 0000 0100 0001 1010 ro CH2 Scatter/Gather Status DMA 

041 Bh(1) 0000 0100 0001 1011 ro CH3 Scatter/Gather Status DMA 
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Table 19. SIO Address Decoding (Continued) 

Address 
Address 

Type Name Block 
FEDC BA98 7654 3210 

041Dh(1) 0000 0100 0001 1101 ro CH5 Scatter/Gather Status DMA 

041Eh(1) 0000 0100 0001 1110 ro CH6 Scatter/Gather Status DMA 

041Fh(1) 0000 0100 0001 1111 ro CH7 Scatter/Gather Status DMA 

0420h(1) 0000 0100 0010 OOxx r/w CHO Scatter/Gather Descriptor Table Pointer DMA 

0424h(1) 0000 0100 0010 01xx r/w CH1 Scatter/Gather Descriptor Table Pointer DMA 

0428h(1) 0000 0100 0010 10xx r/w CH2 Scatter/Gather Descriptor Table Pointer DMA 

042Ch(1) 0000 0100 0010 11xx r/w CH3 Scatter/Gather Descriptor Table Pointer DMA 

0434h(1) 0000 0100 0011 01xx r/w CH5 Scatter/Gather Descriptor Table Pointer DMA 

0438h(1) 0000 0100 0011 10xx r/w CH6 Scatter/Gather Descriptor Table Pointer DMA 

043Ch(1) 0000 0100 0011 11xx r/w CH7 Scatter/Gather Descriptor Table Pointer DMA 

0481h 0000 0100 1000 0001 r/w DMA CH2 High Page Register DMA 

0482h 0000 0100 1000 0010 r/w DMA CH3 High Page Register DMA 

0483h 0000 0100 1000 0011 r/w DMA CH1 High Page Register DMA 

0487h 0000 0100 1000 0111 r/w DMA CHO High Page Register DMA 

0489h 0000 0100 1000 1001 r/w DMA CH6 High Page Register DMA 

048Ah 0000 0100 1000 1010 r/w DMA CH7 High Page Register DMA 

048Bh 0000 0100 1000 1011 r/w DMA CH5 High Page Register DMA 

0400 0000 0100 1101 0000 r/w INT CNTRL-1 Edge Level Control Register Control 

0401 0000 0100 1101 0001 .r/w INT CNTRL-2 Edge Level Control Register Control 

04D6h 0000 0100 1101 0010 wo DMA2 Extended Mode Register DMA 

NOTE: 
1. The 110 address of this register is relocatable. The value shown in this table IS the default address location. 
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5.5.1.2 BIOS Memory Space 

The 128 Kb BIOS memory space is located at 
OOOEOOOOh to OOOFFFFFh (top of 1 Mb), and is ali­
ased at FFFEOOOOh to FFFFFFFFh (top of 4 Gb) 
and FFEEOOOOh to FFEFFFFFh (top of 4 Gb-1 Mb). 
The aliased regions account for the CPU reset vec­
tor and the uncertainty of the state of A20GATE 
when a software reset occurs. This 128 Kb block is 
split into two 64 Kb blocks. The top 64 Kb is always 
enabled while the bottom 64 Kb can be enabled or 
disabled (the aliases automatically match). Enabling 
the lower 64 Kb BIOS space (OOOEOOOOh to 
OOOEFFFFh, 896 Kb-960 Kb) results in positively de­
coding this region and enables the BIOSCS# signal 
generation. The upper 64 Kb is positively decoded 
only if bit 6 = 1 in the ISA Clock Divisor Register. 
Otherwise this region is subtractively decoded. Posi­
tively decoding these cycles expedites BIOS cycles 
to the ISA Bus. Note that both of these regions are 
subtractively decoded if bit 4 in the MEMCS# Con­
trol Register is set to a 1. 

When PCI master accesses to the 128 Kb BIOS 
space at 4 Gb-1 Mb are forwarded to the ISA Bus, 
the LA20 line is driven to a 1 to avoid aliasing at the 
15 Mb area. The 4 Gb-1 Mb BIOS decode area ac­
counts for the condition when A20M # is asserted 
and an AL T-CTRL-DEL reset is generated. The 
CPU's reset vector will access 4 Gb-1 Mb. When this 
gets forwarded to ISA, AD[32:24] are truncated and 
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the access is aliased to 16 Mb-1 Mb = 15 Mb 
space. If ISA memory is present at 15 Mb, there will 
be contention. Forcing LA20 high aliases this region 
to 16 Mb. The alias here is permissible since this is 
the 80286 reset vector location. 

In addition to the normal 128 Kb BIOS space, the 
SID supports an additional 384 Kb BIOS space. The 
510 can support a total of 512 Kb BIOS space. The 
additional 384 Kb region can only be accessed by 
PCI masters and resides at FFF80000h to 
FFFDFFFFh. When enabled via the UBCSA Regis­
ter, memory accesses within this region will be posi­
tively decoded, forwarded to the ISA Bus, and en­
coded BIOSCS# will be generated. When forwarded 
to the ISA Bus, the PCI AD[23:20] signals will be 
propagated to the ISA LA[23:20] lines as all 1's 
which will result in aliasing this 512 Kb region at the 
top of the 16 Mb space. To avoid contention, ISA 
add-in memory must not be present in this space. 

All PCI cycles positively decoded in the enabled 
BIOS space will be broadcast to the ISA Bus. Since 
the BIOS device is 8 or 16 bits wide and typically has 
very long access times, PCI burst reads from the 
BIOS space will invoke "disconnect target termina­
tion" semantics after the first data transaction in or­
der to meet the PCI incremental latency guidelines. 

The following tables and diagrams describe the op­
eration of the 510 in response to PCI BIOS space 
accesses. 
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Figure 12. BIOS Space Decode Map 

The BIOS space decode map, Figure 12, shows the possible BIOS spaces and the aliases throughout the 
memory space. The various regions are designated with code letters; "a's" for the top 64 Kb, "b's" for the low 
64 Kb, and "c's" for the enlarged space. . 
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Table 20 indicates the 810's response to PCI BIOS space accesses based on its configuration state. 

Table 20. PCI Master BIOS Space Decoding 

Top 64 Kb 
BIOS Low64Kb Enlarged Encoded Positive Subtractive 

Master Region Positive BIOS BIOS BIOSCS# LA20 PCI PCI 
Decode Enabled(2) Enabled(3) Generated Decode Decode 

Enabled(1) 

PCI A 0 x x Yes Pass (0) No Yes 

PCI A 1 x x Yes Pass (0) Yes(S) No(S) 

PCI B x 0 x No Pass (0) No Yes 

PCI B x 1 x Yes Pass (0) Yes(S) No(S) 

PCI a 1 x x No Pass (1) No Yes 

PCI b x 0 x No Pass (1) No Yes 

PCI c x x 0 No Pass (1) No Yes 

PCI AA 0 x x Yes 1 No Yes(4) 

PCI AA 1 x x Yes 1 Yes(4,5) No(S) 

PCI BB x 0 x No x No No 

PCI BB x 1 x Yes 1 Yes(4,S) No(S) 

PCI AAA 0 x x Yes Pass (1) No Yes(4) 

PCI AAA 1 x x Yes Pass (1) Yes(4,S) No(S) 

PCI BBB x 0 x No x No No 

PCI BBB x 1 x Yes Pass (1) Yes(4,S) No(S) 

PCI CCC x x 0 No x No No 

PCI CCC x x 1 Yes Pass (1) Yes(4) No 

NOTES: 
1. The column labeled "Top 64 Kb BIOS Positive Decode Enable" shows the value of the ISA Clock Register bit 6. This bit 

determines the decoding for memory regions A, AA, and AAA (1 = positive, 0 = negative decoding). 
Note that if bit 4 in the MEMCS# Control Register is set to a 1 (Global MEMCS# decode enabled), the positive 
decoding function enabled by having ISA Clock Register bit 6 = 1 is ignored. Subtractive decoding is provided, instead. 

2. The column labeled "Low 64 Kb BIOS Enable" shows the value of the Utility Bus Chip Select Enable A Bit 6. This bit 
determines whether memory regions B, BB, and BBB are enabled (bit = 1) or disabled (bit = 0). 

3. The column labeled "Enlarged BIOS Enabled" shows the value of the Utility Bus Chip Select Enable A Bit 7. This bit 
determines whether memory region CCC is enabled (bit = 1) or disabled (bit = 0). 

4. ISA memory is not allowed to be enabled at the corresponding aliased areas or contention will result. 
S. When bit 4 in the MEMCS# Control Register is set to a 1 (Global MEMCS# decode enabled), positive decoding for 

these areas will be disabled. The SIO will only provide subtractive decoding in this case. 
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5.5.1.3 MEMCS# Decoding • 512 KB to 640 KB Memory 

For MEMCS# decoding, the SIO decodes sixteen 
ranges. Fourteen of these ranges can be enabled or 
disabled independently for both read and write cy­
cles. The fifteenth range (0 KB-512 KB) and six­
teenth range (programmable from 1 MB up to 
512 MB in 2 MB increments) can be enabled or dis­
abled only. Addresses within these enabled regions 
generate a MEMCS# signal that can be used by the 
host bridge to know when to forward PCI cycles to 
main memory. A seventeenth range is available that 
can be used to identify a "memory hole". Addresses 
within this hole will not generate a MEMCS#. The 
address regions are summarized: 

• (1 MB-64 KB) to 1 MB Memory (BIOS Area) 

• 768 KB to 918 KB in 16 KB sections (total of 8 
sections) 

• 918 KB to 983 KB in 16 KB sections (total of 4 
sections) 

.• 1 M-to-programmable boundary on 2 MB incre­
ments from 2 MB up to 512 MB 

• programmable "memory hole" in 64 KB incre­
ments between 1 MB and 16 MB 

Table 21 and Figure 13 show the registers and de­
code areas for MEMCS#. 

• 0 KB to 512 KB Memory (can only be disabled if 
MEMCS# is completely disabled) 

Table 21. MEMCS# Decoding Register Summary 

MAR Registers Attribute Memory Segments Comments 

MCSCON[4] = 0 Disable Disable MEMCS# Function Enable/Disable MEMCS# Function 

MCSCON[4] = 1 Enable Enable MEMCS# Function When Enabled, 0 KB to 512 KB Range 
is also Automatically Enabled (RE/WE) 

MCSTOHI MEMCS# Hole 100000h-OFFFFFFh 1 MB to 16 MB Hole in MEMCS# Region 
MCSBOH 

MCSTOM MEMCS# Top 200000h-1FFFFFFFh 2 MB to 512 MB Top of MEMCS# Region 

MCSCON[1:0] [0] = RE[1] = WE 080000h-09FFFFh 512 KB to 640 KB R/W Enable 

MCSCON[3:2] [2] = RE[3] = WE OFOOOOh-OFFFFFh BIOS Area R/W Enable 

MAR1 [1:0] [0] = RWl = WE OCOOOOh-OC3FFFh ISA Add-On BIOS R/W Enable 

MAR1 [3:2] [2] = RE[3] = WE OC4000h-OC7FFFh ISA Add-On BIOS R/W Enable 

MAR 1[5:4] [4] = RE[5] = WE OC8000h-OCBFFFh ISA Add-On BIOS R/W Enable 

MAR1 [7:6] [6] = RE[7] = WE OCCOOOh-OCFFFFh ISA Add-On BIOS R/W Enable 

MAR2[1:0] [0] = RW] = WE ODOOOOh-OD3FFFh ISA Add-On BIOS R/W Enable 

MAR2[3:2] [2] = RE[3] = WE OD4000h-OD7FFFh ISA Add-On BIOS R/W Enable 

MAR2[5:4] [4] = RE[5] = WE OD8000h-ODBFFFh ISA Add-On BIOS R/W Enable 

MAR2[?:6] [6] = RE[?] = WE ODCOOOh-ODFFFFh ISA Add-On BIOS R/W Enable 

MAR3[1:0] [0] = RW] = WE OEOOOOh-OE3FFFh BIOS Extension R1W Enable 

MAR3[3:2] [2] = RE[3] = WE OE4000h-OE7FFFh BIOS Extension R/W Enable 

MAR3[5:4] [4] = RE[5] = WE OE8000h-OEBFFFh BIOS Extension R/W Enable 

MAR3[7:6] [6] = RE[?] = WE OECOOOh-OEFFFFh BIOS Extension R/W Enable 
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Figure 13. MEMCS# Decode Areas 

The SID generates MEMCS# from the PCI address. MEMCS# is generated from the clock edge after 
FRAME# is sampled active. MEMCS# will only go active for one PCI clock period. The SID does not take any 
other action as a result of this decode other than generating MEMCS#. It is the responsibility of the device 
using the MEMCS# signal to generate DEVSEL#, TRDY# and any other cycle response. The device using 
MEMCS# will always generate DEVSEL# on the next clock. This fact can be used to avoid an extra clock 
delay in the subtractive decoder described in the next section. 
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Figure 14. MEMCS# Generation 

5.5.1.4 Subtractively Decoded Cycles to IsA 

The addresses that reside on the ISA Bus could be 
highly fragmented. For this reason, subtractive de­
coding is used to forward PCI cycles to the ISA Bus. 
An inactive DEVSEL# will cause the SIO to forward 
the PCI cycle to the ISA Bus. The DEVSEL# sample 
point can be configured for three different settings. If 
the "fast" point is selected, the cycle will be forward­
ed to ISA when DEVSEL# is inactive at the F sam­
ple point as shown in Figure 15. If the "typical" point 
is selected, DEVSEL# will be sampled on both F 
and T, and if inactive, will be forwarded to the ISA 
Bus. Likewise, if the "slow" point is selected, 
DEVSEL# will be sampled at F, T, and S. The sam-
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pie point should be configured to match the slowest 
PCI device in the system. This capability reduces the 
latency to ISA slaves when all PCI devices are 
"fast" and also allows for devices with slow decod­
ing. Note that when these unclaimed cycles are for­
warded to the ISA Bus, the SIO will drive the 
DEVSEL# active. 

Since an active MEMCS# will always result in an 
active DEVSEL# at the "Slow" sample point, 
MEMCS# is used as an early indication of 
DEVSEL #. In this case, if the device using 
MEMCS# is the only "slow" agent in the system, 
the sample point can be moved in to the "typical" 
edge. 
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Figure 15. DEVSEL# Generation 
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Unclaimed PCI cycles with memory addresses 
above 16M and liD addresses above 64K will not be 
forwarded to the ISA Bus. The SID will not respond 
with DEVSEL# (BIOS accesses are an exception to 
this). This is required to avoid the possibility of alias­
ing. Under this condition, these unclaimed cycles will 
be recognized as such by the originating master and 
the master will use "master-abort" semantics to ter­
minate the PCI cycle. 

5.5.2 DMAIISA MASTER CYCLE ADDRESS 
DECODER 

The SID also contains a decoder which is used to 
determine the destination of ISA master and DMA 
master cycles. This decoder provides: 

Positive Decode to PCI: Positively decodes ad­
dresses to be forwarded to the PCI Bus. This in­
cludes addresses residing directly on PCI as well as 
addresses that reside on the back side of PCI bridg­
es (Host Bridges). 

Access to SIO Internal Registers: Positively de­
codes addresses to registers within the SID. 

BIOS Accesses: Positively decodes BIOS memory 
accesses and generates encoded BIOSCS#. 

Utility Bus Chip Selects: Positively decodes utility 
bus chip selects. 

Subtractive Decode: Subtractively decodes cycles 
to be contained to the ISA Bus. 

5.5.2.1 Positive Decode to PCI 

ISA master or DMA addresses that are positively de­
coded by this decoder will be propagated to the PCI 
Bus. This is the only way to forward a cycle from an 
ISA master or the DMA to the PCI Bus. If the cycle is 
not decoded by this decoder it will not be forwarded 
to the PCI Bus. 

82378 SYSTEM 1/0 (510) 

This decoder has several memory address regions 
to positively decode cycles that should be forwarded 
to the PCI Bus. These regions are listed below. Re­
gions "a" through "e" are fixed and can be enabled 
or disabled independently. Region "f" defines a 
space starting at 1 M with a programmable upper 
boundary up to 16 MB. Within this region a hole can 
be opened. Its size and location are programmable 
to allow a hole to be opened in the memory space. A 
memory address above 16 MB will be forwarded to 
the PCI Bus automatically. This is possible only dur­
ing DMA cycles in which the DMA has been pro­
grammed for 32-bit addressing above 16 MB. 

a. Memory: 0 KB-512 KB 

b. Memory: 512 KB-640 KB 

c. Memory: 640 KB-768 KB (Video buffer) 

d. Memory: 768 KB-896 KB in eight 16K sections 
(Expansion ROM) 

e. Memory: 896 KB-960 KB (lower BIOS area) 

f. Memory: 1 MB-to-X MB (up to 16 MB) within which 
a hole can be opened. Accesses to the hole are 
not forwarded to PCI. The top of the region can be 
programmed on 64 KByte boundaries up to 
16 MB. The hole can be between 64 KB and 8 MB 
in size in 64 KB increments located on any 64 KB 
boundary. (Refer to the ISA Address Decoder 
Register in the register description section, Sec­
tion 5.5.2) 

g. Memory: > 16 MB automatically forwarded to PCI 

Figure 16 shows a map of the ISA master/DMA de­
code regions and Table 22 summarizes the registers 
used to configure the decoder. 
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Figure 16. ISA Master/DMA to PCI Bus Decoder Regions 

2-1230 

290473-55 



82378 SYSTEM 1/0 (SIO) 

Table 22. ISA Master/DMA to PCI Bus Decoding Register Summary 

MAR Registers Attribute Memory Segments Comments 

IADCON[7:4] ISA Memory Top 100000h-OFFFFFFh 1 MB to 16 MB Top of ISA Region 

IADTOHIIADBOH ISAHole 100000h-OFFFFFFh 1 MB to 16 MB Hole in ISA Region 

IADCON[O] Enable/Disable 000000h-07FFFFh o to 512 KB Enable/Disable 

IADCON[1] Enable/Disable 080000h-09FFFFh 512 KB to 640 KB Enable/Disable 

IADCON[2] Enable/Disable OAOOOOh-OBFFFFh 640 KB to 768 KB Enable/Disable 

IADCON[3]* Enable/Disable OEOOOOh-OEFFFFh 896 KB to 960 KB Lower BIOS 
Enable/Disable 

IADRBE[O] Enable/Disable OCOOOOh-OC3FFFh ISA Add-On BIOS (Expansion ROM) Enable 

IADRBE[1] Enable/ Disable OC4000h-OC7FFFh ISA Add-On BIOS (Expansion ROM) Enable 

IADRBE[2] Enable/ Disable OC8000h-OCBFFFh ISA Add-On BIOS (Expansion ROM) Enable 

IADRBE[3] Enable/Disable OCCOOOh-OCFFFFh ISA Add-On BIOS (Expansion ROM) Enable 

IADRBE[4] Enable/Disable ODOOOOh-OD3FFFh ISA Add-On BIOS (Expansion ROM) Enable 

IADRBE[5] Enable/Disable OD4000h-OD7FFFh ISA Add-On BIOS (Expansion ROM) Enable 

IADRBE[6] Enable/Disable OD8000h-ODBFFFh ISA Add-On BIOS (Expansion ROM) Enable 

IADRBE[7] Enable/Disable ODCOOOh-ODFFFFh ISA Add-On BIOS (Expansion ROM) Enable 

NOTE: 
* This can be overndden by bit 6 of the UBCSA Register being set to a 1. 

5.5.2.2 510 Internal Registers 

Most of the internal SID registers are accessible by 
ISA masters. Table 19 lists the registers that are not 
accessible by ISA masters. Registers accessed by 
ISA masters are run as 8-bit extended I/O cycles. 

5.5.2.3 BIOS Accesses 

The 128K BIOS memory space is located at 
OOOEOOOOh to OOOFFFFFh, and is aliased at 
FFFEOOOOh to FFFFFFFFh (top of 4 GB) and 
FFEEOOOOh to FFEFFFFFh (top of 4 GB-1 MB). 
The aliased regions account for the CPU reset vec­
tor and the uncertainty of the state of A20GATE 
when a software reset occurs. This 128K block is 

split into two 64K blocks. The top 64K is always en­
abled while the bottom 64K can be enabled or dis­
abled (the aliases automatically match). ISA masters 
can only access BIOS in the OOOEOOOO to 
OOOFFFFFh region. 

ISA originated accesses to the enabled 64K sec­
tions of the BIOS space (OOOEOOOOh-OOOFFFFFh) 
will activate the encoded BIOSCS# signal. ISA origi­
nated cycles will not be forwarded to the PCI Bus. 
Encoded BIOSCS# is combinatorially generated 
from the ISA, SA, and LA address bus. Encoded 
BIOSCS# is disabled during refresh and DMA cy­
cles. The ISA Master/DMA BIOS Decoding Table 
indicates the SID's response to BIOS accesses 
based on the configuration state. 
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Table 23. ISA Master/DMA BIOS Decoding 

Cycle SIO Configuration SIO Response 

Top 64 KB PCI Low 64 KB Forward Low Encoded 
Master Region(1) Positive 

BIOS 64 KBto PCI BIOSCS# 
Forward Contain 

Decode toPCI tolSA 
Enabled(2) 

Enabled(3) Enabled(4) Generated 

ISAlOMA A x x x Yes No Yes 

ISAIOMA B x 0(5) a No No Yes 

ISAlOMA B x 0(5) 1 No Yes No 

ISAlOMA B x 1 x Yes No Yes 

ISAlOMA a These cycles will be forwarded to PCI dependent on the state of the ISA Address 

ISAlOMA b 
Decoder Configuration Registers. Encoded BIOSCS# will not be generated for any 
of these cycles. 

ISAlOMA c 

NOTES: 
1. The memory sections referenced can be found in Figure 12. 
2. The column labeled "Top 64 KB BIOS Positive Decode Enabled" shows the value of the ISA Clock Divisor Configuration 

Register bit 6. This bit determines how the memory region is decoded (0 = subtractively decoded, 1 = positively decod­
ed). 

3. The column labeled "Low 64 KB BIOS Enable" shows the value of the Utility Bus Chip Select Enable A Configuration 
Register bit 6. This bit determines if the memory region is enabled (bit = 1) or disabled (bit = 0). 

4. The column labeled "Forward Low 64 KB to PCI Enables" shows the value of the ISA Address Decoder Control Configu­
ration Register Bit 3. This bit determines whether PCI Bus forwarding is enabled (bit = 1) or disabled (bit = 0). 

5. Forward to PCI if IADCON Bit 6 = 1. 

5.5.2.4 Utility Bus Encoded Chip Selects 

The SIO generates encoded chip selects for certain 
functions that are located on the utility bus (formerly 
X-Bus). The encoded chip selects are generated 
combinatorially from the ISA SA[15:0] address bus. 
The encoded chip selects are decoded externally 
(see Figure 19). 

The encoded chip select table (Table 24) shows the 
addresses that result in encoded chip select genera­
tion. Chip selects can be enabled or disabled via 
configuration registers. In general, the addresses 

shown in Table 24 do not reside in the SIO itself. 
Write only addresses 70h, 372h, 3F2h are excep­
tions since particular bits from these registers reside 
in the SIO. For ISA master cycles, the SIO will re­
spond to writes to address 70h, 372h, and 3F2h by 
generating 10CHROY and writing to the appropriate 
bits. 

Note that the SIO monitors read accesses to ad­
dress 60h to support the mouse function. In this 
case, lOCH ROY is not generated. 

Table 24. Encoded Chip Select Table 

Address Encoded 
Address Type Name 

Chip Select FE DC BA9S 7654 3210 

0060h 0000 0000 0110 OOxO rlw Keyboard Controller KEYBROCS# 

0064h 0000 0000 0110 01xO rlw Keyboard Controller KEYBROCS# 

0070h 0000 0000 0111 OxxO w Real Time Clock Address RTCALE# 
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Table 24. Encoded Chip Select Table (Continued) 

Address Encoded 
Address Type Name 

Chip Select FE DC BA98 7654 3210 

0071h 0000 0000 0111 Oxx1 r/w Real Time Clock Data RTCCS# 

0170h 0000 0001 0111 0000 r/w Secondary Data Register IDECSO# 

0171h 0000 0001 0111 0001 r/w Secondary Error Register IDECSO# 

0172h 0000 0001 0111 0010 r/w Secondary Sector Count Register IDECSO# 

0173h 0000 0001 0111 0011 r/w Secondary Sector Number Register IDECSO# 

0174h 0000 0001 0111 0100 r/w Secondary Cylinder Low Register IDECSO# 

0175h 0000 0001 0111 0101 r/w Secondary Cylinder High Register IDECSO# 

0176h 0000 0001 0111 0110 r/w Secondary Drive/Head Register IDECSO# 

0177h 0000 0001 0111 0111 r/w Secondary Status Register IDECSO# 

01FOh 0000 0001 1111 0000 r/w Primary Data Register IDECSO# 

01F1h 0000 0001 1111 0001 r/w Primary Error Register IDECSO# 

01F2h 0000 0001 1111 0010 r/w Primary Sector Count Register IDECSO# 

01F3h 0000 0001 1111 0011 r/w Primary Sector Number Register IDECSO# 

01F4h 0000 0001 1111 0100 r/w Primary Cylinder Low Register IDECSO# 

01F5h 0000 0001 1111 0101 r/w Primary Cylinder High Register IDECSO# 

01F6h 0000 0001 1111 0110 r/w Primary Drive/Head Register IDECSO# 

01F7h 0000 0001 1111 0111 r/w Primary Status Register IDECSO# 

0278h 0000 0010 0111 1xOO r/w LPT3 PP Data Latch LPTCS# 

0279h 0000 0010 0111 1x01 r LPT3 PP Status LPTCS# 

027Ah 0000 0010 0111 1x10 r/w LPT3 PP Control LPTCS# 

027Bh 0000 0010 0111 1x11 r/w LPTCS# 

02F8h 0000 0010 1111 1000 r/w COM2 SP Transmit/Receive Register COM2CS# 

02F9h 0000 0010 1111 1001 r/w COM2 SP Interrupt Enable Register COM2CS# 

02FAh 0000 0010 1111 1010 r COM2 SP Interrupt Identification COM2CS# 
Register 

02FBh 0000 0010 1111 1011 r/w COM2 SP Line Control Register COM2CS# 

02FCh 0000 0010 1111 1100 r/w COM2 SP Modem Control Register COM2CS# 

02FDh 0000 0010 1111 1101 r COM2 SP Line Status Register COM2CS# 

02FEh 0000 0010 1111 1110 r COM2 SP Modem Status Register COM2CS# 

02FFh 0000 0010 1111 1111 r/w COM2 SP Scratch Register COM2CS# 
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Table 24. Encoded Chip Select Table (Continued) 

Address Encoded 
Address Type Name 

Chip Select FE DC BA98 7654 3210 

0370h 0000 0011 0111 0000 r/w Secondary Floppy Disk Extended Mode FLOPPYCS# 
Register 

0371h 0000 0011 0111 0001 r/w Secondary Floppy Oisk Extended Mode FLOPPYCS# 
Register 

0372 0000 0011 0111 0010 w Secondary Floppy Disk Digital Output FLOPPYCS# 
Register 

0373h 0000 0011 0111 0011 r/w Reserved FLOPPYCS# 

0374h 0000 0011 0111 0100 r/w Secondary Floppy Disk Status Register FLOPPYCS# 

0375h 0000 0011 0111 0101 r/w Secondary Floppy Disk Data Register FLOPPYCS# 

0376h 0000 0011 0111 0110 r/w Secondary Alternate Status Register IDECS1 # 

0377h 0000 0011 0111 0111 r Secondary Drive Address Register IDECS1 # 

0377h* 0000 0011 0111 011x r/w Secondary Floppy Disk Digital Input FLOPPYCS# 
Register 

0378h 0000 0011 0111 1xOO r/w LPT2 PP Data Latch LPTCS# 

0379h 0000 0011 0111 1x01 r LPT2 PP Status LPTCS# 

037Ah 0000 0011 0111 1x10 r/w LPT2 PP Control LPTCS# 

037Bh 0000 0011 0111 1x11 r/w LPTCS# 

03BCh 0000 0011 1011 1100 r/w LPn PP Data Latch LPTCS# 

03BDh 0000 0011 1011 1101 r LPT1 PP Status LPTCS# 

03BEh 0000 0011 1011 1110 r/w LPT1 PP Control LPTCS# 

03BFh 0000 0011 1011 1111 r/w LPTCS# 

03FOh 0000 0011 1111 0000 r/w Primary Floppy Disk Extended Mode FLOPPYCS# 
Register 

03F1h 0000 0011 1111 0001 r/w Primary Floppy Disk Extended Mode FLOPPYCS# 
Register 

03F2h 0000 0011 1111 0010 w Primary Floppy Disk Digital Output FLOPPYCS# 
Register 

03F3h 0000 0011 1111 0011 r/w Reserved FLOPPYCS# 

03F4h 0000 0011 1111 0100 r/w Primary Floppy Disk Status Register FLOPPYCS# 
" 

03F5h 0000 0011 1111 0101 r/w Primary Floppy Disk Data Register FLOPPYCS# 

03F6h 0000 0011 1111 0110 r/w Primary Drive Alternate Status Register IDECS1 # 

03F7h 0000 0011 1111 0111 r Primary Drive Address Register IDECS1 # 

03F7h* 0000 0011 1111 011x r/w Primary Floppy Disk Digital Input FLOPPYCS# 
Register 
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Table 24. Encoded Chip Select Table (Continued) 

Address Encoded 
Address Type Name 

Chip Select FE DC BA98 7654 3210 

03F8h 0000 0011 1111 1000 r/w COM1 SP Transmit/Receive Register COM1CS# 

03F9h 0000 0011 1111 1001 r/w COM1 SP Interrupt Enable Register COM1CS# 

03FAh 0000 0011 1111 1010 r COM1 SP Interrupt Identification COM1CS# 
Register 

03FBh 0000 0011 1111 1011 r/w COM1 SP Line Control Register COM1CS# 

03FCh 0000 0011 1111 1100 r/w COM1 SP Modem Control Register COM1CS# 

03FDh 0000 0011 1111 1101 r COM1 SP Line Status Register COM1CS# 

03FEh 0000 0011 1111 1110 r COM1 SP Modem Status Register COM1CS# 

03FFh 0000 0011 1111 1111 r/w COM1 SP Scratch Register COM1CS# 

0800h- 0000 1000 xxxx xxxx r/w CFIGMEMCS# 
08FFh 

OCOOh 0000 1100 0000 0000 r/w CPAGECS# 

NOTE: 
*If both the IDE and Floppy Drive are located on the UBUS, FLOPPYCS# will not be generated, IDECS1 # will be 
generated. 

5.5.2.5 Subtractive Decode to ISA 

ISA master and DMA cycles not positively decoded 
by the ISA decoder are contained to the ISA Bus. 

5.6 Data Buffering 

The SIO contains data buffers to isolate the PCI Bus 
from the ISA Bus. The buffering is described from 
two perspectives: PCI master accesses to the ISA 
Bus (Posted Write Buffer) and DMAIISA master ac­
cesses to the PCI Bus (Line Buffer). Temporarily 
buffering the data requires buffer management logic 
to ensure that the data buffers remain coherent. 

5.6.1 DMAIISA MASTER LINE BUFFER 

An 8-byte Line Buffer is used to isolate the ISA Bus's 
slower I/O devices from the PCI Bus. The Line Buff­
er is bi-directional and is used by ISA masters and 
the DMA controller to assemble and disassemble 
data. Only memory data written to or read from the 
PCI Bus by an ISA master or DMA is assembled/dis­
assembled using this 8 byte line buffer. I/O cycles 
do not use the buffer. 

Bits 0 and 1 of the PCI Control Register set the buff­
er to operate in either single transaction mode (bit = 
0) or 8-byte mode (bit = 1). Note that ISA masters 
and DMA controllers can have their buffer modes 
configured separately. 

In single transaction mode, the buffer will store only 
one transaction. For DMA/ISA master writes, this 
single transaction buffer looks like a posted write 
buffer. As soon as the ISA cycle is complete, a PCI 
cycle is scheduled. Subsequent DMAIISA master 
writes are held off in wait-states until the buffer is 
empty. For DMAIISA master reads, only the data 
requested is read over the PCI Bus. For instance, if 
the DMA channel is programmed in 16-bit mode, 16 
bits of data will be read from PCI. As soon as the 
requested data is valid on the PCI bus, it is latched 
into the Line Buffer and the ISA cycle is then com­
pleted, as timing allows. Single transaction mode will 
guarantee strong read and write ordering through 
the buffers. 

In 8 byte mode, for write data assembly, the Line 
Buffer acts as two individual 4 byte buffers working 
in ping pong fashion. For read data disassembly, the 
Line Buffer acts as one 8 byte buffer. 
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Figure 17. SIO Buffer Diagram 

5.6.2 PCI MASTER POSTED WRITE BUFFER 

PCI master memory write cycles destined to ISA 
memory are buffered in a 32-bit Posted Write Buffer. 
The PCI Memory Write and Memory Write and Invali­
date commands are all treated as a memory write. 
and can be posted, subject to the Posted Write Buff­
er status. The Posted Write Buffer has an address 
associated with it. A PCI master memory write can 
be posted any time the posted write buffer is empty 
and write posting is enabled (bit 2 of the PCI Control 
Configuration Register is set to a 1). Also, the ISA 
Bus must not be occupied. If the posted write buffer 
contains data, the PCI master write cycle is retried. If 
the posted write buffer is disabled, the SIO's re­
sponse to a PCI master memory write is dependent 
on the state of the ISA Bus. If the ISA Bus is avail­
able and the posted write buffer is disabled, the cy­
cle will immediately be forwarded to the ISA Bus 
(TRDY # will not be asserted until the ISA cycle has 
completed). If the ISA Bus is busy and the posted 
write buffer is disabled, the cycle is retried. 

Memory read and I/O read and I/O write cycles do 
not use the 32-bit Posted Write Buffer. 

5.6.3 BUFFER MANAGEMENT 

Any time data is temporarily stored in the buffers 
between the ISA Bus and the PCI Bus, there are 
potential data coherency problems. 

The SIO contains buffer management circuitry which 
guarantees data coherency by intercepting synch!o­
nization protocol between the buses and managing 
the buffers before synchronization communication 
between the buses is complete. The buffers are 
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flushed or invalidated as appropriate before a bus 
cycle is allowed to occur in cases where data coher­
ency could be lost. 

5.6.3.1 DMAIISA Master Line Buffer-Write 
State 

When the DMAIISA Master Line Buffer contains 
data that is to be written to the PCI Bus, it is in the 
Write State. The a-byte line buffer is flushed when 
the line becomes full, when a subsequent write is a 
line miss, when a subsequent write would overwri~e 
an already valid byte, or when a subsequent cycle IS 
a read. The ISA master or DMA cycle that triggers 
the buffer flush will be held in wait-states until the 
flush is complete. The buffer is also flushed whenev­
er there is a change in ISA Bus ownership as indicat­
ed by any DACK # signal going inactive. 

Once the buffer is scheduled to be flushed to PCI, 
any PCI cycle to the SIO or ISA Bus will get retried 
by the SIO. 

5.6.3.2 DMAIISA Master Line Buffer-Read 
State 

When the DMAfISA Master Line Buffer contains 
data that has been read from the PCI Bus, it is in the 
Read State. The data in the buffer will be invaliqated 
when the SIO accepts a PCI memory or I/O write 
cycle. The line buffer in the read state is also invali­
dated when a subsequent read is a line miss, or 
when a subsequent cycle is a write. The line buffer in 
the read state is not invalidated on a change of ISA 
ownership. Note that as bytes are disassembled 
from the line buffer, they are invalidated so that sub­
sequent reads to the same byte will cause a line 
buffer miss. 



5.6.3.3 PCI Master Posted Write Buffer 

As soon as a PCI master has posted a memory write 
into the posted write buffer, the buffer is scheduled 
to be written to the ISA Bus. Any subsequent PCI 
master cycles to the SIO (including ISA Bus) will be 
retried until the posted write buffer is empty. 

Prior to granting the ISA Bus to an ISA master or the 
DMA, the PCI master posted memory write buffer is 
flushed. Also, as long as the ISA master or DMA 
owns the ISA Bus, the posted write buffer is dis­
abled. A PCI master write can not be posted while 
an ISA master or the DMA owns the ISA Bus. 
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5.7 SIO Timers 

5.7.1 INTERVAL TIMERS 

The SIO contains three counters that are equivalent 
to those found in the 82C54 programmable interval 
timer. The three counters are contained in one SIO 
timer unit, referred to as Timer-1. Each counter out­
put provides a key system function. Counter 0 is 
connected to interrupt controller IROO and provides 
a system timer interrupt for a time-of-day, diskette 
time-out, or other system timing functions. Counter 1 
generates a refresh request signal and Counter 2 
generates the tone for the speaker. Note that the 
14.31818 MHz counters use OSC for a clock source. 

Full details of this counter can be found in the 82C54 
data sheet. 

Table 25. Interval Timer Functions Table 

Interval Timer Functions 

Function Counter o-System Timer 

Gate Always On 

Clock In 1.193 MHz (OSC/12) 

Out INT-1IROO 

Function Counter 1-Refresh Request 

Gate Always On 

Clock In 1.193 MHz (OSC/12) 

Out Refresh Request 

Function Counter 2-Speaker Tone 

Gate Programmable-Port 61 h 

Clock In 1.193 MHz (OSC/12) 

Out Speaker 

5.7.1.1 Interval Timer Address Map 

Table 26 shows the I/O address map of the interval timer counters. 

Table 26. Interval Timer Counters I/O Address Map 

1/0 Address Register Description 

040h System Timer (Counter 0) 

041h Refresh Request (Counter 1 ) 

042h Speaker Tone (Counter 2) 

043h Control Word Register 
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Counter 0, System Timer 

This counter functions as the system timer by con­
trolling the state of IROO and is typically pro­
grammed for Mode 3 operation. The counter produc­
es a square wave with a period equal to the product 
of the counter period (838 ns) and the initial count 
value. The counter loads the initial count value one 
counter period after software writes the count value 
to the counter 1/0 address. The counter initially as­
serts IROO and decrements the count value by two 
each counter period. The counter negates IROO 
when the count value reaches O. It then reloads the 
initial count value and again decrements the initial 
count value by two each counter period. The counter 
then asserts IROO when the count value reaches 0, 
reloads the initial count value, and repeats the cycle, 
alternately asserting and negating IROO. 

Counter 1, Refresh Request Signal 

This counter provides the refresh request signal and 
is typically programmed for Mode 2 operation. The 
counter negates refresh request for one counter pe­
riod (833 ns) during each count cycle. The initial 
count value is loaded one counter period after being 
written to the counter 1/0 address. The counter ini­
tially asserts refresh request, and negates it for 1 
counter period when the count value reaches 1. The 
counter then asserts refresh request and continues 
counting from the initial count value. 

Counter 2, Speaker Tone 

This counter provides the speaker tone and is typi­
cally programmed for Mode 3 operation. The coun­
ter provides a speaker frequency equal to the coun­
ter clock frequency (1.193 MHz) divided by the initial 
count value. The speaker must be enabled by a 
write to port 061 h (see Section 4.5.1 on the NMI 
Status and Control Register). 

5.7.2 BIOS TIMER 

5.7.2.1 Overview 

The 510 provides a system BIOS Timer that decre­
ments at each edge of its 1.04 MHz clock (derived 
by dividing the 8.33 MHz SYSCLK by 8). Since the 
state of the counter is undefined at power-up, it must 
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be programmed before it can be used. Accesses to 
the BIOS Timer are enabled and disabled through 
the BIOS Timer Base Address Register. The timer 
continues to count even if accesses are disabled. 

A BIOS Timer Register is provided to start the timer 
counter by writing an initial clock value. The BIOS 
Timer Register can be accessed as a single 16-bit 
1/0 port or as a 32-bit port with the upper 16-bits 
being "don't care" (reserved). It is up to the software 
to access the 1/0 register in the most convenient 
way. The 1/0 address of the BIOS Timer Register is 
software relocatable. The 1/0 address is determined 
by the value programmed into the BIOS Timer Base 
Address Register. 

The BIOS Timer clock has a value of 1.04 MHz using 
an 8.33 MHz SYSCLK input (an 8 to 1 ratio will al­
ways exist between SYSCLK and the timer clock). 
This allows the counting of time intervals from 0 ms 
to approximately 65 ms. Because of the PCI clock 
rate, it is possible to start the counter and read the 
value back in less than 1 fJ-s. The expected value of 
the expired interval is 0, but depending on the state 
of the internal clock divisor, the BIOS Timer might 
indicate that 1 ms has expired. Therefore, accuracy 
of the counter is ± 1 fJ-s. 

5.7.2.2 BIOS Timer Operations 

A write operation to the BIOS Timer Register will 
initiate the counting sequence. The timer can be ini­
tiated by writing either the 16-bit data portion or the 
whole 32-bit register (upper 16 bits are "don't 
care"). After initialization, the BIOS timer will start 
decrementing until it reaches zero. Then it will stop 
decrementing (and hold a zero value) until initialized 
again. 

After the timer is initialized, the current value can be 
read at any time and the timer can be reprogrammed 
(new initial value written), even before it reaches 
zero. 

All write and read operations to the BIOS timer Reg­
ister should include all 16 counter bits. Separate ac­
cesses to the individual bytes of the counter must be 
avoided since this can cause unexpected results 
(wrong count intervals). 



5.8 Interrupt Controller 

The SIO provides an ISA compatible interrupt con­
troller which incorporates the functionality of two 
82C59 interrupt controllers. The two controllers are 
cascaded so that 14 external and two internal inter­
rupts are possible. The master interrupt controller 
provides IRO[7:0) and the slave interrupt controller 
provides IRO [15:8) (see Figure 18). The two inter­
nal interrupts are used for internal functions only and 
are not available to the user. IR02 is used to cas­
cade the two controllers together and IROO is used 
as a system timer interrupt and is tied to Interval 
Timer 1, Counter 0. The remaining 14 interrupt lines 
(IR01, IR03-IR015) are available for external sys­
tem interrupts. Edge or level sense selection is pro­
grammable on a by-controller basis. 

The Interrupt Controller consists of two separate 
82C59 cores. Interrupt Controller 1 (CNTRL-1) and 
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Interrupt Controller 2 (CNTRL-2) are initialized sepa­
rately and can be programmed to operate in differ­
ent modes. The default settings are: 80x86 Mode, 
Edge Sensitive (IROO-15) Detection, Normal EOI, 
Non-Buffered Mode, Special Fully Nested Mode dis­
abled, and Cascade Mode. CNTRL-1 is connected 
as the Master Interrupt Controller and CNTRL-2 is 
connected as the Slave Interrupt Controller. 

Note that IR013 is generated internally (as part of 
the coprocessor error support) by the SIO when bit 5 
in the ISA Clock Divisor Register is set to a 1. When 
this bit is set to a 0, then the FERR # IIR013 signal 
is used as an external IR013 signal and has the 
same functionality as the normal IR013 signal. 
IR012/M is generated internally (as part of the 
mouse support) by the SIO when bit 4 in the ISA 
Clock Divisor Register is set to a 1. When set to a 0, 
the standard IR012 function is provided. 

82C59 
CORE 

CONTROLLER 1 

(MASTER) 

82C59 
CORE 

CONTROLLER 2 

(SLAVE) 

(INTR) 

(lNTR) 

I NT 
CPU) (TO 

290473-57 

Figure 18. Block Diagram of the Interrupt Controller 
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Table 27 lists the 1/0 port address map for the interrupt registers: 

Table 27. Interrupt Registers I/O Port Address Map 

Interrupts 1/0 Address # of Bits Register 

IRQ[7:0j 0020h 8 CNTRL-l Control Register 

IRQ[7:0j 0021h 8 CNTRL-l Mask Register 

IRQ[15:8j OOAOh 8 CNTRL-2 Control Register 

IRQ[15:8j OOAlh 8 CNTRL-2 Mask Register 

IRQO, IRQ2, (and possibly IRQ13 and IRQ12 if the "mouse" or floating pOint error logic is disabled in the ISA 
Clock Divisor Register), are connected to the interrupt controllers internally. The other interrupts are always 
generated internally and their typical functions are shown in Table 28: 

Table 28. Typical Interrupt Functions 

Priority Label Controller Typical Interrupt Source 

1 IRQO 1 Interval timer 1, Counter 0 OUT 

2 IRQl 1 Keyboard 

3-10 IRQ2 1 Interrupt from Controller 2 

3 IRQ8# 2 Real Time Clock 

4 IRQ9 2 Expansion Bus Pin B04 

5 IRQ10 2 Expansion Bus Pin 003 

6 IRQ11 2 Expansion Bus Pin 004 

7 IRQ12/M 2 Mouse Interrupt 

8 FERR#/IRQ13 2 Coprocessor Error 

9 IRQ14 2 Fixed Disk Drive Controller Expansion Bus Pin 007 

10 IRQ15 2 Expansion Bus Pin 006 

11 IRQ3 1 Serial Port 2, Expansion Bus B25 

12 IRQ4 1 Serial Port 1, Expansion Bus B24 

13 IRQ5 1 Parallel Port 2, Expansion Bus B23 

14 IRQ6 1 Diskette Controller, Expansion Bus B22 

15 IRQ7 1 Parallel Port 1, Expansion Bus B21 
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5.8.1 EDGE AND LEVEL TRIGGERED MODES 

There are two ELCR registers, one for each 82C59 
bank. They are located at I/O ports 04DOh (for the 
Master Bank, IRQ[O:1,3:?]#) and 04D1h (for the 
Slave Bank, IRQ[8:15l)#. They allow the edge and 
level sense selection to be made on an interrupt by 
interrupt basis instead of on a complete bank. Inter­
rupts reserved for ISA use MUST be programmed 
for edge sensitivity (to ensure ISA compatibility). 
That is, IRQ (0,1,2,8#,13) must be programmed for 
edge sensitive operation. The L TIM bit (Edge/Level 
Bank select, offsets 20h, AOh) is disabled in the SIO. 
The default programming is equivalent to program­
ming the L TIM bit (ICW1 bit 3) to a O. 

If an ELCR bit is equal to "0", an interrupt request 
will be recognized by a low to high transition on the 
corresponding IRQ input. The IRQ input can remain 
high without generating another interrupt. 

If an ELCR bit is equal to "1", an interrupt request 
will be recognized by a "low" level on the corre­
sponding IRQ input, and there is no need for an 
edge detection. For level triggered interrupt mode, 
the interrupt request signal must be removed before 
the EOI command is issued or the CPU interrupt 
must be disabled. This is necessary to prevent a 
second interrupt from occurring. 

In both the edge and level triggered modes the IRQ 
inputs must remain active until after the falling edge 
of the first INTA#. If the IRQ input goes inactive 
before this time a DEFAULT IRQ? will occur when 
the CPU acknowledges the interrupt. This can be a 
useful safeguard for detecting interrupts caused by 
spurious noise glitches on the IRQ inputs. To imple­
ment this feature the IRQ? routine is used for "clean 
up" simply executing a return instruction, thus ignor­
ing the interrupt. If IRQ? is needed for other purpos­
es a default IRQ? can still be detected by reading 
the ISA. A normal IRQ? interrupt will set the corre­
sponding ISR bit, a default IRQ? won't. If a default 
IRQ? routine occurs during a normal IRQ? routine, 
however, the ISR will remain set. In this case it is 
necessary to keep track of whether or not the IRQ? 
routine was previously entered. If another IRQ? oc­
curs it is a default. 

5.8.2 REGISTER FUNCTIONALITY 

For a detailed description of the Interrupt Controller 
register set, please see Section 4.4, Interrupt Con­
troller Register Description. 
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5.8.3 NON-MASKABLE INTERRUPT (NMI) 

An NMI is an interrupt requiring immediate attention 
and has priority over the normal interrupt lines 
(IRQx). The SIO indicates error conditions by gener­
ating a non-maskable interrupt. 

NMI interrupts are caused by the following condi­
tions: 

1. System Errors on the PCI Bus. SERR # is driven 
low by a PCI resource when this error occurs. 

2. Parity errors on the add-in memory boards on the 
ISA expansion bus. 10CHK# is driven low when 
this error occurs. 

The NMI logic incorporates two different 8-bit regis­
ters. These registers are addressed at locations 
061 hand O?Oh. The status of Port (061 h) is read by 
the CPU to determine which source caused the NMI. 
Bits set to 1 in these ports show which device re­
quested an NMI interrupt. After the NMI interrupt 
routine processes the interrupt, the NMI status bits 
are cleared by the software. This is done by setting 
the corresponding enable/disable bit high. Port 
(O?OH) is the mask register for the NMI interrupts. 
This register can mask the NMI signal and also dis­
able or enable all NMI sources. 

The individual enable/disable bits clear the NMI de­
tect flip-flops when disabled. 

All NMI sources can be enabled or disabled by set­
ting Port O?Oh bit? to a 0 or 1. This disable function 
does not clear the NMI detect flip-flops. This means, 
if NMI is disabled then enabled via Port O?Oh, then 
an NMI will occur when Port O?Oh is re-enabled if 
one of the NMI detect flip-flops had been previously 
set. 

To ensure that all NMI requests are serviced, the 
NMI service routine software needs to incorporate a 
few very specific requirements. These requirements 
are due to the edge detect circuitry of the host mi­
croprocessor, 80386 or 80486. The software flow 
would need to be the following: 

1. NMI is detected by the processor on the rising 
edge of the NMI input. 

2. The processor will read the status stored in port 
061 h to determine what sources caused the NMI. 
The processor may then set to 0 the register bits 
controlling the sources that it has determined to 
be active. Between the time the processor reads 
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the NMI sources and sets them to a 0, an NMI 
may have been generated by another source. 
The level of NMI will then remain active. This new 
NMI source will not be recognized by the proces­
sor because there was no edge on NMI. 

3. The processor must then disable all NMI's by set­
ting bit 7 of port 070H to a 1 and then enable all 
NMI's by setting bit 7 of port 070H to a O. This will 
cause the NMI output to transition low then high if 
there are any pending NMI sources. The CPU's 
NMI input logic will then register a new NMI. 

Section 4.5 Control Registers, contains a detailed 
description of the NMI Status and Control Register 
(port 061h) and the NMI Enable and Real-Time 
Clock Address Register at port 070h. 

5.9 Utility Bus Peripheral Support 

The Utility Bus is a secondary bus buffered from the 
ISA Bus used to interface with peripheral devices 
that do not require a high speed interface. The buffer 
control for the lower 8 data signals is provided by the 
SIO via two control signals; UBUSOE# and 
UBUSTR. Figure 19 shows a block diagram of the 
external logic required as part of the decode and 
Utility Bus buffer control.. 

The SIO provides the address decode and three en­
coded chip selects to support: 

1. Floppy Controller 

2. Keyboard Controller 

3. Real Time Clock 

4 .. IDE Drive 

5.2 Serial Ports (COM1 and COM2) 

6. 1 Parallel Port (LPT1, 2, or 3) 

7. BIOS Memory 

8. Configuration Memory (8 Kbyte 1/0 Mapped) 

The SIO also supports the following functions: 

1. Floppy DSKCHG Function 

2. Port 92 Function (Alternate A20 and Alternate 
Reset) 

3. Coprocessor Logic (FERR# and IGNNE# 
Function) 

The binary code formed by the three Encoded Chip 
Selects determines which Utility Bus device is se­
lected. The SIO also provides an Encoded Chip Se­
lect Enable signal .(ECSEN #) that is used to select 
between the two external decoders. A zero selects 
decoder 1 and a one selects decoder 2. The table 
below shows the address decode for each of the 
Utility Bus devices. 

Table 29 NMI Source Enable/Disable and Status Port Bits 

NMI Source I/O Port Bit for Status Reads I/O Port Bit for Enable/Disable 

10CHK# Port 061 h, Bit 6 Port 061 h, Bit 3 

SERR# Port 061 h, Bit 7 Port 061 h, Bit 2 

2-1242 



82378 SYSTEM I/O (SIO) 

Table 30. Encoded Chip Select Summary Table 

ECSADDR2 ECSADDR1 ECSADDRO ECSEN# Address Decoded 
External Chip 

Note 
Cycle 

Select Type 

Decoder 1 

0 0 0 0 70h, 72h, 74, 76h RTCALE# I/OW 

0 0 1 0 71h, 73h, 75h, 77h RTCCS# I/OR/W 

0 1 0 0 60h,62h,64h,66h KEYBRDCS# I/OR/W 

0 1 1 0 OOOEOOOOh-OOOFFFFFh BIOSCS# 1 MEMR/W 
FFFEOOOOh-FFFFFFFFh 
FFFBOOOOh-FFFDFFFFh 

1 0 0 0 3FOh-3F7h (primary) FLOPPYCS# 2 1/0 R/W 
370h-377h(secondary) 

1 0 1 0 1 FOh-1 F7h (primary) IDECSO# 2 I/OR/W 
170h-177h(secondary) 

1 1 0 0 3F6h-3F7h (primary) IDECS1 # 2 1/0 R/W 
376h-377h(secondary) 

1 1 1 0 Reserved 

Decoder 2 

0 0 0 1 Reserved 

0 0 1 1 OCOOh CPAGECS# 3 1/0 R/W 

0 1 0 1 OBOOh-OBFFh CFIGMEMCS# 3 1/0 R/W 

0 1 1 1 3FBh-3FFh (COM1) COMACS# 4 1/0 R/W 
-or-

2FBh-37Fh (COM2) 

1 0 0 1 3FBh-3FFh (COM1) COMBCS# 4 I/O R/W 
-or-

2FBh-37Fh (COM2) 

1 0 1 1 3BCh-3BFh (LPT1) LPTCS# 5 I/OR/W 
37Bh-37Fh (LPT2) 
27Bh-27Fh (LPT3) 

1 1 0 1 Reserved 

1 1 1 1 Idle State 

NOTES: 
1. The encoded chip select signals for BIOSCS # will always be generated for accesses to the upper 64 KB at the top of 

1 MByte (FOOOOh-FFFFFh) and its aliases at the top of the 4 GB and 4 GB-1 MByte. Access to the lower 64 KByte 
(EOOOOh-EFFFFh) and its aliases at the top of 4 GB and 4GB-1MB can be enabled or disabled through the SIO. An 
additional 384 KB of BIOS memory at the top of 4 GB (FFFDOOOOh-FFFDFFFFh) can be enabled for BIOS use. 

2. The primary and secondary locations are programmable through the SIO. Only one location range can be enabled at any 
one time. The floppy and IDE share the same enable and disable bit (i.e. if the floppy is set for primary, the IDE is also 
set for primary). 

3. These signals can be used to select additional configuration RAM. 
4. COM1 and COM2 address ranges can be programmed for either port A (COMACS#) or port B (COMBCS#). 
5. Only one address range (LPT1, LPT2, or LPT3) can be programmed at anyone time. 
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Port 92h Function 

The SIO integrates the Port 92h Register. This regis­
ter provides the alternate reset (AL TRST) and alter­
nate A20 (AL T J20) functions. Figure 19 shows 
how these functions are tied into the system. 

DSKCHG Function 

DSKCHG is tied directly to the DSKCHG signal of 
the floppy controller. This signal is inverted and driv­
en onto system data line 7 (SD7) during I/O read 
cycles to floppy address locations 3F7h (primary) or 
377 (secondary) as indicated by Table 31. 

Table 31. DSKCHG Summary Table 

FLOPPYCS# Decode IDECSx# Decode State of SD7 (Output) State of UBUSOE # 

Enabled Enabled Tri-stated Enabled 

Enabled Disabled Driven via DSKCHG Disabled 

Disabled Enabled Tri-stated Enabled(1) 

Disabled Disabled Tri-stated Disabled 

NOTE: 
1. For this mode to be supported, extra logic is required to disable the U-bus transceiver for accesses to 3F7/377. This is 

necessary because of potential contention between the Utility bus buffer and a floppy on the ISA Bus driving the system 
bus at the same time during shared I/O accesses. 

Coprocessor Error Support 

If bit 5 in the ISA Clock Divisor Register is set to a 
one, the SIO will support coprocessor error reporting 
through the FERR # /IRQ13 signal. 

FERR # is tied directly to the Coprocessor error sig­
nal of the CPU. If FERR# is driven active in this 
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mode (coprocessor error detected by the CPU), an 
internal IRQ13 is generated and the INT output from 
the SIO is driven active. When a write to I/O location 
FOh is detected, the SIO negates IRQ13 and drives 
IGNNE# active. IGNNE# remains active until 
FERR # is driven inactive. Note that IGNNE # is not 
generated unless FERR # is active. 
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Figure 19. Utility Bus External Support Logic 
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Utility Bus accesses by the SID, by an ISA master, and by the DMA is shown in Figure 20 and Figure 21. 
UBUSOE# and UBUSTR are driven differently for DMA cycles as shown in Figure 21. 
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Figure 20. Utility Bus Access (510 and ISA Master) 
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Figure 21. Utility Bus Access (DMA) 



5.10 Power Management 

The SIO's power management architecture is based 
around three core functions: 

1. SMM (System Management Mode) 

2. Clock Throttling 

3. APM (Advanced Power Management Interface) 

SMM is a mode during which an S Series Processor 
is executing SMM code from a secure memory 
space (SMRAM). SMM is invoked through the asser­
tion of an 8MI (System Management Interrupt). 

TPCLK# 

SMI# 

STPCLK# 
(pin 167) 

INIT 
(pin 136) 

.-

82378 SYSTEM 1/0 (SIO) 

Physically, this is signaled over the SMI # pin. SMl's 
are triggered by various hardware and software 
events. SMRAM is used to store the SMM code 
which is really the SMI interrupt handler routine. 

Clock Throttling will be used to reduce the power 
consumption of the CPU. STPCLK # is the physical 
signal used to control the CPU's clock. 

APM creates an interface to allow the Operating 
System to communicate with the SMM code. 

Figure 22 shows how the power management sig­
nals are connected in a Saturn based system with 
an S-series CPU. 

CPU SMIACT# -
CPURST SRESETnNIT Vee 

SMIACT# 
'-INIT 

SIO =:r> ~ 
TA8 

SMI# PCIRST# 
(pin 160) CDC 

PCIRST# SMI#I 
(pin 163) CPURST 

ALTRST# -~ 

(pin 76) I~ 
SRESET# 

EXTSMI#t 
(pin 171) Lo KYBDRST# 

External "Green" 
Interrupt Source 

290473-A3 

Figure 22. Power Management 

6.0 ELECTRICAL CHARACTERISTICS 

6.1 Absolute Maximum Ratings* 

Case Temperature under Bias ... -65°C to + 110°C 
Storage Temperature .......... -65°C to + 150°C 
Supply Voltages 

with Respect to Ground ... - O.5V to Vee + O.5V 
Voltage On Any Pin ......... - O.5V to Vee + O.5V 

• WARNING: Stressing the device beyond the "Ab­
solute Maximum Ratings" may cause permanent 
damage. These are stress ratings only. Operation 
beyond the "Operating Conditions" is not recom­
mended and extended exposure beyond the "Oper­
ating Conditions" may affect device reliability. 
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7.0 MECHANICAL SPECIFICATIONS 

7.1 Package Diagram 

!+--------30.80 .. 0.20---------.... 1 

208 

"Note" Height Measurements same 
as Width Measurements 

J Ciu.m 

52 

_ JII.OO \. 

104 

53 

" 
O· Min 
5· Max 

0.50:tO.10-+l 

JD) 0_°'10 ---L-i-
0.071 Max -.I \'-0.23 .. 0.05 

I I 

I I 

I I 

Tolerance Window for 
Lead Skew from Theoretical 
True Position 

.... \'-0.10 Max 
Unlts:mm 

290473-98 

Figure 23. 208-Pin Quad Flat Pack (QFP) Package Dimensions 
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7.2 Thermal Specifications 
Table 32. 82378 QFP Package Thermal Characteristics 

Thermal Resistanoe·oC/Watt 

Parameter 0 

8 Junction to Case 6.6 

8Case to Ambient 36.6 

8.0 TESTABILITY 

The TEST and TESTO pins are used to test the SIO. 
During normal operations, the TEST pin must be 
grounded. The test output TESTO may be left as a 
no-connect (NC). 

8.1 Global Tri-State 

The TEST pin and IRQ3 are used to provide a high­
impedance tri-state test mode. When the following 
input combination occurs, all outputs and bi-direc­
tional pins are tri-stated, with the exception of 
TESTO: 

TEST = "1" 
IRQ3 = "1" 

The SIO must be reset after the bi-directional and 
output pins have been tri-stated in this manner. 

8.2 NAND Tree 

A NAND Tree is provided primarily for VIL/VIH test­
ing. The NAND Tree is also useful for ATE at board 
level testing. The NAND Tree allows the tester to 
test the solder connections for each individual signal 
pin. 

The TEST pin, along with IRQ5 or IRQ6, activates 
the NAND Tree. All bi-directional pins, and certain 

Air Flow Rate (Ft.lMin) 

200 400 

6.6 6.6 

27.4 24 

pure output pins using bi-directional buffers for per­
formance reasons, are tri-stated when the following 
input combinations occur: 

TEST = "1" 
IRQ5 = "1" 

- or -
TEST = "1" 
IRQ6 = "0" 

In the 82378, the output pulse train is observed at 
the TESTO test output. Pure output pins are not in­
cluded directly in the NAND Tree. As noted in Sec­
tion 8.3, each output can be expected to toggle after 
the corresponding node noted next to the pin name 
toggles from a "1" to a "0". 

The sequence of the ATE test is as follows: 

1. Drive TEST and IRQ5 high or TEST high and 
IRQ610w. 

2. Drive each input and bi-directional pin noted in 
Section 8.3 high. 

3. Starting with the pin farthest from TESTO (SA8), 
individually drive each pin low. Expect TESTO to 
toggle with each pin. Expect each pure output 
noted in Section 8.3 to toggle after each corre­
sponding input pin has been driven low. 

4. Turn off tester drivers before driving TEST low. 

5. Reset the SIO prior to proceeding with further 
testing. 
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8.3 NAND Tree Cell Order 

Table 33. NAND Tree Cell Order 

Tree Pin # Pin Name Notes 
Output # 

14 , IR04 Reserved 

21 TESTO Test Mode Output 

1 11 IR05 Cell Closest to TESTO 

2 10 SA9 

3 9 IR06 

4 8 SA10 

5 7 IR07 

6 6 SA11 

7 5 SA12 

8 4 REFRESH# 

9 3 SA13 

10 207 SA14 

11 206 MASTER # 

12 205 SA15 

13 204 MEMW# 

14 203 MEMR# 

15 202 SA16 

16 201 SA17 

17 200 IOR# 

18 199 SA18 

19 198 IOW# 

20 197 SA19 

21 196 SMEMR# 

22 HI3 AEN 

23 192 SMEMW# 

24 191 IOCHROY 

25 190 SOO 

26 189 S01 
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Table 33. NAND Tree Cell Order (Continued) 

Tree 
Pin # Pin Name Notes 

Output# 

27 188 ZEROWS# 

28 187 SD2 

29 186 SD3 

30 185 SD4 

31 184 IRQ9 

32 180 SD5 

33 179 SD6 

34 178 SD7 

35 177 RSTDRV 

36 176 IOCHK# 

175 ECSADDRO NAND Tree Output of Tree Cell 28 

174 ECSADDR1 NAND Tree Output of Tree Cell 29 

173 ECSADDR2 NAND Tree Output of Tree Cell 30 

37 172 IRQ8# 

38 171 EXTSMI# 

170 ECSEN# NAND Tree Output of Tree Cell 32 

169 TEST PI = > VCC, TEST must be '1' 

39 168 IRQ1 

167 STPCLK# 

40 166 SYSCLK 

165 UBUSTR NAND Tree Output of Tree Cell 33 

164 UBUSOE# NAND Tree Output of Tree Cell 34 

41 163 PCIRST# 

42 161 DSKCHG 

160 SMI# 

43 159 ADO 

44 155 AD1 

45 154 AD2 

46 153 AD3 
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Table 33. NAND Tree Cell Order (Continued) 

Tree 
Pin # Pin Name Notes 

Output# 

47 152 AD4 

48 151 AD5 

49 150 AD6 

50 149 AD7 

51 148 AD8 

52 147 C/BEO# 

53 146 AD9 

54 143 AD10 

55 142 AD11 

56 141 AD12 

57 140 AD13 

58 139 AD14 

59 138 AD15 

60 137 C/BE1 # 

61 136 INIT 

62 135 PAR 

63 134 SERR# 

64 133 LOCK# 

65 132 STOP# 

66 128 DEVSEL# 

67 127 TRDY# 

68 126 IRDY# 

69 125 FRAME# 

70 124 C/BE2# 

71 123 AD16 

72 122 AD17 

73 121 AD18 

74 120 AD19 
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Table 33. NAND Tree Cell Order (Continued) 

Tree 
Pin # Pin Name Notes 

Output# 

75 119 AD20 

76 118 AD21 

77 115 AD22 

78 114 AD23 

79 113 C/BE3# 

80 112 AD24 

81 111 AD25 

82 110 AD26 

83 109 AD27 

84 108 AD28 

85 107 AD29 

86 106 AD30 

87 102 AD31 

88 101 IDSEL 

89 100 REQ3# 

90 98 REQ1# 

91 97 REQ2# 

92 96 CPUREQ# 

95 CPUGNT# NAND Tree Output of Tree Cell 93 

94 GNT1# NAND Tree Output of Tree Cell 95 

93 93 REQO# 

92 GNTO# NAND Tree Output of Tree Cell 100 

94 90 PCICLK 

89 FLSHREQ# NAND Tree Output of Tree Cell 102 

95 88 MEMACK# 

87 MEMREQ# NAND Tree Output of Tree Cell 1 03 
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Table 33. NAND Tree Cell Order (Continued) 

Tree Pin # Pin Name Notes 
Output # 

86 MEMCS# NAND Tree Output of Tree Cell 104 

85 ALTJ20 NAND Tree Output of Tree Cell 105 

96 84 PIRO[3]# 

97 83 PIRO[2]# 

98 82 PIRO[1]# 

99 81 PIRO[O]# 

100 80 OSC 

76 ALT_RST# NAND Tree Output of Tree Cell 23 

75 INT NAND Tree Output of Tree Cell 24 

74 NMI NAND Tree Output of Tree Cell 25 

101 73 SPKR 

72 IGNNE# NAND Tree Output of Tree Cell 26 

102 71 FERR# 

103 70 SD15 

104 69 SD14 

105 68 SD13 

106 67 SD12 

107 65 DRE07 

108 64 SD11 

109 63 DACK7# 

110 62 8D10 

111 61 DRE06 

112 60 SD9 

113 59 DACK6# 

114 58 DRE03 

115 57 DRE02 

116 56 DRE01 

117 55 SD8 

118 51 DRE05 
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Table 33. NAND Tree Cell Order (Continued) 

Tree 
Pin # Pin Name Notes 

Output# 

119 50 DACK5# 

120 49 DACK3# 

121 48 DACK1# 

122 47 DREOO 

123 46 LA17 

124 45 DACKO# 

125 44 LA18 

126 43 IR014 

127 42 LA19 

128 41 IR015 

129 40 LA20 

130 39 IR012/M 

131 38 LA21 

132 37 IR011 

133 36 LA22 

134 35 IR010 

135 34 LA23 

136 33 IOCS16# 

137 32 SBHE# 

138 31 MEMCS16# 

139 30 SAO 

140 29 SA1 

141 28 SA2 

142 24 SA3 

143 23 BALE 

144 22 SA4 

145 20 EOP 

146 19 SA5 
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Table 33. NAND Tree Cell Order (Continued) 

Tree 
Pin # Pin Name Notes 

Output # 

147 18 DACKU 

148 17 SA6 

149 16 IR03 Output signals will transition from high-impedance state to driving state 
after this pin is driven low. 

150 15 SA7 

151 13 SA8 Cell furthest from TESTO Start of NAND Tree 

8.4 NAND Tree Diagram 

Figure 24 shows the NAND Tree Diagram. 

>---IGNNE# 

••• 

290473-A4 

Figure 24. NAND Tree Diagram for 82378 
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82379AB SYSTEM I/O-APIC (SIO.A) 

• Provides the Bridge between the PCI • Arbitration for ISA Devices 
Bus and ISA Bus - ISA Masters 

• 100% PCI and ISA Compatible - DMA and Refresh 

- PCI and ISA Master/Slave Interface • Arbitration for PCI Devices 
- Directly Drives 10 PCI Loads and - Six PCI Masters Are Supported 

SISA Slots - Fixed, Rotating, or a Combination of 
- Supports PCI at 25 MHz and 33 MHz the Two 
- Supports ISA from S MHz to • Utility Bus (X-Bus) Peripheral Support 

8.33 MHz - Provides Chip Select Decode 

• Enhanced DMA Functions - Controls Lower X-Bus Data Byte 
- Compatible DMA Transfers Transceiver 
- 27-Bit Addressability • Integrates the Functionality of One 
- Seven Independently Programmable 82C54 Timer 

Channels - System Timer 
- Functionality of Two 82C37 A DMA - Refresh Request 

Controllers - Speaker Tone Output 

• Integrated Data Buffers to Improve • Integrates the Functionality of Two 
Performance 82C59 Interrupt Controllers 
- 8-Byte DMA/ISA Master Line Buffer -14 Interrupts Supported 
- 32-Bit Posted Memory Write Buffer - Edge/Level Selectable Interrupts: 

to ISA Each Interrupt Individually 

• Integrated lS-Bit BIOS Timer Programmable 

• Non-Maskable Interrupts (NMI) • Complete Support for SL Enhanced 
- PCI System Errors Intel48S™ CPU's 
-ISA Parity Errors - SMI # Generation Based on System 

• Four Dedicated PCI Interrupts Hardware Events 

- Level Sensitive - STPCLK # Generation to Power 

- Can be Mapped to Any Unused Down the CPU 

Interrupt • Integrated I/O Advanced 
Programmable Interrupt Controller 
(APIC) 

The 82379AB System 1I0·APIC (SIO.A) component provides the bridge between the PCI bus and the ISA 
expansion bus. The 82379AB also integrates many of the common I/O functions found in today's ISA based 
PC systems. The 82379AB incorporates the logic for a PCI interface (master and slave), ISA interface (master 
and slave), enhanced seven channel DMA controller that supports data buffers to isolate the PCI bus from the 
ISA bus and to enhance performance, PCI and ISA arbitration, 14 level interrupt controller, a 16·bit BIOS timer, 
three programmable timer/counters, and Non·Maskable Interrupt (NMI) Control Logic. The 82379AB also 
provides decode for peripheral devices such as the Flash BIOS, Real Time Clock, Keyboard/Mouse Control· 
ler, Floppy Controller, two Serial Ports, one Parallel Port, and IDE Hard Disk Drive. The 82379AB supports 
several Advanced Power Management features such as SMI # Interrupt. The 82379AB also supports a total of 
6 PCI Masters, and can support up to 4 PCI Interrupts. The 82379AB incorporates an Advanced Programma· 
ble Interrupt Controller (APIC) that communicates with the processor via a dedicated two data bit bus. 

December 1994 
Order Number: 290520·001 2·1257 
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The complete document for this product is available from Intel's Literature Center at 1-800-548-4725. 
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82489DX 
ADVANCED PROGRAMMABLE 

INTERRUPT CONTROLLER 

82489DX FEATURES OVERVIEW • I nter-Processor Interrupts 

• Advanced Interrupt Controller for • Various Addressing Schemes-
32-Bit Operating Systems Broadcast, Fixed, Lowest Priority, etc. 

• Solution for Multiprocessor Interrupt • Compatibility Mode with 8259A 
Management • 32-Bit Internal Registers 

• Dynamic Interrupt Distribution for Load • Integrated Timer Support 
Balancing in MP Systems 

Separate Nibble Bus (Interrupt • 33 MHz Operation • Controller Communications (ICC) Bus) • 132-Lead PQFP Package, Package 
for Interrupt Messages Type KU 

(See Packaging Speclflcallon. Order Number 240800) 

82489DX Block Diagram 
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Refer to Application Note AP-388: 82489DX User's Manual (Order Number 292116) when evaluating your 
design needs. 
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82489DX 

1.0 INTRODUCTION 

The 82489DX Advanced Programmable Interrupt 
Controller provides multiprocessor interrupt man­
agement, providing both static and dynamic sym­
metrical Interrupt distribution across all processors. 

The main function of the 82489DX is to provide in­
terrupt management across all processors. This dy­
namic interrupt distribution includes routing of the in­
terrupt to the lowest-priority processor. The 
82489DX works in systems with multiple I/O subsys­
tems, where each subsystem can have its own set 
of interrupts. This chip also provides inter-processor 
interrupts, allowing any processor to interrupt any 
processor or set of processors. Each 82489DX I/O 
unit Interrupt Input pin is individually programmable 
by software' as either edge or level triggered. The 
interrupt vector and interrupt steering information 

... DATAl ADDR Bus 
To Processor/MBC 

t PINT 

rl Interrupt 
Management LogiC 

..... 
0 

can be specified per pin. A 32-bit wide timer is pro­
vided that can be programmed to interrupt the local 
processor. The timer can be used as a counter to 
provide a time base to software running on the proc­
essor, or to generate time slice interrupts locally to 
that processor. The .82489DX provides 32-bit soft­
ware access to its internal registers. Since no 
82489DX register reads have any side effects, the 
82489DX registers can be aliased to a user read­
only page for fast user access (e.g., performance 
monitoring timers). 

The 82489DX supports a generalized naming/ad­
dressing scheme that can be tailored by software to 
fit a variety of system architectures and usage mod­
els. It also supports 8259A compatibility by becom­
ing virtually transparent with regard to an externally 
connected 8259A style controller, making the 8259A 
visible to software. 
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Figure 1. 82489DX Architecture 
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2.0 FUNCTIONAL OVERVIEW 

82489DX Functional Blocks 

824890X contains one Local Unit, one 1/0 unit and 
a timer. The ICC bus is used to pass interrupt mes­
sages. 

ICC BUS 

The ICC bus is a 5-wire synchronous bus connecting 
all 824890Xs (all 1/0 Units and all Local Units). The 
Local Units and 1/0 Units communicate over this 
ICC bus. Four of these five wires are used for data 
transmissions and arbitration, and one wire is a 
clock. 

LOCAL UNIT 

The Local Unit contains the necessary intelligence 
to determine whether or not its processor should ac­
cept interrupt messages sent on the ICC bus by oth­
er Local Units and 1/0 Units. The Local Unit also 
provides local pending of interrupts, nesting and 
masking of interrupts, and handles all interactions 
with its local processor such as the INT/INTAlEOI 
protocol. The Local Unit further provides inter-proc­
essor interrupt functionality and a timer to its local 
processor. The interface of a processor to its 
824890X Local Unit is identical for every processor. 

1/0 UNIT 

The 1/0 Unit provides the interrupt input pins on 
which 1/0 devices inject interrupts into the system in 

I 

82489DX 

the form of an edge or a level. The 1/0 unit also 
contains a Redirection Table for the interrupt input 
pins. Each entry in the Redirection Table can be in­
dividually programmed to indicate whether an inter­
rupt on the pin is recognized as either an edge or a 
level; what vector and also what priority the interrupt 
has; and which of all possible processors should 
service the interrupt and how to select that proces­
sor (statically or dynamically). The information in the 
table is used to send interrupt messages to all 
824890X Units via the ICC bus. 

TIMER 

The 824890X provides a 32-bit wide timer that can 
be programmed to interrupt the local processor. The 
timer can be used as a counter to provide a time­
base to software running on the processor, or to 
generate time-slice interrupts local to that proces­
sor. 

3.0 PIN DESCRIPTION 

The 824890X pin description is organized in a small 
number of functional groups. Pin definitions and pro­
tocols have been designed to minimize interface is­
sues. In particular, they support the notion of inde­
pendently controlled address and data phases. The 
primary host interface is synchronous in nature. 

In the following pin definition table if the signal name 
has (_) over it, the signal is in its active state when it 
has a low level. The signal direction column identi­
fies output only signals as a continuous drive (0), 
tristate (TIS), or open drain (0/0). All bi-directional 
(81-0) signals have tri-stating outputs. 
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Pin Definition Table 

Symbol Pin No. Type Function 

SYSTEM PINS 

RESET 65 I The RESET INPUT forces 82489DX to enter its initial state. The 82489DX 
local Unit in turn asserts it PAST (Processor Aeset) output. All tri-state 
outputs remain in high impedance until explicitly enabled. 

ExtlNTA 41 0 The EXTERNAL INTERRUPT ACKNOWLEDGE output is asserted (high) 
when an external interrupt controller (e.g., 8259) is expected to respond to 
the current INTA cycle. If deasserted (low), 82489DX will respond, and the 
INTA cycle must not be delivered to the external controller. 

ClKIN 57 I CLOCK INPUT provides reference timing for most of the bus signals. 

TRST 56 I TEST RESET is the JTAG compatible boundary scan TAP controller reset 
pin. A weak pull-up keeps the pin high if not driven. 

TCK 55 I TEST CLOCK is the clock input for the JTAG compatible boundary scan 
controller and latches. 

TDI 53 I TEST DATA INPUT is the test data input pin for the JTAG compatible 
boundary scan chain and TAP controller. A weak pull-up keeps this pin high 
if not driven. 

TDO 52 0 TEST DATA OUTPUT is the test data output for the JT AG compatible 
boundary scan chain. 

TMS 54 I TEST MODE SELECT is the test mode select pin for the JT AG boundary 
scan TAP controller. A weak pull-up keeps this pin high if not driven. 

TIMER PIN 

TMBASE 59 I The TIME BASE input provides a standard frequency that is only used by 
the 82489DX timer and that is independent of the system clock. 

INTERRUPT PINS 

INTIN[15:0] 82-97 I These 16 INTERRUPT INPUT pins accept edge or level sensitive interrupt 
requests from I/O or other devices. The pin numbers are specified 
respectively. INTIN15 corresponds to pin number 82, INTIN14 corresponds 
to pin number 83 etc., and INTI NO corresponds to pin number 97. These 
pins are active high. 

LlNTIN[1] 80 I Two LOCAL INTERRUPT INPUT pins accept edge or level sensitive 
LlNTIN[O] 81 I interrupt requests that can only be delivered to the connected processor. 

These pins are active high. 

REGISTER ACCESS PINS 

ADS 64 I ADDRESS STROBE signal indicating the start of a bus cycle. 82489DX 
does not commit to start the cycle internally until BUS GRANT is detected 
active. 
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Pin Definition Table (Continued) 

Symbol Pin No. Type Function 

REGISTER ACCESS PINS (Continued) 

MilO, 63 I Bus cycle definition signals. Note that since the 824890X registers can be 
O/G, 61 I mapped in either memory or 110 space, the MilO pin is not used for register 
W/"R 62 I access cycles; it is only used to decode interrupt acknowledge cycles. 

824890X does not respond to code read cycles. 

BGT 66 I The BUS GRANT input is optional and is used to indicate the address phase of 
a bus cycle in configurations where address timing cannot be inferred from 
AOS. This signal is really used as an address latch enable, but is named as it is 
to indicate that it can normally be connected to the Intel Cache Controller 
generated signal of the same name. Must be tied low if not used. 

CS 74 I The CHIP SELECT input indicates that the 824890X registers are being 
addressed. 

A3 31 BI-O The address pins are used as inputs in addressing internal register space. 
A4 29 BI-O Output function is reserved. They are also used to latch local unit 10 on reset. 
A5 28 BI-O 
A6 27 BI-O 
A7 26 BI-O 
A8 24 BI-O 
A9 22 BI-O 
A10 21 BI-O 

OLE 73 I DATA LATCH/ENABLE is optional and is used to indicate committing the data 
phase of a bus cycle in configurations where data timing cannot be inferred 
from other cycle timings. Must be tied low if not used. 

031 105 BI-O The OAT A BUS is for all register accesses and interrupt vectoring. 
030 107 BI-O 
029 109 BI-O 
028 110 BI-O 
027 111 BI-O 
026 112 BI-O 
025 114 BI-O 
024 115 BI-O 
023 116 BI-O 
022 118 BI-O 
021 119 BI-O 
020 121 BI-O 
019 122 BI-O 
018 123 BI-O 
017 124 BI-O 
016 125 BI-O 
015 128 BI-O 
014 129 BI-O 
013 130 BI-O 
012 131 BI-O 
011 2 BI-O 
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Pin Definition Table (Continued) 

Symbol Pin No. Type Function 

REGISTER ACCESS PINS (Continued) 

010 3 BI-O 
09 A BI-O 
08 7 BI-O 
07 8 BI-O 
06 9 BI-O 
05 11 BI-O 
04 12 BI-O 
03 13 BI-O 
02 14 BI-O 
01 16 BI-O 
00 18 BI-O 

OP3 101 BI-O One Data Parity pin for each byte on the data bus. EVEN parity is generated 
OP2 102 BI-O any time the data bus is driven by the 824890X. 
OP1 103 BI-O 
OPO 104 BI-O 

ROY 43 0 READY output indicates that the current bus cycle is complete. In the case of 
a read cycle, valid data and the return to inactive state after going active low 
may be delayed till OLE goes active. 

PROCESSOR PINS 

PINT 35 T/S The PROCESSOR INTERRUPT OUTPUT indicates to the processor that one 
or more maskable interrupts are pending. This pin is tri-stated at reset, and has 
an internal pull-down resistor to prevent false signaling to the processor until 
the 824890X local Unit is enabled and this pin is actively driven. 

PAST 38 0 The PROCESSOR RESET OUTPUT is asserted/de-asserted upon 824890X 
reset, and also in response to ICC bus messages with "AESET" delivery 
mode. This pin should be used with care. 

PNMI 37 T/S The NON·MASKABLE INTERRUPT output is signaled in respone to ICC bus 
messages with "NMI" delivery mode. This pin is tri-stated at reset, and has an 
internal pull-down resistor to prevent false signaling to the processor until the 
local Unit is enabled and this pin is actively driven. 

ICC BUS PINS 

IClK 60 I The ICC BUS CLOCK input provides synchronous operation of the ICC bus. 

MBI[3:0] 76-79 I The four ICC BUS IN inputs are used for incoming ICC bus messages. In 
smaller configurations the ICC bus input and outputs ma~ be tied directly 
together at the pins. Pin number for MBI3 is 76, MBI2 is 77, MBI1 is 78 and 
MBIO is 79. 

MB03 45 0/0 The four ICC BUS OUT outputs are used for outgoing ICC bus messages. The 
MB02 48 current capacity is only 4 rnA. So external buffers will be needed. 
MB01 49 
MBOO 51 
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Pin Definition Table (Continued) 

Symbol Pin No. Type Function 

RESERVED PINS 

Reserved 34,42 NC These pins MUST BE LEFT OPEN. 

Reserved 70, 72, 75 Reserved by Intel. These pins should be strapped to Vee. 

Reserved 71,19,20 Reserved by Intel. These pins should be strapped to GND. 

POWER AND GROUND PINS 

Vcc 1,32,69,98 POWER Nominally + 5V. These pins along with Vss and VSSI should be 
separately bypassed. 

Vccp 6,15,25,100, POWER Nominally + 5V. These pins along with VSSP should be separately 
108,117,126 bypassed. 

Vccpo 39,46 POWER Nominally + 5V. These pins along with Vsspo should be separately 
bypassed. 

VSS 5,33,67, GND Nominally OV. These pins along with Vcc should be separately 
68,99 bypassed. 

Vssp 10,17,23,30, GND Nominally OV. These pins along with Vccp should be separately 
106,113,120, bypassed. 

127,132, 

Vsspo 36,40,44, GND Nominally OV. These pins along with Vccpo should be separately 
47,50 bypassed. 

VSSI 58 GND Nominally OV. These pins along with Vcc should be separately 
bypassed. 

NOTE: 
Vcc, Vccp and Vccpo should be of same voltage. Vss, Vssp, Vsspo and VSSI should be OV. 

4.0 FUNCTIONAL DESCRIPTION 

As far as interrupt management is concerned, the 
82489DX's interrupt control function spans over two 
functional units, the I/O Unit of which there is one 
per I/O subsystem, and the Local Unit of which 
there is one per processor. 82489DX has one I/O 
unit and one Local Unit in a Single package. This 
section takes a detailed look at both local and I/O 
Units. 

I 

1/0 Unit 

The I/O Unit consists of a set of Interrupt Input pins, 
an Interrupt Redirection Table, and a message unit 
for sending and receiving messages from the ICC 
bus. The I/O Unit is where I/O devices inject their 
interrupts, the I/O Unit selects the corresponding 
entry in the Redirection Table and uses the informa­
tion in that entry to format an interrupt request 
message. The message unit then broadcasts this 
message over the ICC bus. The content of the Redi­
rection Table is under software control and is as­
signed benign defaults upon reset. The masks in the 
Redirectional Table entries are set to 1 at hardware 
reset to disable the interrupts. 
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Redirection 
Table 

I/O UNIT ID REG 

• 
i · i I/O UNIT VERSION REG 

i · .. --.. --.. --.. --.. --.. --.. --.. --.. --.. --.. --.. --.. ~ 290446-3 

Figure 2. 82489DX 1/0 Unit Block Diagram 

Local Unit 

Interrupt Management of the Local Unit is responsi­
ble for local interrupt sources, interrupt acceptance, 
dispensing interrupts to the processor, and sending 
inter-processor interrupts. Depending on the delivery 
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mode of the interrupt, zero, o[le or more units can 
accept an interrupt. A Local, Unit accepts an inter­
rupt only if it will deliver the interrupt to its processor. 
Accepting an interrupt is purely an inter-82489DX 
matter; dispensing an interrupt to the local proces­
sor only involves a 82489DX and its local processor. 
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Figure 3. 82489DX Local Unit Block Diagram 
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5.0 INTERRUPT CONTROL 
MECHANISM 

This section describes briefly the interrupt control 
mechanism in the 82489DX. 

5.1 Interrupts 

The interrupt control function of all 82489DXs are 
collectively responsible for delivering interrupts from 
interrupt sources to interrupt destinations in the mul­
tiprocessor system. When a processor accepts an 
interrupt, it uses the vector to locate the entry point 
of the handler in its interrupt table. The 82489DX 
architecture allows for 16 possible interrupt priori­
ties; zero being the lowest priority and 15 being the 

PNMI 

highest. Priority of interrupt A "is higher than" the 
priority of interrupt B if servicing A is more urgent 
than servicing B. An interrupt's priority is implied by 
its vector; namely priority = vector/16. 

With 256 vectors and 16 different priorities, this im­
plies that 16 different interrupt vectors can share a 
single interrupt priority. 

TOTAL ALLOWED INTERRUPT VECTORS 

Out of 256 vectors, interrupt vectors 0 to 15 should 
not be used in the 82489DX. Only 240 interrupt vec­
tors (vectors from 16 to 255) are supported in the 
82489DX. 

PNMI PNMI 
Register Access Register Access Register Access 
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INTERRUPT SOURCES 

Interrupts are generated by a number of different in­
terrupt sources in the system. 

Possible interrupt sources are: 

• Externally connected (I/O) devices. Interrupts 
from these external sources manifest themselves 
as edges or levels on interrupt input pins and can 
be redirected to any processor. 

• Locally connected devices. These originate as 
edges or levels on interrupt pins, but they are al­
ways directed to the local processor only. 

• 82489DX timer generated interrupts. Like locally 
connected devices, 82489DX timer can only in­
terrupt its local processor. 

• Processors. A processor can interrupt any indi­
vidual processor or sets of processors. This sup­
ports software self-interrupts, preemptive sched­
uling, TLB flushing, and interrupt forwarding. A 
processor generates interrupts by writing to the 
interrupt command register in its Local Unit. 

INTERRUPT DESTINATIONS 

I/O Units can only source interrupts whereas Local 
Units can both source and accept interrupts, so 
whenever "interrupt destination" is discussed, it is 
implied that the Local Unit is the destination of the 
interrupt. In physical mode the destination processor 
is specified by a unique 8-bit 82489DX local ID. Only 
a single destination or a broadcast to all (LOCAL ID 
of all ones) can be specified in physical destination 
mode. 

In logical mode destinations are specified using a 
32-bit destination field. All Local Units contain a 
32-bit Logical Destination register against which the 
destination field of the interrupt is matched to deter­
mine if the receiver is being targeted by the interrupt. 
An additional 32-bit Destination Format register in 
each Local Unit enables the logical mode address­
ing. 
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INTERRUPT DELIVERY 

The description of interrupt delivery makes frequent 
use of the following terms: 

• Each processor has a processor priority that re­
flects the relative importance of the code the 
processor is currently executing. This code can 
be part of a process or thread, or can be an inter­
rupt handler. A processor's priority fluctuates as a 
processor switches threads, a thread or handler 
raises and lowers its priority level to mask out 
interrupt, and the processor enters an interrupt 
handler and returns from an interrupt handler to 
previously interrupted activity. 

• A processor is lowest priority within a given group 
of processors if its processor priority is the lowest 
of all processors in the group. Note that more 
than one processor can be the lowest priority in a 
given group. 

• A processor is the focus of an interrupt if it is 
currently servicing that interrupt, or if it currently 
has a request pending for the interrupt. 

Interrupt delivery begins with an interrupt source in­
jecting its interrupt into the interrupt system at one of 
the 82489DX. Delivery is complete only when the 
servicing processor tells its 82489DX Local Unit it is 
complete by issuing an end-of-interrupt (EOI) com­
mand to its 82489DX Local Unit. Only then has all 
(relevant) internal state regarding that occurrence of 
the interrupt been erased. The interrupt system 
guarantees exactly-once delivery semantics of inter­
rupts to the specified destinations. Exactly-once 
guaranteed delivery implies a number of things: 

• The interrupt system never rejects interrupts; it 
never NAKs interrupt injection, interrupts are nev­
er lost, and the same interrupt (occurrence) is 
never delivered more than once. 

Clearly a single edge interrupt or level interrupt 
counts as a single occurrence of an interrupt. In uni­
processor systems, an occurrence of an interrupt 
that is already pending (IRR) cannot be distin­
guished from the previous occurrence. All occur­
rences are recorded in the same IRR bit. They are 
therefore treated as "the same" interrupt occur­
rence. 
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For lowest-priority delivery mode, by delivering an 
interrupt first to its focus processor (if it currently has 
one), the identical behavior can be achieved in a MP 
(Multiprocessor) system. If an interrupt has a focus 
processor then the interrupt will be delivered to the 
interrupt's focus processor independent of priority 
information. This means that even if there is a lower 
priority processor compared to the focus processor, 
the interrupt still gets delivered to the focus proces­
sor. 

Each edge occurring on an edge triggered interrupt 
input pin is clearly a one-shot event; each occur­
rence of an edge is delivered. An active level on a 
level triggered interrupt input pin represents more of 
a "continuous event". Repeatedly broadcasting an 
interrupt message while the level is active would 
cause flooding of the ICC bus, and in effect trans­
mits very little useful information since the same 
processor (the focus) would have to be the target. 

Instead, for level triggered interrupts the 82489DX 
merely recreate the state of the interrupt input pin at 
the destination. The source 82489DX accomplishes 
this by tracking the state of the appropriate destina­
tion 82489DX's Interrupt Request Register (or pend­
ing bit) and only sending inter-82489DX messages 
when the state of the interrupt input pin and the des­
tination's interrupt request enter a disagreement. 
Unlike edge triggered interrupts, when a level inter­
rupt goes into service, the interrupt request at the 
servicing 82489DX is not automatically removed. If 
the handler of a level sensitive interrupt executes an 
EOI then that interrupt will immediately be raised to 
the processor again, unless the processor has ex­
plicitly raised its task priority, or the source of that 
interrupt has been removed. 

5.2 Interrupt Redirection 
This section specifically talks about how a processor 
is picked during interrupt delivery. The 82489DX 
supports two modes for selecting the destination 
processor: Fixed and Lowest Priority. 

• Fixed Del/very Mode 
In fixed delivery mode, the interrupt is uncondi­
tionally deliVered. to all local 82489DXs that 
match in the destination information supplied with 
the interrupt. Note that for I/O device interrupts 
typically only a single 82489DX would be listed in 
the destination. Priority and focus information are 
ignored. If the priority of a destination processor 
equal to or higher than the priority of the interrupt, 
then the interrupt is held pending locally in the 
destination processor's Local Unit, until the proc­
essor priority becomes low enough at which time 
the interrupt is dispensed to the processor. More 
than one processor can be the destination in 
fixed-delivery mode. 
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• Lowest Priority Del/very Mode 
Under the lowest priority delivery mode, the proc­
essor to handle the interrupt is the one in the 
specified destination with the lowest processor 
priority value. If more than one processor is at the 
lowest priority, then a unique arbitration 10 is 
used to break ties. For lowest priority dynamic 
delivery, the interrupt will always be taken by its 
focus processor if it has one. The lowest priority 
delivery method assures minimum interruption of 
high priority tasks. Since each Local Unit only 
knows its own processor priority, determining the 
lowest priority processor is done by arbitration on 
the ICC bus. Only one processor can be the des­
tination in lowest-priority delivery mode. 

INTER·82489DX COMMUNICATION 

All I/O and Local Units communicate during interrupt 
delivery. Interrupt information is exchanged between 
different units on a dedicated five wire ICC bus in the 
form of broadcast messages. A 82489DX Unit's 8-bit 
10 is used as its name for the purpose of using the 
ICC bus, and all 82489DX units using one ICC bus 
should be assigned a different 10. The Arbitration 10 
of the Local Units used to resolve ties during lowest 
priority arbitration is also derived from the Local 
Unit's 10. 

16.0 GUIDELINES FOR 82489DX 
'USERS 

16.1 Initialization 

This section outlines one possible initialization sce­
nario. Other scenarios are certainly possible, and 
one would be selected as part of a platform stan­
dard initialization scheme. The intent of this section 
is to illustrate that the initialization support provided 
by the 82489DX is adequate to support MP (Multi­
processor) system initialization. 

Each 82489DX has a RESET input pin connected to 
a common Reset line. Upon system reset, this com­
mon reset line is activated, causing all the 
82489DXs to go through reset. All 82489DX local 
units (note: only local units and not I/O units) latch 
their 10 from their address bus on reset. The 10 can 
be provided by the bus control agent based on slot 
number. 

The local units next assert their processor's Reset 
pin, holding the processor in reset, and next perform 
their internal reset, setting all registers to their initial 
state. The initial state of all 82489DX Units (both 
local and liD units) is "all masks set" and all Local 
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Units disabled; registers are otherwise initialized to 
zero. Note that the PINT and PNMI output pins are in 
tri-state mode when the local unit is disabled. After 
this, each 82489DX local unit will deassert its proc­
essor's Reset pin, allowing the processors to come 
out of reset and perform self test and start executing 
initialization code. 

Note that while connecting PRST pin it should be 
noted that whenever PRST pin is activated by 
82489DX either because of software reset message 
or hardware reset, the 82489DX itself is reset. It 
should be taken care in the cases of Warm reset 
where only processors need to be reset and not the 
interrupt controller. In brief, the usage of PRST de­
pends upon the system requirement on various re­
set. 

Somewhere in this code sequence, the processors 
that are "alive" will enable their 82489DX local units, 
and attempt to force all the other processors back 
into Reset. Forcing the other processors into reset is 
performed by sending them the inter-processor in­
terrupt with Destination Mode = "Physical", Deliv­
ery Mode = "Reset", Trigger Mode = "Level", 
Level = "1", and Destination Shorthand = "All Excl 
Self". Only the first processor to get the ICC bus will 
succeed in sending this signal and reset all other 
82489DXs and their processors. The other proces­
sors are kept in reset until such time that an MP 
operating system decides they can become active 
again. The only running processor next performs the 
rest of system initialization. 

Eventually, an MP operating system will be booted 
at which time the operating system would send 
"deassert reset" interprocessor signals to activate 
the other processors in the system. A mechanism 
must be provided by the platform that allows the 
added processors to differentiate the very first reset 
from a subsequent one. 

16.2 Compatibility 

COMPATIBILITY LEVELS 

The 82489DX can be used in conjunction with stan­
dard 8259A-style interrupt controllers to provide a 
range of compatibility levels. 

At the lowest level we have "PC shrink-wrap" com­
patibility. This level effectively creates a uniproces­
sor hardware environment within the MP platform 
capable of booting/running DOS shrinkwrap soft­
ware. In this mode, only the 8259A generates inter-
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rupts and the 82489DX becomes a virtual wire. The 
interrupt latency can be minimized by connecting the 
8259A interrupt to local unit directly. 

The next level preserves the software compatible 
view of an 8259A but it allows more than one proc­
essor to be active in the system. This results in an 
asymmetrical arrangement, with one processor field­
ing all 8259A interrupts but with added inter-proces­
sor interrupt capability. In this mode, 82489DX 
"merges" 8259A interrupts with inter-processor in­
terrupts. Existing I/O drivers would be bound to the 
compatible CPU and interface directly with the 
8259A. 

At the next compatibility level, 8259A compatible 
drivers can be mixed with native 82489DX drivers. 
Devices can generate interrupts at either 8259A or 
an 82489DX. This provides for partial symmetry as 
individual drivers migrate from the 8259A to native 
82489DXs. 

Another 8259A compatible point can be defined for 
MP systems. Each processor could have its own 
compatible 8259A controllers, allowing multiple 
processors to run compatible I/O drivers, but stati­
cally spreading the load across the available proces­
sors. 

82489DX/8259A INTERACTION 

The principle of compatible operation is very 
straightforward; the 82489DX(s) become a virtual 
wire connecting the 8259A's INT output through to 
the processor, while at the same time making 8259A 
visible to the processor. 

The two connection schemes described only differ 
in the number of 82489DX(s) (one or two) that are 
located in the path from the 8259A to the processor. 
In the one 82489DX example illustrated in Figure 37, 
the INT output of the 8259A connects to one of the 
Interrupt Input pins of the 82489DX through an edge 
generation logic. This could be an interrupt pin on 
the 82489DX's I/O unit or local unit; assume a local 
interrupt input is used. The Local Vector Table entry 
for the interrupt pin that connects to the 8259A is set 
up with a Delivery Mode of "ExtINT" and edge trig­
ger mode. This indicates that the interrupt is gener­
ated by an external controller. The processor's INT 
pin connects to the 82489DX PINT pin. 
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This setup enables the 82489DX local unit to detect 
assertions (up-edges) of the 8259A's INT output pin 
and pass this on to the processor's INT input. 
82489DX asserts ExtlNTA pin along with (one clock 
prior to) PINT pin to indicate "8259" interrupt. When 
the processor performs its INTA cycle the 82489DX 
itself does not respond other than deasserting PINT 
to the processor. At the third clock after ADS in the 
second bus cycle of INTA cycle ExtlNTA is deassert­
ed. External logic should make use of the ExtlNTA 
signal to make the INTA cycle visible to the 8259A 
and the 8259A should provide the vector. At the 
same time, the local unit considers the external re­
quest as delivered, and need not wait for the exter­
nal 8259A's INT to be deasserted. A new up-edge 
must be generated on the 8259A INT pin before the 
local unit will assert the processor's INT pin on be­
half of the 8259A. External edge generation logic 
should be used for this. Compatible software inter­
acts directly with the 8259A. 

The mechanism is essentially the same in the two-
82489DX scheme. The difference is that the 8259A 
connects to an interrupt input pin of the 82489DX 
1/0 unit in the 1/0 system. The Redirection Table 
entry for this pin is again programmed with an 
"ExtINT" Delivery Mode, and the (single) 82489DX 
destination 10caiiD corresponding to the compatible 
DOS processor. Capturing the up-edges of the 
8259A's INT pin by the 82489DX local unit now in­
volves sending messages from the 82489DX 110 
unit to the 82489DX local unit via the ICC bus. The 
"virtual wire" now includes messages over the ICC 
bus. 

Adding inter-processor ICC interrupts (or any other 
82489DX generated interrupts) to the compatible 
operation is accomplished by having the 82489DX 
internally OR the 8259A's INT request with any 
82489DX interrupt request. 

Before the 82489DX actually sends the interrupt sig­
nal to the processor, the 82489DX decides whether 
it does this for an 82489DX interrupt or whether it 
does this on behalf of the external controller. When 
the processor performs the corresponding INTA cy­
cle, only the 82489DX knows whether it should re­
spond with a vector, or whether the external 8259A 
should. 

If the 82489DX needs to respond, then it will enable 
an externally implemented trap that prevents 'the 
8259A from seeing the INTA cycle. If the 8259A 
needs to respond, then the 82489DX will not enable 
the INTA trap, and the INTA will be allowed to reach 
the 8259A. 82489DX implements this by asserting 
its EXTINTA pin to indicate external 8259A should 
respond with the vector. The 82489DX local unit 
controls the INTA trap via its "ExtINTA" output pin; 
the 82489DX does not actually provide the trap it­
self. 
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Figure 37. Edge Logic 

"S24S9DX/8259A DUAL MODE CONNECTION 

In systems that can be booted either as a configura­
tion with compatible 8259A or without, device inter­
rupt lines are connected to both the Interrupt Re­
quest pins of the 8259A and Interrupt Input pins of 
the 82489DX with all interrupts either masked at the 
82489DX or at the 8259A. Some EISA and Micro­
Channel chip sets that include on-chip 8259As also 
have internally connected interrupt requests. For ex­
ample, the 82357 (the ISP of the EISA chipset) gen­
erates timer and DMA chaining interrupts internally. 
These are not available as separate interrupts out­
side the ISP. In non-compatible mode the ISP timers 
are not used, since each local 82489DX unit pro­
vides its own timer. Therefore, the ISP's 8259A is 
configured to mask out all interrupts except the DMA 
chaining interrupt which is configured in level-sensi­
tive, auto EOI mode. This causes the 8259A's INT 
output to track the state of the internal DMA inter­
rupt request. The 8259A's INT output is then con­
nected to one of the 82489DX interrupt input pins 
programmed to generate a regular (Le., not 
"ExtINT") level-sensitive interrupt. The ISP 8259A 
then no longer functions as an external interrupt 
controller; it has been logically disabled, and it 
needs no interrupt acknowledge or EOL The INTA 
and EOI cycles occur only at the 82489DX. It should 
be noted that 82489DX accepts only active high lev­
el/edge interrupt inputs. External programmable log­
ic should take care of polarity reversal that may be 
needed in EISA system for sharing of interrupts. 
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INTRODUCTION 

82489DX is the new interrupt controller for high per­
formance systems and 32-bit OS. Some important con­
siderations for hardware designers are given. This ap­
plication note will provide information of all registers 
in 82489DX and their bits and bytes organization. The 
control word for various programming options are giv­
en in a tabular format. Some programming hints are 
given to facilitate a quick understanding of the inter­
rupt architecture and the priority model in 82489DX. 

The programming model discusses the registers, their 
data structure like fields, bits, bytes and default register 
values. The system considerations and key points to be 
noted while programming 82489DX are discussed next. 
Typical examples of initialization, interrupt service rou­
tine and SplO roatines are given. The notes discuss im­
portant hardware design considerations. 

Related Reference Materials 

I) 82489DX Data Book, Order Number 290446. 

2) An APIC based Symmetric Multiprocessor System 
Design AP-474, Order Number 241521. 

REGISTER ORGANIZATION 

The 82489DX contains both the local unit and 110 
unit. I/O unit has its own Unit ID and local unit has its 
own Unit ID. Both units are operational at all times 
once they are enabled and the access can be done to 
both units. It should be noted that the local unit has its 
own version register, and I/O unit has its own version 
register, namely, I/O version register. The unit enable 
bit is provided for local unit and it is not provided for 
I/O unit. However, I/O unit has mask bit for each 
redirection table entry to mask the interrupts. Func­
tionally I/O unit can only transmit interrupt messages 
whereas local unit can both transmit and receive inter­
rupt messages. In summary, 82489DX should be 
viewed as an integrated chip having a local unit and an 
I/O unit both capable of operating at the same time. 

INITIAL REGISTER VALUES AFTER 
HARDWARE RESET 

The local unit ID register latches the value on the ad­
dress pins A3 to A 10 after hardware reset whereas the 
I/O unit ID register gets cleared to 0 after hardware 
reset. The local unit Version Register is cleared to 0 
whereas the 110 unit Version Register contains 1111 in 
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its Max Redir Entry field. The interrupt masks in the 
local timer vector table register and in the I/O redirec­
tion table entry(31 :0) registers are set so that after reset 
all the interrupts are masked. The spurious vector regis­
ter's unit enable bit is cleared so that local unit is dis­
abled after hardware reset. Since all the interrupts are 
masked after hardware reset, the 110 unit will not 
transmit any interrupt after hardware reset until mask 
is cleared specifically by software and the interrupt is 
active. 

All other registers are cleared to 0 after hardware reset. 

SYSTEM CONSIDERATIONS WHILE 
PROGRAMMING THE 82489DX 

The 82489DX register data structure contains different 
fields to specify the mode of operations and the options 
available within each mode. Since certain options are 
applicable to specific modes only (for example "Remote 
Read" mode applies only to Interrupt Command Regis­
ter, it does not have any relevance to 110 unit's redirec­
tion tables) the following programming hints are pro­
vided. 

82489DX and Memory Mapping 

The 82489DX is a 32-bit high performance interrupt 
controller. It allows the CPU to do 32-bit read and 
write to it. By memory mapping the 82489DX, system 
performance can be enhanced. Even though the 
82489DX can be memory mapped, its functionality as 
an interrupt controller should be kept in mind while 
programming the virtual memory management control 
data structure. The caching policy for the page where 
an 82489DX is mapped should also be done with the 
functionality of the 82489DX in mind. For example, 
the reads to an 82489DX should not be cached and 
writes should be write-through. Since 82489DX regis­
ters are aligned at 128-bit boundaries, memory map­
ping the 82489DX with interleaved memory system 
should not be a problem. However, it should be noted 
that the 82489DX does not support pipelining. 

Unique 10 Requirement 

All the local units and 110 units hooked on an ICC bus 
should have an unique ID before they can use the bus. 
This should be ensured by the programmer, since for 
ICC bus arbitration the units (whether it is local unit or 
110 unit) arbitrate with their unit ID. 
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PROGRAMMING THE LOCAL UNIT 

Dos and Don'ts 
1. The local interrupt vector table entry (and the I/O 

unit redirection table entry) should not be pro­
grammed for "Remote Read" Delivery mode. In 
other words, only Interrupt Command register sup­
ports "Remote Read" Delivery mode. 

2. Local Interrupts should not be programmed with 
"Lowest Priority" Delivery mode. 

3. Local Interrupts should not be programmed with 
"Reset" Delivery mode. 

4. It is not recommended to use level triggered mode 
except for "Reset Deassert" messages. 

Atomic Write Read to Task Priority 
Register 

This section discusses issues regarding write buffer 
flushing and necessity of atomicity of task priority reg­
ister programming. 

Typically, the task priority register is written with high­
er priority to mask certain low level interrupts before 
entering into a critical section code. In a system where 
an 82489DX is memory mapped the CPU may buffer 
this task priority register write to its on chip write buff­
er. The following scenario can happen in such situation: 
CPU posts task priority register write to its on chip 
write buffer and enters into the critical code. A lower 
priority interrupt (which should not enter the critical 
code) interrupts the CPU before the write buffer gets 
flushed into task priority register). The CPU now erra­
neously accepts the lower priority interrupt. To avoid 
the situation, atomic write and read to task priority 
register should be done. The read following write en­
sures that the write buffer is flushed to task priority 
register and the atomicity ensures that no interrupt will 
be accepted by the CPU during its write to task priori­
ty. In case if the CPU itself takes care of flushing its 
write buffers before INT A cycle, there is no problem. 
However, if there are system posted write buffers then 
external logic should make sure to flush the system 
write buffers before INTA-cycle. 

Task Priority Register and Total Usable 
Vectors 

Task priority register is used to specify the priority of 
the task the processor is executing. In 8259 the priority 
is defined only among the interrupts that it handles. 
82489DX goes further ahead in handling priority. In 
multitasking system, in addition to device interrupts, 
various tasks have different priority and 82489DX al­
lows consideration of the priority at system level. The 
processor specifies the priority of the task it executes by 
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writing to task priority register. Now any interrupts at 
or below the task priority will be masked until the task 
priority gets lowered. The masking granularity is at pri­
ority level. Out of 256 interrupt vectors 16 priority lev­
els are specified and 16 vectors share one priority level. 
Since the masking granularity by the task priority regis­
ter is at priority level, group of 16 vectors get masked 
when a local unit increases its task priority by one level. 

When task priority register is at its minimum level of 0, 
interrupt vectors having level 1 to 16 are passed to 
CPU. Stated in other words, even when the task priori­
ty register is at its minimum (level of 0), interrupt vec­
tors at level 0 will be masked. This means that the in­
terrupts should not be programmed with vectors 0 to 
15. So out of 256 interrupt vectors, only 240 interrupt 
vectors (vector 16 to 255) can be used in 82489DX. 

ISR/IRR/TMR 

1. Bits 0-15 of IRR/ISRlTMR do not track inter­
rupt. No interrupt of vector number from 0-15 can 
be posted. The total interrupts supported are 240. 
This can be easily explained by the way the priority 
mechanism is defined. When reading the lowest 32 
bits of this register, 0 will always be returned for the 
lower 16 bits. 

Interrupt Command Register 
Programming Considerations 

The interrupt command register (31 :0) has the side ef­
fect of sending interrupt once it is written. There is no 
mask bit associated with Interrupt Command Register. 
Once interrupt command register (31:0) is written, the 
interrupt is sent from the local unit. The interrupt des­
tination is provided in the interrupt command register 
(63:32). So, the interrupt command register (63:32) 
should always be programmed before the interrupt 
command register (31 :0) is programmed. 

Program interrupt Command Register(63:32) 

Program interrupt Command Register(31 :0) 
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CRITICAL REGIONS AND MUTUAL EXCLUSION 

This section discusses the reasons for mutual exclusion 
to be exercised when writing to interrupt command reg­
ister. Each 82489DX has a single Interrupt Command 
Register that is used to send interrupts to other proces­
sors. The programmer should make sure to synchronize 
access to this register. Specifically, (1) writing all fields 
of the register (MSB), (2) Sending the interrupt mes­
sage (by writing the LSB register), and (3) waiting for 
Delivery State to become Idle again, should occur as a 
single atomic operation. For example, if interrupt han­
dlers are also allowed to send inter processor interrupts, 
then interrupt dispensing to the processor must be dis­
abled for the duration of these activities so that inter­
rupt handlers are excluded from accessing the ICR. 
This is explained as follows. Let us assume in a typical 
MP system preemptive scheduling (on another proces­
sor) is implemented by sending inter processor inter­
rupts (IPIs). IPI can be also used for clock distribution 
in an asymmetric system where the timer interrupts 
only one processor and that processor notifies all other 
processors in the system through IPI. Inter processor 
interrupts are implemented by using interrupt com­
mand register. If we allow interrupts during writing 
interrupt command register the following erraneous op­
eration may result. If interrupts are enabled (they 
should not be) during writing to interrupt command 
register, interrupts can come after writing to MSB por­
tion and before writing to LSB portion of interrupt 
command register. Now in the interrupt service rou­
tine, if ICR is used (for distribution of interrupt to oth­
er processor(s), for example) then this ISR also starts 
writing to the Interrupt Command Register. That 
means the ISR will overwrite the MSB portion just 
written by the previous IPI. After returning from the 
ISR when the previous IPI continous writing to the 
remaining LSB portion, the message will be delivered to 
wrong address since MSB is modified by the module 
which interrupted. The inference is that while access­
ing ICR interrupts should be disabled. Also it should be 
noted that except for "Reassert Deassert Messages", 
IPI should only use edge triggered mode. 

BUFFERING IN INTERRUPT COMMAND 
REGISTER 

The Interrupt Command Register provides one level of 
buffering which should be kept in mind while program­
ming an 82489DX. The ICR (Interrupt Command 
Register) becomes busy as soon as inter processor mes­
sage is written into it. It hands the message over to Icc 
bus transmit unit which in tum tries to send through 
Icc bus. Since the ICR has passed the command to 
transmit Unit (whose responsibility is to send it 
through Icc bus) it becomes free. The software before 
writing next inter processor message reads the flag to be 
free and writes next message. Thus there is a possibility 
of next message being written into the 82489DX before 
the first message is really sent out. The programmer 
should be aware of this. 
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INTERRUPT COMMAND REGISTER DO'S AND 
DON'TS 

1. "ExtlNT A" delivery mode should not be used for 
all destination shorthand. 

2. "Remote Read" should always be programmed as 
"Edge" triggered interrupt. 

3. "Remote Read" should always be programmed with 
physical Destination mode (and not with Logical 
Destination mode). 

3. Only Fixed Delivery Mode should be used for "Self' 
destination shorthand. Stated otherwise, "lowest 
priority", "Remote Read", "Reset", "NMI" deliv­
ery modes do not apply for "Self'. 

4. For "All inc!. self' and "All exel Self' destination 
shorthands, "Remote Read" delivery mode should 
not be used. 

5. For "All incl. self' and "Self' destination short­
hands "Reset" Assert mode should not be used. 

6. For "All exclusive self' destination shorthand if 
"Reset ASSERT" delivery mode is used, it should 
be ensured at system level that only one processor 
executes this instruction at any time. To explain 
this, let us consider the following situation. Let us 
assume that two CPUs, CPU A and CPU B are 
executing "Reset ASSERT, All Exclusive Self'. The 
message of CPU A puts every CPU except CPU A 
in reset state. After the message is written by CPU 
A it typically takes 2.9 JLs for the message to flow 
through the Icc bus to reach other local units to 
reset all other processors. Before this message resets, 
let us assume another processor also, say CPU B, 
issues the "Reset ASSERT, All Exclusive Self' mes­
sage. The following CPU B message (which was sent 
out before CPU B itself got reset because of CPU A 
reset message) will reset every CPU, which will in­
clude CPU A, except CPU B. But CPU B will even­
tually get reset by the message sent by CPU A and 
CPU A will also get reset by the message sent by 
CPU B. Thus all the CPUs in the system goes into 
reset state and this is an irrecoverable state. To 
avoid this, only one processor should execute this 
instruction at any time. This can be achieved, for 
example, by spinlock or mutex implemented as 
shared variables between multiprocessors. 

7. Messages could be sent out in "Logical" or "Physi­
cal" mode with destination ID of all l's depending 
on the way Destination Mode entry is programmed. 
In brief, "All inc!. self' and "All exc!. self' supports 
both "Logical" and "Physical" addressing mode. 

8. When destination shorthand (i.e., broadcast) is used 
with "lowest priority" destination mode, then: even 
though all participates in arbitrating for destination, 
only the lowest priority gets the message. So even 
though the addressing is broadcast since the destina­
tion mode is lowest priority only one gets the mes­
sage. 
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9. When destination shorthand (i.e., broadcast) is used 
with "Fixed" destination mode, then all the units 
get the message. So to send messages to all units 
Fixed destination mode should be used in addition 
to using destination shorthand. 

10. It is recommended that all IPI messages, except for 
"Reset Deassert", use only edge triggered interrupt 
mode. 

IPI THROUGH INTERRUPT COMMAND 
REGISTER 

Interrupt command register can be used to send inter 
processor interrupt. Inter processor interrupts can be 
used for preemptive scheduling, TLB flushing, clock 
distribution, etc. IPls can also used in asymmetric sys­
tems to pass certain work to another processor who has 
exclusive access to certain piece of hardware. Let us 
consider a dual processor system which uses only two 
82489DX in the whole system. Since the local units 
should be accessible only by their respective processor a 
local unit should be selected only when the arbitrator 
grants the bus to its processor. Since 82489DX has 
common chip select for its local unit and I/O unit, for 
logical simplicity, system hardware may select a 
82489DX when the corresponding processor is granted 
bus. Because of this, processor A can access only I/O 
unit and local unit that are available in its 82489DX. It 
is not possible to access the I/O unit of the other 
82489DX. The sa!lle thing holds good for the other 
processor. Since I/O unit should be globally visible to 
both processors, there may be situations when a proces­
sor may want to access the other I/O unit. This is typi­
cally the case for enabling and disabling the I/O inter­
rupt. IPI can be used to pass that task to the other 
processor which can access that I/O unit. This is just 
one example for using IPI. 

ExtlNTA INTERRUPT POSTING 

ExtINT A interrupts are used to support 8259 in a 
82489DX based system. The external interrupts (Ex­
tINT A) are specific in their characteristics in that they 
do not have any priority relationship with rest of the 
interrupt structure. But when posting an interrupt to 
the processor, if both an external--interrupt and a 
82489DX interrupt are pending, 82489DX could post 
either one to the processor. In 82489DX implementa­
tion, it would post external interrupt whenever there is 
no other 82489DX interrupt that can be posted to the 
processor. It should be also noted that External Inter­
rupts can not be masked by raising task priority. How­
ever, they can be masked by the mask bit in the table 
entry for that (ExtlNTA) interrupt. 

Since ExtINTA interrupts do not have any priority re­
lationship, ISR and IRR bits are not maintained for 
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external interrupts. As far as interrupt acceptance is 
concerned, if more than one ExtINTA interrupts are 
directed towards a local unit, that local unit treats all 
the ExtlNTA interrupts directed to it as only one Ex­
tlNTA interrupt. This leads to an important point that 
in a system no more than one interrupt should be pro­
grammed as ExtlNT A interrupt type with the same 
destination. However, it should be noted that there can 
be more than one ExtlNT A type of interrupt in a sys­
tem with each having different local unit as destination. 

LOWEST PRIORITY 

Under the lowest priority delivery method, the proces­
sor to handle the interrupt is the one in the specified 
destination with the lowest processor priority value. If 
more than one processor is at the lowest priority, then a 
unique arbitration ID is used to break ties. To have 
unique arbitration ID in the system (which is mandato­
ry for the lowest priority algorithm to work) all the 
arbitration ID of local 82489DXs in the system should 
be in sync. On reset, arbitration ID is reset to zero by 
the hardware. Hence all the local units in the system 
after reset will have same arbitration ID (namely zero). 
For lowest priority arbitration to work properly we 
need to have unique arbitration ID in the system. This 
means after local unit IDs are written in all local units 
(obviously, each unit ID should be different from other 
IDs) a RESET DEASSERT message should be sent in 
ALL INCLUSIVE mode. The important side effect of 
RESET DEASSERT message is that it copies the 
unitlD into the respective arbitration ID. Since unit 
IDs are unique, the RESET DEASSERT message en­
sures that the arbitration ID also are unique in the sys­
tem. This RESET DEASSERT message should be sent 
before system is used for lowest priority arbitration. 

The RESET DEASSERT message, if not sent, only 
once delivery semantics may not be guaranteed. If 
RESET DEAsSERT message is not sent then all the 
arblD in the system will be same. When a message is 
sent in the lowest priority arbitration, the participating 
local units use their processor priority concatenated 
with arbitration ID to decide the destination. Processor 
priority is derived from the task priority. There is a 
chance that two local units can have same task priority­
depending on the code they are executing and thereby 
same processor priority. In addition since arblD are 
also same if RESET DEASSERT message WAS NOT 
sent, all the processors in the same priority may accept 
the message in lowest priority arbitration. This violates 
the only once delivery semantics. The inference is that 
RESET DEASSERT message in ALL INCLUSIVE 
SELF mode should be sent as part of initialization be­
fore enabling interrupt in the lowest priority destination 
scheme. 



It should be noted that only once delivery semantics for 
a group destination is guaranteed only if multiple fixed 
delivery of the same interrupt vector are not mixed. 

DISABLING LOCAL UNIT 

Once the 82489DX is enabled by setting bit 8 of spuri­
ous vector register to 1, the user should not disable the 
local unit by resetting the bit to O. The result will put 
the local unit in an inconsistent state. However, a local 
unit can be disabled by getting "reset" interrupt mes­
sage from any other local unit across the Icc bus. 

ISSUING EOI 

EOI, End of Interrupt issuing indicates end of service 
routine to 82489DX. Always the highest priority ISR 
bit which is set during INTA cycle gets cleared by EOI. 
This section discusses the relevance of EOI to the spe­
cific types of interrupts and its timing related to inter­
rupt deassertion. 

EXTERNAL INTERRUPTS AND EOI 

External Interrupts (ExtINT A) should be programmed 
as edge type. INT A cycles to external interrupts are 
taken automatically as EOI by 82489DX. This is simi­
lar to AEOI, Automatic End of Interrupt of 8259A. So 
EOI should not be issued to 82489DX for ExtlNTA 
interrupt servicing. For ExtINTA type of interrupts, 
there is no need to have interrupt service routines since 
the main purpose of ExtINT A interrupt itself is to have 
software transparency in the compatible mode. The ex­
isting interrupt service routines written for 8259 will be 
executed by the processor for ExtINT A interrupts. 

SPURIOUS INTERRUPTS AND EOI 

Spurious Interrupts do not have any priority relation­
ship to other interrupts in the system. So IRR is not set 
for spurious interrupts. EOI should not be issued for 
spurious interrupts. It is advisable not to share the spu­
rious interrupt vector with any interrupt. 

If spurious interrupt vector is shared with some other 
interrupt then the following guidelines should be fol­
lowed. If the source is spurious interrupt (for which the 
corresponding ISR is not set) then EOI should not be 
issued. If the source is a valid interrupt sharing the 
spurious interrupt vector (for which the corresponding 
ISR is set) then EOI should be issued. 

NMI AND EOI 

For NMI type of interrupt no IRR bit is set. So, obvi­
ously EOI should not be issued while servicing NMI 
type of interrupts. 
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PROGRAMMING I/O UNIT 

Interrupt Sharing Considerations 

Two different interrupts should not be programmed 
with the same interrupt vector. This means that each 
redirection table in a system should have unique vector. 
Interrupt sharing can be done electrically. Interrupts 
connected at different interrupt input pins of 82489DX 
CAN NOT share interrupt by having same vector. 
82489DX does not support active low interrupts. So 
sharing interrupts should have polarity logic support 
externally. 

I/O Unit and Priority 

The 82489DX partitions its interrupt control function 
among two different units: 

1. I/O unit 

2. local unit 

The priority resolving is done at local unit. The I/O 
unit does not involve itself in the priority mechanism. 
The I/O unit takes a snapshot of interrupts pending at 
the INTIN interrupt input pins. If interrupts are active, 
it starts sending the interrupt messages over Icc bus. It 
starts sending the lowest numbered interrupt input 
first. That is if INTINO and INTINS are found active 
in a snapshot, interrupt message corresponding to IN­
TINO is sent first regardless of the priority of the vec­
tors that are associated with these interrupts. It sequen­
tially sends all the interrupts found active in a snapshot. 
Before sending, it checks whether the corresponding 
INTIN is still active. This is the reason why interrupts, 
both edge and level triggered, should be kept active 
until CPU acknowledges it. The difference between 
edge triggered and level triggered interrupt is that edge 
triggered interrupts ensure only one activation of inter­
rupt per low to high edge whereas the level triggered 
interrupt allows to have multiple interrupts as long as 
the interrupt is held high. It should be noted that both 
edge and level triggered interrupts are active high. 

MP SYSTEM 

Initialization Sequence 

This section assumes the system with multiple CPUs 
with each CPU having its own 82489DX local units 
and local interrupts (like local secondary cache data 
parity interrupt, coprocessor interrupt etc.,) connected 
to the respective local units. The system additionally 
assumes symmetric multiprocessing in the sense that 
I/O system is symmetric and it can be initialized by any 
CPU in the system. 
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Section A: Code Executed by all CPUs in the 
system 

Section B: Synchronization to indicate Section A 
is completed 

Section C: Only one CPU need to execute this 
Code 

Each local unit is visible (through address mapping) 
only to that CPU to which local unit is attached. So 
each local unit will be programmed by its own CPU. 
Thus the code specified as section A will be executed by 
all CPUs in the system. 

Section B of the initialization code is also executed by 
all the CPUs. This section of the code ensures that all 
the CPUs have completed execution of their "Section 
A" so that all Local units are properly initialized with 
different IDs, the system is in a consistent state, etc., 

Section C initializes system wide I/O unit and enables 
the interrupt mechanism to start functioning. Since the 
I/O unit is system wide, only one CPU need to pro­
gram the I/O unit part of the 82489DX. 

Section A 
I Write the local Unit 10 (if needed) 

Write all Ones to Destination Format Register 

Write Logical Destination Register 

Raise the Task Priority 

Program the Spurious Interrupt Vector 
Vector and Enable the Local Unit 

Program the Vectors for Local Interrupts and 
Timer 

Program the Timer Control Registers 

Clear the mask for Local Interrupts and Timer 
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Initialize the local Interrupt sources 

Broadcast ALL INCL. SELF 
Reset DEASSERT message 

Lower the Task Priority 

It should be noted that the interrupt descriptors, inter­
rupt service routine, spurious interrupt service routine 
and other interrupt related structure should have been 
initialized before the Section A. This is because 
Section A code enables respective local interrupts and 
timer interrupt vectors and when the interrupts arrive 
from these devices Section A ensures that 82489DX 
will provide the vector. But the code executed before 
Section A should ensure the interrupt structure is ini­
tialized. Spurious interrupts are bound to occur because 
of the asynchronous interaction between interrupts and 
software writing to task priority register. So spurious 
interrupt service routine has to be initialized before Sec­
tion A. 

WRITE THE LOCAL UNIT ID (IF NEEDED) 

Each local unit can get the ID latched by reset from 
82489DX address pins A3-AlO. If the hardware en­
sures that during reset each local unit in the system gets 
different pattern on the address pins A3-AlO then all 
the local units are initialized automatically with differ­
ent IDs. In that case writing to the local unit ID by 
software is not mandatory. If software writes the local 
unit ID then it should be read from some address space 
which is same for all CPUs but have different IDs for 
different CPUs. This will ensure that the same code 
when executed by different CPUs will initialize,respec­
tive local unit with different ID. 

WRITE ALL ONES TO DESTINATION FORMAT 
REGISTER 

AU the 32 bits of Destination Format Register are writ­
ten with 1. This is to support single level logical ad­
dressing mode. This mode is explained in the following 
paragraph. 

WRITE TO LOGICAL DESTINATION REGISTER 

The logical Destination Register should be written with 
the logical destination address. It should be noted that 
since each CPU needs to assign a different logical Des­
tination address to its own 82489DX local unit and 
since this code is executed by all CPUs the logical Des­
tination address should be read from some address 
space which is the same for all CPUs but contains dif­
ferent Destination address values. Since logical Desti­
nation address is in bit decoding format, typically this 
can be achieved by shifting the CPUID. 

IPrnl~IbO~O~~rnlW I 



The logical destination register with Destination format 
register can be used to support flat model. In this mod­
el, bits 24 through 31 of the destination address of the 
interrupt message vector are interpreted as decoded 
field. Intel strongly recommends for future compatibil­
ity to use only bits 31 to 24 of logical destination regis­
ter. To have binary compatibility with future APIC im­
plementations, any code written for 82489DX should 
not use bits 0 to 23 of logical destination register. This 
field is compared against the logical destination register 
of the local unit. If there is a bit match (Le., if at least 
one of the corresponding pair of bits of the destination 
field and logical destination register match) this local 
unit is selected for interrupt delivery. Each bit position 
in the destination field corresponds to an individual 10-
cal unit. For future compatibility, only bits 0 to 23 of 
logical destination register should be zero. This scheme 
allows the specification of arbitrary groups of 
82489DXs simply by setting the member's bit to one, 
but allows a maximum of 8 local units in the system 
since bits 0 to 23 of the logical destination register is 
zero. Broadcast to all is achieved by setting all 8 bits of 
destination to ones. This selects all 82489DXs in the 
system. 

If more than 8 units are to be addressed in the system 
(and iffuture compatibility is not a major issue) then all 
the bits of the logical distination register can be used as 
a bit map thereby increasing the number of CPUs ad­
dressable in logical addressing to 32. 

RAISE THE TASK PRIORITY 

Before enabling the local interrupts and timer inter­
rupts the task priority is raised to maximum priority in 
the system so that these interrupts are masked tempo­
rarily. 

PROGRAM THE SPURIOUS INTERRUPT 
VECTOR AND ENABLE THE LOCAL UNIT 

The spurious interrupt vector register is programmed 
with the corresponding vector. This vector will be 
pointing to a dummy routine with just an IRET. The 
unit is enabled so that the tristate pin PINT can come 
out of tristate state to pass the interrupts. 

PROGRAM THE VECTORS FOR LOCAL 
INTERRUPTS AND TIMER 

The interrupt vectors for Local Interrupts and timer 
are initialized with corresponding vector. 

PROGRAM THE TIMER CONTROL REGISTERS 

The timer registers such as divider configuration regis­
ter, initial count, mode of operation and source of the 
timer clock are programmed. 
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CLEAR THE INTERRUPT MASK FOR TIMER 
AND LOCAL INTERRUPT 

The interrupt mask is cleared for timer and local inter­
rupts by clearing the interrupt mask bit in their respec­
tive interrupt vector register 

INITIALIZE THE LOCAL INTERRUPT SOURCE 

The local interrupt sources are also programmed for 
proper system operation. This involves enabling the in­
terrupt from the sources. The order of enabling the in­
terrupt is very important. First the 82489DX entries 
should be cleared and then the sources connected to the 
pins should be enabled. If done the 'other way, inter­
rupts may get lost. This is true particularly in edge 
triggered interrupt inputs where if 82489DX mask is 
cleared after enabling the source interrupt, 82489DX 
may not have a chance to capture the low to high edge 
which might have produced immediately after the 
source interrupt is enabled and before 82489DX mask 
is cleared. 

BROADCAST ALL INCL. SELF RESET 
DEASSERT MESSAGE 

This is done so that all the local unit's ArbIDs are in 
sync. It should be noted that for breaking the tie during 
lowest priority arbitration ArbID is used. ArbID is 
copied from local unit ID during reset. Since local unit 
IDs can be written through software and at that time 
ArbID is not updated there may be a case where all 
ArbID in a system to have same value. To avoid such 
situation Reset Deassert message is sent to ALL INCL. 
SELF so that the ArbIDs are different in the system. 

LOWER THE TASK PRIORITY 

Task priority is lowered so that the interrupts can be 
armed to the CPU. 

Section B 

Synchronization 

There are many methods available for synchronization. 
Test - and - set is a simple prin:!'itive, for example, avail­
able for synchronization. Counting semaphores can be 
built using this test - and - set primitive and synchroni­
zation can be achieved. 

The main idea is to achieve global synchronization 
among the processors to ,indicate the local unit portion 
is programmed. 
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Section C 

SYSTEM WIDE RESOURCES PROGRAMMING 

This portion needs to be programmed by one' CPU 
only. It should be noted that since the system environ­
ment we are assuming is shared memory symmetric 
MP system, CPU specific coding is not possible. System 
wide resource programming can be achieved by many 
ways depending on simplicity and performance (since 
this is only initialization routines, performance should 
not matter much) tradeoff. The following sequence il­
lustrates a simple approach to program. The assump­
tion here is that 82489DX will get reset both during 
cold reset and warm reset. 

Locked access to the system wide resource, 
liD unit 

Read a specific MASK from 
Redirection Table Entry 

If the mask is set, Jump to Prog. I/O unit 

If the mask is not set, Release lock and Jump 
to 1/0 unit Done 

Prog. 1/0 Unit: Write to the index register to 
select unit 10 reg 

Write liD unit 10 in the 10 register 

Write to index register to select I/O unit 
Version Reg 

Read the Version reg. to know no. of 
RedirTable Entries, N 

RedlrTble: Write to index register to address 
MSB Redir.Table n 

Write to MSB Redirection Table Entry n 
Destination local unit 10 
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Write to index register to address LSB 
Redir.Table n 

Write to LSB Redirection Table n 
mode,dest.,mask, Vector of INT 

intel~ 
Loop to RedirTble: till all N (here N = 16) 

Entries are done 

Release the lock 

1/0 unit done: Remaining system init like liD 
system etc., 

The first CPU getting the lock will find the mask to be 
set (since after reset, 82489DX mask is set). It locks the 
I/O unit for programming. The mask selected is specif­
ic in that the system initializes such that the mask is 
cleared during initialization. So by reading that mask 
mutual exclusion is achieved. If the system requirement 
is such that no mask can be cleared during system ini­
tialization some other register can be read. For exam­
ple, the I/O unit IDs are reset to 0 on reset. Since the 
system initialization will have all the local unit IDs 
starting from 0 and I/O unit will be initialized by the 
system to non Zero 10, I/O unit can be read and if 0 
can be assumed that programming is not yet done (so 
that it can gain control of lock and start programming) 
and if found non Zero, then that CPU can skip pro­
gramming the I/O units by jumping to I/~ unit done. 

The I/O unit registers are organized as index register 
and data register. Other portions of section C are self 
explanatory. After I/O unit done, the I/O system ini­
tialization can be started so that the interrupts can start 
flowing in the system. 

INTERRUPT SERVICE ROUTINE 

ISR (x) 

Save Stack and frame pOinter for 
parameter referring 

Save hardware context and software context 

Service: Service the source, modify shared data 
structure etc., 

EOI: Issue EOI to reset ISR of level x in 
82489DX 

Restore hardware context and software context 

Restore Stack and Return from Interrupt 



The above ISR x shows the interrupt service routine of 
interrupt level x. The stack, hardware context like CPU 
registers and software context like task specific vari­
ables are saved. The Servicing is done as specific to the 
interrupting source. This may involve reading a status 
register or initiating a thread to read a "full" buffer, 
initiating a thread to write data to some "empty" regis­
ter, or acknowledging an interrupt from another CPU. 
This is the point at which the interrupting source is 
supposed to deactivate its request. Next EOI is issued 
to reset the ISR bit corresponding to the interrupt level 
x. Till now the interrupts from same level and lower 
levels were masked. Once EOI is written, interrupts 
from all the levels can start coming. The hardware con­
text and software context are restored followed by stack 
cleaning and a proper Return from Interrupt is execut­
ed. 

There are couple of timing issues that can be considered 
here. The time delay between Service and EOI is re­
ferred here. This timing and its relevance to edge/level 
triggered interrupt is discussed as follows: In the case of 
edge triggered interrupts, for each edge one Interrupt 
message is sent by I/O unit to local unit over Icc bus 
whereas for level triggered interrupts there are two in­
terrupt messages sent, one during assertion of level in­
terrupt, and another during deassertion of level inter­
rupt. In edge triggered interrupts, since the deassertion 
of interrupt does not result in any interrupt message, 
there are not many issues with the timing delay be­
tween Service and EOI, even though in general delay­
ing EOI means interrupts from the same interrupt 
source are kept pending from interrupting CPU. In lev­
el triggered interrupts after service the I/O device 
starts deasserting its interrupt request. This results in 
an interrupt message to clear IRR bit in the local unit. 
This may take some time because the minimum possi­
ble time in Icc bus is 2.3 f.ts (10 MHz ICC clock as­
sumed). If the Icc bus is occupied by some other mes­
sages already then this IRR clearing message has to 
wait to get its turn which means additional delay. If 
EOI is issued before this happens then ISR gets cleared 
and IRR for this "done interrupt" is still alive to erro­
neously set ISR again. This will result in another inter­
rupt. So "Early Servicing" is advisable in level triggered 
interrupts. 

DOS Environment 

In the DOS environment the initialization portion is the 
only routine to be coded since the 82489DX acts as a 
virtual wire once initialized and needs no more pro­
gramming. Since it is uniprocessor environment there is 
no need for synchronization. 

The interrupt from 8259 is programmed as type 
ExtINTA and other redirection table entries are not 
accessed since their masks are set by reset and hence 
disabled. 
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In the Interrupt service routine, since EOI is not need­
ed for ExtINT A type of interrupts, no programming is 
needed for 82489DX. Since ExtINTA type of inter­
rupts do not have any relationship to task priority, Spl 
routines do not apply for DOS configurations. 

Transition from 8259 to 82489DX 

Typically, platforms with 82489DX will support 
82489DX in virtual wire mode. The BIOS in the 
EPROM will program the 82489DX in "Virtual Wire" 
mode. Typically systems boot DOS and then the 32 bit 
high performance OS is given control. There are also 
situations where after BIOS code is executed the high 
performance OS is given control. In both the situations, 
the 8259 will be operational during the DOS or BIOS 
portion of the code and interrupts will be flowing in the 
system. When the high performance OS is given con­
trol, it may want to disable the interrupt during initiali­
zation. This will involve disabling 8259. After disabling 
8259, the 32 bit OS initializes and then it may want to 
enable interrupt mechanism which involves enabling 
82489DX. The sequence we are encountering here is 
8259 (and one input of 82489DX enabled in 
"ExtINTA" mode) enabled, 8259 disabled and then 
82489DX enabled. When 82489DX is enabled in 32 bit 
OS all the interrupt inputs are enabled as opposed to 
the only one interrupt enabled in "Virtual Wire" mode. 
The additional difference is that 82489DX is no more a 
"virtual wire" but it is functioning as an interrupt con­
troller. 

In the above situation, consider the following scenario. 
The 82489DX is functioning as "virtual wire" and 
passing the 8259 interrupts as "ExtINT A" mode to the 
local unit. When interrupt mechanism is disabled by 
CLI (Clear interrupt) or masking the 8259 interrupt, 
there may be a possibility that already 8259 originated 
interrupt may be pending at the local unit asserting 
interrupt to the CPU. Now since the CPU has executed 
CLI, the interrupt is not serviced and the interrupt is 
kept pending. It should be noted that the pending inter­
rupt is of type "ExtINTA". After this, 32 bit OS gets 
loaded which configures 82489DX redirection tables 
and interrupt is enabled. Now the "old pending" inter­
rupt is delivered and since it is "ExtINT A" the external 
hardware will typically pass the interrupt acknowledge 
cycle to 8259. But at this point of time 8259 has been 
masked by 32 bit OS. Hence the "masked" 8259 re­
sponds with IR7 vector. So the 32 bit OS should reserve 
IR7 vector for both master and slave 8259 for "empty­
ing" the old pending interrupt since the "Virtual Wire" 
remembers the previous interrupt. 

Sequence of Enabling: In the case of enabling interrupt 
controllers in "ExtINT A" mode the 82489DX should 
be enabled before the 8259 interrupt Controller is en­
abled. This is because ExtINT A is "edge triggered" and 
if 8259 is enabled before 82489DX, 8259 might have 
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given an interrupt request by activating its interrupt 
output while 82489DX is still not enabled. When 
82489DX is enabled the interrupt input has a high level 
and 82489DX had no chance of capturing the low to 
high edge of 8259. 

Spurious Interrupt Service Routine 

It is advisable not to share spurious interrupt vector 
with any genuine interrupt source. This section assumes 
that spurious interrupt vector is not shared with any 
other interrupt. 

82489DX does not set ISR in response to spurious in­
terrupt, NMI type of interrupt, Reset type of interrupt 
and ExtINTA type of interrupts. For all these inter­
rupts EOI should not be issued. 

Some systems have a variable count in the supervisor 
data structure to count number of spurious interrupts 
raised in the system. This can be used to study the 
reliability and "noise level" of the system. But in 
82489DX architecture, spurious interrupt can occur 
even by a dynamic write to task priority register, fre­
quency of spurious interrupt does not mean anything 
related to "noise level". 

Return from interrupt 

Spl(x) Routines 

The processor handles the I/O system through device 
driver interface. The device driver consists of two en­
tries to access the I/O system: I) Call entry and 2) 

Typical usage of these routines 

Interrupt entry. The interrupt entry is the one that we 
have been discussing for a while, i.e., interrupt service 
routine. The Call entry is the way the I/O system is 
accessed to initiate and service devices. The call entry 
has its own task priority and interrupt entry has the 
priority that is associated with the device interrupt lev­
el. The call entry and interrupt entry processes have 
I/O data structure like linked list, buffer pointers in 
common which they share. Mutual exclusion is needed 
to ensure the integrity of I/O system. 

To ensure the mutual exclusion between these two pro­
cesses running in the same processor, Spl(x) routine is 
used. The call entry routine (which is normally at a 
lower priority than the interrupt entry routine) calls 
Spl(x) routine to elevate its own priority above (or 
equal to) that of the corresponding device's interrupt 
priority. At this priority the interrupts from the device 
are masked out and the shared data structures can be 
accessed (exclusively). 

Once this is done the priority is restored back to origi­
nal value so that other interrupts won't suffer for rela­
tively long time. 

SplO is used to save the current task priority and Spl(x) 
is used to elevate the task priority. 

Spl() 

Spl(x) 

Read and return the 82489DX 
local unit task priority register 

Write x to task priority register to raise priority to x 

y = spl () 
spl (x) 

IISave the current task priority register value II 
//Raise the task priority value /I 

spl(y) 
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II Access the~shared data structure 
II Restore the task priority register 

/I 
/I 



PCIClK 

FRAME# 

IRDY# 

DEVSEl# [Asserted by PCEB] 

STOP# [Asserted by PCEB] 

(in general Retry indicator) 

\ ___ ----Jr-
'\...-----11 

Case 1) Any INTA# Cycle Buffer Management and Retry 

PCI 
ClK 

FRAME#~ 

IRDY# ,'-__ _ 
Absence of Retry 

Event 
DEVSEl# (824890X log.c Onves.t after wailing for ____________ ....... __ 

absence of Retry Event, fOf example, 
SlOp# s.gn from peEB) I 
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TRDY# (824890X log.c 
Drives it to complete the cycle) 

Ih r­
"L-J 

IROY# 

OEVSEL# (PCEB 
After wailing for 

"extemal" OEVSEL#) 

TROY# (PCEB 
completes the cycle) 

Case 2) Interrupt Acknowledge Cycle 
Source of the Interrupt and Vector is 82489DX 

\~--------------
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Case 3) Interrupt Acknowledge Cycle 
Source of the Interrupt and Vector Is ESC 8259 
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DEVSEL# 
STOP# 

PCI BUS 

82489DX 
PCI 

Interface 
logic 
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82489DX-PCllnterface 

82489DX AND PCI-EISA BRIDGE 
INTEROPERABILITY 

82489DX gives performance benefits in multithreaded 
operating systems. Thus in both uniprocessor and mul­
tiprocessor systems 82489DX enhances the system level 
performance. This is because of its ~dvantage in task 
priority management. Intel's PClset EISA bridge com­
ponent PCEB (B-stepping onwards) can interoperate 
with 82489DX. In this section, we will go over the 
"hook" provided by PCEB to connect 82489DX in a 
PCI system with some external glue logic. 

From the Interrupt acknowledge timings of PCEB (B­
stepping onwards) it can be inferred that whenever the 
internal data buffers are empty, on an interrupt ac­
knowledge cycle, PCEB waits one clock cycle so that 
PCI interface logic for 82489DX can activate 
DEVSEL#. But, if the internal data buffers are not 
empty, then PCEB drives STOP# to retry the INTA 
cycle so that it can flush the buffers. 

If DEVSEL# is seen active and if the PCEB's internal 
data buffers are empty, then PCEB allows 82489DX to 
own the INT A cycle. Thus, the external 82489DX glue 
logic, on an INTA cycle, should first sample STOP #. 
If STOP # is driven, then the glue logic should ignore 
the cycle. Because PCEB has some data in the buffers it 
wants to flush them before INT A cycle is run. So, the 
82489DX glue logic should not start the cycle to 
82489DX. If STOP# is not active and if the 
"ExtINTA" pin from 82489DX is inactive (to indicate 
that the cycle is for 82489DX) then it should drive 
DEVSEL# immediately to own the INTA cycle. At 
the same time it can start the cycle to 82489DX. It 
should be noted that 82489DX needs two INT A cycles 
whereas PCI bus has only one INT A cycle. So, the 
external logic is responsible for splitting one PCI INTA 
cycle into two 82489DX INT A cycles back to back but 
pass only one READY to the system. 
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During INT A cycle on PCI bus if "ExtINT A" pin is 
active (to indicate that it is 8259 INTA cycle), then the 
82489DX glue logic should not drive DEVSEL#. Thus 
by finding DEVSEL# inactive, the PCEB will respond 
to the INT A cycle. 

Thus with minimal external glue logic, it is possible to 
design an APIC based PCI system. Since PCI local bus 
will improve the I/O performance of the system, APIC 
will enhance the improvement of the overall system 
performance in a multithreaded environment. 

HARDWARE DESIGN 
CONSIDERATIONS 

Design Consideration 0 

Any edge triggered interrupt creating an active edge 
while the interrupt is masked at 82489DX is lost. The 
82489DX samples the edge triggered interrupt input 
only when it is unmasked. If an edge occurs while the 
interrupt is masked, that interrupt is lost. The software 
should always unmask the interrupt at 82489DX and 
then enable at the device. By this, it is made sure that 
82489DX will have a chance to find the active going 
edge. 

Design Consideration 1 

Description: The following design consideration has to 
be taken care of when using ISP (82357) as external 
interrupt controller. 82489DX allows connecting exter­
nal 8259 type interrupt controller at one of its inputs. 
The mode associated with the interrupt input which has 
8259 connected to it is called ExtINTA mode. 
82489DX allows only EDGE TRIGGERED program-



ming option for ExtlNT A mode. But in the case of 
82357, the INT output from ISP stays high in case 
more than one interrupt is pending at its inputs. It does 
not always inactivate its INT output after INTA cycle. 
This will lead to a situation where ISP keeps the inter­
rupt at high level continously and waits for INT A cy­
cle. But since 82489DX expects an edge for interrupt 
sensing (for ExtINTA interrupts) it does not pass the 
interrupt to CPU and further interrupts are lost. So 
External circuitry should monitor the end of SECOND 
CYCLE of INTA cycle and force an inactive state at 
82489DX's input. This can be done by ANDing ISP's 
output with a forced brief low going pulse at the end of 
second INT A cycle. This will generate an edge for each 
interrupt at 82489DX's input. For more refined edge 
generating logic, refer to data book, Order Number 
290446. 

Design Consideration 2 

Description: The following design consideration has to 
be taken care of when using 82489DX in EISA systems. 
EISA ISP(82357) chip integrates 8259A. It additionally 
allows sharing of interrupts. To facilitate this sharing it 
has a programmable register, ELCR (Edge / Level trig­
ger control register) by which certain interrupt inputs 
can be programmed as edge (low to high except for 
RTC) or level (the level is active low). The determina­
tion of edge or level is done during initial configuration 
of EISA system by reading EISA add in boards from 
the interrupt description data structures. The solution 

DO 

Dl 

D2 

D3 

D4 

D5 

D6 

D7 

D8 

D9 

Dl0 
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is to have programmable logic at the interrupt inputs so 
that 82489DX is compatible with EISA ISP. This will 
introduce one more register and logic to support this. 
This should be an II bit programmable register and an 
array of ExOR logic (12 ExOR gates or equivalent 
PLD). The ISP allows programmability of the follow­
ing interrupts. It is highly recommended to use the 
same address ofELCR (and also bit definitions) for this 
polarity register, if possible, so that when ELCR is 
written this register will also be written. By this there is 
no separate programming needed for this polarity regis­
ter. This will help to maintain compatibility with future 
APIC implementations which may use the existing 
ELCR register itself for polarity control. This is true 
for integrated APIC. 

INT3 INT4 INTS INT6 INT7 INT9 INTlO INTH 
INTl2 INTl4 INTlS. In addition to the above II in­
terrupts, it fixes INT8 to be active low edge triggered 
interrupt. INT8 is the only case where it is active low 
edge triggered type. So the following logic can be used 
to add programmability in 82489DX based EISA sys­
tem. Before connecting these II interrupt lines directly 
(#INT8 which is from Real Time Clock is always ac­
tive low edge triggered. # INT8 can be passed through 
an inverter since there is no need for programmability) 
to the 82489DX they should pass through an array of 
II Ex_OR gates. One input of Ex_OR gate connects 
to the corresponding INT pin and other input connects 
to a bit of programmable register. The output of 
Ex_OR gate is connected to 82489DX. The idea of 
Ell-OR is to use as a controlled inverter. 

INTlN4 

INTlN6 

INTlN9 

INTIN 11 

INTIN 14 
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INTIN are the interrupt inputs to the 82489DX and 
INT are the system interrupt. The Ex_OR gating reg­
ister is programmed after EISA configuration is found 
from add in boards as how these interrupt lines are 
going to be used in that particular configuration. If a 
particular input is edge triggered, then the correspond­
ing bit in the register is written with o. If a particular 
input is level triggered, then the corresponding bit in 
the register is written with 1. 

Design Consideration 3 

ICC bus drive is an open drain bus with drive capacity 
of 4 mA only. Since data is transmitted at each IcC 
clock, the "charging" of ICC bus should be fast enough 
to ensure proper logic level at each clock edge. The Icc 
bus needs pull up resistors since it is open drain bus. 
Since the drive is only 4 mA, the pull up resistor value 
can not be less than 5V /4mA. This being the limit of 
the resistor value, the length and the characteristics of 
the Icc trace forces a capacitance value. Both the resis­
tor and capacitance brings a RC time constant to the 
Icc bus waveform. So, Electrical consideration has to 
be given to and practice of controlled impedence should 
be exercised for layout of the Icc bus. The length of the 
trace should be kept as minimum as possible. If the 
length of the IcC bus can't be kept less, than say 6 inch, 
because of mechanical design of the system, the exter­
nalline drivers should be added to Icc bus and Icc bus 
should be simulated with the added driver characteris­
tics. 

Rl 

MBO I---I-----J 
82489DX 

R2 

MBI I------------------------J 
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NOTE: 
R1 can be typically 1K. 
R2 is designed from the simulation results. 

Design Consideration 4 

This is related to ADS#, BGT# and CS# timings. 
For bus cycles not intended for 82489DX, (CS# = I 
where 82489DX is supposed to sample it), any change 
in CS # line while the ADS # is still active, may errone­
ously cause a RDY # returned from 82489DX. Ano­
molous behavior may result if for BGT # ties low cases 

a) BGT# goes away just one clock after ADS# or 

b) ADS# is still active, and CS# changes during this 
period. 
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For other cases anomolous behavior results if CS# 
changes when ADS# is still active. The following con­
siderations are important from timing point of view. 
Always limit the pulse width of 82489DX ADS# to 
one CLKIN. Also avoid changing levels on BGT#/ 
CS# line, when ADS# is active for cases being identi­
fied as BGT# tied low (BGT# sampled low when 
ADS# goes active). Also avoid changing levels on 
CS# line when BGT# is active. 

REGISTER PROGRAMMING DETAILS 

3 
1 

1/0 Window Register 

(Addr[9:4] = 01 hex) o 
o 
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Data access to the register selected by I/O register se­
lect Register. 

3 
1 

1/0 Unit 10 Register 
2 2 
4 3 

Must Be Zero 

o 
o 
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For example, for a Unit ID of OA hex, the I/O unit ID 
register should be written with OAOO 0000. 

3 

1/0 Register Select Register 

(Addr[9:4] = 00 hex) 

Must Be Zero 

o 0 
8 7 

I/O Register Select 

o 
o 
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1/0 Register 
Register Selected 

Select 

00 hex 110 Unit ID Register 
01 hex 110 Unit Version Register 
10 hex Redirection Table[O) (31 :0) 

11 hex Redirection Table[O) (63:32) 
12 hex Redirection Table[1) (31 :0) 
13 hex Redirection Table[1) (63:32) 
14 hex Redirection Table[2) (31 :0) 
15 hex Redirection Table[2) (63:32) 

• • 
• • 

1E hex Redirection Table[?) (31 :0) 
1F hex Redirection Table[?) (63:32) 
20 hex Redirection Table [8) (31 :0) 
21 hex Redirection Table[8) (63:32) 

• • 
• • 

2E hex Redirection Table[15) (31:0) 
2F hex Redirection Table[15) (63:32) 

1/0 Unit Version Register 
3 2 2 1 1 o 0 0 
1 4 3 6 5 8 7 0 

10000000010000 1111100000000l I .. .. 
Max. Redlr Entry Version: 

Indlcat •• version no. 

Must Be Zero Must Be Zero 
292116-7 
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I/O Unit Version Register is read only register. It reads 
as OOOF OOXX where XX is version. 

Max.Redir Entry: This is equal to the number of inter­
rupt input pins minus 1 of this I/O unit. Read as 15 in 
82489DX. 

Version: The version number that identifies this ver­
sion. 

6 
3 

Redirection Table[x) (63:32) 
5 
6 

3 
2 

292116-8 

Destination: If the destination mode of this entry is 
"Physical Mode", then the 8 MSB (bits 56 through 63) 
contain an 82489DX local unit ID. 

If logical mode, then all the 32 bits (bits 63 through 32) 
of the Destination field potentially defines a set of proc­
essors. 

NOTE: 
The same format holds good for Redirection Tables 0 
to 15 (x = 0 to 15) for bits 63 to 32. 

If the destination is to a local unit with ID, say, 05 in 
physical mode, then the redirection table [63:32) 
should be programmed as hex 0500 0000. 

Redirection Table [63:32) should be programmed first 
before programming Redirection Table [31:0). 

Redirection Table [x) [31:0) 
3 

000000000000000 

1 
7 6 

1 
5 4 3 

1 
2 

1 
o 

o 0 
8 7 

o 
o 

292116-9 
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Bits [31:17]: Reserved. Should be written O. 

Bit 16: MASK 
o - Not masked 
I-Masked 

Bit [15]: TRIGGER MODE 
o - Edge Triggered 
I - Level Triggered 

Bit 14: Remote IRR Status (Read only) 
o - Remote IRR is clear 
1 - Remote IRR is set 

Bit [13]: Reserved. Should be written O. 

Bit 12: Delivery Status (Read only) 
o -Idle 
1 - Send Pending 

Bit [11]: Destination Mode 
o -Physical 
I-Logical 

Bits [10:8] Delivery Mode 
000: Fixed 
001: Lowest Priority 
100: NMI 
101: Reset 
111: ExtINTA 

Bits [7:0]Yector 
Vector for this interrupt 

Local Unit 10 Register: (Addr (9:4) = hex 02) 
2 2 
4 3 

,0 
o 

292116-10 

For example, for a local Unit ID of OA hex, the local 
unit ID register should be written with OAOO 0000. 

2-1290, 

Local Unit Version Register 
(Addr (9:4) = hex 03) 

o 0 
8 7 

I xxxxxxxxxxxxxxx ...... xxxx I 
I I 

Reserved 

292116-11 

Local Unit Version Register is read only register, It 
reads as 0000 OOYY where YY is version number. 

Bits [7:0] Version: The version number that identifies 
this version. 

Task Priority Register (Addr (9:4) = hex 08) 
00 
8 7 

1000000000000000000000000 I 
~ 

I 
~ 

Must Be Zero T •• II: Prlorlt, 
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Bits [0:7] Task Priority: Should be written with task 
priority. 

End Of Interrupt (EOI) Register 
(Addr (9:4) = hex DB) 

I xxxxxxxxxxxxxxxxx ......... xxxxxxx I 
292116-13 

Bits [31:0]: Data written to EOI is don't care, 

Before returning from the interrupt handler, software 
must issue an End-Of-Interrupt (EOI) command to the 
82489DX local unit. For NMI and ExtINTA and Spu­
rious interrupts EOI SHOULD NOT be issued. 

Remote Read Register: (Addr (9:4) = hex DC) 

I Data Read from Remote local unit 

292116-14 

The data read from remote local unit is latched in Re­
mote Read Register. The software should qualify this 
data with "Remote Read Status bit" in the ICR regis­
ter. 

Interrupt Status Register USR]: 
Register Address [9:4] 

ISR[31:0] hex 10 
ISR[63:32] hex 11 
ISR[95:64] hex 12 
ISR[127:96] hex 13 
ISR[159:128] hex 14 
ISR[191:160] hex 15· 
ISR[223:192] hex 16 
ISR[255:224] hex 17 

292116-15 



Interrupt Status Register is read only. It marks the in­
terrupts that have been delivered to the processor and 
waiting for EOI. 

Spurious Vector Register: (Addr (9:4) = hex OF) 
000 0 
987 0 

Spurious Interrupt Vector 

292116-16 

Bits [31:09]: Reserved bits. Must be zero. 

. Bit 8: Unit Enable: When this bit is 0, the local unit is 
disabled with regard to transmit and responding mes­
sages on IcC bus. It only responds to messages with 
delivery mode set to "Reset". Reading a 0 at this bit 
indicates that the unit is disabled. When a I is written 
to the bit, the local unit is enabled for both transmitting 
and receiving messages. Once enabled, it should not be 
disabled by software. Only further resets can take the 
unit into disabled condition. 

Bits [7:0] Spurious Interrupt Vector: For future com­
patibility, the bits [3:0] should be written with 1111. A 
spurious interrupt service routine should be existing in 
the address corresponding to the spurious interrupt 
vector. 

Destination Format Register 
(Addr (9:4) = hex DE) 

3 0 
1 0 

11'1"""""""""""""",1 
292116-17 

The destination format register enables logical address­
ing by specifying the bit map in logical destination reg­
ister. For future compatibility, all the 32 bits of Desti­
nation Format Register should be 1. 

3 
1 

Logical Destination Register (LOR) 
(Addr (9:4) = hex 00) 

2 2 
4 3 

o 
o 

292116-18 
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Each local unit can be addressed either physically using 
physical ID or logically using logical destination regis­
ter. In physical addressing, either only one local unit 
can be addressed at a time or broadcast to all local units 
can be done. In logical addressing, a group of local 
units can be addressed through bit mapping in destina­
tion addressing and the logical destination register. 

For future compatibility, bits [0:23] of the logical desti­
nation register and bits [0:23] of the destination ad­
dress in the message should be zero. Bits 24 through 31 
of destination information in the interrupt message re­
ceived are interpreted as decoded field. This field is 
compared against the logical destination register of the 
local unit. If there is a bit match (i.e., at least one of the 
corresponding pair of bits of the destination field and 
LDR match) that unit is selected for interrupt delivery. 
Each bit position in the destination field corresponds to 
an individual Local unit. This scheme allows the speci­
fication of arbitrary groups of local units by setting the 
member's bits to 1, but allows a maximum of 8 local 
units in a system since only bits 24 through 31 (of the 
Logical Destination Register and logical destination ad­
dress in interrupt message) are used. Broadcast to all is 
achieved by setting all 8 bits of destination to ones. This 
selects all local units in the system. 

In a very large multiprocessor system where future 
compatibility is not a main problem, all the 32 bits of 
the Logical Destination Register and all the 32 bits of 
the destination address in the interrupt message can be 
used as a bit map to address the processors. When mes­
sage addresses the destination using logical addressing 
scheme, the local unit compares the logical address in 
the interrupt message with its own logical Destination 
Register. Thus it is possible to support 32 processors in 
logical addressing mode. 

Trigger Mode Register [TMR]: 
Register Address [9:4] 

TMR[31:0] hex 18 
TMR[63:32] hex 19 
TMR[95:64] hex 1A 
TMR [127:96] hex 1 B 
TMR[159:128] hex 1C 
TMR[191:160] hex 10 
TMR[223:192] hex 1E 
TMR[255:224] hex 1 F 

3 0 
o 

292116-19 
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If a bit corresponding to an interrpt vector number is 0, 
then it is assumed as edge triggered interrupt. For edge 
triggered interrupt, the corresponding IRR bit is auto­
matically cleared when interrupt service starts. If 1 
(level triggered) this is not the case. Instead, the source 
82489DX (source I/O unit or Source Local Unit) must 
explicitly request the IRR bit be cleared (upon deassert 
of the interrupt input pin or upon sending an appropri­
ate interprocessor interrupt). Upon acceptance of inter­
rupt, the TMR bit is cleared for edge triggered inter­
rupts and set for level triggered interrupts. This infor­
mation was carried in the accepted interrupt message. 
The source 82489DX I/O unit also tracks the state of 
the destination unit's IRR bit (Remote IRR bit in the 
redirection table). When a level triggered interrupt in­
put is deasserted, the source 82489DX I/O unit detects 
the discrepancy between the input pin state and the 
Remote IRR, and automatically sends a message telling 
destination 82489DX to clear IRR for the interrupt. 

Interrupt Request Register [IRR]: 
Register Address [9:4] 

IRR[31:0] hex 20 
IRR[63:32] hex 21 
IRR[95:64] hex 22 
IRR[127:96] hex 23 
IRR[159:128] hex 24 
IRR[191:160] hex 25 
IRR[223:192] hex 26 
IRR[255:224] hex 27 

3 0 
1 0 

292116-20 

It contains the active interrupt requests that have been 
accepted, but not yet dispensed by this 82489DX local 
unit. A bit in IRR is set when 82489DX local unit 
accepts the interrupt. When TMR is 0, it is cleared 
when the interrupt is serviced; when TMR is 1, it is 
cleared when the 82489DX local unit receives a mes­
sage to clear it. 

Interrupt Command Register [31:0] (Addr [9:4] = 30 hex) 
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Bits [31:20): Reserved. Should be written O. 

Bits [19:18): Destination Shorthand. This field indi­
cates whether a shorthand notation is used to specify 
the destination of the interrupt and if so, which short­
hand is used. Destination shorthands do not use the 32-
bit Destination field, and can be sent by software with a 
single 32-bit write to the 82489DX's interrupt com­
mand register. Shorthands are defined for the following 
cases: Software self interrupt, interrupt to all processors 
in the system including the sender, interrupts to all 
processors in the system excluding the sender. 

00: (dest field) means that no shorthand is used. The 
destination is specified in the 32-bit Destination 
field in the second word (bits 32 to 63) of the inter­
rupt control register. 

01: (selO means that the current local unit is the single 
destination of the interrupt. This is useful for soft­
ware interrupts. The destination field in the inter­
rupt command register is ignored. RESET assert 
Delivery mode should not be used with self desti­
nation. Only FIXED delivery mode should be used 
with SELF. 

10: (all incl. selO means that the interrupt is to be sent 
to "all" processors in the system including the 
processor sending the interrupt. The 82489DX will 
broadcast a message with destination unit ID field 
set to all ones. RESET assert Delivery mode 
should not be used with "all inel. self' destination. 

11: (all exc!. selO means that the interrupt is to be sent 
to all processors in the system excluding the proc­
essor sending the interrupt. The 82489DX will 
broadcast a message with destination unit ID field 
set to all ones. 

Bits [17:16): Remote Read Status. This field indicates 
the status of the data contained in the Remote Read 
register. This field is read only to software. Whenever 
software writes to the interrupt command register using 
Delivery mode "Remote Read" the Remote Read 
Status becomes "in progress" (waiting for the remote 
data to arrive). The remote 82489DX local unit is ex­
pected to respond in a fixed amount of time. If the 
remote 82489DX local unit is unable to do so, then the 
remote read status becomes "invalid". If successful, the 
Remote Read status resolves to "Valid". Software 
should poll this field to determine completion and suc­
cess of the Remote Read command. 

00: (invalid): The content of the Remote Read register 
is invalid. This is the case when after a Remote 
Read command is issued and the remote 82489DX 
Local unit was unable to deliver the Register con­
tent in time. 

01: (in progress): a remote read command has been is­
sued and this 82489DX is waiting for the data to 
arrive from remote 82489DX local unit 

AP-388 

10: (valid): the most recent Remote Read command 
has completed and the remote read register content 
is valid. 

11: reserved. 

Bit [15): TRIGGER MODE 

o - Edge Triggered 

I - Level Triggered 

Software should use this bit in conjunction with level 
AssertiDeassert to generate interrupts that behave as 
edges or levels. For future compatibility, send ICR 
messages only in edge triggered mode. 

Bit (14): LEVEL. Software should use this bit in con­
junction with the Trigger mode bit when issuing an 
inter-processor interrupt to simulate assertion/deasser­
tion of level sensitive interrupts. 

To assert: Trigger mode I and Level 1. 

To deassert: Trigger mode = I and Level o. 

For example, a message with Delivery mode of "Re­
set", a trigger mode of "Level", and Level bit of 0 deas­
serts reset to the processor of the addressed 82489DX 
Local unit(s). As a side effect, this will also cause all 
82489DX to reset their Arbitration ID to their unit ID. 
(The Arb ID is used for tie breaking in lowest priority 
arbitration.) For future compatibility, only edge trig­
gering should be used in ICR. 

Bit (13): Reserved. Should be written O. 

Bit (12): Delivery Status (Read only) 

o -Idle 

I - Send pending 

Delivery status is software read-only. Software can read 
to find out if the current interrupt has been sent, and 
the Interrupt command register is available to send the 
next interrupt. If the interrupt command register is ov­
erwritten before the Delivery status is "idle", then the 
destiny of that interrupt is undefined; the interrupt may 
have been lost. 

Bit (11): Destination Mode 

o -Physical 

I-Logical 

In physical mode, a destination 82489DX is identified 
by its Local Unit ID. Bits 56 through 63 (8 MSB of the 
destination field) specify the 8-bit 82489DX Local unit 
lD. 
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In logical mode, destinations are identified by matching 
on Logical Destination under the control of the Desti­
nation Format Register in each Local 82489DX. The 
32-bit Destination field is the logical destination. For 
future compatibility, use only bits [31:24] of the logical 
destination address. Bits [23:0] should be zero. 

Bits [10:8]: Delivery Mode 

000: (Fixed) means deliver the signal on the INT pin of 
all processors listed in the destination. Trigger 
mode for "fixed" Delivery Mode can be edge or 
level. 

001: (Lowest Priority) means deliver the signal on the 
INT pin of the processor that is executing at the 
lowest priority among all the proc::essors listed in 
the specified destination; Trigger mode for "low­
est priority" Delivery mode can be edge or level. 

011: (Remote Read) is a request to a remote 82489DX 
local unit to send the value of one of its registers 
over the Icc bus. The register is selected by pro­
viding its address in the vector field. The register 
value is latched by the requesting 82489DX and 
stored in the Remote Register where it can be 
read by the local processor. A Delivery Mode of 
"Remote Read" requires an "Edge" Triggered 
mode. 

100: (NMI) means deliver the signal on the NMI pin 
of all processors listed in the destination. Vector 
information is ignored. A delivery mode equal to 
"NMI" requires a "LEVEL" Trigger mode. 

101: (Reset) means deliver the signal to all processors 
listed in the destination by asserting/deasserting 
the 82489DX local unit's PRST output pin. All 
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addressed 82489DX local units will assume their 
reset state but preserve their ID. One side effect of 
a message with Delivery mode equal to "Reset" 
that results in a deassert of reset is that all Local 
Units (whether listed in the destination or not) 
will reset their lowest-priority tie breaker arbitra­
tion ID to their Local unit ID. A delivery mode of 
"Reset" requires a "level" Trigger mode. "Reset" 
should not be used with "Self' or "all incl.Self' 
Shorthand mode since it will leave the system in 
non-recoverable reset state. If "RESET" is used 
with "all exc.Self' mode, software should make 
sure that only one CPU executes this instruction 
in an MP system. 

Delivery mode options 010,110,111 aie Intel reserved. 
They should not be used. 

Bits [7:0] Vector. The v~ctor identifies the interrupt 
being sent. If the Delivery mode is "Remote Read", 
then the Vector field contains the address of the register 
to be read in the remote 82489DX's Local unit. 

NOTE: 
In cases where Destination field in Interrupt Com­
mand Register [63:32] is used, Interrupt Command 
Register [31:0] should be programmed only AFTER 
programming Interrupt Command Register [63:32], 
since writing to [31 :0] will start sending the message. 

The following are the control words for interrupt com­
mand register [31:0] for different modes. The interrupt 
vector, for example, is illustrated with AA hex. In the 
remote Read request command RR in the vector field 
specify address of the register to be read. The XX in the 
vector field means the vector is don't care. 



CONTROL WORD 

Fixed INT, Edge triggered int, dest. field specified 

PHYSICAL 
Destination Mode 

AP-388 

LOGICAL 
Destination Mode 

Lowest priority INT, Edge trigg. int, dest. field specified 
Remote Read (only Edge Triggered), dest. field specified 
NMI (Only Level) Level ASSERT, dest. field specified 

0000 OOAA hex 
0000 01AA hex 
0000 03RR hex 
0000 e4XX hex 
0000 84XX hex 
0000 e5XX hex 
0000 85XX hex 

0000 08AA hex 
0000 09AA hex 

NOT SUPPORTED 
0000 eexx hex 
0000 8eXX hex 
0000 eDXX hex 
0000 8DXX hex 

NMI (Only Level) Level DEASSERT, dest. field specified 
Reset (Only Level) Level ASSERT, dest. field specified 
Reset (Only Level) Level DEASSERT, dest. field specified 

Fixed INT, Edge triggered int, Self 
Fixed INT, Edge trigg. int, All inclusive Self 
Lowest priority INT, Edge trigg. int, All inclusive Self 
NMI, Level ASSERT, All inclusive Self 
NMI, Level DEASSERT, All inclusive Self 
Reset, Level DEASSERT, All inclusive Self 

Fixed INT, Edge trigg. int, All exclusive self 
Lowest priority INT, Edge trigg. int, All exclusive self 
NMI, Level ASSERT, All exclusive Self 
NMI, Level DEASSERT, All exclusive Self 
Reset, Level ASSERT, All exclusive Self 
Reset, Level DEASSERT, All exclusive Self 

Interrupt Command Register [63:32] 
(Addr [9:4] = 31 hex) 

Bits [63:32] 
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0004 OOAA hex 
0008 OOAA hex 
0008 01AA hex 
0008 C4XX hex 
0008 84XX hex 
0008 85XX hex 

oooe OOAA hex 
oooe 01AA hex 
oooe e4XX hex 
oooe 84XX hex 
oooe e5XX hex 
oooe 85XX hex 

Bits [63:32] Destination 

0004 08AA hex 
0008 08AA hex 
0008 09AA hex 
0008 eexx hex 
0008 8eXX hex 
0008 8DXX hex 

oooe 08AA hex 
oooe 09AA hex 
oooe eexx hex 
oooe 8eXX hex 
oooe eDXX hex 
oooe 8DXX hex 

This field is only used when the Destination Shorthand 
field is set to "Destination Field". If Destination field is 
physical mode, then the 8 MSB contain an Destination 
Unit ID. If logical mode, the full 32-bit Destination 
field contains the logical address. This register should 
be programmed for proper destination before program­
ming Interrupt Command Register [31:0]. If the desti­
nation to a local unit with ID, say, 05 in physical mode, 
then the Interrupt Command Register [63:32] should 
be programmed as hex 0500 0000. 
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local Timer Vector Table (Addr [9:4] = 32 hex) 
3 
1 

2 1 1 1 1 
o 9 8 7 6 

0000 ...... 00000 

Timer Base +----' 
Timer Mode +------' 

Bits [31:20] Reserved. Should be written Zero. 

1 
5 

Bits [19:18] Timer Base: This field selects the time base 
input to be used by timer. 

00: (Base 0): Uses "CLKIN" as input. 

01: (Base 1): Uses "TMBASE". 

10: (Base 2): Uses the output of the divider (Base 2). 

Bit 17: Timer Mode: This field indicates the operation 
mod« of timer. 

0- ONE- SHOT; 

I-PERIODIC 

In ONE-SHOT, the current count register remains at 
Zero after the timer reaches zero and software needs to 
reassign the timer's initial count register to rearm the 
timer. 

In PERIODIC mode, when the timer reaches zero, the 
Current Count Register is automatically reloaded with 
the value in the initial Count Register, and the timer 
counts down again. 

Bit 16: Mask: This bit serves to mask timer interrupt 
generation. 

o - Not masked; 

I-Masked. 

1 1 
3 2 

o 0 0 0 

o 0 
8 7 

Timer Interrupt Vector 

o 
o 
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Bits [15:13] Reserved. Should be written Zero. 

Bit [12] Delivery Status: Delivery status indicates the 
current status of the delivery status of this interrupt. 

o - IDLE means that there is currently no activity 
for this interrupt. 

1 - SEND PENDING indicates that the interrupt 
has been injected, but its delivery is temporarily 
held up by other recently injected interrupts 
that are in the process of being delivered; Deliv­
ery status is software read only. 

Bits [11:8] Reserved. Should be written Zero. 

Bits [7:0] Timer Interrupt vector: This is the 8-bit in­
terrupt vector to be used when timer generates an inter­
rupt. 

NOTE: 
TIMER interrupts are always treated as EDGE trig­
gered interrupts. 

The following is the control word for various modes to 
be used in Local Timer Vector Table. For illustration 
purpose, the interrupt vector for Timer is shown as AA 
hex. 

Control Word 
ClKIN Input TMBASE Input Divider Input 

(Base 0) (Base 1) (Base 2) 

PERIODIC timer, MASK cleared 0002 OOAA hex 0006 OOAA hex OOOA OOAA hex 
PERIODIC timer, MASK set 0003 OOAA hex 0007 OOAA hex 0008 OOAA hex 

ONE SHOT timer, MASK cleared 0000 OOAA hex 0004 OOAA hex 0008 OOAA hex 
ONE SHOT timer, MASK set 0001 OOAA hex 0005 OOAA hex 0009 OOAA hex 
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Local Interrupt Vector Table Registers 0,1 
3 
1 

1 
7 

0000 •.....•....•....... 00000 

1 
6 

Mask .-______ ....1 

Trigger mode .... ------1 

1 
4 

Remote IRR 

Register 
Local IntO Vector table register 
Locallnt1 Vector table register 

Address [9:4) 
35 hex 
36 hex 

The same format applies to both Local IntO and Local 
Int 1 registers. 

Bits [31:17): Reserved: Must be Zero. 

Bit 16: MASK: 

o - enables interrupt by clearing mask 

1 - masks the interrupt. 

Bit 15: Trigger mode: 

o - Edge Triggered 

1 - Level Triggered 

Bit 14: Remote IRR: This bit is used for level triggered 
local interrupts. Its meaning is undefined for edge trig­
gered interrupts. Remote IRR mirrors the interrupt's 
IRR bit of this local unit. Remote IRR is software read 
only. 

Bit 13: Reserved. Must be Zero. 

Bit 12: Delivery Status: Software read only. Indicates 
the current status of the delivery of this interrupt. 

o - IDLE means that there is currently no activity 
for this interrupt. 

1 - Send Pending indicates that the interrupt has 
been injected, but its delivery is temporarily 
held up by the recently injected interrupts that 
are in the process of being delivered. 

Bit 11: Reserved. Must be Zero. 

Bits [10:8): Delivery mode 

000 - Fixed INT 

100-NMI 

111 - ExtlNTA 

1 
3 

1 
2 

1 
o 

o 0 
8 7 

Delivery mode 

o 
o 
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All other options of Bits [10:8) are reserved. Should not 
be used. 

Bits [7:0): Vector: This is the interrupt vector to use 
when generating interrupt for this entry. 

The following are the control words for local interrupt 
[0 as well as 1) vector tables for different modes. The 
interrupt vector, for example, is illustrated with AA 
hex. The XX in the vector field means the vector is 
don't care. 

Interrupt Option 
Fixed INT, Edge triggered 
Fixed INT, Level trigg. int 
NMI (Only Level) 
ExtlNTA (Only Edge) 

Control Word 
0000 OOAA hex 
0000 80AA hex 
0000 84XX hex 
0000 07XX hex 

Initial Count Register (Addr [9:4) = 38 hex) 

Bits [31 :0] 
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Bits [31:0) Initial Count: Software writes to this regis­
ter to set the initial count for timer. This register can be 
written at any time. When written, the value is copied 
to the current count Register and countdown starts or 
continues from there. The initial count register is read­
write by software. 

Current Count Register (Addr [9:4) = 39 hex) 

Bits [31:0] 
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Bits [31:0) Current Count: This is the current count of 
timer. It is read only by software and can be read any 
time. 
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Divider Configuration Register 
(Addr [9:4] = 3E hex) 

3 
1 

o 0 
3 2 

o 
1 

o 
o 

1000000000000 ...... 00000 I I I 
I Divider Input ... --_.....1 • Divide by 

Configuration 

Divide elKIN by 2 
Divide elKIN by 4 
Divide elKIN by 8 
Divide elKIN by 16 
Divide TMBASE by 2 
Divide TMBASE by 4 
Divide TMBASE by 8 
Divide TMBASE by 16 
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Control Word 

0000 0000 hex 
00000001 hex 
0000 0002 hex 
0000 0003 hex 
0000 0004 hex 
0000 0005 hex 
0000 0006 hex 
0000 0007 hex 

Bits [31:3] Reserved. Must be Zero. 

Bit [2]: Divider Input: Selects whether divider's input 
connects to the 82489DX local unit's CLKIN pin or 
TMBASE. 

o - means the divider takes its input signal from 
CLKIN. 

1 - means use TMBASE 

Bits [1:0]: Divide by: Selects by how much the divider 
divides. 

00 - divide by 2 

01 - divide by 4 

10 - divide by 8 

11 - divide by 16 

Programming Guidelines 
A) Modes of Interrupt in 82489DX: 

Delivery Mode 
Trigger 

Fixed 
Lowest 

Mode Priority NMI Reset 
Destination 

Delivery 

Edge "" "" 
level "" "" "" "" 

NOTE: 

ExtlNT 

"" 

• RESET delivery mode should not be used for Local 
Interrupts. 

• EOI should not be issued for NMI and ExtINT de­
livery mode. 
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82489DX Priority Space 
82489DX priority 

Priority applies among 

• Fixed Interrupts 

• Lowest Priority Interrupts 

• "Processor Task priority" 

Does not apply to 

• "Reset" Interrupts 

• "NMI" Interrupts 

• "ExtINT" Interrupts 

• Spurious Interrupts 
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Interrupt Command Register State Diagram 

NOTE: 

ICR 
message 
sent to 
ICC 
Bus transmit 
unit 

CPU 
writes 
to ICR 
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* Software should check busy flag of leR before writing 
interprocessor message. 

CONCLUSION 

82489DX has simple and powerful programming mod­
el. It has programmable priority and it supports task 
priority in the light of interrupt priority. It reduces the 
SPLO overhead which is very useful in uniprocessor 
system. The system performance is improved by using 
interrupt priority model to prioritize interrupts and by 
using task priority register for SPLO calls. It provides 
an easy migration path from 8259 by providing 
ExtINT A mode for DOS compatibility. 
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1.0 INTRODUCTION 

Today's high speed microprocessors place a heavy de­
mand on clock generation and distribution. To main­
tain a synchronous system, well-controlled and precise 
Clocking solutions are required. Pentium® processor, 
with operating frequencies of 60 MHz and 66 MHz, has 
tight system clock specifications. In order to bring 
clock signals of acceptable quality and minimal skew to 
the Pentium processor and the rest of the system, sys­
tem designers have to contend with high speed issues 
for clock distribution and limited number of precise 
clock driver devices. In this application note, the key 
issues in the design of a 60 MHz or 66 MHz clock for a 
Pentium processor-based system will be discussed, 
available clock drivers will be listed and discussed, and 
detailed design examples of a clock solution for the 
Pentium processor with 256K second-level cache sub­
system, using the 82496 Cache Controller and the 
82491 Cache SRAMs, are provided. 

The Pentium processor, 82496 Cache Controller, and 
82491 Cache SRAM form a CPU-Cache core or chip 
set. Along with a memory bus controller (MBC), the 
chip set provides a CPU-like interface for many types 
of memory buses. 

This application note is intended for system designers 
concerned with clock generation and distribution for 
the Pentium processor and CPU-Cache chip set based 
systems. It reflects data collected from several quarters 
of characterization of the Pentium processor and expe­
rience with some of the clock driver devices, as well. 
This application note gives readers a good understand­
ing of the issues and solutions of high speed clocking, 
particularly that for the Pentium processor. The reader 
should be familiar with the Pentium processor and 
CPU-Cache chip set electrical and mechanical specifi­
cations, Clock Design in 50 MHz Intel486™Systems, 
and transmission line theory. If not, please read materi­
als listed in Section 9.0 before proceeding. 
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1.1 General Clocking Issues 

There are two major problems with distributing clock 
signals at 66 MHz: clock signal quality and clock skew. 
At high speed, one set of effects which has been minor 
in slower designs is now significant-the effects of 
transmission line. At high frequencies and fast edge 
rates, long traces behave like transmission lines. The 
"lumped" circuit assumption which assumes instanta­
neous signal transmission is no longer valid: Instead, 
signals travel in a finite time. When a transmission line 
is not properly terminated, one can observe severe over­
shoot, undershoot and ringback, all of which degrade 
logical signals. Bad signal quality can cause false 
switching or multiple switching, and can in extreme 
cases damage the devices. To maintain a clean. clock 
signal, designers must consider clock driver characteris­
tics, signal routing, load characteristics, and transmis­
sion line termination. 

There are four basic ways to terminate a transmission 
line, series, parallel, Thevenin, and AC terminations 
(Figure 1). Series termination is recommended when 
driver output impedance is less than the transmission 
line characteristic impedance (true for most TTL driv­
ers) and the line is driving a small number of devices. 
Series termination consumes low power and uses only 
one device; however, the termination method increases 
signal rise and fall times. Series termination ensures 
good signal quality by eliminating secondary reflection 
off the driver end. The rest of the termination methods 
eliminate reflection at the load end. All of the termina­
tion methods can provide good, clean clock signals at 
the load. Both parallel and Thevenin terminations con­
sume a large amount of power. Thevenin termination 
consumes less power than parallel but requires one 
more device. AC termination consumes low power but 
adds capacitive load to the driver and delay due to RC 
time constant. Design examples provided with this ap­
plication note use series termination. For more infor­
mation on transmission line effects and design issues, 
please refer to [ref. 3, ref. 4, ref. 5] 
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Rterm ZO Driver ZO Receiver 

Driver Rterm=ZO - Zd Receiver Rterm = ZO 
Zd = Driver Output Impedance 

Series Termination Parallel Termination 

Vcc 

Driver ZO Receiver 

Driver ZO 

Rterm = ZO 

Rterm = 2Z0 

Thevenin Termination AC Termination 
241574-1 

Figure 1. Common Termination Techniques 

Skew is defined as the time difference between when the 
clock signal reaches each component. As frequency in­
creases, there is less and less time for computation in a 
given clock period for a synchronous design. For a typi­
cal design, the time from one rising edge to the next is 
composed of the largest path-delay, setup time, propa­
gational delay through logic elements, and skew. Clock 
skew then, takes away from the time available for prop­
agational delay, thereby restricting the amount of logic 
done in a clock cycle. For high speed designs, skew 
must be minimized. 

To minimize skew, designers must tune clock traces so 
that the propagational delay from driver through each 
trace to load is the same for each load. For balanced 
loads, tuned traces have same lengths. For unbalanced 
loads, trace lengths can be adjusted to make up for 
loading differences. If possible, designers should try to 
keep the loading on each clock line the same. 

I 

2.0 PENTIUM® PROCESSOR, 82496 
AND 82491 SYSTEM CLOCK 
SPECIFICATIONS 

System clock specifications can be divided into 2 cate­
gories: signal quality requirements and skew specifica­
tions. Clock signal quality requirements are the same 
for the Pentium processor and CPU-Cache chip set. 
Skew specifications are only required for CPU-Cache 
chip set. 

Signal quality requirements define boundaries for ac­
ceptable signal shapes and levels. There are two parts to 
signal quality requirements: signal quality specifications 
(Table I) and guidelines (Table 2). Please refer to the 
latest revision of the Pentium processor and CPU­
Cache chip set specifications for more details and for 
the most up-to-date information. 
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Table 1. Clock Signal Quality Specifications 

Symbol (5) Parameter Minimum Maximum Unit Notes 

ClK Frequency 33.33 66.66 MHz (1 ) 

t2 ClK Period 15 ns 

t3 ClK High Time 4 ns (2) 

t4 ClKlowTime 4 ns (3) 

t5 ClK Rise Time 0.15 1.5 ns (4) 

t6 ClKFallTime 0.15 1.5 ns (4) 

ClK Stability ±250 ps (6), (7), (8), (9) 

VIH 2 Vee + 0.3 V 

Vil -0.3 0.8 V 

NOTES: 
1. Below 66 MHz only functionality is guaranteed. 
2. High times are measured between 2.0V crossing pOints. 
3. low times are measured between 0.8V crossing points. 
4. Rise and fali times are measured between 0.8V and 2.0V. 
5. Symbols in Figure 2. 
6. Functionality is guaranteed by design/characterization. 
7. Measured on rising edge of adjacent elKs at 1.5V. 
8. To ensure a 1:1 relationship between the amplitude of the input jitter and the internal and external clocks, the jitter 
frequency spectrum should not have any power spectrum peaking between 500 KHz and 1/3 of the elK operating frequen­
cy. 
9. The amount of jitter present must be accounted for as a component of elK skew between devices. 

Table 2. Clock Signal Quality Guidelines 

Parameter Maximum Unit Notes 

Overshoot 1.6 V (1) 

Undershoot 1.6 V (1) 

Ringback 0.8 V (2) 

NOTES: 
1. Overshoot (undershoot) is the absolute value of the maximum voltage above Vee (or below Vss). The guideline assumes 
the absence of diodes on the input. 
2. Ringback is the absolute value of the maximum voltage at the receiving pin below Vee (or above Vss) relative to Vee (or 
Vss) level after the signal has reached its maximum voltage level. The input diodes are assumed present. 

The overshoot guideline should be used in simulations, 
without diodes present, to ensure overshoot (under­
shoot) is within the acceptable range. The ringback 
guideline is provided for verification in an actual sys-

2-1304 

tern. System designers do not have to worry about ring­
back if the signal does not overshoot or undershoot, 
respectively. Figure 2 summarizes clock waveform re­
quirements listed in Table I. 
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t5 t6 
241574-2 

Figure 2. Clock Requirements for the Pentium® Processor and CPU-Cache Chip Set 

Figure 3 to Figure 5 illustrates examples of acceptable 
and unacceptable clock waveforms. Waveform in Fig­
ure 3 is for an input model without diodes. Waveform 
in Figure 4 is for an input model with diodes. The di­
odes clamp the voltage and prevent it from going more 
than a diode drop above Vee or below V ss. Waveform 

I 

in Figure 5 is for an input model without diodes. The 
waveform is not acceptable for several reasons. It vio­
lates the minimum low time specification (4 ns), the 
maximum fall time specification (1.5 ns), and it does 
not follow the maximum undershoot guideline (1.6V). 
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1.2ns Ins 
241574-3 

Figure 3. An Example of an Acceptable Clock Waveform (Diodes are Absent from the Input Model) 
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Ingener~l2-o~e~iQd~ 
drop above Vee 

In general, one diode 
drop below Vss 

~--- 6.8ns----~ 1<iIE--- 6ns---~ 

1.4ns O.8ns 
241574-4 

Figure 4. An Example of an Acceptable Clock Waveform (Diodes are Present in the Input Model) 
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Vee 

Vss __ J 
2.0V 

80S 

l.5os 20s 
241574-5 

Figure 5. An Example of an Unacceptable Clock Waveform (Diodes Are Absent from the Input Model) 

Clock skews for the CPU-Cache chip set are measured 
at 0.8Y, 1.5Y, and 2.0Y on the rising edge. Worst case 
skew between the Pentium processor and the 82496 is 
0.2 ns, and worst case skew between any 82491 and 
either the Pentium processor or the 82496 is 0.7 ns. 

3.0 AVAILABLE CLOCK DRIVERS 

Intel has held discussions with many clock driver com­
ponent companies. The intent has been to enable these 
companies to offer clock driver solutions that meet the 
Pentium processor specifications. It has also been to 
ensure that the super set of these companies can pro­
vide support and distribution worldwide on a schedule 
that closely matches the Pentium processor's availabil­
ity. Based on information available, Table 3 lists a num­
ber of companies who are planning to offer solutions to 
meet these requirements. All the clock drivers listed in 
Table 3 have maximum output frequency equal or 

2-1308 

above 66 MHz. Preliminary data sheets show that solu­
tions listed in Table 3 meet the CPU or CPU-Cache 
chip set requirements. The specifications listed are 
based on preliminary data provided by each company 
and may be subject to change. Designers should contact 
each company for the latest specifications and availabil­
ity. Some evaluation has been done by simulating an 
example clock layout using output models supplied by a 
subset of the companies listed, along with interconnect 
models and preliminary clock input model of the CPU­
Cache chip set. For more detail on the simulations and 
example routing, please see Section 5.0. Intel has been 
and will be working closely with the listed companies to 
ensure they have the latest specifications for the Penti­
um processor. With published preliminary data sheets, 
all the listed parts meet either the CPU or the chip set 
clock specifications (including the signal quality and 
skew specifications). Please contact individual manu­
facturers for data sheets and sample availability. 
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Mfgr 

Intel Spec 

AMCC 

AT&T (7) 

Cypress 

ICS 

Intel 

Intel 

Motorola 

Part /I 

SC35XX·1 

SC44XX·80 

DMOO 

CY7B991 

ICS2686 

85C224·100 

85C224·10 

MC10H646 

88915 

Driver Level 
Type In/Out 

TTL inputs 

Buffer PEClor 
TTL/TTL 

Pll TTL/TTL 

Pll PEClor 

TTL/TTL 

Pll TTL/TTL 

Pll 

Divider/ TTL/CMOS 
Buffer/PlD 

Buffer/ TTL/CMOS 
Divider/PlD 

Buffer PEClor 

TTL/TTL 

Pll TTL/CMOS 

Table 3. Clock Driver Options 

Pin- Part-
tr/t, 

to-Pin to-Part 
(O.8V-2.0V) 

Skew Skew 
(ns) 

(ns) (ns) 

(1) 1.5/1.5 

0.5 1.0 1.5/1.5 

±0.2 1.0 (9) 1.5/1.5 

0.2 0.5 1.5/1.5 

0.5 1.2 (6) 1.5/1.5 

0.5 0.6 1.5/1.5 

Divider 0.4 NA Divider 
Buffer 0.5 1.2/1.1 

Buffer 
1.4/1.1 

Divider 0.4 NA Divider 
Buffer 0.5 12.11.1 

Buffer 
1.4/1.1 

0.5 1.0 1.2/1.2 

0.5 NA 2.5/2.5(11 ) 

Clock /I of Outputs 
Stability (per pkg) 

±250 ps (2) 

20 Outputs 
Which Vary 
with Part /I 

6 -12 Outputs 

8@1,O.5X 

(Prog Shift) 

0.5% 4@1X 

4@1, 0.5, 0.25X 

5@1,O.5X 

8@ + 1X, 

-1X,O.5X 

8@+1X, 

-1X,O.5X 

NA 8 

NA 5@1X 

1@2X 

1@.5X 

1 Inverted X 

Spec'd Max. 
Loading Freq. 

66 MHz 
and 
60 MHz 

10 pF 80 MHz 

35 pF 80 MHz 

50 pF 100 MHz 

50n/ 80 MHz 
30 pF 

20 pF 

70M Divider 

50pF 100/50 

Buffer 133 

70n/ Divider 

50 pF 58/29 
Buffer 100 

50n/ 100 MHz 
50 pF 

50n 66 MHz 

--
€: 

@ 

» 
"tI 
I 

"" ...... 
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Table 3. Clock Driver Options (Continued) 

Pin· Part-
tr/t, 

Driver Level to-Pin to-Part Clock # of Outputs Spec'd Max. 
Mfgr Part # 

Type InlOut Skew Skew 
(0.8V-2.0V) 

Stability (per pkg) Loading Freq. 
(ns) (ns) 

(ns) 

National CGS74CT2524 Buffer TTl/CMOS 0.45 NA 1.5/1.5 4 50pF 100 MHz 

CGS74CT2527 Buffer TTL/CMOS 0.45 NA 1.5/1.5 8 50pF 100 MHz 

CGS74B2528 Buffer TTl/TTL 0.55 NA 1.5/1.5 10 50pF 70 MHz 

Pioneer PI6B2407 PLL TTl/TTL ±0.25 NA 1.5/1.5 100 ps 12@1,0.5,2X 80 MHz 
(Prog Shift) 

TI (8) CDC328 Buffer TTL/TTL 0.7 NA 1.2/0.5 NA 6 50001 Not 
50 pF Spec'd. 

Triquint GA1085 PLL TTL/TTL 0.25 NA 1.4/1.4 75 ps (typ.) 5@1X 50n 66 MHz 
(iO) 4@0.5X 

2@0.5X (Prog 
Shift) 

GA1086 PLL TTL/TTL 0.25 NA 1.4/1.4 75 ps (typ.) 9@1X 50n 66 MHz 
1@0.5X 

GA1087 PLL TTL/TTL 0.25 NA 1.4/1.4 75 ps (typ.) 6@1X 50n 66 MHz 
4@0.5X 

Vitesse VSL4485 PLL TTL/TTL 0.5 NA 1.5/1.5 6@1X 50pF 70 MHz 
2@1,2,4X 

VSL4586 PLL TTl/TTL 0.5 NA 1.5/1.5 2@1X 50pF 70 MHz 
6@1,2,4X 

_. ------- ---_._- _ .. _-- -- -

NOTES: 
1. 0.7 ns between Pentium processor-82491, 82496-82491, 82491-82491. 0.2 ns between Pentium processor-82496. Assumed 0.5 ns between clock driver outputs, leaving 0.2 
ns for routing or trace skew. 
2. See complete specification in Table 1 or the data book. 
3. Manufacturers listed in alphabetical order. 
4. Contact manufacturers for price and availability information. 
5. Intel does not guarantee specifications for other manufacturer's devices. All clock driver specifications listed were provided by the manufacturer and are subject to change. 
Designers should contact the manufacturer for the latest specification/data sheet information. 
6. As low as 0.75 ns in some configurations. 
7. First samples in March '93. Specifications may improve during characterization. 
8. Other Solutions are under development. Contact TI for preliminary details. 
9. Maximum phase erro quoted in the manufacturer's data sheet for the entire frequency range. 
10. Other configurations available. Contad Triquint for details. 
11. Between 0.2 Vee and 0.8 Vee. Contact Motorola for details between 0.8 and 2.0V. 
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AMCC offers the SC35XX-I series of buffered clock 
drivers and the SC44XX-80 series of PLL based clock 
drivers. The SC35XX-I series must be driven with a 
TTL or PECL 2X frequency input. Each member of 
the series provides 20 outputs. Depending on the specif­
ic part within the series, these 20 outputs can be config­
ured to provide the primary frequency, 1/2, or 1/4 the 
primary frequency. The SC3502-1 even provides 5 in­
verted outputs of the primary frequency. The SC44XX-
80 series must be driven with a TTL input. The PLL 
design allows for very low skew (± 200 ps) between the 
outputs. Different members of the series offer different 
numbers and configurations of outputs. Between 4 and 
8 outputs are available at the primary frequency. These 
devices also allow a subset of the outputs to be config­
ured for 1/2X or 2X the primary frequency. In addi­
tion, the PLL allows the outputs to be skewed in phase 
from one another. 

AT&T DA400 is a PLL clock driver. Its inputs can be 
driven by TTL or PECL levels. Eight outputs are pro­
vided. They can be configured for the primary frequen­
cy or II2X the primary frequency. In addition each 
output has a programmable delay line which allows 
1/32 or 1/64 increments of the clock period of delay 
between outputs. 

Cypress's CY7B991 is a PLL clock driver. It requires a 
TTL input and is able to drive 8 outputs. A subset of 
the outputs can be configured as II2X, 1/4X, or invert­
ed outputs. As with other PLL solutions, the skew 
between outputs is small and the outputs can be config­
ured for a fixed amount of delay or skew between out­
puts. 

ICS's ICS2686 is a PLL clock driver. Five outputs are 
available. Both primary and 1/2X frequencies are avail­
able. The ICS2686 has been designed to work with the 
74ABT240 type buffer to provide more than 5 outputs. 
A unique feature of the ICS2686 is the multiple feed­
back inputs. This feature allows synchronizing multiple 
outputs at their destination or load with the input 
clock. 

Intel's 85C224-100 is a "20V8" architecture program­
mable logic device. From its TTL inputs it provides 8 
TTL outputs which can be configured to provide IX, 
IX inverted, and 1/2X versions of the primary frequen­
cy, in any combination. When programmed to function 
as a frequency divider, the primary frequency can be as 
high as 100 MHz and the II2X frequency outputs will 
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maintain output skew below 400 ps. When pro­
grammed to operate as a straight IX buffer, it supports 
frequencies of up to 133 MHz with less than 500 ps of 
output skew. The 85C224-IOO provides a combination 
of superior output signal quality including fast rise and 
fall times and low output skew. A particularly unique 
feature of the 85C224-IOO is in its programmable logic 
circuitry. Its flexibility satisfies programmable logic 
needs such as control line signals and widespread glue 
logic. With this minimized output skew PLD, a single 
28-pin PLCC can provide low output skew clock distri­
bution, frequency division, and programmable logic; for 
the low price of a 20V8 PLD. 

Motorola offers both a buffered and a PLL clock solu­
tion. Motorola's IOH646 is a buffered clock driver. It 
offers both TTL and ECL inputs which supports back­
plane routing using ECL levels. The clock driver's out­
puts are clamped to 3V, not Vee. IOH646's output 
stage has similar rise and fall output resistances. Similar 
rise and fall output resistances makes series termination 
easier since the termination resistance is the difference 
between the characteristic impedance of the transmis­
sion line connecting the output to the load and the driv­
er's output impedance. IOH646 has 8 Ix outputs. As a 
straight buffer, IOH646 does not offer any multiples of 
the input besides Ix. The Motorola 88915 is a PLL 
clock driver. It provides a 0.5 ns skew between outputs. 
The 88915 provides 5 IX outputs along with I 2X, 
1 0.5X, and I inverted X outputs. 

National's clock buffers are packaged to function reli­
ably at high frequencies. Their output rise and fall re­
sistances are approximately equal. The CGS74CT2524 
and 2527 provide 0.45 ns of output skew. The 
CGS74CT2528's output skew, 0.55 ns, allows for only 
0.15 ns skew due to board traces or any unbalanced 
loading effects when using the 82496/82491 cache, 
however this amount may be sufficient for other cache 
solutions. These parts offer a range of 4, 8, and 10 out­
puts. The CGS74CT2524 and 2527 have CMOS level 
outputs, which transition from rail to rail. 

Pioneer's PI6B2407 is a PLL clock driver. From its 
TTL input, it provides twelve TTL outputs, which can 
be configured to operate at IX or 2X the input frequen­
cy. In addition, the outputs can be phase adjusted from 
the input clock. The PI6B2407 is able to provide 
± 0.25 ns of skew between outputs while maintaining 
the fast I. 5 ns rise and fall times. 
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Texas Instruments' ABT328 driver provides six outputs 
with an output skew of 0.7 ns. Please contact Texas 
Instruments for the availability of 0.5 ns output skew 
parts. 0.7 ns output skew is too large for the chip set 
application. In the design example on Section 5.0, 0.5 
ns output skew is assumed. As a buffered driver, the 
ABT328 offers only Ix outputs. 

TriQuint's GAlO86 is a Gallium Arsenide-based prod­
uct. It takes a 66 MHz input and produces nine 
66 MHz outputs and one 33 MHz output. The avail­
ability of a low skew 33 MHz output facilitates clock 
distribution for systems that have synchronous 33 MHz 
memory buses. Since the part is phase-lock-loop based, 
one of the outputs can be fed back to the input so that 
all the outputs are synchronized with the- input clock. 
Such a set up is ideal for cascading clock drivers to 
achieve maximum fanout. The specified output skew of 
the GAlO86 is 0.25 ps, the smallest skew number avail­
able. Triquint also offers the GAlO85 and GA1087. 
These products are similar to the GA1086, however, 
they offer different combinations of outputs between 
IX and 0.5X. 

Vitesse's VSL4485 is also a Gallium Arsenide-based 
product. It offers lx, 2x, and 4x options on two of its 
eight outputs. Thus, to obtain both 33 MHz and 

66 MHz signals with low skew, for example, the clock 
input frequency of the VSL4485 can be 33 MHz. For 
the chip set application, two 66 MHz outputs are not 
enough, and thus cascading another driver is necessary. 
Alternatively, the input can be 66 MHz and all of its 
outputs can be at 66 MHz: It offers 0.5 ns output skew, 
and a low effective delay. In addition, VSL4485 can 
generate programmable, multiple phase relationships 
among its outputs. 

4.0 CLOCK GENERATION FOR THE 
Pentium® PROCESSOR .AND 
THE CPU-CACHE CHIP SET 

Clock generation is the generation of copies of clock 
signals from a signal oscillator or any other source 
which then are distributed to the various loads. The 
function of a clock driver is to generate multiple copies 
of clocks from a single so~rce. In general, Pentium 
processor-based systems have three types of memory 
interface: fully synchronous, divided synchronous, and 
asynchronous. Each interface requires different meth­
ods of clock generation. The basic setup of a processor 
card is illustrated symbolically in Figure 6. Depending 
on the configuration, the Clock In signal can come 
from the memory bus or a separate oscillator. 

r Processor Card 
----- ---------------

1- -- ---------- ---- 1 
1 Intel CPU-Cache Chip Set 1 

1 
1 

1 1 1 
1 .. Pentium@ 1 
1 Clock out to I .. 

Processor I 

1 
components 1 

1 J. I I 
1 • •• 

iY 
I 

I 
, I I I 

I 

I lCLK Driver(s) IIMBC ; 82496 I I 82491 I 

1 I 1 

CI~kln - i - - - - -- ~---_t---i----
Memory Bus 

241574-6 

Figure 6. A CPU Module with the Pentium® Processor, 82496 and 82491 CPU-CaChe Chip Set 
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4.1 Clock Generation for Fully 
Synchronous Systems 

A fully synchronous system is one which everything in 
the system runs synchronous to the CPU. In particular, 
the memory bus interface is synchronous to the CPU. 
In Figure 6, the memory bus is at 66 MHz, synchro­
nous to the CPU module. Clock In signal must be syn­
chronous to the memory bus. Clocking for this case 
involves the generation of tightly controlled copies of 
clock signals that are distributed to all the clocked 
parts. The task of clock generation and distribution is 
the most difficult for this type of set up. All copies of 
clock signals must corne from a single source, and must 
be deskewed appropriately. For Pentium processor­
based systems that run at 66 MHz, the most critical 
parameter in choosing a clock driver is its output skew, 
as well as its part-to-part skew if more than one driver 
is needed. Since all the clock signals are at 66 MHz, 
only 1x outputs are needed. All of the drivers listed in 
Section 3.0 can be used here. 

For a fully synchronous configuration, it is likely that a 
single clock driver cannot provide enough copies of 
clock signals. Then, some kind of cascading of drivers is 
necessary. Figure 7 shows two ways of clock generation 
by cascading drivers. Tskew is the total worst case skew 
at outputs of CD2 and CD3. Tpp23 is the worst case 
part-to-part skew between CD2 and CD3. Tos2 is the 
worst case output skew of CD2, assuming the worst 
case output skew of CD3 is the same as Tos2. Tosl is 
the worst case output skew of CDt. Ttol2 is the feed­
back tolerance of CD2. Feedback tolerance is the phase 
tolerance between the feedback input and the reference 
clock. Typically, Ttol2 is a small number. For the ex­
amples in Figure 7, it is assumed that only the second 
level drivers feed the clock signals to the loads. Other­
wise, for part a, signals from CD2 will be later than 
signals from CDl by the propagational delay of CD2 
which is typically between 6 ns to 8 ns. 

For the examples in Figure 7 clock signals for the CPU­
Cache chip set must be derived from one clock driver 
outputs only so that the 0.2 ns and 0.7 ns skew specifi­
cations "an be met. In part a, Tskew, the sum of Tpp23, 
Tos2, and Tosl is the worst case skew which is the 
skew between an output of CD2, and an output of 
CD3. The output skew ofCDl (Tosl) causes the inputs 
to CD2 and CD3 to arrive at different times. The differ­
ence in propagational delay which is Tpp23, further 
skews the outputs of CD2 and CD3. If the part-to-part 
skew does not include output skew, different outputs 
from CD2 and CD3 can also be skewed by the output 
skew. For part b, Tskew, the sum of Tto12, Tos2, and 
Tosl, is also the worst case skew between the outputs of 
CD2 and the outputs of CD3. Once again, Tosl causes 
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the inputs to CD2 and CD3 to arrive at different times. 
The feedback in CD2 synchronizes all its outputs in the 
input. The feedback output of CD2 is different from the 
input reference clock only by Ttol2. All the other out­
puts are further skewed from the feedback output by 
Tos2. The analysis for CD3 is the same. 

I CDl 

PLLor · Buffer · · 
'---

a. Tskew = Tpp23 + Tos2 + Tosl 

CDl 

PLLor"---...J 
Burre, 

b. Tskew = Tiol2 + Tos2 + Tosl 

CD2 

Buffer · · · 
· · · 

Buffer · · · 
CD3 

CD3 

241574-7 

Figure 7. Examples of Clock Generation 

4.2 Clock Generation for Divided 
Synchronous Systems 

For a divided synchronous system, the memory bus is 
at half the speed of the CPU·Cache chip set; i.e., 
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the memory bus runs at 33 MHz for the Pentium proc­
essor or the CPU-Cache chip set based systems. A 
33 MHz reference clock (Clock In) can come from the 
backplane from which all the clocks serving the CPU­
cache module (Figure 6) must be synchronized. The 
memory bus controller (MBC) itself requires both 
33 MHz and 66 MHz clocks. For this configuration, 
clock drivers that can provide both 33 MHz and 
66 MHz outputs are needed. 

There are several ways of providing the two frequen­
cies. They are shown in Figure 8 through Figure 12. 
Tskew is the worst skew between 33 MHz signals and 

Feedback for PLL locking 

L J 66MHz 
33MHz PLL 

Clkdoubler 

NOTE: 

66 MHz signals. The skews among 66 MHz signals or 
among 33 MHz signals are simply the output skew of 
the driving devices. Ttolpll is the PLL CLK doubler or 
PLL CLK divider's feedback tolerance. Tospll is the 
PLL CLK doubler or PLL CLK divider's worst case 
output skew. Tppbufis the worst case part-to-part skew 
of the second level buffers. Those buffers can be phase­
lock-loops also in which case Tppbuf is the feedback 
tolerance of the PLLs if feedback is used. Tosbuf is the 
worst case output skew of the second level buffers. Tos! 
is the output skew of CO 1, Ttol2 is the feedback toler­
ance of C02, and Tos2 is the output skew of C02. 

~ I / 
Buffer 7 

.. Buffer 
/ 

I 

~ 

Multiple 66MHz 
outputs for 
CPU-Cache 
chip set 

Multiple 33MHz 
outputs for MBC 
and others 

241574-8 

Tskew (between 33 and 66) = Ttolpll + Tospll + Tppbuf + Tosbuf 

Figur, 8. Clock Generation Using Clock Doubler 

Multiple 66MHz 

Buffer 
/ .. outputs for 

/ r 

CPU-Cache Feedback for PLL locking ... 
chip set 

~ J 66MHz 
33MHz PLL 

r Clkdouhler / 
Multiple 33MHz 

33MHz Buffer outputs for MBC / ... 
and others 

241574-9 

NOTE: 
Tskew (between 33 and 66) = Tospll + Tppbuf + Tosbuf 

Figure 9. Clock Generation Using Clock Doubler 
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Tskew (between 33 and 66) = Tospll + Tppbuf + Tosbuf 

33MHz 

NOTE: 

Figure 10. Clock Generation Using Clock Divider 

Feedback for PLL locking 
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Clk doubler 

CDI 33MHz 

66MHz Multiple 66MHz 
,-________ ---. outputs for 

CD2 
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chip set 
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Tskew (between 33 and 66) ~ Tos1 + Ttol2 + Tos2 

Figure 11. Clock Generation Using Two PLLs 
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66MHz 

Feedback for PLL locking 

PLL 
Clkdivider 

CD! 

Tskew (between 33 and 66)-Tosl + Ttol2 + Tos2 

Multiple 66MHz 
r--__ 66_M_H_z ____ -. outputs for 

CPU-Cache 
chip set 

CD2 

Multiple 33MHz 
~---!--. outputs for MBC 

and others 

241574-12 

Figure 12. Clock Generation Using Two PLLs 

Since the outputs of the first level PLL eLK doublers 
and dividers go directly to inputs of another clock driv­
er, the signal quality requirements of these outputs are 
not as stringent as if the outputs drive the loads of the 
Pentium processor and others. One of the functions of a 
clock driver is to buffer and clean up a clock signal in 
addition to generating multiple copies of the same. 
However, the output skew of the PLL used for the first 
level is very important. Depending if feedback is used, 
the feedback tolerance is of importance. When choosing 
a clock driver, also be sure that its maximum output 
frequency is greater than 66 MHz for 66 MHz outputs 
and 33 MHz for 33 MHz outputs. The parts listed in 
Table 4 and Table 5 are examples of devices that can be 
used as first level drivers as illustrated in Figure 8 
through Figure 12. 

Table 4. List of Clock Doubler Parts 

Manufacturer Part # 
Driver # of Outputs 
Type (per pkg) 

Motorola 88915 PLL 1 @2x 
6@1x(1) 
1 @O.5x 

Motorola 88916 PLL 1 @2x 
4 @ 1.x (1) 
1 @ O.5x 

TI ABT338 PLL 1 @2x 
4@ 1x 
1 @ O.5x 

Vitesse VSL4485 PLL 6@ 1x 
2 @ 1,2, or4x 

NOTES: 
I. One of the outputs is inverted. 
2. This list is not meant to be complete. Other solutions 
may be available. 
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The phase-lock-loop drivers listed in Table 4 can be 
used to drive the Pentium processor loads directly if 
only one copy of 66 MHz clock signal is needed. In this 
case, the second level buffers are not necessary if the 
driver used can provide enough 33 MHz copies. Intel 
has not done formal analysis on these parts. 

Table 5. List of Clock Divider Parts 

Manufacturer Part # 
Driver # of Outputs 
Type (perpkg) 

Motorola 88915 PLL 1 @2x 
6@1x(1) 
1 @ O.5x 

Motorola 88916 PLL 1 @2x 
4 @ 1x (1) 
1 @ O.5x 

Texas Instruments ABT338 PLL 1 @2x 
4@ 1x 
1 @ O.5x 

Texas Instruments ABT337 Buffer 4 @ 1x 
4@O.5x 

Texas Instruments ABT339 Buffer 4@ 1x 
4@O.5x 

TriQuint GA1086 PLL 9 @ 1x 
1 @ O.5x 

NOTES: 
I. One of the outputs is inverted. 
2. This list is not meant to be complete. Other solutions 
may be available. 
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Table 5 lists examples of clock drivers that offer divided 
by 2 outputs. These devices can be used as the first level 
drivers illustrated in Figure 8 through Figure 12. De­
pending on the number of 66 MHz copies and 33 MHz 
copies needed, the second level buffers may not be nec­
essary. Again, Intel has not performed any formal anal­
ysis on these parts. 

4.3 Clock Generation for 
Asynchronous Systems 

If the memory bus is not synchronized with the CPU or 
CPU-cache module, clock generation for the system is 
easier compared with the two configurations above. 
However, clock synchronization for the Pentium proc­
essor, 82496, and 82491, as well as the clocks for the 
MBC is still a concern. In order for the MBC to com­
municate properly with the CPU-Cache chip set, some 
synchronized clocks at 66 MHz are needed. Since the 
system is asynchronous to the CPU-Cache chip set, the 
number of synchronous MBC clock signals is less than 
the synchronous case. The examples in Section 5.0 il­
lustrate how the synchronization is done. Since the sys­
tem is asynchronous, one can use a different clock 
source for the CPU-Cache chip set from the rest of the 
system. 

5.0 Pentium® PROCESSOR WITH 
256K 82496/82491 SECOND 
LEVEL CACHE CLOCK 
DISTRIBUTION DESIGN 
EXAMPLES 

After a clock generation scheme is determined, careful 
analysis must be done on clock distribution to ensure 
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minimal skew and proper rise and fall times. Clock dis­
tribution is the connection between clock driver outputs 
and clock inputs of the components that need clocking. 
Preliminary analysis has been done on several of the 
drivers listed in Section 3.0. The following examples 
show in detail how to terminate transmission lines 
properly, tune clock traces to minimize board trace 
skew, and validate the usefulness of the drivers to the 
CPU-Cache chip set using models from the manufac­
turers. The examples have been done using preliminary 
or typical models for the devices involved. They are 
meant as an example of the process designers can use 
when selecting and routing a clock circuit. Although 
the examples only show the clock distribution for the 
CPU-Cache chip set, the same principles can be applied 
to distribution to the memory bus controller (MBC) 
and other parts. 

5.1 Clock Routing for the 256K CPU­
Cache Chip Set 

Analysis for CPU-Cache chip set clock routing is done 
using first order input models for the three chips, 
shown in Figure 13. Specific to CLK inputs, the models 
shown are typical models based on on-going simulation 
efforts, and are subject to change. Refer to the Intel 
data books or contact Intel for the latest models (in­
cluding minimum and maximum conditions). The mod­
els include package inductance, package capacitance, 
and input buffer capacitance of the clock pins. 
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Clock Input Model 
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Figure 13. Pentium® Processor, 82496 and 82491 Clock Input Models 

241574-13 

I 



intel® 

I !~9!#2 I I !249!#! I 

lo8~9!~ I 1~~9!~ I 1!~9!~ I 

1!~9!M I 1!249!~ I 82491#10 
0 

1!~9!~ I 1!~9!#7 I 

o Via 

o 82491 CLK input 
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Figure 14. CLKO Layout for 256K Chip Set with Parity 
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3-2180.7 (internal 4) 
4-530.7 (internal 4) 
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8-462.4 (internal 2) 
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Figure 15. CLK1 Layout for 256K Chip Set with Parity 
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Figure 16. CLK2 Layout for 256K Chip Set with Parity 
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Figure 17. CLK3 Layout for 256K Chip Set with Parity 
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Figure 14 through Figure 17 show how clock signals 
are distributed from the clock driver to each compo­
nent in the CPU-Cache chip set. Each clock line is 
tuned to minimize skew. Series termination is used on 
each line. Since the 82491, numbers 9 and 10, are parity 
chips, they are grouped onto the same driver output. 
Since the skew requirement between the Pentium proc­
essor and the 82496 is very tight (0.2 ns), they are also 
on the same driver output. All the loads on the same 
driver output can be tuned to have close to zero skew. 
Loads on different outputs, however, must contend 
with the output skew of the driver. CLKO through 
CLK2 are layed out such that they branch off very 
close to the driver. For these lines, the transmission line 
characteristic impedance that the clock driver output 
sees can be treated as two resistors in parallel. In other 
words, the driver output sees half the impedance for 
CLKO, CLKI, and CLK2. The advantage of this 
scheme is that the value of the termination resistor is 
reduced dramatically. A smaller termination resistor 
helps faster rise and fall times. For CLK3, the branch 
off is at the end of the line, and thus the driver output 
sees the full characteristic impedance. 

To achieve minimal skew, all the loads should be bal­
anced, i.e., all the loads should be the same. For this 
design example, CLKI and CLK2 have about twice the 
loads of CLKO and CLK3. The load imbalance will add 
to the output skew quoted by manufacturers since on 
data sheets, manufacturers generally quote output skew 
for balanced loads. Since heavier loads see the transmit­
ted signal later than lighter loads assuming the trans­
mission lines are of the same length, traces for the light­
er loads can be made longer to compensate for the dis­
crepancy. CLKO and CLK3 have longer traces from 
driver output to load than CLKI and CLK2 traces. 
Since heavier loads (higher capacitance) have a longer 
rise time, and since for the CPU-Cache chip set skew 
measurements are taken at 0.8V, I.SV, and 2.0V, to 
minimize skew at all free points, the termination resis­
tors for CLK I and CLK2 should be smaller than the 
termination resistors on CLKO. However, a smaller ter­
mination resistor than the value needed to perfectly ter­
minate the line will result in a larger undershoot. When 
choosing termination values, it is a trade off among 
rise/fall times, skew, and undershoot. 

When choosing a termination value, it is important to 
know the output impedance of the driver. For many 
TTL drivers, output rise impedance is different from 
output fall impedance. [Reference 3, Section 9] shows 
how to measure output impedance, or the driver manu­
facturer can be contacted for the information. Typical­
ly, output fall impedance is 50.-100., and rise imped­
ance is 50.-500.. 
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Figure 14 through Figure 17 are extensions to the lay­
out topologies in the Pentium® Processor, 82496, and 
82491 256K CPU-Cache Chip Set Layout Example. The 
routing topologies 15-18 shown in the example route 
the clock signals from the Pentium processor, 82496, 
and all the 82491 's to the outside. The layout examples 
shown in this application note (Figure 14 through Fig­
ure 17) take the layout all the way to the clock driver, 
complete with termination. Although in the example, 
clock signals are routed toward the bottom and in the 
examples here, the clock signals are routed toward the 
side, the same principles apply. If routing toward the 
bottom is preferred, the same layouts as illustrated in 
Figure 14 through Figure 17 can be used with little or 
no modification. 

5.2 Analysis of Drivers Used in 
Examples 

Output models for MCIOH646, CGS74CT2S27, 
GA1086, and VSL448S are used to drive the clock net­
work described in Section 5.1. The clock networks 
shown in Figure 14 through Figure 17 were used. The 
simulations assume no variation in characteristic im­
pedance and propagation speed for the board traces. 
Fast and slow simulations were performed. Three sig­
ma clock driver models are used when available. Board 
traces are assumed to have plus/minus 10% variation 
in characteristic impedance and propagational speed. 
Table 6 shows the range of trace characteristics. Slow 
simulations assume the highest operating temperature 
the drivers expect to see, and slow interconnect charac­
teristics. Fast simulations assume operating tempera­
ture to be zero and fast interconnect characteristics. 

Table 6. Interconnect Characteristics 

Corner 
Trace ZO(1) TO(2) 
Type (0.) (nslft) 

Slow Inner 58.5 2.41 

Fast Inner 71.5 1.85 

Slow Surface 72 2.05 

Fast Surface 108 1.35 

NOTES: 
1. Characteristic Impedance 
2. Propagational Speed 

Since simulation can only account for skew due to 
board trace and load imbalance, total skew is assumed 
to be the sum of the worst case output skew published 
by driver manufacturers and skew from simulation. 
Skew from simulation is derived by using identical driv­
er models for each driver output, thus assuming zero 
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output skew. The board traces and termination resist­
ances are tuned with 0.5 .ns output skew in mind which 
leaves 0.2 ns for trace skew. For TriQuint's GA1086, 
the output skew is 0.25 ns; thus, there is a larger win­
dow for trace skew. Table 7 summarizes simulation re­
sults of the tightest parameters for each driver. All of 
the drivers can meet the 4 ns minimum high and low 
times easily. Most clock drivers guarantee a 45/55 duty 
cycle, which exceeds Intel's requirement. 

Series termination resistors are chosen to mmlmlze 
skew and undershoot. To achieve similar rise time for 
each load, termination resistance values are smaller for 
heavier loaded lines such as CLK 1 and CLK2 com­
pared to the resistance values for CLKO. Since CLK3 
splits off at the end of the line, its termination value is 
about twice as CLKO's. Table 8 lists the termination 
values for each line and for each driver. Waveforms for 
each driver are attached. Notice the signals at the CLK 

input for each load is relatively clean whereas the sig­
nals at the driver side are not. Since the clock signals 
are only important to the component receiving the sig­
nal, how dirty the signal is at the driver end is not 
important, providing that the signal does not cause any 
damage or other ill effects on the driver. 

Figures attached in this section show some waveforms 
from the simulations. V(201) is the voltage at the Penti­
um processor clock input, V(202) is the voltage at the 
82496 clock input, and V(213), V(214), V(217), and 
V(218) are voltages at the 82491 clock inputs for the 
82491s on CLK1 line. For 74CT2527, V(8) is the volt­
age at driver output, V(I00) is the voltage at the junc­
tion of the series termination resistor and the beginning 
of board trace. For lOH646, V(9) is the voltage at driv­
er output, V(20) is the voltage at the junction of the 
series termination resistor and the beginning of board 
trace. 

Table 7. Compilation of Simulation Data 

Worst Skew Worst Skew Worst Skew 
Undershoot TrlTf 

Clock P5-C5C CSC-Others CSC (No Parity) (-mV)(3) (ns)(4) Mfr. 
Driver (ns)(1) (ns) (ns)(2) 

Slow Fast Spec Slow Fast Spec Slow Fast Spec Slow Fast Spec Slow Fast Spec 

Motorola 10H646 0.021 0.023 0.2 0.65 0.67 0.7 0.65 0.67 0.7 468 816 1600 0.90/ 0.74/ 1.5/ 
1.13 0.67 1.5 

National 74CT2527 0.0071 (5) 0.2 0.67 (5) 0.7 0.61 (5) 0.7 285 (5) 1600 1.14/ (5) 1.5/ 
0.42 1.5 

TriQuint GA1086 0 0 0.2 0.55 0.45 0.7 0.45 0.45 0.7 150 400 1600 0.9/ 0.6/ 1.5/ 
1.9 1.2 1.5 
(6) 

Vitesse VSL4485 0.02 0.05 0.2 0.7 0.57 0.7 0.66 0.57 0.7 275 800 1600 0.95/ 0.78/ 1.5/ 
0.78 0.6 1.5 

NOTES: 
1. All Skews are worst case numbers 
2. Not using the parity chips 
3. Worst Undershoot of all the ClK nodes 
4. Slowest rise and fall times of all the elK nodes 
5. Only typical model at 25°C is available. Thus, only simulation performed is with slow interconnect corner 
6. Simulation done on driver slow corner. Device specification for tf is 1.4 ns worst case. Device was still under development 
when simulation was done. Please contact TriQuint for more information. 
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Clock distribution method for the memory bus control­
ler (MBC) is very similar to that of the chip set. When 
distributing clocks for the MBC, be sure to load each 
driver output with similar loads as for the chip set, and 
route clock traces with similar lengths as for the chip 
set. For example, CLKl and CLK2 have an aggregate 
load of about 20 pF, and the total clock trace length is 
about 7" from driver output to a load. To minimize the 
clock skew of the MBC clock from loads on CLK land 
CLK2 lines, the clock lines should fan out 2.9 pF per 
inch. Also, be sure to terminate the line properly. It is 
important to keep the loading similar to the loadings on 
clock lines of the chip set if skew is to be kept close to 
0.7 ns. Adjusting trace lengths and termination resist­
ance can compensate for load imbalance to a degree, 
but not perfectly and not always. 

Simulations results provided here are based on best 
available models at the time. Some models were for 
parts still under development at the time of simulation. 
Therefore, the simulation results are subject to change. 

I 

Table 8. Series Termination 
Resistor Values for Each Line 

Manufacturer Clock CLK Line 

Motorola 10H646 CLKO 
CLK1 
ClK2 
ClK3 

National 74CT2527 ClKO 
ClK1 
ClK2 
ClK3 

TriQuint GA1086 ClKO 
ClK1 
ClK2 
ClK3 

Vitesse VSl4485 ClKO 
ClK1 
ClK2 
ClK3 
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26 
20 
20 
59 

20 
15 
15 
45 

30 
30 
30 
50 

32 
23 
23 
48 
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6.0 Pentium® PROCESSOR WITH 
512K 82496/82491 SECOND 
LEVEL CACHE CLOCK 
DISTRIBUTION ISSUES 

Clock distribution for 512K CPU -Cache chip set can be 
done in the same way as for the 256K chip set. Since 
there are more SRAM chips for the 512K cache, there 
are more loads that need clocking. Including parity, 
there are 18 82491s. Once again, the same principles 
apply. Keep the driver loading as close to balanced as 
possible. Tune traces and adjust termination resistance 
so that skew is minimized. 

7.0 CLOCK DISTRIBUTION FOR THE 
Pentium® PROCESSOR WITH 
OTHER SECOND LEVEL 
CACHES 

The Pentium processor can be used with cache configu­
rations other than with the 82496 and 82491, as well as, 
without a second level cache. With other caches, the 
first thing that must be done is to decide how much 
skew is tolerable. Then, decide on which clock driver to 
use and carefully layout clock signals for distribution. 
If skew requirements do not exceed the CPU-Cache 
chip set requirements, the same drivers and the same 
distribution can be used. Design examples in Section 
5.0 serve as a guide to how to distribute clocks for Pen­
tium processor systems with tight skew. 

If the Pentium processor is used without a second level 
cache, and only a small number of 66 MHz signals are 
needed, there are a few more options for clock drivers. 
For example, Motorola's 88915 has one 2x output that 
can run to maximum 70 MHz. Texas Instruments has 
the ABT337, 338, and 339 that can provide four copies 
of 66 MHz signals. 

8.0 SUMMARY 

At high speeds, clock synchronization becomes a diffi­
cult problem. Clock traces must be treated as transmis­
sion lines. Proper termination must be given to the lines 
to ensure good signal quality. The Pentium processor, 
with operating frequencies of 60 MHz and 66 MHz, has 
tight clock requirements. Together with the 82496 
Cache Controller and 82491 Cache SRAM, the CPU­
Cache chip set must be synchronized with minimal 
skew. 

/~'For the Pentium processor clocking, the most critical 
parameters are skew and rise and fall times. Depending 

I 
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on the memory interface to the CPU-Cache chip set, 
there are many ways of generating multiple copies of 
clock signals. 

Fully synchronous designs need to route 66 MHz only, 
but with minimal skew for all of them. Divided syn­
chronous designs require both 66 MHz and 33 MHz 
signals. Asynchronous designs need to worry about the 
CPU-Cache chip set clock generation and distribution 
as well as the MBC. 

Several clock drivers have been analyzed in detail with 
carefully tuned clock routing and the proper termina­
tion such that the clock signals transmitted to the Pen­
tium processor, 82496, and 82491 meet all the timing 
requirements of the Intt:! chip set parts. Loading on a 
clock driver should be as balanced as possible. Clock 
traces should have equivalent length from driver output 
to load. The clock lines should be terminated properly 
to minimize reflections. 

The same design principles used in the 256K CPU­
Cache chip set clocking example can be applied to oth­
er CPU-cache configurations, or to a cacheless inter­
face. 

This application note has listed a number of devices 
from several different manufacturers. The purpose of 
this list is to supply a starting point for finding a clock­
ing solution that meets each system's specific require­
ments. The lists provided are not meant as an endorse­
ment or guarantee of the devices listed. In addition, 
these lists are not a complete listing of devices. These or 
other manufacturers may offer additional devices that 
meet the clock specifications for the Pentium processor. 

9.0 REFERENCES 
I. Intel Corporation, Pentium® Processor Family Devel­

oper's Manual, Order Number: 241563, 

2. Intel Corporation, Designing with the Pentium® 
Processor, 82496. and 82491 256K CPU-Cache Chip 
Set, Order Number: 241576. 

3. Jolly. Rich, Clock Design in 50 MHz Intel486™ Sys­
tems, Application Note AP-453, 1991, Intel Corpo­
ration, Santa Clara, CA. 

4. Blood, William R., Jr., MECL System Design Hand­
book, 1988, Motorola Inc. 

5. Hanke, Chris and Tharalson, Gary, Low Skew Clock 
Drivers and their System Design Considerations, Ap­
plication Note AP-1091, Motorola Inc., 1990, 

2-1333 



AP-479 

APPENDIX A 
CLOCK DRIVER MANUFACTURERS 

The following is a list of contacts for the clock driver 
manufacturers listed in this application note. It is not 
meant to be an exhaustive list of all possible solutions. 
It is meant as a starting point for system designers to 
assist in finding a clock solution that meets their system 
requirements. 

AMCC 

United States: 
Headquarters 
6195 Lusk Boulevard 
San Diego, CA 92121-2793 
Ph: 619-450-9333 or 8oo-PLL-AMCC (755-2622) 
FAX: 619-450-9885 

Europe: 

Amega Electronics 
Basingstoke, RG240PF, U.K. 
Ph: 011144-256-843166 

Japan: 

Teksel Co., Ltd. 
Kawasaki 213 
Tokyo, Japan 
Ph: 011181-448127430 

Israel: 

ElM 
Petach Tiqva, Israel 
Ph: 0111972-3-9233257 

AT&T Microelectronics 

AT&T Customer Response Center 
Ph: 800-372-2447 x773 

Danny George 
555 Union Blvd. 
Allentown, PA 18103 
50N2G2100 
Ph: 215-439-6697 

Cypress 

Sean Dingman 
3901 N. 1st St. 
San Jose, CA 95134 
408-943-2743 

2-1334 

ICS 

Bruce Rogers 
Technical Marketing Manager 
2626 Van Buren Ave. 
P.O. Box 968 
Valley Forge, PA 19482 
215-666-1900 

Intel PLD BU International Contact List 

United States: 

John Van Sack 
Intel Corporation 
FM4-42 
1900 Prairie City Road 
Folsom, CA 95630 
Ph: (916) 356-3964 
FAX: (916) 356-6949 

Europe: 

Tony O'Sullivan 
Intel Corporation GmbH 
Dornacher Str. I 
PostFach 213 
D-8016 FeldKirchen/Munchen 
Germany 
Ph: (49) 89/90992-340 
FAX: (49)89/9043948 

Japan: 

Norikazu Aoki 
5-6 Tokodia, Tsukuba-shi 
Ibaraki-Ken 300-26 
Japan 
Ph: 0298-47-0721 
FAX: 0298-47-8819 

APAC: 

Eric Chan 
Intel Technology SDN BHD 
Bayan Lepas Free Trade Zone, 
Box 121 
11900 Penang 
Malaysia 
Ph: 604-820-7271 
FAX: 604-836-405 
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Motorola Inc. 

Todd Pearson 
Motorola Inc 
2200 W. Broadway Rd. 
Mesa, Arizona 85202 
USA 
Ph: (602) 962-3410 

Masanori Matsubara 
Nippon Motorola LTD 
3-20-1, Minami-Azabu 
Minato Ku, Tokyo 106 
Japan 
Ph: 81-33-280-8383 

Axel Krepil 
Motorola GMBH 
Schatzbogen 7 
8000 Munchen 81 
Germany 
Ph: 49-89-92103-167 

Derek Leung 
Motorola Hong Kong LTD 
Silicon Harbour Center 
2 Dai King Street 
Taipo Industrial Estate 
Taipo N. T. Hong Kong 
Ph: 852-666-8194 

National Semiconductor 

National Semiconductor 
Santa Clara, CA 
Tony Ochoa 
Ph: 408-721-6804 
Ph: 800-272-9959 

Pioneer Semiconductor 

Joe Kraus 
2343 Bering Dr. 
San Jose, CA 95131 
Ph: 408-435-0800 
FAX: 408-435-1100 

I 

Texas Instruments 

United States: 

Steve Plote 
Program Manager 
CLOCK DRIVERS 
8330 LBJ Freeway, Center 3 
P.O. Box 655303 
Dallas, Texas 75265 
Ph: 214-997-5214 

Brett Clark 
Applications Engineer 
Ph: 903-868-5836 

Japan: 

Mich Komatsu 
Texas Instruments Japan LTD. 
M.S. Shibaura Bldg. 13-23 
Shibaura 4-Chome 
Minato-ku Tokyo, 108 Japan 
Ph: 033-769-8717 

Asia Pacific Region: 

Eric Wey 
Texas Instruments Taiwan LTD. 
Taipei Branch 
IOF Bank Tower, 205 Tung Hua N. 
Taipei, Taiwan ROC 
Ph: 886-2-713-9311 

Europe: 

Lothar Katz 
Texas Instruments 
8050 Freising, Fed. Rep. of Ger. 
Deutschland GMBH 
Haggertystr. 1 
Ph: 49-816-80314 

TriQuint Semiconductor 

United States: 

Marketing, Sunil Sanghavi 
(408) 982-0900 x142, FAX (408) 982-0222 
Western Sales, Mark Wu 
(408) 982-0900 x113, FAX (408) 982-0222 
Central Sales, John Watson 
(214) 422-2532, FAX (214) 423-4947 
East Sales, Mike Zyla 
(215) 493-6944, FAX (215) 493-7418 
International, Mike Kilgore 
(503) 644-3535 x228, FAX (503) 644-3198 
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Europe - GiGA A/S 

Fin Helmer, President 
45-4-343-1588, FAX 45-4-343-5967 

Japan - Japan Macnica Corp. 

Shin Ishikawa, Product Manager 
045-939-9140, FAX 045-939-6141 

Vitesse Semiconductor 

United States: 

Corporate Headquarters 
Vitesse Semiconductor Corporation 
741 Calle Plano 
Camarillo, CA 93012 
Ph: 805-388-7501 
FAX: 805-388-7565 

Europe: 

Thomson Composants Micronodes 
Route Departementale 128 B.P. 48 
91401 Orsay Cedex France 
Ph: 33-1-60-19-7000 
FAX: 33-1-60-19-7140 
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Japan: 

H.Y. Associates Co., LTD. 
3-1-10, Sekimachikita, Nerima-Ku 
Tokyo, 177 Japan 
Ph: 81-33-929-7111 
FAX: 81-33-928-0301 

Korea: 

Beaver International, Inc. 
3601 Deauville Court 
Calabasas, CA 91302 
Ph: 818-591-0356 
FAX: 818-591-0753 

Taiwan: 

Tamarack Microelectronics 
16 FI., No.1, Fu-Hsing N. Road 
Taipei, Taiwan, ROC 
Ph: 886-2-772-7400 
FAX: 886-2-776-0545 
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1.0 INTRODUCTION 

In a system environment, the Pentium® processor's 
temperature is a function of both the system and com­
ponent thermal characteristics. The system level ther­
mal constraints imposed on the package are local ambi­
ent temperature and thermal conductivity (i.e., airflow 
over the device). The Pentium processor thermal char­
acteristics depend on the package (size and material), 
the type of interconnection to the printed circuit board 
(PCB), the presence of a heat sink, and the thermal 
conductivity and the power density of the PCB. 

All of these parameters are aggravated by the continued 
push of technology to increase the operating speeds and 
the packaging density. As operating frequencies in­
crease and packaging size decreases the power density 
increases and the heat sink size and airflow become 
more constrained. The result is an increased impor­
tance on system design to ensure that thermal design 
requirements are met for each component in the sys­
tem. 

In addition to heat sinks and fans, there are other solu­
tions for cooling integrated circuit devices. A few of 
these solutions are: fan mounted on heat sink, heat 
pipes, thermoelectric (peltier) cooling, liquid cooling, 
etc. While these alternatives are capable of dissipating 
additional heat, they have disadvantages in terms of 
system cost, complexity, reliability, and efficiency. 
These techniques are more expensive than a passive 
heat sink and fan. The introduction of active devices 
can also decrease reliability. Finally, the power efficien­
cy of some of these techniques is poor, and gets worse 
as the amount of power being dissipated increases. De­
spite these disadvantages, each of these solutions may 
be the right one for particular system implementations. 

However, for the purpose of this application note, Intel 
has focused its efforts on describing solutions using pas­
sive heat sinks and fans. 

I 
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1.1 Document Goal 

The goal of this document is to provide thermal per­
formance information for the Pentium processor and 
recommendations for meeting the thermal requirements 
imposed on systems. This application note attempts to 
provide an understanding of the thermal characteristics 
of the Pentium processor and some examples of how 
the thermal requirements can be met. 

2.0 IMPORTANCE OF THERMAL 
MANAGEMENT 

Thermal management of an electronic system encom­
passes al! of the thermal processes and technologies that 
must be employed to remove and transfer heat from 
individual components to the system's thermal sink in a 
controlled manner. 

The objective of thermal management is to ensure that 
the temperature of all components is maintained within 
functional and absolute maximum limits. The function­
al temperature limit is the range within which the elec­
trical circuits can be expected to meet their specified 
performance requirements. Operation outside the func­
tional limit can degrade system performance or cause 
logic errors. The absolute maximum temperature limit 
is the highest temperature that a portion of the compo­
nent may be safely exposed. Temperatures exceeding 
the limit can cause physical destruction or may result in 
irreversible changes in operating characteristics. Higher 
temperatures result in earlier failure of the devices in 
the system. Every lOoC rise above the operating range 
means a halving of the mean time between failures. 
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3.0 Pentium® PROCESSOR POWER 
SPECIFICATIONS 

The Pentium processor's power dissipation and case 
temperature specs for 60 MHz and 66 MHz are shown 
in Table 1. 

To ensure functionality and reliability of the Pentium 
processor, maximum device junction temperature must 
remain below 90°C. Considering the power dissipation 
levels and typical ambient environments of 40°C to 
45°C, the Pentium' processor's junction temperatures 
cannot be maintained below 90°C without additional 
thermal enhancement to dissipate the heat generated by 
this level of power consumptiort. 

The thermal characterization data described in Table 2 
illustrates that both a heat sink and airflow are needed. 
The size of heat sink and the amount of airflow are 
interrelated and can be traded off against each other. 
For example, an increase in heat sink size decreases the 
amount of airflow required. In a typical system, heat 
sink size is limited by board layout, spacing, and com­
ponent placement. Airflow is limited by the size and 
number of fans along with their placement in relation 
to the components and the airflow channels. In addi­
tion, acoustic noise constraints may limit the size or 
types of fans limiting the airflow. 

To develop a reliable thermal solution, all of the above 
variables must be considered. Thermal characterization 
and simulation should be carried out at the entire sys-

tem level accounting for the thermal requirements of 
each component. 

4.0 THERMAL PARAMETERS 

Component power dissipation results in a rise in tem­
perature relative to the temperature of a reference 
point. The amount of rise in temperature depends on 
the net thermal resistance between the junction and the 
reference point. Thermal resistance is the key factor in 
determining the power handling capability of any elec­
tronic package. 

Thermal resistance from junction to case (OJe), and 
from junction to ambient (OJA) are the two most often 
specified thermal parameters for integrated circuit 
packages. 

4.1 Ambient Temperature 

Ambient temperature is the temperature of the undis­
tributed ambient air surrounding the package. Denoted 
TA, ambient temperature is usually measured at a spec­
ified distance away from the package. In the laboratory 
test environment, ambient temperature is measured 12 
inches upstream from the package under investigation. 
In a system environment, ambient temperature is the 
temperature of the air upstream to the package and in 
its close vicinity. 

Table 1. Pentium® Processor Power Dissipation 

Package Total Pin Package Power Power Max Case 
Type Pins Array Size (Typical) (Max) TempCC) 

Pentium Processor 60 MHz PGA 273 21 x 21 2.16" x2.16" 11.9W 14.6W 80 

Pentium Processor 66 MHZ PGA 273 21 x 21 2.16" x2.16" 13W 16W 70 
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4.2 Case Temperature 

Case temperature, denoted To is measured at the cen­
ter of the top surface (on top of the heat spreader, see 
Figure I) of the package, typically the hottest point on 
the package case. Special care is required when measur­
ing the case temperature to ensure an accurate tempera­
ture measurement. Thermocouples are often used to 
measure Tc. Before any temperature measurements, 
the thermocouples have to be calibrated. When measur­
ing the temperature of a surface which is at a different 
temperature from the surrounding ambient air, errors 
could be introduced in the measurements. The mea­
surement errors could be due to" having a poor thermal 
contact between the thermocouple junction and the sur­
face, heat loss by radiation or by conduction through 
thermocouple leads. To minimize the measurement er­
rors, it is recommended to use the following approach: 

• Use 36 gauge or finer diameter K, T, or J type ther­
mocouples. The laboratory testing was done using a 
thermocouple made by Omega (part number: 
STC-TTK-36-36). 

• Attach the thermocouple bead or junction to the 
center of the package top surface using high thermal 
conductivity cements. The laboratory testing was 
done by using Omega Bond (part number: OB-lOO). 

• The thermocouple should be attached at a 90· angle 
as shown in Figure 1. When a heat sink is attached a 
hole (no larger than 0.15") should be drilled 
through the heat sink to allow probing the center of 
the package as shown in Figure 1. 
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• If the case temperature is measured with a heat sink 
attached to the package, drill a hole through the 
heat sink to route the thermocouple wire out. 

4.3 Junction Temperature 

Junction temperature, denoted T J, is the average tem­
perature of the die within the package. 

The junction temperature for a given junction-to-ambi­
ent thermal resistance, power dissipation, and ambient 
temperature is given by the following formula: 

TJ = Po • 6JA + T A 

If a heat sink with thermal resistance of 6SA (sink-to­
ambient) is used, then the thermal resistance from the 
junction-to-case, 6JC, is given by the following formula: 

where: 

6CS is the thermal resistance from the component 
(case) to the heat sink. 

241575-1 

Figure 1. Thermocouple Attachment 
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4.4 Thermal Resistance 

Thermal resistance (Figure 2) values for junction-to­
ambient, (hA and junction-to-case, OJC, are used as 
measures of IC package thermal performance. OJC is a 
measure of the package's internal thermal resistance 
along the major heat flow path from silicon die to pack­
age exterior. This value is strongly dependent on the 
material, thermal conductivity, and geometry of the 
package. OJC values also depend on the location of the 
reference point (in this case center of the package top 
surface), the external cooling configurations and the 
heat flow paths from the package to the ambient. For 
example, if a heat sink is attached to the package top 
surface or more heat is pulled into the board through 
the pins, the OJC values measured with reference to the 
center of the package top surface will change. OJA val­
ues include not only internal thermal resistance, but 
also the radiative and convective thermal resistance 
from the package exteri~r to ambient air. 0JA values 
depend on the material, thermal conductivity, and ge­
ometry of the package and also on ambient conditions 
such as airflow rates and coolant physical properties. 

In order to obtain thermal resistance values, junction 
temperature is measured using the temperature sensi­
tive parameter (TSP) method. With this method, spe­
cial design thermal test structures are used which are 
approximately the same size as the Pentium processor 
die. The test structure consists of resistors and diodes. 

Resistors are used to simulate the Pentium processor 
power dissipation and thereby heat up the package. Di­
odes, which are located at the center of the thermal test 
die, are used to measure the die temperature. The mea­
surements are carried out in a wind tunnel environ­
ment. The air flow rate and the ambient temperature 
are measured 12 inches away from the package in the 
upstream air. 

The parameters are defined by the following relation­
ships: 

OJA (TJ - TA)/PO 

OJC (TJ - Tc)/Po 

OJA OJC + OCA 

where: 

OJA = junction-to-ambient thermal resistance 
eC/W) 

0JC = junction-to-case thermal resistance eC/W) 

OCA = case-to-ambient thermal resistance eC/W) 

TJ = average die (junction) temperature eC) 

Tc = case temperature at a pre-defined location eC) 

T A ambient temperature eC) 

Po = device power dissipation (W) 

Ambient (Air) 

241575-2 

Figure 2. Thermal Resistance Parameters 
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Table 2 lists the junction-to-case and case-to-ambient thermal resistances for the Pentium processor (with and 
without a heat sink). 

Table 2. Thermal Characterization Data 

DJC 
DCA • 'vs Airflow (ft/min.) 

0 200 400 600 800 1000 

With 0.25" Heat Sink 0.6 8.3 5.4 3.5 2.6 2.1 1.8 

With 0.35" Heat Sink 0.6 7.4 4.5 3.0 2.2 1.8 1.6 

With 0.65" Heat Sink 0.6 5.9 3.0 1.9 1.5 1.2 1.1 

Without Heat Sink 1.2 10.5 7.9 5.5 3.8 2.8 2.4 

NOTE: 
Heat Sink: 2.1 in2 base, omni-directional pin AI heat sink with 0.050 in. pin width, 0.143 in. pin-to-pin center spacing and 
0.150 in. base thickness. Heat sinks are attached to the package with a 2 to 4 mil thick layer of typical thermal grease. The 
thermal conductivity of this grease is about 1.2 wi m c . 
•• eCA values shown in this table are typical values. The actual eCA values depend on the air flow in the system (which is 
typically unsteady, non-uniform and turbulent) and thermal interactions between Pentium CPU and surrounding components 
through PCB and the ambient. 

5.0 DESIGNING FOR THERMAL 
PERFORMANCE 

At this point the application note turns from describing 
the characteristics that define thermal performance to 
describing how designers should use these characteris­
tics to assess thermal requirements of PC system de­
signs. The Pentium processor specifies a maximum case 
temperature, T c, of 70"C @ 66 MHz. This case temper­
ature limit along with the Pentium processor's power 
and thermal resistance characteristics can be used to 
determine the ambient temperature required to keep 
the Pentium processor operating within its specified 
limits. Using these parameters in the following equa­
tions: 

I 

TA = Tc - (P' ecA> 

TA = 70·C -(16W' 10.5·C/W) 

TA = -98·C 

The maximum ambient temperature required in a Pen­
tium processor system without any additional thermal 
enhancement is -98°C at 66 MHz. Obviously, this am­
bient temperature is impractical and unachievable in a 
PC system. In order to be able to maintain the case 
temperature at 70"C In a typical system ambient with 
air temperature of 4Q°C to 45°C, the thermal resistance 
between the case and the ambient must be reduced. 
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5.1 Heat Sinks 

The most common way to improve the package thermal 
performance is to increase the surface area of the device 
by attaching a large piece of metal (a heat sink) to the 
package. The heat sink is usllll1ly made of Aluminum 
and is chosen for its price/thermal-performance ratio. 
There are materials that offer' higher conductivity such 
as copper, but cost becomes prohibitive. To maximize 
'the flow of heat for a given junction temperature rise 
over the ambient ,temperature, the thermal resistance 
from heat sink to air can be reduced by a) maximizing 
the surface area, and b) maximizing the air flow across 
the surface area (maximizing air flow through heat sink 
fins in most cases). 

Intel has used test data to determine wh~t size of heat' 
sink and airflow is needed to properly cool a Pentium 
processor system. The data was derived assuming an 

adhesive attach process that offers thermal resistance of 
about O.2°C/W. 

The testing was done in a wind tuunel in the configura­
tion (in Figure 3) where the heat sink was mounted on 
a real Pentium processor package with a thermal die 
mounted inside to generate the 16W of power. The 
package is then mounted in a socket which is soldered 
to a 2-layer PCB that brings power to the die. 

Based on these tests, three specific heat sink and airflow 
combinations have been identified that properly dissi­
pate the Pentium processor's 16W and maintains a case 
temperature below 700C @ 66 MHz. The three heat 
sinks are shown in Figure 4. 

LWlllllll c 

c Air flow 
Heat Spreader 

Pentium'Kl Processor 

Socket 

o 0 0 0 o 0 0 0 

Figure 3. Improving Thermal Performance 

Heat Sink A: H = 1.4" for 200 LFMs of Air 
Heat sink B: H = 1.05" for 300 LFMs of Air 
Heat sink C: H = 0.85" for 400 LFMs of Air 

Assumption: Air Temp = 45"C 

Figure 4. Recommended Combinations 
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In addition, testing has been done to provide more gen­
eral guidelines which allow deviating from the above 
conditions. These guidelines allow systems to derive 
various combinations of heat sink size and airflow that 
ensure the Pentium processor thermal specifications are 
met. For example, by increasing the heat sink x-y di­
mensions and extending it over the package footprint, 
the heat sink height can be reduced while maintaining 
the same thermal performance as the taller heat sink 
with the same footprint as that of the package. The first 
three charts (Figures 5, 6, 7) show the thermal resist­
ance as a function of heat sink size and airflow. The last 
three charts (Figures 8, 9, 10) show the power dissipa-
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tion achievable with a given heat sink size and airflow. 
The power dissipation calculations assume T c = 70"C 
@ 66 MHz, TA = 45°C, and 8]c = o.6° C/W. 

Pmax = (Tc - TA)/(JCA = 25/(JCA 

A key assumption in all of these calculations is that a 
perfect thermal connection can be achieved between the 
case and the heat sink. One ban extrapolate the heat 
sink solutions by adding the additional thermal resist­
ance of any chosen heat sink attach process. See Ap­
pendix B for case to heat sink thermal interface options. 

Heat Sink Size (Bas,) = 2.1 Inches Square 
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M 6.00 
CD 
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o 
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Figure 5. Thermal Resistance 

Heat Sink Size = 2.6 Inches Square 
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Figure 6. Thermal Resistance 
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Figure 7. Thermal Resistance 

Heat Sink Size (Base) = 2.1 Inches Square 
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Figure 8. Power Dissipation 
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Figure 9. Power Dissipation 
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Figure 10. Power Dissipation 
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5.2 Airflow 

To improve the effectiveness of heat sinks it is impor­
tant to manage the airflow so as to maximize the 
amount of air that flows over the device or heat sink's 
surface area. In the system, the air flow around the 
processor can be increased by providing an additional 
fan or increasing the output of existing fan. If this is not 
possible, baffiing the airflow to direct it across the· de­
vice may help. This means the addition of sheet metal 
or objects to' guide the air to the target device. Often the 
addition of simple baffies can eliminate the need for an 
extra fan. In addition, the ordeI"'in which air passes 
over devices can impact the amount of heat dissipated. 

5.3 Fans 

Fans are often needed to assist in moving the air inside 
a chassis. A typical variable speed fan capable of up to 
100 CFM of air can be found for approximately $10. 

The airflow rate is usually directly related to the acous­
tic noise level of the fan and system. Therefore maxi­
mum acceptable noise levels may limit the fan output 
or the number of fans selected for a system. 

A fan may be placed at the top of a heat sink to pro­
duce direct air impingement on the heat sink for 
efficient heat removal. A key issue with fans is their 
reliability. Although many fans are rated for approxi­
mately 50,000 hours of operation, operating conditions 
such as operating temperature, pressure drop across the 
fan and the particles in the air can significantly reduce 
the fan's useful life. 
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5.4 Thermal Performance Validation 

The recommended thermal solutions in Section 5.1-5.3 
are only design guidelines. Since there are many vari­
ables that can effect thermal performance in an actual 
system, thermal performance should always be validat­
ed experimentally, following the case temperature mea­
surement technique described in Section 4.2. 

6.0 CONCLUSION 

As the complexity of today's microprocessors continues 
to increase so do the power dissipation requirements. 
Care must be taken to ensure the additional heat result­
ing from the power is properly dissipated. As docu­
mented, the heat can be dissipated using passive heat 
sinks, fans and/or active cooling devices. 

The simplest and probably most cost effective method 
is to use a heat sink and a fan. The size of the heat sink 
and the output of the fan can be varied to balance the 
tradeoffs between size and space constraints versus 
noise. For example, if space is available a 1.4" high 
heat sink can be used with only 200 LFM to cool the 
66 MHz Pentium processor and the 16W it dissipates. 
Another example in which space is restricted shows a 
0.7" high heat sink can be used if approximately 500 
LFM of airflow is provided. 

These are not the only valid solutions, but both provide 
adequate cooling to maintain the Pentium processor 
case temperature at or below the 7(J'C @ 66 MHz spec­
ified limit. By maintaining this specification, the system 
can guarantee proper functionality and reliability of the 
Pentium processor. 
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APPENDIX A 
EXAMPLES 

Thermal management examples, designing with the Pentium processor. Using the best known methods. 

Appendix Goal 
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The goal orthis appendix is to measure the operating temperatures in a real system versus the wind tunnel laboratory 
measurements. These experiments are done with heat sinks that are similar to the ones suggested in Section 5.1 of the 
main document. The thermocouples and attachment methods suggested in Section 4.2 of the main document are also 
used. The appendix begins by reviewing the variables that the system designer has control over and uses tables to 
describe thermal resistance in the context of where the system designer can have the most effect The importance of 
the case to heat sink thermal interface and correct attachment methods are reviewed and different options given. The 
appendix proceeds to describe the system used for these tests and the tools and equipment needed. The lab set up 
procedures are discussed in detail and the measurements are presented with comments at the conclusion. 

WHAT ARE THE VARIABLES? 

Table A-I shows the cooling options that customers can control when designing a system. From Table A-I it is 
obvious that changing the heat sink and air flow are the two most effective ways for a system designer to affect the 
thermal performance of a system. 

Table A-1. Variables 

COOLING OPTIONS UNDER CUSTOMER CONTROL 

Variables Options for COOling 

Device • Use Power Management SW in the System 
• Clock the Device at a Lower Speed 

Heat Sink • Increase Heat Sink Area, Width or Height 
• Use Interface Materials with Lower Thermal Resistance 
• Use Active Cooling Devices 
• Use a Combination of Active and Passive Cooling Devices 

AirFlow • Increase Air Flow 
• Manage Air Flow 
• Place Hottest IC's near Highest Airflow 

Ambient Temperature • Place System in a Controlled Climate 
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Figure A-I sums up the thermal tradeotTpicture succinctly. Looking at Figure A-I reiterates the previous statement 
that increasing the heat sink size and air flow rate provide the largest thermal performance improvements. In 
addition it shows the variables that are constant. Note that the OJC (junction-to-case thermal resistance) of the 
Pentium processor is fixed and a system designer can have no etTect on this parameter. Also note that the Ocs (case­
to-heat sink thermal resistance) is a constant. Even though Dcs is shown as a constant in Figure A-I it can move up 
and down the Y axis depending on the interface material chosen. The case to heat sink interface is critical to the 
overall success of the thermal solution and cannot be overlooked. The next section will go into detail on this subject. 
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Figure A·1. Thermal Resistance 
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The main of purpose Figure A-2 is to show that packages and heat sinks are not perfectly flat and this requires that 
the air gap be filled with an interface material that has a lower thermal resistance than air. The whole point is to try 
and minimize the contact thermal resistance. The different types of thermal interface materials are listed to show the 
wide array of materials available to the system designer. Intel's data books have a mechanical section that list the 
flatness of the package. Heat sink vendors should be able to provide specifications for their heat sink offerings. 
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Thermal Interface case to heat Sink 

• Interface materials are 

designed for transferrmg 

heat through the imperfect 

surfaces of the processor 

package and the heat sInk 

• TYPES OF THERMAL 
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• Conductive Graphite 
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• Wax on Carrier Film 
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Figure A·2. Thermal Interfaces 
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The next section (Figures A-3 through A-S) covers attachment methods which generally fall in.to,the categories 
shown; epoxies, double sided tapes or manual clips to either chip or socket. 
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Attachment Methods Double Side Tapes/Epoxies 

• Double sided tapes and epoxlEls 

are designed to either 

permanently or semi - permanently 

fasten the heat smk to the processor 

package and to promote heat 

transfer across the Interface . 

• TYPES OF ADHESIVES 

• Epoxies (1 & 2 Part) 

• Silicone Compounds 

(ATV) 

• Anerobic (1 Drop) 

• Acrylic based PSA 

Tapes 

: :; 

~:~ '.;. : 
) ::: 

Figure A-3. Attachment Methods 
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Attachment Methods Clipping Techniques 

• Clips are deSigned to be a 

removable solution to the 

processor heat stnk attachment 

problem. The force generated 

minimiZeS c-s thermal 

resistances . 
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Clip to side of processor pkg. 

a Edge Plastic 
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Figure A-4. Attachment Methods 
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Note that some clips don't allow the package to be pushed all the way into the socket and this could be a problem 
with short lead packages. The main advantage of this type of system is that a low profile socket can be used to lower 
the height of the processor heat sink assembly. 

Attachment Method Clipping to Processor Socket 

• Socket clips are designed to 

fasten heat Sinks to processor's which 

have shortened pin lengths . 

• TYPE OF CLIP 

- Over-the-top Metal 

Figure A-5. Attachment Methods 

Table A-2 lists pros and cons of the different attachment methods covered. 

Table A-2. Attachment Methods 

ATTACHMENT METHODS 
ADVANTAGES DISADVANTAGES 

DOUBLE • Quick to Use • High Thermal Resistance 
SIDED • Low Installed Cost • Requires Flat Interfaces 
TAPES • Compliant • Assembly Contact Pressure 

• Low Potential Thermal • Mixing, Curing, Messy 
Resistance • Timing Consuming (if not 

EPOXIES • Low Contact Pressure automated) 
• CTE Stress, High Rigidity 
• Variable Thickness (theta) 

• Centralized Pressure Points • Removable 
• Removable • Force Limits vs Assembly 

CLIPS • Easily Installed • Insufficient Shock and 
• Solution to Upgrade Vibration Data 
• Accommodates Wide • Potential for Loss of Pressure 

Tolerance 
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The materials chart Figure A-6 shows the performance of each type of thermal interface material. Note that even 
though thermal grease has a deserved reputation for being messy and harder to control it still performs well as a 
thermal interface. All the examples that are shown in Appendix A use thermal grease as the case to heat sink 
interface. 
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The next step is to chose a heat sink. Figure A-7 shows the wide range of choices and the cost associated with each 
technology. 

Now that all the variables and options are known for this problem we can proceed on to do some real system 
measurements using the recommendations and data shown in the first part of this application note. 
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Examples 

For all the examples in this section we used a 40 MHz system with a Pentium processor and 256K cache. A picture 
of the system under test is shown in Figure A-8 with the covers off to show the placement of the Pentium processor 
and the associated cache components. A 40 MHz system was used because it was the only one available at the time 
the testing was done. 
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Objectives 
• To measure a Pentium processor system operating 

under real working conditions. 

• To compare the measured results to the predicted 
results shown in the beginning of this application 
note. The reader should always keep the main goal 
in mind; the main goal is always to meet the case 
temperature specification for the Pentium proces­
sor. Any combination of heat sink and air flow rate 
is fine as long as the case temperature specification 
is met. The heat sinks used in test # 1 thru # 4 will 
match the suggested heat sinks as close as possible 
to accurately correlate with the wind tunnel data. 
This is meant to illustrate how a system designer 
might start by using the suggested heat sinks and air 
flow rates as starting points to thermally tune their 
particular system. Test # 5 uses a heat sink and a 
fan combination. The fan heat sink is best described 
as a fan attached directly to the heat sink on the 
Pentium processor. It is an active device used for 
spot cooling ICs. We will concentrate on traditional 
passive heat sink solutions with only one set of mea­
surements being done for a fan heat sink assembly. 

Tools and Equipment 
1. Pentium processor-based system running at 

40 MHz. 

2. Hot wire anemometer to measure airflow rate. 

3. Thermocouples and high thermal conductivity ce­
ment as recommended in the application note. 

4. Homemade jig for accurate and repeatable attach­
ment of the thermocouples to the package. 

5. Homemade power supply isolation socket for set­
ting the Vee and reading the Icc of the processor 
independently of the rest of the system. 

6. Adjustable power supply with adequate current ca-
pabilities and both current and voltage read out. 

7. Multimeter to read the voltage and current. 

8. Cables to connect everything up. 

9. Software test suite that simulates "worst case con­
ditions for a typical real application." In this case it 
was Microsoft Excel and Word for Windows test 
suites. 

10. Drill and drill bits. 

11. Thermal grease. 

The lab procedure was as follows: 

Preparing the System 
1. Load the test software on the system disk (or floppy) 

and make sure everything runs correctly before you 
start. After everything works satisfactorily proceed 
to the next step. 

2. Remove the covers, choose several places (random) 
around the processor to measure the air flow of the 
system. Then drill holes large enough to allow the 
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anemometer to be inserted. Five holes were drilled 
in the system cover. 

3. In this case we had a 12" long '/." diameter direc­
tional anemometer. To get more repeatable mea­
surements the shaft of the probe was marked with a 
pencil to get the same depth, into the box, for each 
measurement 

4. We then removed the processor card from the chas­
sis (use anti-static procedures to prevent IC dam­
age). 

5. Remove the Pentium processor from the card and 
install the isolation socket. 

Preparing the Pentium Processor for Testing 
1. Using the jig carefully attach the thermocouple to 

the center of the processor package using cement 
and let it cure as recommended by the manufacturer 
of the cement. 

2. Drill holes no larger than 0.125" in the centers of 
the heat sinks to be tested just large enough to get 
the thermocouple wires through the hole. In the 
case of the fan heat sink, the fan was removed and 
the heat sink was drilled the same as the others and 
then re-assembled. Each of the holes were counter 
sunk on the bottom to better conform to the tear 
drop shape the thermocouple and cement naturally 
forms into. The idea is to not disturb or break the 
contact between the cement and the package. If it is 
broken or cracked the measurements will be incor­
rect 

3. Apply the thermal grease (less than 0.004" thick) 
evenly, with no voids, to the processor package. 

4. Slide the heat sink down the thermocouple wires 
being careful not to disturb the thermocouple while 
at the same time firmly seating the heat sink to the 
package. Attach the plug for the temperature meter 
to the other end of the thermocouple wire terminals. 

5. Re-install the processor/thermocouple/heat sink as­
sembly into the isolation socket on the processor 
board, again being careful not to disturb the thermo­
couple connection. 

Preparing for Measurements 
I. Re-install the processor card into the system. 

2. Connect the power supply wires to the power supply 
and the isolation socket. 

3. Connect the multimeter to the the power supply to 
monitor the Vee and set the power supply meter to 
measure Icc. 

4. Connect the thermocouple to the meter. 

5. Turn on the processor power supply and then the 
system supply. 

6. Wait for the system to boot and then run the test 
software. 
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Thermal Measurements 

The next step was to determine the baseline airflow in 
the system without a heat sink attached to the proces­
sor. Measure the airflow at several locations using the 
access holes in the system and the marks on the probe 
to ensure accurate placement of the probe and repeata­
bility of the measurements. Table A-3 shows the re­
sults. Be cautious when placing the fan in a system 
relative to the processor. All fans have a dead spot (low 
airflow) in the center of the fan. Avoid the dead spot. 
Even several inches away from the fan the dead spot 
can influence airflow considerably. 

Test #1 

The next step is to compare how close the suggested 
values and tables are to the measured results. Use the 
formulas described in the beginning of the application 
note and the values from Table A-4. 

Po = Vcc * Icc = (1.82*4.89) = 8.827W 

IIJC = (TrTc)/Po = 0.6 

IIJA = (TrTA)/Po 

IICA = IIJA-IIJC = [(TrTA)-(TrTclj/Po 
= [Tc-TAj/PO 

IICA = (55.3 - 29)/(1.8*4.85) = 24/8.827 = 2.97 

OCA = 2.7°C/W is the measured value in the system 
for this configuration. 

Table A-3. Baseline Airflow 

Airflow Measured, LFM 120-160 

Location of probe - 2 inches (upstream from the fan) @ center of the processor (above the heat 
sink) 

Table A-4. Test Conditions Test # 1 

Heat Sink Size, Temperature, degrees C 
Icc VCC AirFlow 

Inches Room System Case Amps Volts LFM 
HxW TA TA Tc 

1.2 x 2.1 sq. 23 29 55.3 1.82 4.85 100-150 
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The graph (Figure A-9) from the application note, for 
heat sink size size of 2.1" x 2.1" , is used to compare the 
predicted (JCA, for a 1.2" tall heat sink, to the mea­
sured value of (JCA' 

The predictions from the graph (Figure A-9) are: 

iJCA = 2.9°C/W @ 100 LFM 

iJCA = 2.4°C/W @ 150 LFM 

iJCA = 1.9°C/W @ 200 LFM 

I 
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And the measured value is: 

iJCA = 2.97°C/W @ 100-150 LFM 

Heat Sink Size (Base) = 2.1 Inches Square 
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Figure A·9. Thermal Resistance 

Table A·5. Test Conditions Test #2 

Temperature, degrees C 
Icc Vcc AirFlow 

Room System Case Amps Volts LfM 
TA TA Tc 

22 29 58.3 1.81 4.85 100-150 
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Test #2 

The same test only the heat sink height was reduced to 
0.5 inch height. 

(JCA = (Tc - TAl/PD 

(JCA = 58.3 - 29/8.79 = 3.33'C/W 

The 2. 1" x 2.1" graph (Figure A -9) from test # 1 is 
used again and it predicts: 

(JCA = 4.9'C/W @ 100 LFM 

()CA = 4.3'C/W @ 150 LFM 

()CA = 3.8'C/W @ 200 LFM 

And the measured value is: 

(JCA = 3.33'C/W @ 100-150 LFM 

Test #3 

This test is the same as test # 2 except that processor 
board to board spacing was reduced to 0.6 inches using 

a cardboard baffie to simulate a system with very tight 
board spacing. An existing system that is upgrading 
from an Intel 486 processor to the Pentium processor 
might have this type of spacing. Note that this particu­
lar configuration actually has more airflow than test 
# 2. It could have just as easily been lower. It all de­
pends on the particular system being measured. 

(JCA = (Tc - TAl/PD 

(JCA = 70.3 - 27/8.79 = 4.9'C/W 

The 2.1 " x 2.1" graph (Figure A-9) from test # 1 is 
used again to predict the 0CA: 

(JCA = 4.3'C/W @ 150 LFM 

(JCA = 3.8'C/W @ 200 LFM 

(JCA = 3.0'C/W @ 300 LFM 

And the measured value is: 

(JCA = 4.9'C/W @ 175-200 LFM 

Table A-S. Test Conditions Test #3 

Heat Sink Size, Temperature, degrees C 
Icc Vcc AirFlow 

Inches Room System Case Amps Volts LFM 
HxW TA TA Tc 

0.5 x 2.1 sq. 23 27 70.3 1.81 4.85 175-200 

Table A-7. Test Conditions Test #4 

Heat Sink Size, Temperature, degrees C 
Icc Vcc AirFlow 

Inches Room System Case Amps Volts LFM 
HxW TA TA Tc 

0.65 x 3.1 sq. 23 29 55.3 1.8 4.85 100-140 
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Test #4 

This test uses a 0.65" tall heat sink that is 3.1" sq. This 
type of heat sink might be used when height is limited 
and there is room to spread out by adding more area to 
the heat sink base. 

()CA = (Tc - TAl/Po 

()CA = (55.3 - 29)/8.73 = 3.0 

The 3.0" x 3.0" graph (Figure A-to) from the applica­
tion note is used since it is similar to the heat sink used. 
The 3.0" x 3.0" graph predicts: 

()CA = 3.0·C/W @ 100 LFM 

()CA = 2.S·C/W @ 150 LFM 

And the measured value is: 

()CA = 3.0·C/W @ 100-140 LFM 

AP-480 

Test #5 

The last test was done using a fan/heat sink assembly 
that has become popular for prototyping, debug and 
spot cooling in some situations. We were not able to 
measure the airflow on the processor with this configu­
ration because the air flow is not directional enough to 
get a reading with the probe available. The case temper­
ature however was monitored by mounting a thermo­
couple in the same manner used above. We did modify 
the setup by bringing the thermocouple wires out the 
side to clear the fan. This will change the measurements 
the thermocouple produces and should be factored into 
any data. We do not have any wind tunnel data on the 
fan/heat sink combination. Note that the case tempera­
ture is within specification. 

Heat Sink Size (Base) = 3.0 Inches Square 

0.2 

Heat Sink Size, 
Inches 
HxW 

HS/Fan 

I 
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~ :::::-::: ~ ~ r-o -. 
... 

0.4 0.6 0.8 1.2 1.4 

Heat Sink Height (inches) 

Figure A·10. Thermal Resistance 

Table A·8. Test Conditions Test #5 

Temperature, degrees C 
Icc 

Room System Case Amps 
TA TA Tc 

23 29 46 1.8 

Airflow 

-·-0 

-0--100 

-·-200 

--<>--- 300 

.. 400 

1.6 --e--

241575-21 

Vcc AirFlow 
Volts LFM 

4.85 120-160 
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Conclusion 

Table A-9 shows all the tests in one table. The data 
shows that the suggestions in the application note are a 
very good starting point to begin tuning any Pentium 
processor system and that there is no one cookbook 
answer that fits all systems because of the complexity of 
air flow and variations from each type of system. In­
deed the results show that airflow can be changed dra­
matically even in the same system by changing one 
variable. For example test #2 and #3 are exactly the 
same except that board to board spacing was reduced 
significantly. Note that case temperature rose signifi­
cantly even though the airflow sensor was reading a 
higher value. This suggests that the airflow through the 
heat sink was lower even though the anemometer, 2 
inches away, was reading higher airflow at its position. 
Note also that test # 2 more closely approximates the 
wind tunnel test setup because it has open space above 
the board instead of a board nearby. This is also why 
the predicted data versus the measured data is so far off 
for test # 3, while test # 2 is very close to the predicted 
results. 

Test # 1 and #4 demonstrate a fundamental principle 
of the physics involved. If you have the same airflow 

and must reduce the height of the heat sink, you have 
to spread out the area of the heat sink to compensate 
,for the reduced height. Test # 1 uses a 1.2" height heat 
sink that is the same size as the package. Test #4 was 
able to produce the same case temperature with a short­
er heat sink and more area. 

Test # 5 demonstrates that a fanlheat sink assembly 
can spot cool effectively if you have enough space above 
and around it to allow the required back pressure. This 
is the only active device tested. If you look back at the 
"A Universe of Solutions to Thermal Management 
Problems" (Figure A-7) chart you will see the reason 
why. While the Pentium processor is at the outer enve­
lope of passive cooling, this method of cooling still of­
fers lower cost, power usage and reliability in most cas­
es. 

Most of all the system designer should never lose sight 
of the real goal which is to keep the junction tempera­
ture within the operating limit. Since the designer can­
not measure junction temperature they must use the 
case temperature, which can be measured to ensure 
proper operation for the component. 

TableA-9 

Heat Sink Size, Temperature, degrees C. 
Test # Inches Icc AirFlow 

HxW 
Room System Case Amps LFM 

TA TA Tc 

1 1.2 x 2.1 sq. 23 29 55.3 1.82 100-150 

2 0.5 x 2.1 sq. 22 29 58.3 1.81 100-150 

3 0.51<2.1 sq. 23 27 70.3 1.81 175-200 

4 0.65 x 3.1 sq. 23 29 55.3 1.8 100-140 

5 HS/Fan 23 29 46 1.8 120-160 

v cc ~ 4.85V lor all tests. 
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APPENDIX B 
HEAT SINK VENDORS 

Aavid Engineering 

One Kool Path 
P.O. Box 400 
Laconia, NH 03247 
(603) 528-3400 
(603) 525-1478 (FAX) 

Contact: Gary F. Kuzmin (Product Marketing 
Manager) 

EG&G Wakefield Engineering 

60 Audubon Rd. 
Wakefield, MA 01880 
(617) 245-5900 
(617) 246-0874 (FAX) 

Contact: David Saums (Marketing Manager) 

I 

IERC 

135 W. Magnolia Blvd. 
Burbank, CA 91502 
(818) 842-7277 
(818) 848-8872 (FAX) 

Contact: Guy R. Addis (Western Region Applications 
Engineer) 

Thermalloy 

2021 W. Valley View Lane 
Dallas, TX 75234-8993 
(214) 243-4321 

Contact: Larry Tucker (VP of Sales and Marketing) 
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1.0 INTRODUCTION 

The Pentium® processor, 82496 cache controller, and 
82491 cache SRAM CPU-Cache Chip Set has been de­
signed to take advantage of the high performance avail­
able from the 66-MHz operating frequency. In addi­
tion, it has been designed to obtain this performance 
without severely adding to the complexity of the system 
design. These benefits are accomplished by dividing the 
chip set into two interfaces. The first is the External 
Interface which is the interface between the CPU­
Cache core and the rest of the system. It consists of the 
memory bus and the memory bus controller. This inter­
face has been designed to operate at a fraction of the 
CPU's frequency or asynchronous to the CPU. These 
options simplify the system design by minimizing the 
portions that must deal with the high frequency signals. 
The second interface is the Optimized Interface which 
is between the Pentium processor and the 82496 cache 
controller and 82491 cache SRAM. This interface is 
tuned for the known configuration options of the chip 
set and includes specially designed input and output 
buffers optimized for the defined electrical environment 
of each signal path. The specification of the optimized 
interface is defined to accommodate the tuning in­
volved. 

The purpose of this application note is to provide addi­
tional explanation of the steps involved in completing a 
chip set design. It includes: 

1. Describing the specifications and how they should be 
used. 

2. Describing Intel's I/O buffer models. 

3. Describing the characteristics of printed circuit 
boards and transmission lines. 

4. Stepping through an example of using the informa­
tion and tools to complete the layout of one signal 
and verify that it meets the published chip set specifi­
cations. 

In addition, all of the information associated with a 
completed chip set optimized interface design example 
is included. This information allows system designers to 
minimize their effort in implementing the same or simi­
lar design. 

2.0 AIC SPECIFICATIONS OF THE 
CHIP SET 

The AC/DC specifications for the chip set are pub­
lished in the latest revision of the Pentium® Processor 
Family Developer's Manual, Volume 2. It includes the 
specifications for both the optimized and external inter­
faces. 

I 
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2.1 Optimized Interface 

The optimized interface is the high-performance inter­
connect between the Pentium processor and the 82496 
cache controller and 82491 cache SRAM. The input 
and output buffers have been tuned for the defined con­
figuration and electrical environment (loading, etc.). 
This tuning is what allows the chip set's CPU-Cache 
core to operate synchronously at 66 MHz. 

There are two types of specifications for signals in the 
optimized interface. The first is Flight Time which is 
used to guarantee that signal timings are met. The sec­
ond is Signal Quality to guarantee reliable operation. 
I/O buffer models have been provided as a tool to en­
sure these specifications are met. In this section, flight 
time and signal quality will be discussed. I/O buffer 
models will be left for the next section. 

2.1_1 FLIGHT TIME SPECIFICATION 

2.1.1_1 Purpose of Flight Time Specification 

The purpose of the flight time specification is to guar­
antee that a signal supplied by a driving component is 
available at the receiving component for sampling. 

It replaces the output valid delay and input setup time. 
The two methods are analogous, except that flight time 
allows the input and output buffer behavior to be 
matched without major impact to designers or the doc­
umentation. In other words, if component A's output is 
slower than expected, but component B's input is faster 
than expected, these two can be traded off without hav­
ing to change the flight time specification. However, if 
output valid delay and input setup time specifications 
had been used the specifications would have to be 
changed. Note that in both cases the time available to 
the system designer to move the signal from one com­
ponent to the other is the same. 

2.1.1_2 Definition of Flight Time 

Flight Time is the propagation delay of a signal from a 
driving component to any receiving component. It is 
defined as the time difference between the V cc!2 
(50%) level of an unloaded output signal and the 
V cc/2 (50%) level of a receiving signal whose 50% 
Vcc to 65% Vcc rise time is greater than or equal to 
1 V Ins. Figure 1 shows the flight time measurement be­
tween the 50% Vcc points on the unloaded driver and 
receiver waveforms. 
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If the rise time between the 50% Vee and 65% Vee 
points is less than I V Ins, the determination of flight 
time is slightly more difficult and requires more calcu­
lation. In this case the 65% Vee point is extrapolated 

back to the 50% Vee point using a IVins reference 
slope (i.e., subtract 0.75 ns when Vee = 5V). Figure 2 
shows the extrapolation from the 65% Vee point and 
the resulting flight time measurement. 

241576-1 

Figure 1. Flight Time Measurement 
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Signal Level 

Vee 

1 VolVnsee 
Reference Slope 

Time 
241576-2 

Figure 2. Flight Time Extrapolated from 65% Point 

Thus flight time is the longer of TSO-SO or Textrapolat­
ed. Although Figure I and 2 only show low-to-high 
transitions, flight time is the worst case of low-to-high 
and high-to-low transitions. Note on high-to-Iow tran­
sitions, 6S% Vcc is replaced with 3S% Vcc. 

In a system environment it will not usually be possible 
to measure the delay of an unloaded driver. Figure 3 
shows the method for measuring flight time in a system 
environment. As shown, the voltage measured at the 
pin of the loaded driver will have a ledge near the cen­
ter of the transition. According to Transmission Line 
Theory, the time required to reach half the voltage level 
of the ledge is equivalent to the time required for an 
unloaded driver to reach the SO% V cc level. The oscil­
lation (if any) seen at the ledge defines the measure­
ment uncertainty for this technique. 

I 

To measure flight time via this technique, first measure 
the maximum and minimum voltages of the ledge and 
take the average of these two values, (Vmax + Vmin)/2, 
to arrive at the ledge voltage. Finally, divide the ledge 
voltage by two, (Vmax + Vmin)/4. The result is the 
voltage level that approximately corresponds to the 
point in time at which an unloaded driver's signal 
would reach the SO% Vcc level. The flight time is de­
termined by measuring the difference in time between 
the (Vmax + Vmin)/4 point and the extrapolated SO% 
point on the receiver, Textrapolated. The uncertainty 
of this technique is the time difference between the 
Vmin/2 and Vmax/2 points. 

NOTE: 
Figure 3 uses Textrapolated. This assumes the rise 
time between SO% Vcc and 6S% Vcc is less than 
1 V Ins. If the rise time is equal to or greater than 
1 V Ins, the flight time should be measured to the SO% 
Vcc point, TO-SO. 
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Figure 3. In-System Measurement of Flight Time 

2.1.1.3 Clock Skew 

Clock skew has generally been included in system de­
sign timing analysis. However, as frequencies increase, 
controlling clock skew becomes more impo~ant. Clo~k' 
skew is the difference in time of the clock sIgnal amv­
ing at different components. It is measured at 0.8V, 
1.5V, and 2.0V. 

In synchronous devices, the clock signal defines the 
point in time in which signals are driven or sampled. It 
is important that all devices have a common reference. 
If the reference varies from component to component, 
the difference must be accounted for to ensure the de­
vices function properly. In other words, clock skew 
must be subtracted from the clock period when per­
forming a timing analysis of a system. 

In the CPU-Cache Chip Set, the maximum clock skew 
between components in the optimized interface is a 
specification. This specification is required a~ a co.mple­
ment of flight time to ensure proper functlOnaitty. If 
clock skew exceeds the specified limit, the excess must 
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be subtracted from the available flight time or the clock 
period must be increased. 

2.1.2 SIGNAL QUALITY SPECIFICATIONS 

Acceptable signal quality must be maintained over the 
entire operating range to insure reliable operation of the 
chip set. Signal quality consists of four par~meters: 
OverlUndershoot, Time Beyond Supply, Rtngback, 
and Settling Time. Figure 4 illustrates these signal qual­
ity parameters and how each is measured for a l.ow-to­
high transition. In addition to the absolute maxtn~ums 
associated with individual signals, each of the sIgnal 
groups defined in the specification must meet maxi­
mum group average of Over/Undershoot and Time Be­
yond Supply. The following sections explain each of 
these in more detail. 

Reliable operation means the signals are sampled cor­
rectly, do not exhibit false transitions, and that the 
long-term reliability of the component is not effected by 
overdriving the inputs. 

I 
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Figure 4. Signal Quality Parameter Measured for Low-to-High Transitions 

2.1.2.1 Overshoot 

Overshoot is the maximum absolute voltage a signal 
extends above Vcc or below Vss at the pin of the receiv­
ing component. Figure 4 shows the above V cc case of 
overshoot. The overshoot specification is defined for 
use in simulation and assumes that input diodes are not 
included in the input model during simulation. 

The overshoot specification maintains signal reliability 
by limiting the amount of energy that is injected into 
the component. Excessive energy being driven into the 
component can cause both short-and long-term reliabil­
ity problems. They include Vcc or Vss plane shifts, 
electromigration, excessive ringback when the input di­
odes turn off, etc. 

I 

2.1.2.2 Time Beyond Supply 

Time beyond supply is the maximum time a signal ex­
ceeds Vcc or Vss at the pin of the receiving component 
as shown in Figure 4. If the overshoot voltage is less 
than or equal to O.5V, time beyond supply can be ig­
nored. When time beyond supply is being ignored, a 
value of 0 ns should be used for that signal in calculat­
ing the group average time beyond supply. 

Time beyond supply is a complement to overshoot 
when looking at signal quality. The time the signal is 
beyond the supply is a second factor in limiting the 
energy driven into the component. By limiting the time 
beyond supply, system designers are avoiding or mini­
mizing the risk of the same reliability issues as de­
scribed in the section on overshoot. 
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2.1.2.3 Ringback 

Ringback is the maximum absolute voltage at the pin of 
the receiving component below Vcc or above Vss rela­
tive to Vcc or Vss after the signal has reached its maxi­
mum voltage level. Figure 4 illustrates how to measure 
ringback. 

Eliminating ringback maintains signal quality by pre­
venting a signal from re-crossing the threshold, causing 
a false transition to be detected. 

2.1.2.4 Settling Time 

Settling Time is the time required for a signal to settle 
within 10% of its final value referenced from the time 
unloaded driver's initial crossing of the 50% Vcc 
threshold. Figure 4 shows how settling time is mea­
sured on both low-to-high and high-to-low transitions. 

The settling time specification is defined to ensure that 
a signal transition has completed and is no longer oscil­
lating prior to the next transition. This is important to 
avoid forcing a signal to transition a distance signifi­
cantly greater than V cc/2. For example, if a signal is 
still not settled at the time of its next transition, it may 
be at a voltage above Vcc such as 6.5V. Assuming Vcc 
= 5V, the transition requires the voltage to swing from 
6.5V (instead of 5V) to 2.5V. This added voltage dis­
tance translates into added flight time. 

2.1.2.5 Group Averages 

A Maximum Group Average specification is defined 
for Overshoot and Settling Time for each signal group. 
The group average is calculated by summing the maxi­
mum overshoot level or settling time for each signal in 
the group and dividing by the number of signals in the 
group. 

The purpose of the group average specifications is to 
limit the amount of energy driven into the device. 
While each input can handle a certain amount of ener­
gy as limited by the Overshoot and Time Beyond Sup­
ply specifications, the overall part or portions of the 
part also have limits. These limits are maintained by 
ensuring the energy driven into these portions does not 
exceed a certain level. 

2.2 Externallnterface 

The External Interface is the interface between the 
CPU -Cache core and the rest of the system. It consists 
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of the memory bus and the memory bus controller. 
This interface has been de5igned so that it can operate 
at a fraction of the CPU's frequency or asynchronous 
to the CPU. These options simplify the system design 
by minimizing the portions that must deal with the 
high frequency signals. 

The specifications for the external interface are defined 
to allow system designers to connect the CPU and 
Cache components to other devices (ASICs, PLDs, 
memory, etc.). The external interface signal specifica­
tions are the more traditional output valid delay and 
float time and input setup and hold time. In addition, 
I/O buffer models have been provided as a tool to assist 
system designers. 

2.2.1 OUTPUT VALID DELAY AND FLOAT TIME 

Output Valid Delay is the amount of time it takes the 
signal to transition referenced from the clock edge. The 
maximum output valid delay is the earliest point in 
time that the signal can be assumed valid at the pin of 
the device. This timing is referenced from the clock 
edge and is measured at 1.5V as illustrated in Figure 5. 

NOTE: 
This specification is defined assuming CL = 0 pF; 
therefore, system designers must account for all delay 
added by the signal traveling to the receiving device. 

The maximum output valid delay is used by system 
designers to perform a worst case timing analysis to 
ensure that setup times are met at receiving devices. 

The minimum output valid delay is the earliest valid 
data from the previous clock will begin transition after 
the clock edge. This timing is also referenced from the 
clock edge and is measured at 1.5V as illustrated in 
Figure 5. 

The minimum output valid delay is used by system de­
signers to perform a worst case timing analysis to en­
sure that hold times are met at receiving devices. In 
addition, on I/O or tristate pins, it is used to ensure no 
bus contention exists due to multiple devices driving 
the bus simultaneously. 

The maximum Output Float Time is the amount of 
time it takes to float a signal that was driven in the 
previous clock. This timing is also referenced from the 
clock edge and is illustrated in Figure 6. Note that the 
minimum valid delay determines how long data from 
the previous clock remains valid as shown in Figure 6. 

I 
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Tx = valid delay 

Figure 5. Output Valid Delay 

Signal 

T x = max. tloat delay 
Ty = min. valid delay 
Tz = max. valid delay 
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Figure 6. Output Float Time 

2.2.2 INPUT SETUP AND HOLD TIME 

Input Setup Time is the amount of time a signal must 
be valid at the component's input pin prior to the clock 
edge it is sampled. The minimum input setup time is 
the latest point in time that the signal can be assumed 
valid at the pin of the device. This timing is referenced 
to the clock edge and is measured at 1.5V as illustrated 
in Figure 7. 

I 

The input setup time is used by system designers to 
perform a worst case timing analysis to verify that fast 
enough drivers have been chosen for ASICs or other 
devices and that the signals are able to travel across the 
board layout in the allotted amount of time. 
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Tx = setup time 
Ty = hold time 
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Figure 7. Input Setup and Hold Time 

Input Hold Time is the amount of time a signal must be 
valid at the component's input pin after the clock edge 
is sampled. The minimum input hold time is the earliest 
point in time that the signal can start its next transition 
at the pin of the device. This timing is referenced to the 
clock edge and is measured at 1.5V as illustrated in 
Figure 7. 

Ro 

dVldt 

3.0 110 BUFFER MODELS 

3.1 Description of the First Order 1/0 
Buffer Model 

The first order I/O buffer model is a simplified repre­
sentation of the complex input and output buffers used 
in the Pentium processor, 82496 cache controller, and 
82491 cache SRAM. Figure 8 shows the structure of 
the input buffer model and Figure 9 shows the output 
buffer model. Tables I and 2 show the parameters used 
to specify these models. 

lp 
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Figure 8. First Order Input Buffer 

Table 1. The Parameters Used in the Specification of the First Order Input Buffer Model 

Parameter Description 

Cin Minimum and maximum value of the capacitance of the input buffer model 

Lp Minimum and maximum value of the package inductance 

Cp Minimum and maximum value of the package capacitance 
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Figure 9. First Order Output Buffer 

Table 2. The Parameters Used in the Specification of the First Order Output Buffer Model 

Parameter Description 

dV/dt Minimum and maximum value of the rate of change of the open circuit voltage source used 
in the output buffer model 

Ro Minimum and maximum value of the output impedance of the output buffer model 

Co Minimum and maximum value of the capacitance of the output buffer model 

Lp Minimum and maximum value of the package inductance 

Cp Minimum and maximum value of the package capacitance 

The first order I/O buffer parameters for the chip set 
are published in the latest revision of the Pentium® 
Processor Family User's Manual, Volume 2. It includes 
the minimum and maximum values for each parameter 
allowing simulations for both the fast and slow condi­
tion to be performed. 

The key to the first order model is that it is a simplistic 
representation of the input and output buffers. The pa­
rameters are easy to use in a variety of simulators and 
provide the needed accuracy to complete a chip set de­
sign. In addition, the simplicity greatly reduces the 
compute time required to perform simulations as com­
pared to full transistor and process models. 

4.0 HIGH FREQUENCY DESIGN 
CONSIDERATIONS 

Any board interconnection is a transmission line by 
definition. However, as a general rule, the effects of 

I 

modeling an interconnect/trace as a transmission line 
are negligible at low frequencies. This is because the 
reflections get masked since the propagation is short 
with respect to the signal rise time. In this case, system 
interconnects can be modelled as lumped loads with no 
sacrifice to accuracy. As the frequency at which signals 
change increases, the rise time becomes shorter and 
transmission line properties become significant and 
must be considered. Reflections, interference, and noise 
cause measureable changes in the appearance or behav­
ior of signals at the higher frequencies. They can slow 
the transition time or cause signal quality violations. 
Figures 10 and 11 illustrate the effect of modeling 
traces as lumped loads or as transmission lines. Figure 
10 shows a block diagram of a lumped load model and 
the resulting simulation and Figure 11 shows a block 
diagram of a transmission line model and the resulting 
waveform. The transmission line case shows the effects 
of reflections and how the signal varies at each compo­
nent. These details are not shown in the lumped load 
case. 
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Figure 10. Lumped Load Simulations 
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Figure 11. Transmission Line Simulation 

To predict a trace's behavior and eliminate the negative 
effects, it is important to properly model board inter­
connects as transmission lines. A model consists of the 

I 

driving component's output buffer model, the charac­
teristics of the trace, and the receiving component's in­
put buffer model. The I/O buffers are modelled using 
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the parameters published in the latest revision of the 
Pentium® Processor Family Developer's Manual, Vol­
ume 2. The trace characteristics are a function of the 
actual board and the material used in its construction. 
Characteristic impedance (Zo) and propagation delay 
(Tpd) are the primary characteristics needed. These 
two parameters, along with length, can be used in many 
simulators to represent the transmission line as shown 
in Figure 12(a). 

Some simulators may not have a single representation 
for a transmission line. These simulators require the 
user to model the transmission line in a more basic 
form. In addition to characteristic impedance and prop­
agation delay, transmission lines can be characterized 
by their char.acteristicinductance (Lo) and characteris­
tic capacitance (Co). The following equations can be 
used to convert between these four parameters: 

Lo = Zo • Tpd 

Co = Tpd/Zo. 

Zo. Tpd. I 

~~------------~~ 

a. 

intel® 
Figure 12(b) illustrates the model of a transmission line 
using Co and Lo. The number of L-C links/inch in the 
chain should be chosen such that (LC)1/2 ~ Tr. As a 
good rule of thumb, two to four links per inch is a good 
starting point. The value of Land C is determined by 
dividing the characteristic impedance by the number of 
links/inch. A transmission line also has a resistive com­
ponent, Ro. However, the Ro value is usually assumed 
negligible and omitted from the model. Its only effect is 
to cause a voltage loss between the driver and the re­
ceiver. Since Ro's value. is negligible, the voltage loss is 
very small and can also be ignored. 

L 0 

L = Loin 

C = Coin 

n = number of linkslinch 

L 0 

T 
C 0 

-=-
b. 

Teo 
-
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Figure 12. Representation of a Transmission Line 

In order to complete the model, the actual parameter 
values must be determined. That means the next step is 
to determine the values of Zo and Tpd. To do this the 
designer must understand the construction of the trans­
mission line. In particular that means understanding 
how the printed circuit board is constructed and the 
geometry of the various layers and traces. 
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4.1 Printed Circuit Board 

A printed circuit board consists of some number of sig­
nallayers and power and ground planes separated by a 
dielectric material. An example is illustrated in Figure 
13. 

I 
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Figure 13. Printed Circuit Board 

Although there are many types of transmission lines, 
those most commonly used on printed circuit boards 
are microstrip lines and striplines. Microstrip lines con-

sist of a signal trace that is separated from a power or 
ground plane by a dielectric as shown in Figure 14. 

Microstrip 
w 

,~ -., 
It 

Er 

241576-16 

Figure 14. Microstrip Trace 

The characteristic impedance is a function of the dielec­
tric constant and the board geometry. For a microstrip 
trace this is given by: 

I 

87 5.98h 
Zo = 1 12 1n (---) Ohms 

(Er + 1.41) O.8W + t 
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where e. is the relative dielectric constant of the board 
material. The propagation delay is a function of the 
dielectric constant only. For a microstrip trace this is 
given by: 

tpd = 1.017 (0.475 <, + 0.67)1/2 ns I ft 

Striplines consist of a signal trace that is located in a 
dielectric material between two power or ground planes 
as shown in Figure 15. 

Stripline 

241576-17 

Figure 15. StrlpJlne Trace 

The characteristic impedance is a function of the dielec­
tric constant and the board geometry. For a stripline 
trace tl;tis is given by: 

60 4b 
Zo = -----:;-n 1 n ( ) Ohms 

(") 0.67 '/T(t + o.aW) 

where er is the relative dielectric constant of the board 
material. The propagation delay is a function of the 
dielectric constant only. For a stripline trace this is giv­
en by: 

tpd = 1.017 «~ 1 /2 ns/ft 

Signal traces that are located on the external layers of 
the board can be modelled using the microstrip charac­
teristics. Signal traces that are located on internal layers 
between the power and ground planes can be modelled 
by using the stripline characteristics. 

4.2 Transmission Line Behavior 

Now that the parameters needed to represent a trans­
mission line are complete, the next step is to look at 
how the transmission line behaves or effects signals that 
are transmitted on it. The four primary effects are sig­
nal propagation and reflection, crosstalk, and skew. 
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4.2.1 SIGNAL PROPAGATION AND 
REFLECTION 

Ideally, a signal that is driven by one device to another 
across a trace will reach the receiving device instantly 
and without any distortion. In reality, this is not the 
case. Because of the resistive, capacitive, and inductive 
components of a transmission line and the attached 
loads, the voltage and current ofa signal may change as 
the signal travels along the trace and may vary over 
time. 

For simplicity, the examples that follow will assume 
lossless transmission lines. In other words, the trans­
mission line itself does not cause an attenuation of the 
voltage as it travels along the trace. The voltage loss 
seen at the receiving end is a function of the resistive 
component of the transmission line which is negligible. 

An example of a signal propagating along a transmis­
sion line is shown in Figure 16. The voltage source at 
the left launches a wave onto the transmission line. The 
voltage of the wave is equal to the voltage division of 
the voltage source resistance and the line inductance. 

Vi = Vin • Zo/(Zo + Rs) 

I 



This waveform is propagated down the transmission 
line without any voltage loss or change in the wave­
form. The only effect of the transmission line is to delay 
the signal from reaching the receiving end. When the 
wave reaches the receiving end, it is reflected back 
towards the source. The reflection is proportional to the 
initial wave by an amount called the Reflective Coeffi­
cient. A reflective coefficient exists for both the source 
and the load. The values are a function of the source or 
load resistance and the lines characteristic impedance. 

PL = (RL - Zo)/(RL + ZO) 
Ps = (Rs - Zo)/(Rs + Zo) 

The value of the initial reflection at the load is: 

Vr = Vi' PL 
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The reflections can be caused by any discontinuity on 
the line. The discontinuity can be caused by a mismatch 
in impedance between the source or load and the char­
acteristic impedance of the trace, branches in the trace, 
vias, or bends and angles in the trace. Here the disconti­
nuity between the source and load are used as an exam­
ple because they are probably the most prominent. 
Each reflection can attenuate or reinforce the wave de­
pending on the phase of the reflection. The reflections 
continue indefinitely; however, with each reflection the 
magnitude of the voltage decreases and the line ap­
proaches a steady state value. A rule of thumb is that 
by the third or fourth reflection the value is negligible. 

Signal (Wave) Propagation (Resistive Loads) 
zo 

Initial Wave 
Vin 

Reflected Wave 
VI'­
Vr .-r 
I 

Zo 

Vi 

• 
'- -- VI=Vin 

\ 
Zo 

Ii= 

Zo+Rs 

(Voltage Divider) 

Vln 

Zo+Rs 

Vr=VI pL 

pL= RL-ZO 
""iii:+Zo 

(Reflective Coefficient) 
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Figure 16. Signal Propagation Along a Transmission Line with Resistive Loads 

Now that the voltage of each reflected waveform can be 
calculated, the next step is to sum these values to deter­
mine the voltage measured on the line at any point in 
time. The superposition principle comes into play. It 
states that the voltage/current at, any point on a trans­
mission line equals the sum of the voltages/currents of 
all the signals (waves) that have passed that point. In 
other words, as each reflection passes the point of mea­
surement, it is added to the previous voltage seen at 
that point. Figure 17 illustrates the voltage seen at the 
midpoint of the circuit shown in Figure 16 over time. 

I 

v 
Vi+Vr 

Vi 

o 

Voltage at Une's Center Point 

I 
Td/2 Td 3Td/2 
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Figure 17. Voltage at the Midpoint 
of Circuit in Figure 16 
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From time 0 until Td/2 the voltage is OV at the mid­
point because the initial wave has not yet reached the 
midpoint. At time Td/2, the initial wave reaches the 
midpoint and the voltage is Vi. This wave travels down 
the trace until it reaches the load and a reflection oc­
curs. The reflection begins traveling back towards the 

source, but does not reach the midpoint until time 3Tdl 
2. At that time the voltage increases by Vr, the reflec­
tions voltage as shown in Figure 17. The following 
equation determines the \\oltage at any given point on a 
trace at the given time. 

V(X,t) = [Zo / (Zo + Zs)) '{ Vin [t - (t - tpd ' x)) 'U(t - tpd ' x) 
+ PL ' Vin [t - (t - tpd • (2L - x))] , U(t - tpd ' (2L - x)) 
+ PL • Ps • Vin [t - (t - tpd ' (2L + x))] • U(t - tpd • (2L + x)) 
+ PL2 • Ps' Vin [t - (t - tpd • (4L - x))l • U(t - tpd • (4L x)) 
+ PL2 • ps2 ' Vin [t - (t - tpd • (4L + x))l ' U(t - tpd • (4L + x)) 
+ ... l 

U(x) = unit step function 
Tpd = propagation delay of signal traveling along the transmission line (ns/ft) 

As reflections occur on the line they can cause slower 
signal transitions, overshoot, undershoot, ringing, and 
other undesirable effects. Although many of the effects 
of reflections are negative, sometimes designers take ad­
vantage of constructive reflections to decrease the time 
it takes for the voltage to reach its final value at the 
destination. In general, designers try to minimize the 
magnitude of reflections. 

System designers can do several things to reduce or 
minimize reflections: reduce angles (specifically 90° 

Bad 

angles in traces, minimize the number of vias, and use 
termination when necessary). 

Figure 18 illustrates how angles can be reduced by us­
ing 135° bends instead of 90° bends. The 135° bend 
approximates a smooth curve more closely than the 90° 
bend. The discontinuity occurs in the 900 bend because 
the trace is wider through the bend and therefore the 
impedance is altered by the geometry of the trace. 

[>--

Good 
241576-20 

Figure 18. Eliminate 90° Angles 

Figure 19 illustrates a way to reduce the number of 
discontinuities by minimizing the number of vias. Once 
again, a via causes a change in the path of a signal 
much like the 90° angles do. In addition, the geometry 
of a via is generally wider or thicker than the rest of 
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the trace resulting in a different impedance for that por­
tion of the interconnect. The change of impedance in 

. the path causes the discontinuity and the resulting re­
flections. 
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Figure 19. Minimize Vias 

It is not always possible to eliminate all the discontinui­
ties or mismatches in impedance. When this is the case, 
it is sometimes necessary to use a technique called Ter­
mination to artificially make the mismatched imped­
ances appear matched. This technique is normally used 
to match a traces characteristic impedance with either 
the load or sources impedance. 

I 

Zo = Zterm + ZL 

and 
Zo = Zterm + Zs 

Several techniques of termination exist. They are Paral­
lel, AC or RC, and Series termination. Each technique 
has its own advantages and disadvantages as summa­
rized in Table 3. 
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Table 3. Termination Techniques 

Type of 
Termination 

Parallel 

AC or RC 

Series 

Figure 

f Rl 

~ .. ~R8 --LZo~==:J--~--l 
Rl II R2 = Zo ~ R2 

_ R2=2.6Z0 ~ 
Rl = R2/1.6 

4.2.2 CROSSTALK 

Crosstalk is another side effect of transmission line in­
terconnnects. Crosstalk is the result of fields from adja­
cent traces interacting with each other. The interaction 
can alter the characteristics of a driven line or cause 
noise to be coupled into passive lines. 

Crosstalk can be characterized by two parameters: Mu­
tual Inductance. Lm. and Mutual Capacitance. Cm• as 
shown in Figure 20 and 21. respectively. These two 
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Advantages 

• eliminates reflections 
at receiver 

• good overshoot 
suppression 

• no added delay 

• low power 
consumption 

• full voltage swing 
• eliminates initial 

reflection at receiver 

• no additional loading 
on driver 

• no additional 
charging time 

• low power 
consumption 

• eliminates secondary 
reflection at source 

Disadvantages 

• high power dissipation 
• requires Zo > lOOn 

to avoid exceeding dc 
current limit 

• reduced voltage swing 

• Cterm adds capacitive 
Load to driver 

• added delay due to 
RC time constant 

• component size and 
count 

• added delay 

parameters represent the inductive and capacitive val­
ues that exist between two adjacent lines. The induc­
tance allows a current in one line to induce a voltage in 
a second line. 

Vm2 = Lm • .:llll.:lt 

The capacitance allows a voltage on one line to induce a 
current in the second. 

1M2 = em' .:l(V1V2)/.:lt 

I 



These mutual components have an additive effect to the 
Land C used to characterize each transmission line. To 
see what effect this has, examine the two components 
separately. First, Figure 20 illustrates two parallel 
traces with their inductive components and a mutual 
inductance between the two. 

11 - ---~ 
0- - -- - ---~ _ .. - --() 

12 .. 
Q 

24'576-26 

Figure 20. Inductive Components of 
Two Parallel Traces 

The voltage seen on each line is given by: 

v, = VL1 + Vm = (L, * AI,/At) + (Lm * AI2/At) 
V2 = VL2 + Vm = (L2 • AI21 At) + (Lm • AI,fAt) 

To see what effect this has assume Ll = L2 and the 
magnitude of ~Ill ~t = the magnitude of ~I21 ~t. This 
allows the above equations to be simplified to: 

and 

v, = V2 = (L, + Lm)' AI,/At 

(Current In same direction) 

v, = -V2 = (L, - Lm)' AI,/At 

(Current in opposite direction). 

From these equations the effective inductance seen on 
either trace is: 

and 

I 

Left = L, + Lm 

(Current in same direction) 

Leff = L, - Lm 

(Current In opposite direction). 
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Therefore, if the currents are flowing in the same direc­
tion the effective inductance of each trace is increased. 
If the currents are in opposite directions the effective 
inductance of each trace is decreased. 

Secondly, Figure 21 illustrates two parallel traces with 
their capacitive components and a mutual capacitance 
between the two. 

I, 

V, --0 

I 1 I c, 
-=-

J 
Cm 

12 
0--

V2 I 
I C2 

-=-
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Figure 21. Capacitive Components of 
Two Parallel Traces 

The current seen in each line is given by: 

I, = Ic, + 1M 
= (C, • AV,I At) + (Cm • A(V, - V2) fAt) 
= «C, + Cm) • AV,I At) - (Cm ' AV2 I At) 

12 = IC2 + 1M 
= (C2' AV2fAt) + (Cm ' A(V2 - V,) IAt) 
= «C2 + Cm)· AV2fAt) - (Cm ' AV, IAt) 

Using the same assumptions that Cl = C2 and that the 
magnitude of ~V1/~t = the magnitude of ~V2/~t al­
lows the equations to be simplified to: 

I, = 12 = C, • AV,/At (Voltage change in the same 
direction on both traces) 

and 

I, = -12 = (C, + 2Cm)' AV,/At (Voltage change in the 
opposite direction on each trace). 
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From these equations the effective capacitance seen on 
either trace is: 

and 

Cell = Cl (Voltage change in same direction) 

Ceff = Cl + 2Cm (Voltage change in opposite 
directions). 

Therefore, if the voltages are changing in the same di­
rection the effective capacitance of each trace is un­
changed or decreases. If the voltages are changing in 
opposite directions the effective capacitance of each 
trace is increased. See Figure 22. 

If Leff and Ceff are used to determine Zo and Tpd, the 
following results: 

Zo = (LetflCeff)1/2 Tpd = (Lett * Ceff)1/2 

Same Direction 

Opposite Direction 

Le" + C.II" ... ZO+ Tpd? 

241576-28 

Figure 22. Effect of Changing Voltages in the 
Same or Opposite Directions 

Electrons travel at the speed of light, so Tpd can never 
decrease. Therefore, Tpd either remains constant or in­
creases. 

This altering of Zo and Tpd by crosstalk explains why 
termination is never 100% effective. The crosstalk leads 
to a variation between the targeted Zo and the actual 
Zoo Termination is usually defined to match the target­
ed Zo's. The result is an interconnect that is not per­
fectly matched via termination. 
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5.0 CHIP SET DESIGN 

As simulation tools have improved it has become easier 
to test design assumptions before actually spending the 
time or money to build a printed circuit board. In addi­
tion, the frequencies at which signals switch have also 
increased and complicated the process of designing a 
board that ensures signals reach their destination at the 
correct point in time and maintain a reasonable level of 
signal quality. To better predict signal behavior and 
minimize the need for board rework or revision, many 
designers are simulating their board layouts before 
building a board. The complexity of the optimized in­
terface of the CPU-Cache Chip Set is a prime candidate 
for this type of approach. In this interface designers 
must ensure that the signals accurately travel along the 
interconnects at very high frequencies (i.e., 66 MHz). 
As discussed, transmission line effects become a more 
dominant influence on signals switching at these fre­
quencies. It is important to take these effects into ac­
count to ensure that no specification violations occur. 

A possible scenario for designing the optimized inter· 
face is shown in Figure 23. As always the first step is to 
understand the specifications. This document along 
with the published specifications should help complete 
this step. Based on these specifications, system geome­
try requirements, and an understanding of the board's 
basic electrical characteristics, a first pass component 
placement and routing can be completed. Once the 
routing is complete or possibly as part of the routing, 
individual traces should be simulated to determine their 
electrical behavior. This includes examining both flight 
time and signal quality for each signal and determining 
if it meets the specification. Any signals that violate the 
specification must be modified. Portions of this docu­
ment will provide some information and guidelines on 
how to modify or route the traces to meet the specifica­
tions. With each change, the routing should be re-simu­
lated to ensure the specifications are still met. 
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Figure 23. Process for Completing Optimized Interface Design 

Once all the specifications are met, it is time to build 
the board. The goal is that once this board is manufac­
tured and the components are installed, it will meet 
specification without any changes. However, this must 
be verified by making actual measurements on the 
board to verify all of the flight time and signal quality 
specifications are met. It is also beneficial to make sure 
that the actual measurements correlate to the predicted 
results from simulation. This is especially helpful if any 
corrections are required to bring the board within spec­
ification. 

The next couple of sections will describe the require­
ments and guidelines that should be followed while 
making these simulations and measurements. 

5.1 Simulation Environment 

The environment chosen to simulate the optimized in­
terface is very critical. A number of different options 
are available on the market today. It is the system de­
signer's responsibility to select the option best suited for 
their design requirements. These requirements will in-

I 

elude the accuracy of the results; as well as, how easy it 
is to import schematics, layout routing, or modeling 
parameters. 

5.1.1 SIMULATION REQUIREMENTS 

When simulating the optimized interface to determine 
flight time and signal quality, it is important that the 
appropriate modeling parameters are used. The I/O 
models are provided with minimum and maximum val­
ues for each parameter. Using these values the fast and 
slow corners of the buffer's behavior can be modeled. 
In addition, the printed circuit board can be modeled 
for its fast and slow corners. Table 4 restates the char­
acteristics of a printed circuit board. 

Flight time is determined by simulating with the slow 
corner used for all parameters. In this corner signals 
require the longest amount of time to transition and 
reach their destination. The fast corner is used to simu­
late signal quality. In the fast corner, signals transition 
their fastest and are therefore their nOisiest. Table 5 
summarizes the parameter values used to simulate for 
flight time and signal quality. 
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Table 4. Parameters Used to Specify Printed Circuit Board Characteristics 

Parameter Symbol Description 

Characteristic Impedance Zo(O) Minimum and maximum impedance for signal traces on each layer 

Propagation Delay S (ns/ft) Minimum and maximum propagation delay for signal traces on each 
layer 

Via Capacitance Cvia (pF) Minimum and maximum capacitance of a via used to pass a signal 
from one layer to another of the PC board 

Table 5. Parameter Values Used to Simulate Flight Time and Signal Quality 

Device Modeling Parameter 

I nput Buffer Cp 

Lp 

Cin 

Output Buffer dV/dt 

Ao 

Co 

Lp 

Cp 

Printed Circuit Board Zo 

S 

Cvia 

Other Temperature 

Vcc 

These values should be used to define the simulation 
model files used to simulate for flight time and signal 
quality. 

While simulating the two corners it should become ob­
vious that there will be trade-offs in optimizing for one 
or the other. Some sacrifices in signal quality may be 
required to ensure flight time specifications are met, or 
vice versa. 
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Flight Time Signal Quality 

Max Min 

Max Min 

Max Min 

Min Max 

Max Min 

Max Min 

Max Min 

Max Min 

Min Max 

Max Min 

Max Min 

Max Min 

Min Max 

5.2 Routing Signal Traces for Their 
Optimal Performance 

Priority should be given to optimizing the performance 
of the signals in the optimized interface. For the 256K 
byte layout example that Intel completed, the signals 
have been divided into the categories listed in. Table 6. 
These categories are based on fanout and connectivity 
characteristics. 
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Table 6. Optimized Interface Signal Categories 

Category Signal 

Low Address A3-A16, HITM#, W/R# 
(connected to PP, CC, and CS) 

High Address 
(connected to PP and CC) A17-31,BTO-3 

PP-CC Control Driven by PP: ADSC#, AP, CACHE#, D/C#, LOCK#, M/IO#, PCD, 
(connected to PP and CC) PWT,SCYC 

Driven by CC: AHOLD, BRDYC1 #, EADS#, INV, KEN#, NA#, 
WB/WT# 

PP-CS Control ADS# 
(connected to PP and CSs) 

CC-CS Control BLAST#, BRDYC2#, BUS#, MAWEA#, MCYC#, WBA, WBTYP, 
(connected to CC and CSs) WBWE#, WRARR#, WAY 

Other CC Control BLEC#, BOFF# 

Byte Enables BEO#-BE7# 

CPU Data and Parity CDO-CD63, CPO-CP7 

PP= Pentium processor 
CC = 82496 cache controller 
CS = 82491 cache SRAM 

Within each category the routing or topology should be 
defined to minimize delay while maintaining acceptable 
signal quality. To do this and maintain the manufactur­
ability of the board, rules were defined to govern the 
line lengths for each segment of a topology. To develop 
these rules some analysis of board characteristics and 
signal behavior is necessary. 

5.2.1 RULES FOR OPTIMIZING SIGNAL 
ROUTING 

Both the fast and slow corners must be considered to 
ensure both flight time and signal quality are met by 
optimizing a signal's routing. 

Flight time is minimized by optimizing each intercon­
nect to minimize the distance the signal must travel and 
the loading presented to the driver. The dominant op­
position to minimizing these factors is the printed cir­
cuit board's geometry requirements (i.e., physical dis­
tance between components and component placement) 
and electrical characteristics (propagation delay and 
characteristic impedance). 

The strategy used to optimize each interconnect for sig­
nal quality is to make each net's routing electrically 
symmetric. This is especially important on heavily 
loaded nets. 

I 

Electrically symmetric means the delays of each branch 
within the net are equal when viewed from the driver. 
Figure 24 shows a topology from the 256 Kbyte layout 
example that illustrates this principle. For this topology 
with the Pentium processor driving, the symmetry is 
best when the delay from the Pentium processor to the 
82496 cache controller is equal to the delay from the 
Pentium processor to the farthest 82491 cache SRAM. 
By making these delays equal, the round-trip delays are 
also equal, and therefore any reflections return to the 
Pentium processor simultaneously. By returning simul­
taneously, the reflections can rapidly cancel each other, 
resulting in the waveform settling quickly. 

If these two delays are not equal, asymmetric reflec­
tions return to the Pentium processor at different times, 
and do not cancel each other. The result is a complex 
interference pattern that generates considerable ringing. 
In some cases this ringing can last for more than one 
clock cycle. 

5.2.2 DETERMING THE OPTIMAL NET 

There are two methods of optimizing the line lengths 
and relationships of traces within a net. One uses an 
asymmetry factor [5] to identify the optimal relation­
ship. The other uses settling time to find this relation­
ship. 
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Using the asymmetry factor to optimize the symmetry 
of the net in Figure 24, the input impedance (frequency­
domain) of each branch was calculated from the driver's 
point of view. The branch impedances were compared to 
each other and the difference was integrated over all 
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0-3 
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4-7 

82491#8 

cd 56-63 

frequencies, resulting in a symmetry energy factor 
which quantifies the amount of symmetry in the topolo­
gy. Figure 25 also shows a plot of this factor as a func­
tion of the lengths of segments L_a and L_b. 
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Figure 24. Energy Minimization for a Given Topology 
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Figure 25. Energy Minimization for a Given Topology 

There is a strong correlation between the asymmetry 
factor and the net's signal quality. This is reinforced by 
simulating the topology using values for L_a and L_b 
from the plot in Figure 25. Figure 26 shows the wave­
forms obtained by simulating the topology with sym­
metric values for L_a and L_b from along the energy 
minimum. The line of points in the plot of Figure 25 
where the energy minimum occurs corresponds to to-

I 

pologies that are electrically symmetric. An asymmet­
ric topology is obtained by using values for L_a and 
L_b that lie away from the energy minimum. The 
waveform obtained by simulating this asymmetric case 
is also shown in Figure 26. Notice the difference in 
signal quality in the two plots. The symmetric case is 
much better than the asymmetric. 
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Symmetric (La = 1.8", Lb = 5.9") 

-5 
241576-32 

Asymmetric (La = 1.8", Lb = 4.0") 

-5 
241576-33 

Figure 26. Symmetric Versus Asymmetric Values for La and Lb 
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This technique can be used to optimize the routing of 
all heavily loaded signals in a chip set design. From the 
energy factor plot rules can be defined to govern the 
segment lengths needed to minimize the energy factor 
and obtain the specified signal quality. 

The 256K layout example that follows used this tech­
nique extensively to route the heavily loaded signals. 
For each signal group or topology, the asymmetry ener­
gy factor was calculated as a function of the topology's 
segment lengths and a set of rules defined to govern the 
segment lengths required to provide a routing that 
meets the signal quality specifications. 
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Similar results can be determined by using settling time 
to the optimal routing. To optimize the symmetry of a 
net, the settling time is plotted against line length. The 
minimum settling time occurs at the point where the 
net is balanced. Figure 27 shows a settling time plot for 
the net in Figure 24. Settling time is plotted against the 
true length for the segment between the Pentium proc­
essor and the 82496 for a given length between the Pen­
tium processor and 82491. For La = 1.8 inches the set­
tling time approach recommends Lb= 5.8-6.0 inches. 

Topology # 1 (Low Addresses) 
T(O-110) Settling Time 

Sensitivity to pp·cc Length 

100 

90 

U 80 

! s 70 

~ 60 
j:: 
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i en 40 .... o 
30 

20 

10 

La CPP-CS Length) = 1.8 inches 

o 2 3 4 5 6 7 8 

Lb (PP-CC length, inches) 

9 10 
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Figure 27. Settling Time Versus Line Length 

5.2.3 SERPENTINE STRUCTURES 

Serpentine structures are one design technique that can 
be used to assist in balancing the interconnect delays 
between the Pentium processor, 82496 cache controller, 
and 82491 cache SRAM components. The structure is 
used to add length to specific traces within the nets. 

I 

The goal of adding this length is to make the net "bal­
anced" or electrically symmetrical. In particular, this 
technique has been used to add length to the trace be­
tween the Pentium processor and 82496 cache control­
ler so that it is electrically symmetric with the traces 
between the Pentium processor and 82491 s of the same 
net as shown in Figure 28. 
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Figure 28_ Balancing Nets Using Serpentine Structures 

Due to the 'parallel traces that make up the serpentine, 
cross-coupling may occur between the individual por­
tions of the serpentine. The cross-coupling may cause 
the propagation velocity and characteristic impedance 
of the serpentine to differ from those of a straight line 
of equivalent length. In general, the propagation veloci­
ty may be greater and the cflliracTei'istiC impedance less 
for the serpentine structure. To simplify the simulation 
environment for the CPU-cache-chip set design exam­
ple, the added trace length was assumed to be equal to 
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the length of trace used to make the serpentine. See 
Figure 29. 

Experiments were performed to confirm that this as­
sumption was valid. The experiments involved Time 
Domain Reflectometry (TDR) and Time Domain 
Transmission (TDT) measurements on various serpen­
tine configurations'. The height of the serpentine, h, and 
the separation, s, were varied. 
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Figure 29. Parameters of a Serpentine Structure 

It was found that as the separation was increased or the 
height decreased the propagation velocity increased. 
Amount of increase varied from being almost negligible 
to being approximately 40% for short, closely spaced 
serpentines. Also, it was observed that as the height 
decreases the magnitude of the decrease in impedance 
gets smaller, with the largest decrease in impedance, 
approximately 12%, seen when the height and separa­
tion are at their smallest. The serpentines used in the 
CPU-cache-chip set design example were not the worst 
case configuration. Based on the experiments, the ser­
pen tines should cause less than 10% decrease in the 
characteristic impedance and less than 30% decrease in 
the propagation delay. 

Both of these variations appear considerable at first 
glance. However, serpentines, as used in the CPU­
cache-chip set design example, account for only a small 
percentage of the entire trace length of a net. For exam­
ple, if the serpentine is only 25% of the total trace 
length and the total propagation delay is 2 ns, repre­
senting the trace as a straight line length only intro­
duces a maximum error of about 150 ps. This is deter­
mined by assuming the 25% of trace accounts for 
0.5 ns delay and a 30% decrease is 150 ps. Based on the 
small amount of error introduced, it was decided that a 
straight line representation was accurate enough and 
simplified the simulations. 
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Note the variation in effects caused by the serpentines. 
Each design should perform similar analysis if a differ­
ent serpentine structure than that used in the CPU­
cache-chip set design example is used. 

If the designer chooses to include the propagation ve­
locity and characteristic impedance variations in the 
simulations, the only change is to represent the serpen­
tine length of trace as a separate length with the differ­
ent characteristics. 

6.0 EXAMPLE: DESIGNING THE A 12 
NET FOR THE CPU-CACHE CHIP 
SET 

The Al2 net is one of the more complex nets in the 
optimized interface of the CPU-Cache Chip Set. The 
signal is driven by the Pentium processor to the 82496 
cache controller and all the 82491 cache SRAMs dur­
ing memory reads. In addition, the 82496 cache con­
troller drives this signal to the Pentium processor 
during inquire cycles. 

In routing Al2 net all of the guidelines and techniques 
described were used. An initial routing of the A12 net 
was made using an H-type routing and attempting to 
make all of the interconnects as short as possible. The 
resulting topology is shown in Figure 30. 
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Figure 30. Initial Topology for A 12 Net 

The Al2 net was simulated assuming the Pentium 
processor is driving the net. Quad Design's TLC was 
used to simulate the Al2 net: For flight time the slow 
corner is used. The slow corner uses the model parame­
ters as defined in Table 5. The actual values can be 
obtained from the Pentium® Processor User's Manual. 
A TLC control file calls the appropriate model and 
topology files along with setting the needed measure­
ment points to complete the flight time simulations. 
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Initially, the line lengths or segments between compo­
nents was assumed to be the straight line distance. In 
other words, the initial routing conserved space and 
used the shortest line possible to connect the compo­
nents. The rising and falling waveforms resulting from 
the TLC simulations of this routing are shown in Fig­
ure 31. 
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Notice the large amount of ringing that occurs in this 
routing of the net. The excessive ringing can cause fail­
ures in both the signal quality and flight specifications. 
To bring the net within specification the routing must 
be improved to better "balance" the net. At first glance, 
the loading on the 82496 cache controller branch is 
much less than the 82491 cache SRAM branch. Split­
ting the 82491 cache SRAM branch into two branches 
and continuing the H-type routing along those branch­
es and lengthening the 82496 cache controller branch 

Lz 

should improve the "balance." The asymmetry energy 
factor, described in Section 5.2, was used to derive the 
relationship between individual trace segmehts needed 
to balance the net. The relationship is that: 

Lb = 2 • La + Lc + 800 mils; La ,,; 2000 mils 

1.6 • La + Lc + 1500 mils; La > 2000 mils 

Following these rules ensures that the A12 net is elec­
trically symmetric. Figure 32 illustrates this improved 
routing. 
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Figure 32_ Improved Topology of A 12 Net 

The improved net was also simulated using TLC and 
the resulting waveforms are shown in Figure 33 
through Figure 35. Notice the reduction in ringing. 
With the "balanced" or electrically symmetric routing 
the net exhibits better flight time and signal quality. In 
fact these parameters are now within specification as 
summarized in Table 7. 

The technique for measuring flight time and signal 
quality are described in detail in Section 2.0. To mea-
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sure flight time one must first determine the 50% point 
of the unloaded Pentium processor driver as shown in 
Figure 33. In the example this occurs at 2.26 ns. Next 
one must determine where the waveform crosses the 
50% Vce point at the receiver as shown in Figure 34. 
This crossing occurs at 4.54 ns. The time difference 
between these two points is the 50-50 flight time. The 
50-50 flight time for the A12 net example is 2.28 ns. 
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Flight time also assumes the waveform continues 
through the 50% V cc point with a slope of at least 
I V Ins through the 65% V cc point. To ensure this, first 
determine the 65% point on the A12 flight time simula­
tion as shown in Figure 35. The 65% Vcc point is 
5.32 ns. Next extrapolate using the 1 V Ins line to find 
where it crosses the 50% voltage level by subtracting 
0.68 ns from the 65% Vcc number. The extrapolated 
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50% Vcc point for the example is 4.64 ns. The time 
difference between the unloaded buffer's 50% point 
and the extrapolated crossing of the 50% point is the 
50-65 flight time. The 50-65 flight time is 2.38 ns. 

The greater of the 50- 50 and 50-65 flight times is the 
flight time for the net. In this case, the flight time is 
2.38 ns, the 50-65 flight time. 

Unloaded A 12 Flight Time Simulation 
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Figure 33. Measuring the 50% Vee Point of the Unloaded Output 

2-1399 



AP-481 

5 
4.5 

4 

~ 3.~ 
& 2.5 
~ 2 
~ 

1.5 

0.5 

A12 Net Flight Time Simulation 

82496 50% Vee = 4.54ns 

O~~------+---------~--------~------~~------~ 

5 
4.5 

4 

~ 3.~ 
& 2.5 
~ 2 
~ 

1.5 

0.5 

a 5 10 15 20 25 

Time (ns) 
241576-42 

Figure 34. Measuring the 50% Vee Point at the A121nput of the 82496 
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Figure 35. Measuring the 65% Vee Point at the A 12 Input of the 82496 
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Figure 36 and 37 illustrate the measurement of the sig­
nal quality parameters for the A 12 net. Overshoot is the 
maximum voltage above Vcc. Time beyond supply is 

measured between points A and B. Ringback is the 
maximum voltage amount that the signal cross back 
across V cc. Settling time is measured from point C and D. 
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Figure 36. Measuring the 50% Vee Point of the Unloaded Output at the Fast Corner 
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Figure 37. Measuring the Signal Quality of the 82496 

The flight time and signal quality specifications for this 
net are listed in Table 7 along with the values measured 
in the simulation of the net. 

Table 7 Flight Time and Signal Quality Simulated Values 
I 

Signal Flight Time Overshoot 

Spec I TLC Spec I TLC 
A12 28 ns I 2.38 ns 3.0V J 1.89V 

7.0 256K CPU-CACHE CHIP SET 
OPTIMIZED INTERFACE LAYOUT 
DESIGN EXAMPLE 

This chapter contains an example layout design for 
Intel's 256 Kbyte CPU-Cache Chip Set's optimized in­
terface. Intel has simulated and verified the example 
layout using the latest information. Work is currently 
underway to validate the design by measuring the flight 
time and signal quality parameters on boards based on 
the design example. As updated information becomes 
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Ringback Settling Time 

Spec I TLC Spec I TLC 

35% Vcc I O.57V 12.5 ns T 5.76 ns 

available on the components and the boards, Intel plans 
to update this example accordingly. 

The intent of the design example is to provide system 
designers a starting point. It provides one solution of 
how the Pentium processor, 82496 cache controller, 
and 82491 cache SRAM components can be placed and 
routed to ensure flight time and signal quality specifica­
tions are met. It is not the only solution. System design­
ers can alter the layout to meet their system require­
ments as long as the flight time and signal quality speci­
fications are met. 
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7.1 Layout Objectives 

The 256K layout is an example of a CPU-Cache chip 
set arrangement that meets Intel's chip set specifica­
tions. The layout consists of I Pentium processor, 1 
82496 cache controller, and 10 82491 cache SRAMs for 
a 256K second-level cache with parity. Although the 
layout is specifically designed for a chip set with parity, 
we will also discuss conversion to a non-parity layout. 

This example layout follows the chip set's flight time 
and signal quality specifications. In addition to meeting 
those specifications, we had the following objectives: 

1. To design the optimized portion of the interface so 
that the layout is not limited by interconnect per­
formance. By not artificially creating any critical 
paths, the interface can yield maximum performance 
of the chip set. 

2. To be consistent with EMI and thermal require­
ments. 

3. To have the layout be used as a validation and cor­
rection vehicle by Intel. Intel will use the layout to 
validate the optimized interface of the chip set, mea-

I 
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sure flight times and signal quality, and tune input 
and output buffers. 

Provided are complete specifications for a board layout: 
part lists, board layer plots, and the electronic files in 
Gerber format. Also provided are a set of topologies 
and line lengths so it will be easy to understand how the 
layout was generated. 

7.2 Component Placement 

To meet flight time with clock skew restrictions we 
placed the parts in relative proximity to each other. At 
the same time, we ensured that the layout's Memory 
Bus Controller (MBC) interface signals are routable. 
Figure 38 illustrates how the chip set components are 
placed in the layout example. The dot indicates the lo­
cation of pin 1. Figure 38 component side view of the 
layout. 
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• • 
82491#2 82491#1 
cd 08·15 cd 00·07 

• 
• • • 

82491#9 82491#6 82491#5 Pentium® 
(parity) cd 40·47 cd 32·39 Processor 

0·3 

• • • 
82491#10 82491#4 82491#3 

(parity) cd 24·31 cd 16·23 
4·7 82496 

• • • 
82491#8 82491#7 
cd 56·63 cd 48·55 

• = Pin 1 

241576-46 

Figure 38. Component Placement 

7.3 Signal Routing/Topologies 

Tables 8 and 9 list the signal nets and their correspond­
ing topologies for the optimized and external interfaces 
of the CPU-Cache Chip Set. 

All chip set signals in the optimized interface fall into 
six groups: low addresses, high addresses, Pentium 
processor control, 82496 control, CPU data, and byte 
enables. Within each group are subsets of signals that 
share common origination and destination points. Each 
subset has a unique routing called a "topology." 
Groups, subsets, and topologies are listed in Table 8. 

Topologies are given only for signals that are routed to 
multiple chips. It is the system designer's responsibility 

2-1404 

for routing the "point-to-point" signals such as 
CADS#. 

Topologies are also supplied for the external interface. 
These topolgies provide channels for routing signals 
from the chip set components to the periphery where 
they can be connected to the memory bus and memory 
bus controller (MBC). However, topologies are not 
supplied for point to point signals in the MBC interface 
(e.g. CRDY#). Instead, the system designer must opti­
mize these for the particular application. 

Table 9 lists the topologies provided for the MBC inter­
face signals which are not point to point. 

I 
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Table 8. Optimized Interface Signal Net/Topology Assignments 

Grouping Routing Requirements Topology 

Low Addresses 

(PA3-PA16) Bused to all core components. Must be 1 
routed to optimize delay and signal quality at 
all points. 

High Addresses 

(PA17-PA31, PBTO-PBT3) Point to point links. Must be kept as short as 4 
possible. 

Pentium® Processor Control 

(HITM#, W/R#) Same as low addresses. 1 

(ADS#) 3b 

(ADSC#, AP, CACHE#, D/C#, LOCK#, Same as high addresses. 4 
M/IO#, PCD, PWT, SCYC) 

CCControl 

(BRDYCU, WRARR#, MCYC#, WAY, Must be routed to optimize delay and signal 3 
BUS#, MAWEA#, WBWE#, WBTYP#, quality at the CS. 
WBA, BLASH) 

(BLEC#) Not routed to parity CSs. 3a 

(BOFF#) 1b 

(AHOLD, EADS#, KEN#, BRDYC1 #, INV, Same as high addresses. 4 
EWBE#, NA#, WB/WT#) 

CPU Data 

(CDO-CD63) Point to point signals. Keep as short as 4 
possible. Keep the total length of each trace 
within 1/2" of each other to minimize skew. 

Byte Enables 

(CBEO # -CBE7 #) 5 

Table 9. External Interface Signal Net/Topology Assignments 

Signal Topology 

RESETC50, CRDYO# 10 

CRDY#, RESETC51 11 

MBRDY#,MOCLK,MDOE# 12,13 

MFRZ#,MSEL#,MZBT#,MCLK 14 

BRDY#, CLKO 15 

CLK1, BRDY1 #, MEOC1 # 16 

CLK2, BRDYU, MEOCU 17 

CLK3, BRDY3#, MEOC3# 18 

MDATAO-63 19 
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Figures 39 through Figure 58 are the topologies which 
are described in Tables 8 and 9. A topology is a graphi­
cal representation how specific sets of signals are rout-

ed. A topology shows the components that share a spe­
cific signal and the relative lengths of the traces be­
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Routing Topology 3b 
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Routing Topology 11 
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Routing Topology 14 

82491#1 
cd 00-07 

I-- • t--

L8 L12 

82491#5 
cd 32-39 

r- ~ r--
L7 L11 
~ 4r--

L6 82491#3 
1( 

cd 16-23 

t-- • t-
L5 L9 

82491#7 
cd 48-55 

I-- • I--
L1 

Figure 50. Topology 14 

L2 

pentium® 
Processor 

82496 

241576-58 

I 



I 

82491#9 
(parity) 

0-3 

82491#10 
(parity) 

4-7 

82491#2 
cd 08-15 

82491#6 
cd 40-47 

82491#4 
cd 24-31 

82491#8 
cd 56-63 

Routing Topology 15 

82491#1 
cd 00-07 

82491#5 
cd 32-39 

82491#3 
cd 16-23 

82491#7 
cd 48-55 

Figure 51_ Topology 15 

AP-481 

Pentium® 
Processor 

L1 

p--

L2 

82496 
• 

241576-59 

2-1417 



AP-481 

82491#9 
(parity) 

0-3 

82491#10 
(parity) 

4-7 

2-1418 

82491#2 
cd 08-15 

82491#6 
cd 40-47 

82491#4 
cd 24-31 

82491#8 
cd 56-63 

Routing Topology 16 

82491#1 
cd 00-07 

L1 L3 • l- • r-

f--- r--

82491#5 
cd 32-39 

• t--c2 • r-c4 

82491#3 
cd 16-23 

82491#7 
cd 48-55 

Figure 52. Topology 16 

Pentium® 
Processor 

82496 

241576-60 

I 



I 

82491#9 
(parity) 

0-3 

82491#10 
(parity) 

4-7 

82491#2 
cd 08-15 

82491#6 
cd 40-47 

82491#4 
cd 24-31 

82491#8 
cd 56-63 

• 

Routing Topology 17 

L1 
!--

r-----

82491#1 
cd 00-07 

82491#5 
cd 32-39 

82491#3 
cd 16-23 

82491#7 
cd 48-55 

• 
L3 

!--

1-

·72 • 'L4 

Figure 53. Topology 17 

Pentium® 
Processor 

82496 

AP-481 

241576-61 

2-1419 



AP-481 

82491#9 
(parity) 

0-3 L1 
• r-

~ 

82491#10 
(parity) 

4-7 
·'L2 

2-1420 

82491#2 
cd 08-15 

82491#6 
cd 40-47 

82491#4 
cd 24-31 

82491#8 
cd 56-63 

, Routing Topology 18 

82491#1 
cd 00-07 

82491#5 
cd 32-39 

82491#3 
cd 16-23 

82491#7 
cd 48-55 

Figure 54. Topology 18 

Pentium® 
Processor 

82496 

241576-62 

I 



AP-481 

Routing Topology 19 
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Figure 55_ Topology 19 

Figures 56 and 57 provide topologies for the non-parity 
configuration of the 256 Kbyte CPU-Cache Chip Set. 

I 

Refer to Section 7.7.1 for more details on the non-pari­
ty configuration. 
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Routing Topology 1bNP: Non-Parity 
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Figure 57_ Topology 1bNP 

7.4 Board/Trace Properties 

Specific board and trace properties were assumed while 
performing the simulations to optimize the chip set lay­
out. These properties were used as the specification or 
guideline the board manufacturer was to use in building 
boards. Figure 58 provides the board layer stackup. 

I 

Table 10 lists the minimum and maximum trace char­
acteristics. These parameters along with the board ma­
terial determine the spacing between layers and the to-
tal board thickness. See Table 11. . 

Only the inner layers of the board are impedance con­
trolled. The top and bottom layers are not impedance 
controlled. 
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Inner 
Layers 

241576-66 

Figure 58. Board Layer Stackup 

Table 10. Trace Characteristics 

4 Inner Layers 2 Outer Layers 

Width/Space 5/5 Mils 8/8.5 Mils 

20 650 + 10% 900 + 20% 

Velocity 1.85 to 2.41 ns/ft 1.35 to 2.05 ns/ft 

Table 11 Other Printed Circuit Board Geometries 

Via Pad 

Via Hole 

PGA Pad 

PGA Hole 

Layout Grid 

7.5 Design Notes 

The following design notes accompany this layout ex­
ample: 

1. The layout did not specifically address heat dissipa­
tion except to allow space for heat sinks to be at­
tached. Please see the Pentium® Processor User's 
Manual for the devices' thermal specifications. The 
Pentium Processor Thermal Design Guidelines appli­
cation note provid;:s some examples of possible ther­
mal solutions. 
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25 Mils 

10 Mils 

55 Mils 

38 Mils 

5 Mils 

2. All fast-switching signals are routed near the power 
and ground planes on inner layers of the board to 
minimize EMI effects. However, two sets of signals 
are routed on the top layer of the board: 
BRDYCL#, and-JTAG signals. BRDYCI # is rout­
ed on top to take advantage of the higher trace veloc­
ity there. JTAG signals are routed on the top layer 
because they are low-speed signals and will probably 
be re-routed by each customer to suit individual 
needs. 

I 



3. Resistor Rl (0) is used to set the Pentium processor 
configurable output buffers (A3-A20, ADS#, 
W /R #, and HITM #). When the resistor is included 
the buffers are set to the Extra Large size. When it is 
not included (BUSCHK # internally pulled high) the 
buffers are set to Large size. Intel currently recom­
mends the large buffers be used for the 256K layout 
example. The on resistor should be designed into 
your design as Intel may change the recommended 
buffer size once silicon and the system design have 
been characterized. 

4. The 82496 output buffers that drive the 82491 inputs 
must also be configured to be Large. This is done by 
driving 82496 CLDRV[BGT#) (pin N04) high dur­
ing reset. 82496 and 82491 Memory Bus buffer sizes 
must be controlled by the Memory Bus Controller. 

5. Series termination resistors were added to the nets 
PAI7, PAI8, PAI9, and PA20 to control overshoot. 
A value of 24n is currently recommended, but that 
value may change when dvershoot is measured on an 
actual board. 

7.6 Explanation of Information 
Provided 

The following sections outline the design files associat­
ed with the 256Kbyte CPU-Cache Chip Set design ex­
ample that are available from Intel. These files are pro­
vided to simplify the task of porting the design example 

I 
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into a specific design. By using these files, designers 
may eliminate or minimize the amount of duplicate ef­
fort when using the design example as the basis for 
their design. The following items are available: 

• Schematics 

• I/O Model Files 

• Board Files 

• Bill of Materials 

• Photoplot Log 

• Netlist Report 

• Placed Component Report 

• Artwork for Each Board Layer 

• Trace Segment Line Lengths 

Hard copies of the schematics and trace segment line 
lengths are provided in the following sections. ASCII 
or soft copies of all the information are available from 
Intel by requesting order number 241663, AP-481 De­
sign Diskettes. 

7.6.1 SCHEMATICS 

Schematics for the 256 Kbyte CPU-Cache Chip Set de­
sign example were created using ViewLogics's Work­
view V 4.1. The schematics are 14 pages long. Both the 
Workview and the postscript files are available from 
Intel as described above. 
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7.6.2 I/O MODEL FILES 

All electrical I/O simulations were performed using 
TLC V4.1.13 from Quad Design Technology, Inc. The 
simulations were performed at the fast and slow corners 
to verify all signal quality and flight time specifications 
are met. The files used for these simulations are avail­
able from Intel as described above. These files include 
the topology, model, and control files needed to run the 
simulations for all nets in the optimized interface. 

7.6.3 BOARD FILES 

The board files for the design example were created 

7.6.6 NETLIST REPORT 

The net/ist report was created using Allegro V 4.2 from 
Cadence Design Systems, Inc. The file is available from 
Intel as described above. 

7.6.7 PLACED COMPONENT REPORT 

The placed component report was created using Alle­
gro V4.2 from Cadence Design Systems, Inc. The file is 
available from Intel as described above. 

7.6.8 ARTWORK FOR EACH BOARD LAYER 

using Allegro V4.2 from Cadence Design Systems, Inc. ____ The.artworkfor-the-six-boaro-layeFS-Were-ereated-ttsing------
-- -- --Thtl-fHes-ar-e-available-from-InteI-as-describealiDove. Allegro V 4.2 from Cadence Design Systems, Inc. The 

These files may be used to import the design example files are available from Intel in a Gerber format as de-
into a specific system design. Note: some changes to the 
layout and nets may be necessary to complete import­
ing these files into a specific system design. 

7.6.4 BILL OF MATERIALS 

The bill of materials file was created using Allegro V 4.2 
from Cadence Design Systems, Inc. The file is available 
from Intel as described above. 

7.6.5 PHOTOPLOT LOG 

The photoplot log file was created using Allegro V 4.2 
from Cadence Design Systems, Inc. The file is available 
from Intel as described above. . 

2-1440 

scribed above. 

7.6.9 TRACE SEGMENT LINE LENGTHS 

Sections 7.6.9.1 to 7.6.9.10 list the segment line lengths 
for each net of the optimized interface. All lengths are 
provide in mils (1/1000 inch). The stubs listed in the 
following tables are associated with the pin escapes re­
quired for the 82491s. 

I 



7.6.9.1 Low Addresses (Topology 1) 

Routing Topology 1 

I 

L z 

82491.2 8249111 
cd 08·15 . cd 00·07 

L z 

/ / Lv 

82491 II 8249116 82491.5 
(parity) cd 40-47 cd 32·39 

o· 3 

L z Lv 

/ 

82491110 82491.4 82491.3 
(parlly) cd 24·31 cd 16·23 

4·7 

Lz 

8249118 82491.7 
cd 56·63 cd 48·55 

La <= 2.0': Lb = 2LI t Lv t 0 8' t· 0.1' 

La > 2.0': Lb = 1.611 t Lv t 1.5' t- 0.1' 

/ 

Lv 

/'1: 
La 

/ 

Lv 

/ 

Critical branch p 
non·parlly layo 

[; Penlium@ 
Processor 

L b 

82496 

olnls for 
ul 

AP-481 

241576-80 
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NET PP-CS#5 PP-CS#3 

PA3 1761.4 1768.6 

PA4 1259.6 1278.4 

PA5 1553.6 1573.9 

PA6 1543.1 1540 

PA7 1691.9 1692.4 

PA8 1590.7 1590.2 

PA9 1660.7 1663.1 

PA10 1543.6 1543.1 

PA11 1701.9 1695.5 

PA12 1586.5 1594.3 

PAi3 1741.9 1745.5 

PA14 1633.6 1633.1 

PA15 1791.9 1792.6 

PA16 1623.6 1619 

PP = Pentium processor 
CC = 82496 cache controller 
CS=82491 cache SRAM 

NET CS#3-CS#4 

PA3 (cant) 1181.4 

PA4 (cant) 1111.4 

PA5 (cant) 1166.5 

PA6 (cant) 1156.5 

PA7 (cant) 1156.5 

PA8 (cant) 1216.5 

PA9 (cant) 1206.5 

PA10 (cant) 1266.5 

PA11 (cant) 1266.5 

PA12 (cant) 1296.5 

PA13 (cant) 1296.5 

PA14 (cant) 1316.5 

PA15 (cant) 1316.5 

PA16 (cant) 1286.5 

PP = Pentium processor 
CC=82496 cache controller 
CS=82491 cache SRAM 

PP-CC CS#5-CS#1 CS#1-CS#2 CS#5-CS#6 CS#S-CS#9 

5513 1184.6 936.5 1186.5 936.5 

4673.2 1113.9 936.5 1113.6 936.5 

5193.7 1164.6 936.5 1176.5 936.5 

5123.2 1152.9 936.5 1156.5 936.5 

5367.6 1152.9 936.5 1156.5 936.5 

5243.7 1215,3 936.5 1216.5 936.5 

5365.2 1210.5 936.5 1206.5 936.5 

5233 1264.1 936.5 1266.5 936.5 

5474£ f---- 1264.1 ~~ 1?flfl" __ -~ 

5324.1 1292.4 936.5 1296.5 936.5 

5497.9 1295.3 936.5 1296.5 936.5 

5403.8 1317.8 936.5 1316.5 936.5 

5500.4 1314.8 936.5 1316.5 936.5 

5359.1 1288.0 936.5 1286.5 936.5 

CS#4-CS#10 CS#3-CS#7 CS#7-CS#8 Stubs 

936.5 1184.6 936.5 135.3-135.3 

936.5 1113.9 936.5 75.0-75.0 

936.5 1170.5 936.5 135.3-135.3 

936.5 1158.8 936.5 75.0-75.0 

936.5 1158.8 936.5 135.3-135.3 

936.5 1212.4 936.5 135.3-135.3 

936.5 1207.6 936.5 135.3-135.3 

936.5 1261.2 936.5 75.0-75.0 

936.5 1261.2 936.5 135.3-135.3 

936.5 1292.4 936.5 75.0-75.0 

936.5 1295.3 936.5 135.3-135.3 

936.5 1317.8 936.5 75.0-75.0 

936.5 1314.8 936.5 135.3-135.3 

936.5 1288.0 936.5 75.0-75.0 

I 



7.6.9.2 High Addresses (Topology 4, Point-to-Point) 

Routing Topology 4 

penllum® 
Processor 

NET PP-CC NET PP-CC 

PA17' 689.3 + 2841.7 PA26 4495.1 

PA18' 647.6 + 3683.1 PA27 3885.5 

PA19* 731.0 + 2763.3 PA28 4689.3 

PA20' 601.7 + 718.6 PA29 3136.1 

PA21 3376.6 PA30 5177.1 

PA22 4347.5 PA31 2518.5 

PA23 3111.5 PA32 3604.4 

PA24 4661.2 PA33 2686.8 

PA25 3029.7 PA34 3952 

PA35 3189.9 

'NOTE: 
2411 resistor included on PA[17 -20]. 
Lengths are Pentium processor-resistor + resistor-82486, respectively. 
PP = Pentium processor 
CC = 82496 cache controller 
CS = 82491 cache SRAM 

I 

Ap·481 

82496 
or 

82491 

241576-81 

NET PP·CC 

ADSC# 3791.7 

AP 4531.6 

CACHE # 3719.8 

DC# 3613.1 

LOCK# 4710.4 

MIO# 5062 

PCD 3461.3 

PWT 4295.6 

SCVC 3848.2 

WBWT# 3493.3 

2·1443 
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7.6.9.3 Pentium® Processor Control (Topology 1) 

---~--

82491'9 
(pa"ly) 

0·3 
--

82491'10 
(pa"ty) 

4·7 

82491'2 
cd 08·15 

L I 

/ 

8249116 
cd 40·47 

Routing Topology 1 

/ 

L z 

82491'1 
cd 00·07 

Lv 

82491'5 
cd 32·39 

Lv 

Crilical branch points for 
non-parity layoul 

) Processor 

L I 

/ 

/'1a 

Pentlum® 

r-_____ --r ___ L_V ___ -,rK. -~---~f--
/ 

82491'4 
cd 24·31 

8249118 
cd 56·63 

8249113 
cd 16·23 

Lz 

r--"""'/ 
8249117 
cd 48·55 

L b 

Lv 

82496 

La <= 2.0': Lb = 2La , Lv, 0.8' ,·0.1' 

La> 2.0': Lb = t 613 + Lv, 1.5' ,·0.1' 
241576-82 

NET PP-CS#5 PP-CS#3 PP-CC CS#5-CS#1 CS#1-CS#2 CS#5-CS#6 CS#6-CS#9 

HITM# 4205.2 4199.7 

WR# 4091.1 4088.2 

NET CS#3-CS#4 

HITM # (cent) 1146.2 

WR# (cent) 1196.7 

PP = Pentium processor 
CC = 82496 cache controller 
CS=82491 cache SRAM 

2-1444 

9147.1 1141.3 

9149.4 1193.0 

CS#4-CS#10 

944.8 

953.1 

936.5 1146.5 936.5 

936.5 1192.1 936.5 

CS#3-CS#7 CS#7-CS#8 Stubs 

1146.6 944.8 95.3-95.3 

1193.0 953.1 95.3-95.3 

I 
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7.6.9.4 Pentlum® Processor Control (Topology 3b No 82496) 

8249112 
cd 08·15 

L z 

8249119 8249116 
(pI"ly) cd 40·41 

O· 3 

Lz 

82491110 8249114 
(pa"ty) cd 24·31 

4·1 

8249118 
cd 56·63 

NET CS#3-CS#4 

ADS# (cont) 

PP = Pentium processor 
CC = 82496 cache controller 
CS=82491 cache SRAM 

I 

936.5 

Routing Topology 3b 

L z 

/ / 

824&1'1 
cd 00·01 L h 

Lz 

/ /~ 
8249115 ? Penllum® 
cd 32·39 Processor 

/; Lz 

/ / Lh 

8249113 

[J cd 16·23 

L z 

/ 

8249111 
cd 48·55 

For non'pa"ty layout, Lg = Lh 
241576-83 

CS#1-CS#2 CS#5-CS#6 CS#6-CS#9 

936.5 964.8 983.8 

CS#4-CS#10 CS#7-CS#8 Stubs 

936.5 936.5 75.0-75.0 
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7.6.9.5 82496 Control (Topology 3) 

Routing Topology 3 
l z 

/ 

8249112 82491.1 
cd 08·15 cd 00·07 

l h 

II II 

/ /,\. 8249119 8249116 8249115 Penlium® 
(parily) cd 40·47 cd 32·39 Processor 

O· 3 
-- - f---

/~ 
II II 

/ 

82491.10 8249114 8249 tl3 

~ (pallly) cd 24·31 cd 16·23 
4· 7 

/ 82496 

l z 

/ 

8249118 82491.7 
cd 56·63 cd 48·55 

lh = 19 + 1.4' +·0.1' For non·palily layoul. 19 = lh 
241576-84 

NET CC-CS#1 CC-CS#5 CC-CS#3 CC-CS#7 CS#1-CS#2 CS#5-CS#6 

BLAST # 4222.1 2820.0 2819.8 4219.2 986.7 1034.5 

BRDYC2# 4186.4 2802.4 2775.0 4171.6 969.7 1037.4 

BUS# 4607.6 3215.7 3210.0 4611.3 936.5 936.5 

MAWEA# 41476.4 3058.9 3088.8 4481.3 936.5 936.5 

MCYC# 4913.9 3507.0 3523.8 4921.5 936.5 961.4 

WBA 5114.2 3747.8 3719.5 5119.3 936.5 936.5 

WBTYP 4365.4 2986.2 2973.5 4376.0 936.5 936.5 

WBWE# 4502.4 3109.1 3113.0 4511.7 936.5 936.5 

WRARR# 4198.9 2735.0 2802.1 4199.8 936.5 969.7 

WAY 4818.9 3348.4 3417.4 4816.3 936.5 936.5 
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NET CS#6-CS#9 

BLAST # 
(cont) 

BRDYC2# (cont) 
BUS# 
(cont) 

MAWEA# (cont) 

MCYC# 
(cont) 

WBA 
(cont) 

WBTYP 
(cont) 

WBWE# 
(cont) 

WRARR# 
(cont) 

WAY 
(cont) 

PP = Pentium® processor 
CC = 82496 cache controller 
CS = 82491 cache SRAM 

I 

965.5 

965.5 
936.5 

936.5 

936.5 

936.5 

936.5 

936.5 

936.5 

936.5 

AP-481 

CS#3-CS#4 CS#4-CS#10 CS#7-CS#8 Stubs 

936.5 936.5 936.5 85.0-85.0 

936.5 936.5 936.5 85.0-85.0 
936.5 936.5 936.5 75.0-75.0 

936.5 936.5 936.5 135.3-135.3 

936.5 936.5 936.5 75.0-75.0 

936.5 936.5 936.5 75.0-75.0 

936.5 936.5 936.5 135.3-135.3 

936.5 936.5 936.5 135.3-135.3 

936.5 936.5 936.5 135.3-135.3 

936.5 936.5 936.5 75.0-75.0 
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7.6.9.6 82496 Control (Topology 3a Not Connected to Parity 82491's) 

Routing Topology 3a 
L z 

/ 

8249112 8249111 
cd08·IS cd 00·07 

L h 

Lz 

/\. 8249119 8249116 8249115 Pentoum® 
(parlly) cd 40·47 Cd 32·39 Processor 

o· 3 

/~ L z 

82491110 8249114 8249113 

~ (pallly) cd 24·31 cd 16·23 
4·7 

/ 82496 

Lz 

/ 

8249118 8249117 
cd 56·63 cd 48·55 

Lh = Lg t I 4' t· 0.1' For nDn·pallly layoul. Lg = Lh 

CS#1-CS#2 

NET CS#6-CS#9 

BLEC# n/a 
(cont) 

PP= Pentium® processor 
CC = 82496 cache controller 
CS = 82491 cache SRAM 

2-1448 

936.5 

CS#3-CS#4 CS#4-CS#10 CS#7-CS#8 

936.5 n/a 936.5 

infel® 

241576-85 

936.5 

Stubs 

75.0-75.0 

I 
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7.6.9.7 82496 Control (Topology 1b Pentium® Processor and 82496 Switch Positions) 

8249119 
(p.Jlly) 

0·3 

82491'10 
(p.Jlly) 

4·7 

NET CS#6-CS#9 

BOFF# 936.5 
(cont) 

PP = Pentium® processor 
CC = 82496 cache controller 
CS=82491 cache SRAM 

I 

8249112 
cd 08·15 

lz 

8249116 
cd 40·47 

lz 

8249114 
cd 24·31 

82491 J8 
cd 56·63 

CS#3-CS#4 

936.5 

Routing Topology 1b 

lz 

/ 
Crillcal branch pOInt 

8249111 for non-parity layou 

cd 00·07 l v 

lv 

/ / 

8249 liS penllum® 
cd 32·39 Processor 

l. 

lv 

/ 

/~k l b 

82491'3 
cd 16·23 

82496 
lz 

/ 

8249117 
cd 48· 55 

241576-86 

CS#5-CS#1 CS#1-CS#2 CS#5-CS#6 

936.5 936.5 936.5 

CS#4-CS#10 CS#3-CS#7 CS#7-CS#8 Stubs 

936.5 944.8 936.5 75.0-75.0 

2-1449 



AP-481 

7.6.9.8 82496 Control (Topology 4, POint-to-Point) 

NET 

AHOLD 

BRDYC1# 

EADS# 

INV 

KEN# 

NA# 

PP = Pentium® processor 
CC = 82496 cache controller 
CS=82491 cache SRAM 

Routing Topology 4 

Penllum® 
Processor 

CC-PP 

4549 

3648.5 

3656.4 

4603.5 

4136.9 

3770.3 

7.6.9.9 Byte Enables (Topology 5) 

Routing Topology 5 

Penllum® le 
Processor 

2·1450 

82496 
or 

82491 

241576-87 

82491 

Lf 

Lf 

82491 

241576-88 

I 



intel® 
NET PP-Tee 

CBEO# 3035.4 

NET PP-Tee 

CBE1# 4098.7 

NET PP-Tee 

CBE2# 3412.9 

NET PP-Tee 

CBE3# 3547.8 

NET PP-Tee 

CBE4# 3600.9 

NET PP-Tee 

CBE5# 4811.9 

NET PP-Tee 

CBE6# 4662.0 

NET PP-Tee 

CBE7# 4230.0 

PP = Pentium® processor 
CC = 82496 cache controller 
CS=82491 cache SRAM 

Tee-CS#1 

1634.4 

Tee-CS#2 

1294.8 

Tee-CS#3 

1732.0 

Tee-CS#4 

1194.8 

Tee-CS#5 

2243.5 

Tee-CS#6 

1339.7 

Tee-CS#7 

1663.0 

Tee-CS#8 

1167.7 

7.6.9.10 COAT A and Parity (Point-to-Point) 

Routing Topology 4 

Penllum® 
Processor 

I 

AP-481 

Tee-CS#9 Stubs 

1633.9 112.4135.3 

Tee-CS#9 Stubs 

1293.1 75.0-121.0 

Tee-CS#9 Stubs 

1682.3 75.0-95.3 

Tee-CS#9 Stubs 

1192.1 75.0-75.0 

Tee-CS#10 Stubs 

2242.0 75.0-135.3 

Tee-CS#10 Stubs 

1338.9 75.0-75.0 

Tee-CS#10 Stubs 

1662.6 75.0-135.3 

Tee-CS#10 Stubs 

1165.5 75.0-75.0 

82496 
or 

82491 

241576-89 
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Net PP-CS#9 Stub NET PP-CS#10 Stub 

CPO 5722.4 135.3 CP4 5831.1 135.3 

CP1 5842.1 135.3 CP5 5849.8 135.3 

CP2 5854.7 75.0 CP6 5563.8 75.0 

CP3 5712.4 75.0 CP7 5558.6 75.0 

NET PP-CS#1 Stub NET PP-CS#3 Stub NET PP-CS#5 Stub 

CDO 5523.3 135.3 CD16 5541.4 135.3 CD32 5507.8 135.3 

CD1 5376.2 135.3 CD17 5781.0 135.3 CD33 5419.5 135.3 

CD2 5476.9 75.0 CD18 5550.7 75.0 CD34 5433.2 7!;O 

CD3 5363.3 75.0 CD19 5558.2 75.0 CD35 5756.3 75.0 

CD4 5547.9 135.3 CD20 5449.7 135.3 CD36 5654.1 135.3 

CD5 5393.5 75.0 CD21 5545.2 75.0 CD37 5551.6 75.0 

CD6 5357.9 135.3 CD22 5410.4 135.3 CD38 5357.3 135.3 

CD7 5582.3 75.0 CD23 5533.2 75.0 CD39 5451.6 75.0 

NET PP-CS#2 Stub NET PP-CS#4 Stub NET PP-CS#6 Stub 

CD8 5448.4 135.3 CD24 5804.5 135.3 CD40 5430.0 135.3 

CD9 5516.1 135.3 CD25 5594.4 135.3 CD41 5757.8 135.3 

CD10 5629.1 75.0 CD26 5754.8 75.0 CD42 5378.1 75.0 

CD11 5468.9 75.0 CD27 5705.4 75.0 CD43 5703.8 75.0 

CD12 5451.5 135.3 CD28 5774.5 135.3 CD44 5462.3 135.3 

CD13 5543.2 75.0 CD29 5737.7 75.0 CD45 5755.1 75.0 

CD14 5707.3 135.3 CD30 5380.7 135.3 CD46 5568.6 135.3 

CD15 5420.3 75.0 CD31 5608.3 75.0 CD47 5757.2 75.0 
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NET PP-CS#7 

CD48 5488.3 

CD49 5551.8 

CD50 5697.9 

CD51 5581.1 

CD52 5499.5 

CD53 5704.4 

CD54 5493.6 

CD55 5627.9 

PP = Pentium® processor 
CC = 82496 cache controller 
CS=82491 cache SRAM 

Stub 

135.3 

135.3 

75.0 

75.0 

135.3 

75.0 

135.3 

75.0 

7.6.10 Pentium® PROCESSOR TO 82496 
SEGMENT LENGTH AND ROUTING 
CHANGES 

The example layout described in this application note 
was completed using early revisions to the I/O buffer 
models. This process was necessary to ensure that a 
board was available for the arrival of first silicon. After 
the models were improved based on the model valida­
tion and silicon characterization, the board layout was 

AP·481 

NET PP-CS#8 Stub 

CD56 5553.9 135.3 

CD57 5663.3 135.3 

CD58 5602.7 75.0 

CD59 5718.3 75.0 

CD60 5451.6 135.3 

CD61 5533.9 75.0 

CD62 5550.4 135.3 

CD63 5766.2 75.0 

resimulated. These simulations have resulted in the rec­
ommendation to change the line length between the 
Pentium processor and 82496 for several nets. These 
changes result in a better tuned routing that meets the 
specifications. In particular, these changes reduce the 
amount of ringback and the ringing that leads to long 
settling times. Table 12 summarizes the recommended 
segment length changes. 

Table 12. Summary of Segment Lengths 

Net/Signal Name Segment Original Length (in.) Recommended Length (in.) 

WRARR# 

WRARR# 

PA4 

PA6 

PA7 

PA10 

PA12 

PA16 

PP = Pentium® processor 
CC = 82496 cache controller 
CS=82491 cache SRAM 

CC-CS#3 

CC-CS#5 

PP-CC 

PP-CC 

PP-CC 

PP-CC 

PP-CC 

PP-CC 

Actual system measurements have shown that the orig­
inal segment lengths do not violate the specifications. 
The reduction in ringing is probably due to transmis­
sion line losses which are not accounted for in the simu­
lation. Therefore for completed designs using the exam­
ple layout these changes are not necessary; however, 
Intel does recommend that all future designs that use 
the layout example use these new lengths. 

I 

2.802 2.9 

2.735 2.9 

4.673 4.3 

5.123 4.9 

5.368 5.1 

5.233 4.9 

5.324 5.0 

5.359 4.9 

In addition, a layer change to the BRDYCI # routing 
is recommended. Section 7.5 Design Notes, describes 
that BRDYCI # was routed on an outer layer to reduce 
the propagation delay; however, this resulted in a signal 
quality violation. Since the original routing of the 
board, the flight time specification was relaxed and 
BRDYCI # can now be routed on an inner layer which 
allows it to meet both signal quality and flight time 
specifications. 
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7.6.11 1/0 SIMULATION RESULTS FOR EACH 
NET 

Electrical simulations were performed on each net 
within the optimized interface of the 256 Kbyte CPU­
Cache Chip Set design example. The simulations were 
done at the fast and slow comers to verify that signal 

2-1454 

quality and flight time specifications are met. The simu­
lations were done using TLC V4.1.13 from Quad De­
sign Technology, Inc. using the files described in Sec­
tion 7.6.2. Table 13 summarizes the simulation results 
assuming ali the segment length changes listed in Sec­
tion 7.6.10 have been implemented along with the layer 
change to the BRDYCI # routing. 

I 
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Table 13. Summary of Simulation Results 

Signal Quality 

Net 
Flight Time 

Overl Ringback Settling Time 
Time Beyond 

(ns) Supply 
Undershoot (V) (V) (ns) 

(ns) 

Specs. Vary by Pin 3.0 1.75 12.5 6.0 

82496 Driving 

A3-16 7.2 2.1 1.0 16.5 7.4 
at CPU 

A3-16 7.0 2.1 1.0 16.5 7.4 
atSRAM 

A17-31 2.6 3.0 1.75 10.3 3.6 
at CPU 

BTO-3 2.6 3.0 1.75 10.3 3.6 

AHOLD 1.1 3.0 1.75 9.0 2.1 

AP 1.4 3.0 1.75 9.0 2.1 

BRDYC1# 0.9 2.9 1.7 8.3 1.8 

EADS# 0.9 2.9 1.7 7.8 1.8 

EWBE# 0.7 2.5 1.4 6.1 1.5 

INV 1.6 2.8 1.5 12.4 2.9 

KEN# 1.0 2.9 1.75 8.5 2.0 

NA# 0.9 2.9 1.7 7.9 1.9 

WB/WT# 0.9 2.8 1.7 7.5 1.8 

BLAST# 2.5 2.2 1.0 6.2 3.3 

BLEC# 2.2 2.1 0.9 5.9 3.1 

BOFF# 2.5 2.6 1.1 12.1 3.0 
at CPU 

BOFF# 2.9 2.6 1.1 12.1 3.0 
atSRAM 

BRDYC2# 2.5 2.2 1.1 6.2 3.7 
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Table 13. Summary of Simulation Results (Continued) 

Signal Quality 

Net 
Flight Time 

Over! Ringback Settling Time Time Beyond 
(ns) Supply Undershoot (V) (V) (ns) 

(ns) 

BUS# 2.5 2.1 0.9 6.5 3.3 

MAWEA# 2.6 2.2 1.0 8.1 3.4 

MCYC# 2.6 2.1 0.8 6.5 3.3 

WAY 2.5 2.1 0.9 6.4 3.6 

WBA 2.7 2.2 1.0 6.7 3.5 

WBTYP ?I:. "" n .... 
v.v 

WBWE# 2.6 2.1 0.9 6.2 3.3 

WRARR# 2.5 2.4 1.1 8.1 3.3 

Pentium® Processor Driving 

A3-16 2.5 2.6 1.2 12.8 3.2 
at Controller 

A3-16 2.8 2.6 1.2 12.8 3.2 
atSRAM 

A17-31 1.5 3.0 1.8 10.6 2.3 

BTO-3 1.5 3.0 1.3 10.6 2.3 

00-63, DPO-7 1.2 min. 3.0 1.8 11.5 2.5 
1.4 max. 

ADS# 2.6 2.2 1.0 7.3 3.7 

HITM# 3.0 3.2 1.6 20,3 4.1 
at Controller 

HITM# 3.2 3.2 1.6 20.~ 4.1 
atSRAM " 

W/R# 3.0 3.1 1.6 20.7 4.1 
at Controller 

" ! 
W/R# 3.2 3.1 1.6 20.7· 4.1 
atSRAM " 
ADSC# 1.2 3.0 1.75 7.3 1.7 

AP 1.3 3.0 1.75 8.8 2.1 

CACHE# 1.1 2.9 1.75 7.2 1.7 

D/C# 1.1 2.9 1.75 7.1 1.7 

LOCK# 1.3 3.0 1.8 8.6 2.0 

MIIO# 1.4 3.0 1.8 9.1 2.1 
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Table 13. Summary of Simulation Results (Continued) 

Signal Quality 

Net 
Flight Time 

Overl Rlngback Settling Time Time Beyond 
(ns) Supply Undershoot (V) (V) (ns) 

(ns) 

PCD 1.1 2.9 1.7 6.9 1.6 

PWT 1.2 3.0 1.8 8.7 1.9 

SCYC 1.2 3.0 1.75 7.4 1.7 

BEO-7# 1.9 3.5 2..0 14.7 3.3 

82491 Driving 

DO-63,DPO-7 1.7 min. 
1.9 max. 3.0 

c=J I Shading indicates a spec. violation. 

The shaded entries indicate specification violations with 
the example design layout. Intel is continuing to work 
on addressing these violations by either relaxing specifi­
cations or improving the layout design. Note that no 
violations have been measured on the actual board. The 
violations have all been in simulation. 

7.7 Possible Modification to the 
Layout 

7.7.1 NON-PARITY LAYOUT 

Intel has not simulated a non-parity layout example. 
The following suggestions will assist in modifying the 
design example for non-parity implementations. You 
must simulate all paths that are altered when the parity 
components are removed to ensure that flight time and 
signal quality specifications are still met. 

Modify the following aspects of the layout example: 

1. Remove the two leftmost 82491 components, U9 and 
UIO. These are the parity components. 

2. Rework Topologies I and lb. Balance the array so 
that the two critical branch points branch out to 
electrically equivalent traces, i.e., adjust Lw to be 
electrically equivalent to Lv + Lz. Keep the trace 
leading to the Pentium processor length La. Topolo· 
gies INP and IbNP illustrate this (NP = Non­
Parity). Also, retune Lb to be electrically equivalent 
with these new trace lengths. Topologies I and Ib 
indicate exactly where the critical branch points are. 

3. Rework topologies 3 and 3b. Make the four traces 
branching from the 82496 electrically equivalent. 
This may be accomplished by making Lg = Lh for 
these topologies. 

I 

1.9 12.1 2.7 

4. Remove the Byte Enable traces that connect to the 
parity chips. 

Making traces electrically equivalent means that reflec­
tions from all branches return to the source at the same 
point in time. In simple cases, electrically equivalent 
traces are the same length. In all cases, simulate the 
effects of changing trace lengths to find the proper trace 
length and routing. 

8.0 512K CPU-CACHE CHIP SET 
OPTIMIZED INTERFACE LAYOUT 
DESIGN EXAMPLE 

This chapter contains an example layout design for 
Intel's 512 Kbyte CPU-Cache Chip Set's optimized in­
terface. Intel has simulated and verified the example 
layout using the latest information. Work is currently 
underway to validate the design by measuring the flight 
time and signal quality parameters on boards based on 
the design example. As updated information becomes 
available on the components and the boards, Intel plans 
to update this example accordingly. 

The intent of the design example is to provide system 
designers a starting point. It provides one solution of 
how the Pentium processor, 82496, and 82491 compo­
nents can be placed and routed to ensure flight time 
and signal quality specifications are met. It is not the 
only solution. System designers can alter the layout to 
meet their system requirements as long as the flight 
time and signal quality specifications are met. 
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8.1 Layout Objectives 

The 512K layout is an example of a CPU-Cache chip 
set arrangement that meets Intel's chip set specifica­
tions. The layout consists of 1 Pentium processor, 1 
82496 cache controller, and 1882491 cache SRAMs for 
a 512K second-level cache with parity. Although the 
layout is specifically designed for a chip set with parity, 
we will also discuss conversion to a non-parity layout. 

This example layout targets the chip set's flight time 
and signal quality specifications. In addition to meeting 
those specifications, we had the following objectives: 

1. To design the optimized portion of the interface so 
that the layout is not limited by interconnect per­
formance. By not artificially creating' any critical 
paths, the interface can yield maximum performance 
of the chip set. 

2. To be consistent with EMI and thermal require­
ments. 

3. To have the layout be used as a validation and cor­
rection vehicle by Intel. Intel will use the layout to 
validate the optimized interface of the chip set, mea­
sure flight times and signal quality, and tune input 
and output buffers. 

Provided are complete specifications for a board layout: 
part lists, board layer plots, and the electronic files in 
Gerber format. Also provided are a set of topologies 
and line lengths so it will be easy to understand how the 
layout was generated. 

8.2 Component Placement 

To meet flight time with clock skew restrictions we 
placed the parts in relative proximity to each other. At 
the same time, we ensured that the layout's Memory 
Bus Controller (MBC) interface signals are routable. 
Figure 59 illustrates how the chip set components are 
placed in the layout example. The dot indicates the lo­
cation of pin 1. Figure 59 shows a component side view 
of the layout. 

0 0 

[;] 
0 

82491 82491 82491 
0 

cd12-15 cd8-11 cd4-7 cdO-3 

Pentium® 
a 0 0 0 0 Processor 

82491 82491 82491 82491 82491 

(Parity) 
cd44-47 cd40-43 cd36-39 cd32-35 1-3 

82491 a 0 0 0 a 
82491 82491 82491 82491 

(Parity) 
4-7 cd28-31 cd24-27 cd20-23 cd16-19 82496 

a 0 0 0 

82491 82491 82491 82491 
0 

cct60-63 cd56-59 cd52-55 cd48-51 
a =Pin 1 

241576-90 

Figure 59. Component Placement 
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8.3 Signal Routing/Topologies Topologies are also supplied for the external interface. 
These topolgies provide channels for routing signals 
from the chip set components to the periphery where 
they can be connected to the memory bus and memory 
bus controller (MBC). However, topologies are not 
supplied for point to point signals in the MBC interface 
(e.g. CRDY#). Instead, the system designer must opti­
mize these for the particular application. 

Table 14 and Table 15 list the signal nets and their 
corresponding topologies for the optimized and exter­
nal interfaces of the CPU -Cache Chip Set. 

All chip set signals in the optimized interface fall into 
six groups: low addresses, high addresses, Pentium 
processor control, 82496 control, CPU data, and byte 
enables. Within each group are subsets of signals that 
share common origination and destination points. Each 
subset has a unique routing called a "topology." 
Groups, subsets, and topologies are listed in Table 14. 

Table 15 lists the topologies provided for the MBC in­
terface signals which are not point to point. 

Topologies are given only for signals that are routed to 
multiple chips. It is the system designer's responsibility 
for routing the "point-to-point" signals such as 
CADS#. 

Figures 60 through 77 are the topologies which are de­
scribed in Table 14 and 15. A topology is a graphical 
representation how specific sets of signals are routed. A 
topology shows the components that share a specific 
signal and the relative lengths of the traces between 
components. 

Table 14. Optimized Interface Signal Net/Topology Assignments 

Grouping Routing Requirements Topology 

Low Addresses 

(PA3-PA17) Bused to all core components. Must be routed to 1 
optimize delay and signal quality at all points. 

High Addresses 

(PA 18-PA31, PBTO-PBT3) Point to point links. Must be kept as short as 6 
possible. 

Pentium® Processor Control 

(HITM#, W/R#) Same as low addresses. 1 

(ADS#) 5 

(ADSC#, AP, CACHE#, D/C#, Same as high addresses. 6 
LOCK#, M/IO#, PCD, PWT, SCYC) 

CC Control 

(BUS#, MAWEA#, WBWE#, Must be routed to optimize delay and signal quality at 3 
WBTYP#, WBA, BLAST#) the CS. 

(BLEC#) Not routed to parity CSs. 4 

(BOFF#) 1 

(AHOLD, EADS #, KEN #, Same as high addresses. 6 
BRDYC1 #,INV, EWBE#, NA#, 
WB/WT#) 

(BRDYC2#, WRARR#, MCYC#, Routed differently. 15 
WAY) 

CPU Data 

(CDO-CD63, CPO-CP7) Point to point signals. Keep as short as possible. 6 
Keep within 3" of each other to minimize skew. 

Byte Enables 

(CBEO # -CBE7 #) 7 
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Table 15. External Interface Signal Net/Topology Assignments 

Signal Topology 

MDATAO-63, ParityO-7 8 

BRDYO#, CLKO 9 

CRDY# 10 

RESETC 17 

MBRDY#, MOCLK, MDOE# 11 

BRDY1-3# 12 

MEOC1-3# 18 

CLK1-3 13 

MFRZ#, MSEL#, MZBT#,MCLK 14 

RESETCPU 16 

2-1460 I 



AP-481 

Routing Topology # 1 

/ / / / 
0 0 0 0 

82491 82491 82491 82491 

0 
cd12-15 cd8-11 cd4-7 cdO-3 

Pentium® / L / / J 
0 0 0 0 0 Processor 

82491 82491 82491 82491 82491 
(Parity) -

1-3 cd44-47 cd40-43 cd36-39 cd32-35 \ 
/ / / / / 

0 0 0 0 0 

82491 82491 82491 82491 82491 
(Parity) 

4-7 cd28-31 cd24-27 cd20-23 cd16-19 

/ / / / 
0 0 0 0 

82491 82491 82491 82491 
0 

cd60-63 cd56-59 cd52-55 cd48-51 
o =Pin 1 

241576-91 

Figure 60. Topology 1 

I 
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Routing Topology #2 

/ / / I 
0 0 0 0 

82491 82491 82491 82491 

cd12-15 cd8-11 cd4-7 cdO-3 
0 

Pentium® / / / / / 
0 0 0 0 0 \ Processor 

82491 82491 82491 82491 82491 
(Parity) 4 

1-3 cd44-47. cd40-43 cd36-39 cd32-35 
\ 

/ / / / / '" \ 
0 0 0 0 0 

"'\ 82491 82491 82491 82491 82491 
(Parity) 

4-7 cd28-31 cd24-27 cd20-23 cd16-19 
82496 

I j / / 
0 0 0 0 

82491 82491 82491 82491 
0 

cd60-63 cd56-59 cd52-55 cd48-51 
o =Pin 1 

241576-92 

Figure 61. Topology 2 
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Routing Topology #3 

I I I -'-
0 0 0 0 

82491 82491 82491 82491 

cd12-15 cd8-11 cd4-7 cdO-3 
0 

~ P"H,m@ / / / -'- L \ 0 0 0 0 0 Processor 
82491 82491 82491 82491 82491 
(Parity) 

!\ 1- 3 cd44-47 cd40-43 cd36-39 cd32-35 

/ / I I I \\ 
0 0 0 0 0 

l5.",. 82491 82491 82491 82491 82491 
(Parity) 

4-7 cd28-31 cd24-27 cd20-23 cd16-19 

I I I I 
0 0 0 0 

82491 82491 82491 82491 
0 

cd60-63 cd56-59 cd52-55 cd48-51 
o =Pin 1 

241576-93 

Figure 62_ Topology 3 
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Routing Topology: # 4 

/ / 
0 0 0 0 

82491 82491 82491 82491 
0 

cd 12-15 cd 8 ~ 11 cd4-7 cdO-3 

~ 
Pentium® J / \ 0 0 0 0 0 Processor 

82491 82491 82491 82491 82491 
(Parity) 

1-3 c d44-47 cd40-43 cd3S-39 cd32-35 

/ / \\ 
0 0 0 0 0 

[), "'" 
82491 82491 82491 82491 82491 

. (Parity) .. 4-7 cd28-31 cd24-27 cd20-23 cd 16-19 

/' 
/ / 

0 0 0 0 

82491 82491 82491 82491 
0 

cd60-63 cd56-59 cd52-55 cd48-51 

o = Pin 1 

241576-94 

Figure 63. Topology 4 
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Routing Topology # 5 

/ / / / \ 0 0 0 0 

82491 82491 82491 82491 

cd12-15 cd8-11 cd4-7 cdO-3 
0 

/ / / 1. .L Pentium® 
0 0 0 0 0 rocessor 

82491 82491 82491 82491 82491 
(Parity) 

1- 3 cd44-47 cd40-43 cd36-39 cd32-35 

r---- / / / / 1 
0 0 0 0 0 

II 82491 82491 82491 82491 82491 
(Parity) 

4-7 cd28-31 cd24-27 cd20-23 cd16-19 
82496 

J 
/ / / / 

0 0 0 0 

82491 82491 82491 824.91 
0 

cd60-63 cd56-59 cd52-55 cd48-51 
o =Pin 1 

- 241576-95 

Figure 64. Topology 5 
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0 

82491 

cd12-15 

0 0 

82491 82491 
(Parity) 

1-3 cd44-47 

0 0 

82491 82491 
(Parity) 

4-7 cd28-31 

0 

82491 

cd60-63 
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Routing Topology #6 

0 0 

82491 82491 

cd8-11 cd4-7 

0 0 

82491 82491 

cd40-43 cd36-39 

0 0 

82491 82491 

cd24-27 cd20-23 

0 

82491 82491 

cd56-59 cd52-55 

Figure 65_ Topology 6 

0 

82491 

cdO-3 

0 

82491 

cd32-35 

0 

82491 

cd16-19 

0 

82491 

cd48-51 

0 

Pentium® 
Processor 
~ 

82496 

0 

o =Pin 1 
241576-96 
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Routing Topology #7 

0 0 0 0 

82491 82491 82491 82491 

cd12-15 cd8-11 cd4-7 
0 

cdO-3 -- ---- Pentium® / 
0 0 0 0 0 Processor 

82491 82491 82491 82491 82491 
(Parity) 

1-3 cd44-47 cd40-43 cd36-39 cd32-35 

0 0 0 0 

82491 82491 82491 82491 82491 
(Parity) 

4-7 cd28-31 cd24-27 cd20-23 cd16-19 
82496 

0 

82491 82491 82491 82491 
0 

cd60-63 cd56-59 cd52-55 cd48-51 
o =Pin 1 

241576-97 

Figure 66_ Topology 7 

I 
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Routing Topology #8 

0 0 0 0 

82491 82491 82491 82491 
I-- - - I--

cd12-15 cd8-11 cd4-7 cdO-3 
0 

Pentium® 
0 0 0 0 0 Processor 

82491 82491 82491 82491 82491 
(Pariiy) c-1-3 cd44-47 

c-
cd40-43 

-
cd36-39 

-
cd32-35 

C-

0 o 0 0 0 

82491 
(Parity) 

82491 82491 82491 82491 

4-7 cd28-31 cd24-27 cd20-23 cd16-19 
82496 

0 0 0 0 

82491 82491 82491 82491 
0 

cd60-63 cd56-59 cd52-55 cd48-51 
o =Pin 1 

241576-98 

Figure 67_ Topology 8 
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Routing Topology #9 

0 0 0 0 

82491 82491 82491 82491 

cd12-15 cd8-11 cd4-7 cdO-3 
0 

Pentium® 
0 0 0 0 0 

82491 82491 82491 82491 82491 
(Parity) 

1-3 cd44-47 cd40-43 cd36-39 cd32-35 

Processor 

0 0 0 0 0 

82491 82491 82491 82491 82491 
(Parity) 

4-7 cd28-31 cd24-27 cd20-23 cd16-19 
82496 

0 0 0 0 

82491 82491 82491 82491 
0 

cd60-63 cd56-59 cd52-55 cd48-51 

o =Pin 1 

241576-99 

Figure 68. Topology 9 
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Routing Topology # 10 

0 0 0 0 

82491 - 82491 - - 82491- 82491 I-
a 

cd 12-15 cd 8-11 cd4-7 cdO-3 

Pentium® 
0 0 0 0 0 Processor 

82491 82491 82491_ 82491_ 82491 
(P arily) ,..- l- I-

1-3 cd44-47 cd40-43 cd36-39 cd32-35 
I 

I 
0 0 0 0 0 

82491 82491 82491_ 82491_ 82491 
(Parity) t- l- I-

4-7 cd28-31 cd24-27 cd20-23 cd16-19 

82496 

0 a 0 0 

82491 82491 82491 82491 I- a 
t- - I- -

cd60-63 cd56-59 cd52-55 cd48-51 

a =Pin 1 

I L 

241576-AO 

Figure 69_ Topology 10 
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0 

82491 
(Parity) 

1-3 

0 

82491 
(Parity) 

4-7 

I 

o 

82491 

ed12-15 

0 

82491 

ed44-47 

0 

82491 

ed28-31 

0 

82491 

ed60-63 

t-

t-

Routing Topology # 11 

o 

82491 

cd8-11 

0 

82491 

ed 0-43 

0 

8 491 

cd -27 

0 

8 91 

ed ~-59 

0 

82491 

cd4-7 

0 

82491 
".. 

cd36-39 

0 

82491 

cd20-23 

0 

82491 
I-

cd52-55 
t-

Figure 70_ Topology 11 

0 

82491 

cdO-3 

0 

82491 

cd ~2-35 

0 

8 491 

cd ~-19 

0 

8 91 

ed ~-51 

I 

r---

AP-481 

Pentium® 
Processor 

82496 

o =Pin 1 

o 

o 

241576-A1 
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Routing Topology # 12 

0 0 0 

82491 82491 82491 

cd12-15 cd8-11 cd4·7 
.l. 

~ t- .~ 
'0 I 0 I 0 0 

82491 
(Parity) 

1-3 

82491 

cd44-47 

82491 

cd40-43 

82491 

cd36-39 

I 
I 

. 0 

82491 
(Parity) 

0 

82491 
0 

. 82491 
0 

82491 

4-7 ed28-31 cd24-27 ed20-23 
..l 

~ l=- l=-
I 0 0 0 

82491 82491 82491 

edGO-G3 cd56-59 cd52-55 

Figure 71. Topology 12 
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0 

82491 

cdO-3 

, J--
0 

82491 

cd32-35 

0 

82491 

cd16-19 

~ 
0 

82491 

cd48-51 

intel® 

Pentium® 
Processor 

82496 

o =Pin 1 

o 

o 

241576-A2 

I 



0 

82491 

cd12-15 

J 
I 

0 0 

82491 
(Parity) 

1-3 

82491 

cd44-47 

I 
I 

0 0 

82491 
(Parity) 

4-7 

82491 

cd28-31 

-==i 
0 

82491 

cd60-63 

3C 3A 38 

I 

Routing Topology # 13 

0 0 0 

82491 82491 82491 

cd8-11 cd4-7 cdO-3 

J I I 
I I I 

0 0 0 

82491 82491 82491 

cd40-43 cd36-39 cd32-35 

0 0 0 

82491 82491 82491 

cd24-27 cd20-23 cd16-19 

-==i ~ ~ 
0 0 0 

82491 82491 82491 

cd56-59 cd52-55 cd48-51 

lC 2C 1828 lA 2A 

Figure 72. Topology 13 

AP-481 

Pentium® 
Processor 

82496 

o =Pin 1 

o 

o 

241576-A3 

2-1473 



AP-481 

Routing Topology ,# 14 

0 0 0 0 

82491 82491 82491 8249.1 ,,' , 

cd12-15 cd8-11 cd4-7 cdO-3 
0 

'Pentium® 
0 0 p 0 '0 Processor 

82491 82491 82491 82491 . 82491 
(Parity) 

1-3 cd44-47 cd40-43 Cd36-39 cd32·35 

I-

0 0 0 0 0 

82491 82491 82491 82491 82491 
(Parity) 

4-7 cd28-31 cd24-27 cd20-23 cd16-19 
82496 

0 0 0 0 

82491 82491 82491 82491 
0 

cd60·63 cd56-59 cd52-55 cd48-51 
o =Pin 1 

2 1 
241576-A4 

Figure 73. Topology 14 
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Routing Topology # 15 

0 0 0 0 

82491 82491 82491 82491 

d12-15 pd8-11 cd4-7 cdO-3 
0 

J 
Pentium® 

0 0 0 0 0 Processor 
82491 82491 82491 82491 82491 
Parity) 

1-3 d44-47 d40-43 d36-39 d32-35 

L I 1 I 

0 0 0 0 0 

82491 82491 
Parity) 

82491 82491 82491 

4-7 d28-31 d24-27 d20-23 d16-19 ~ 
~ 82496 

0 0 0 0 

82491 82491 82491 82491 
0 

d60-63 pd56-59 d52-55 pd48-51 

I I I I 
o =Pin 1 

241576-A5 

Figure 74. Topology 15 
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Routing Topology # 16 

0 0 0 0 

82491 82491 82491 82491 

cd12-15 cd8-11 cd4-7 cdO-3 
0 

• 
Pentium® 

0 0 0 0 0 Processor 
82491 82491 82491 82491 82491 
(Parity) 

1- 3 cd44-47 cd40-43 cd36-39 cd32-35 

0 0 0 0 0 

82491 82491 82491 82491 82491 
(Parity) 

4-7 cd28-31 cd24-27 cd20-23 cd16-19 
82496 

0 0 0 

82491 82491 82491 82491 
0 

cd60-63 cd56-59 cd52-55 cd48-51 
o =Pin 1 

241576-A6 

Figure .75. Topology 16 
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Routing Topology # 17 

0 0 0 0 

82491 I-- 82491 - - 82491- 82491- -
0 

cd 1 2·15 cd 8·11 cd 4·7 cd 0·3 

Pentium® 
0 0 0 0 0 Processor 

82491 82491 82491_ 82491_ 82491 
(P arity) I-- - -

1·3 cd44·47 cd40·43 cd36·39 ed32·35 
I 

I 
0 0 0 0 0 

82491 82491 82491_ 82491 82491 
(Parity) I-- - - -

4·7 cd28·31 ed24·27 cd20·23 cd 1 6·1 9 

82496 

0 0 0 0 

82491 82491 82491 82491 - 0 
'-- - - -

ed60·63 cd56·59 ed52·55 cd48·51 

0 = Pin 1 

241576-A7 

Figure 76. Topology 17 
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Routing Topology # 18 

0 0 

82491 82491 

cd12-15 cd8-11 

l I 
I 1 

0 0 0 

82491 
(Parity) 

82491 82491 

1-3 cd44-47 cd40-43 

I 
I 

0 0 0 

82491 
(Parity) 

82491 82491 

4-7 cd28-31 cd24-27 

I I 
I I 
I 0 0 

82491 82491 

cd60-63 cd56-59 

0 

82491 

cd4-7 

I 
0 

82491 

cd36-39 

0 

82491 

cd20-23 

I 
I 
I 0 

82491 

cd52-55 

0 

82491 

cdO-3 

I 
0 

.82491 

<;d32-35 

0 

82491 

cd16-19 

I 
I 

0 

82491 

cd48-51 

Penlium® 
Processor 

82496 

o =Pin 1 

o 

o 

241576-A8 

Figure 77. Topology 18 

8.4 Board/Trace Properties 

Specific board and trace properties were assumed while 
performing the simulations to optimize the chip set lay-

2-1478 

out. These properties were used as the specification or 
guideline the board manufacturer was to use in building 
boards. Figure 78 provides the board layer stackup. 

I 



Inner 
Layers 

AP-481 

241576-A9 

Figure 78. Board Layer Stackup 

Table 16 lists the minimum and maximum trace char­
acteristics. These parameters along with the board ma­
terial determine the spacing between layers and the to­
tal board thickness. See Table 17. 

Table 16. Trace Characteristics 

4 Inner Layers 2 Outer Layers 

Width/Space 5/5 Mils 8/8.5 Mils 

Zo 65W ±10% 90W ±20% 

Velocity 1.85 to 2.41 ns/ft 1.35 to 2.05 ns/ft 

Table 17. Other Printed Circuit 
Board Geometries 

Via Pad 25 Mils 

Via Hole 10 Mils 

PGA Pad 55 Mils 

PGAHole 38 Mils 

Layout Grid 5 Mils 

Only the inner layers of the board are impedance con­
trolled. The top and bottom layers are not impedance 
controlled. 

I 

8.5 Design Notes 

The following design notes accompany this layout ex­
ample: 

1. The layout did not specifically address heat dissipa­
tion except to allow space for heat sinks to be at­
tached. Please see the Pentium® Processor Family 
Developer's Manual for the devices' thermal specifi­
cations. The Pentium® Processor Thermal Design 
Guidelines application note provides some examples 
of possible thermal solutions. 

2. All fast-switching signals are routed near the power 
and ground planes on inner layers of the board to 
minimize EM! effects. However, two sets of signals 
are routed on the top layer of the board: 
BRDYCl#, and JTAG signals. BRDYC1# is rout­
ed on top to take advantage of the higher trace veloc­
ity there. IT AG signals are routed on the top layer 
because they are low-speed signals and will probably 
be re-routed by each customer to suit individual 
needs. 

3. Resistor RS (On) is used to set the Pentium proces­
sor configurable output buffers (A3 - A20, ADS # , 
W /R #, and HITM #). When the resistor is included 
the buffers are set to the Extra Large size. When it is 
not included (BUSCHK # internally pulled high) the 
buffers are set to' Large size. Intel currently recom­
mends the x-large buffers be used for the SI2K lay­
out example. The on resistor should be designed into 
your design as Intel may change the recommended 
buffer size once silicon and the system design have 
been characterized. 
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4. The 82496 output buffers that drive the 82491 inputs 
must also be configured to be x-large. This is done by 
using a pulldown resistor on 82496 CLDRV[BGT# 1 
(pin N04). 82496 and 82491 Memory Bus buffer 
sizes must be controlled by the Memory Bus Con­
troller. 

S. Series termination resistors were added to the nets 
PA18, PA19, and PA20 to control overshoot. A val­
ue of 24W is currently recommended, but that value 
may change when overshoot is measured on an actu­
al board. 

8.6 Explanation of Information 
Provided 

The following sections outline the design files associat­
ed with the S12 Kbyte CPU-Cache Chip Set design 
example that are available from Intel. These files are 
provided to simplify the task of porting the design ex­
ample into a specific design. By using these files, de­
signers may eliminate or minimize the amount of dupli­
cate effort when using the design example as the basis 
for their design. The following items are provided: 

• Schematics 

• I/O Model Files 
• Board Files 

2-1480 

• Bill of Materials 

• Photoplot Log 

• Netlist Report 
• Placed Component Report 

• Artwork for Each Board Layer 

• Trace Segment Line Lengths 

Hard copies of the schematics and trace segment line 
lengths are provided in the following sections. ASCII 
or soft copies of all the information are available from 
Intel by requesting order number 241663, AP-481 De­
sign Diskettes. 

8.6.1 SCHEMATICS 

Schematics for the S12 Kbyte CPU-Cache Chip Set de­
sign example were created using ViewLogics's Work­
view V 4.1. The schematics are 13 pages long. Both the 
Workview and the postscript files are available from 
Intel as described above. 

I 
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8.6.2 1/0 MODEL FILES 

All electrical I/O simulations were performed using 
TLC V4.1.13 from Quad Design Technology, Inc. The 
simulations were performed at the fast and slow corners 
to verify all signal quality and flight time specifications 
are met. The files used for these simulations are avail· 
able from Intel as described above. These files include 
the topology, model, and control files needed to run the 
simulations for all nets in the optimized interface. 

8.6.3 BOARD FILES 

The board files for the design example were created 
using Allegro V 4.2 from Cadence Design Systems, Inc. 
The files are available from Intel as described above. 
These files may be used to import the design example 
into a specific system design. Note: some changes to the 
layout and nets may be necessary to complete import­
ing these files into a specific system design. 

8.6.4 BILL OF MATERIALS 

The bill of materials file was created using Allegro V 4.2 
from Cadence Design Systems, Inc. The file is available 
from Intel as described above. 

8.6.5 PHOTOPLOT LOG 

The photoplot log file was created using Allegro V4.2 
from Cadence Design Systems, Inc. The file is available 
from Intel as described above. 

2-1494 

8.6.6 NETLIST REPORT 

The netIist report was created using Allegro V 4.2 from 
Cadence Design Systems, Inc. The file is available from 
Intel as described above. 

8.6.7 PLACED COMPONENT REPORT 

The placed component report was created using 
Allegro V4.2 from Cadence Design Systems, Inc. The 
file is available from Intel as described above. 

8.6.8 ARTWORK FOR EACH BOARD LAYER 

The artwork for the six board layers were created using 
Allegro V 4.2 from Cadence Design Systems, Inc. The 
files are available from Intel in a Gerber format as de­
scribed above. 

8.6.9 TRACE SEGMENT LINE LENGTHS 

Sections 8.6.9.1 to 8.6.9.7 list the segment line lengths 
for each net of the optimized interface. All lengths are 
provide in mils (1/1000 inch). The stubs listed in the 
following tables are associated with the pin escapes re­
quired for the 82491 s. 

The following abbreviations have been used to repre­
sent the different devices: 

PP = Pentium processor 
CC = 82496 cache controller 
CS = 82491 cache SRAM 

I 
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8.6.9.1 Low Addresses and Pentium® Processor Control 

Routing Topology # 1 

1 L / / 
0 0 0 0 

82491 82491 82491 82491 

cd 1 2·15 cd 8 - 11 cd 4 - 7 cd 0 - 3 0 

Pentium® / / / / / 
0 0 0 0 0 

Processor 
82491 82491 824.91 82491 82491 

(P arity) 
t - 3 cd44-47 cd40-43 cd36-39 cd32-35 

1\ 
/ / / / / 

0 0 0 0 0 

82491 82491 82491 82491 82491 
(P arity) 

4-7 cd28-3t cd24-27 cd20-23 cd 1 6 - 1 9 

/ / / / 
0 0 0 0 

82491 82491 82491 82491 
0 

cd60-63 cd56-59 cd52-55 cd48-51 

o = Pin 1 

241576-C2 

I 2-1495 



AP-481 intel® 
NET PP-Tee CC-Tee Tee-CS#5 Tee-CS#9 

PA3 1211 4398 614.9 634.9 

PA4 771.3 4403 620.8 634.9 

PA5 920.1 4402 577.8 637.8 

PA6 1026 4405 577.8 634.9 

PA7 1132 4443 569.1 642 

PA8 1032 4410 563.2 640.8 

PA9 1122 4449 576.7 606.6 

PA10 1000 4478 582.5 597.8 

PA11 1060 4332 585.8 629.9 

PA12 1019 4393 585.8 635.8 

PA13 1077 4434 597.8 637.8 

PA14 968.3 4653 689.1 743.2 

PA15 1233 4402 524.2 580.8 

PA16 1092 4384 597.8 614.9 

PA17 1186 4396 600.8 602.3 

HITM# 3575 4409 430.7 530.7 

W/R# 3913 4397 674.9 676.6 

2-1496 I 
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NET 
CS#9- CS#1- CS#2- CS#3- CS#9- CS#10- CS#11- CS#12-
CS#1 CS#2 CS#3 CS#4 CS#10 CS#11 CS#12 CS#17 

PA3 1111 944.9 936.6 961.4 1124 936.6 944.9 936.6 

PM 1210 964.9 936.6 975.6 1207 936.6 961.9 936.6 

PA5 1131 944.9 936.6 961.4 1104 936.6 944.9 936.6 

PA6 1165 936.6 936.6 936.6 1177 936.6 936.6 936.6 

PA7 1170 936.6 936.6 936.6 1157 936.6 936.6 936.6 

PA8 1170 936.6 936.6 936.6 1157 936.6 936.6 936.6 

PA9 1224 936.6 936.6 936.6 1217 936.6 936.6 936.6 

PA10 1211 936.6 936.6 936.6 1207 936.6 936.6 936.6 

PA11 1264 936.6 936.6 936.6 1267 936.6 936.6 936.6 

PA12 1264 936.6 936.6 936.6 1267 936.6 936.6 936.6 

PA13 1293 936.6 936.6 936.6 1297 936.6 936.6 936.6 

PA14 1295 936.6 936.6 936.6 1297 936.6 936.6 936.6 

PA15 1312 936.6 936.6 936.6 1317 936.6 936.6 936.6 

PA16 1309 936.6 936.6 936.6 1317 936.6 936.6 936.6 

PA17 1297 936.6 936.6 936.6 1287 936.6 936.6 936.6 

HITM# 1141 953.1 953.1 953.1 1147 936.6 996.9 944.9 

W/R# 1193 953.1 953.1 1023 1192 936.6 1003 953.1 

I 2-1497 
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NET 
CS#5- CS#6-7 CS#7- CS#8- CS#5.., CS#13- CS#14- CS#15-

Stubs CS#6 CS# CS#8 CS#18 CS#13 CS#14 CS#15 CS#16 

PA3 1129 961.4 953.1 936.6 1122 944.9 936.6 944.9 75.0- 75.0 

PA4 1207 969.7 967.3 944.9 1185 959 936.6 964.9 135.4- 135.4 

PA5 1136 961:4 953.1 936.6 1145 944.9 936.6 944.9 75.0- 75.0 

PA6 1190 936.6 936.6 936.6 1179 936.6 936.6 936.6 135.4- 135.4 

PA7 1176 936.6 936.6 936.6 1179 936.6 936.6 936.6 75.0- 75.0 

PA8 1177 936.6 936.6 936.6 1176 936.6 936.6 936.6 135.4- 135.4 

PA9 1217 936.6 936.6 936.6 1213 936.6 936.6 936.6 135.4- 135.4 

PA10 1207 936.6 936.6 936.6 1208 936.6 936.6 936.6 135.4 -135.4 

PA11 1267 936.6 936.6 936.6 1261 936.6 936.6 936.6 75.0- 75.0 

PA12 1267 936.6 936.6 936.6 1261 936.6 936.6 936.6 135.4 -135.4 

PA13 1297 936.6 936.6 936.6 1281 936.6 936.6 936.6 75.0- 75.0 

PA14 1297 936.6 936.6 936.6 1284 936.6 936.6 936.6 135.4 -135.4 

PA15 1317 936.6 936.6 936.6 1318 936.6 936.6 936.6 75.0- 75.0 

PA16 1317 936.6 936.6 936.6 1315 936.6 936.6 936.6 135.4 -135.4 

PA17 1287 936.6 936.6 936.6 1288 936.6 936.6 936.6 75.0-75.0 

HITM# 1146 944.9 944.9 964.9 1138 944.9 936.6 936.6 95.4 -95.4 

W/R# 1197 975.6 961.4 953.1 1193 953.1 936.6 936.6 95.4 -95.4 

2-1498 I 
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NET 
CS#9- CS#10- CS#11- CS#12- CS#5- CS#6- CS#7- CS#8-
CS#10 CS#11 CS#12 CS#17 CS#6 CS# CS#8 CS#18 

BOFF# 936.6 936.6 936.6 936.6 936.6 936.6 936.6 936.6 

CS#5-CS#13 CS# 13-CS# 14 CS#14-CS#15 CS# 15-CS# 16 

944.9 936.6 936.6 936.6 

8.6.9.2 82496 Control 

Routing Topology #3 

/ / / / 
0 0 0 0 

82491 82491 82491 82491 

cd 12 -1 5 cd 8 - 11 cd4-7 
0 

cdO-3 

~ P,.U"m® I / .J / / \ 0 0 0 0 0 Processor 
82491 82491 82491 82491 82491 
(Parity) 

\ 1 - 3 cd44-47 cd40-43 cd36-39 cd32-35 

I / / / / \\ 
0 0 0 0 0 

~249' 
82491 8249 1 82491 82491 82491 

(P a rity) 
4 - 7 cd28-31 cd24-27 cd20-23 cd 1 6 -1 9 

/ / / ! 
0 0 0 0 

82491 82491 82491 82491 
0 

edGO-63 cd56-59 cd 52-55 ed48-S1 

0 ; Pin 1 
241S76-C3 
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NET CC- CC- CC- CC- CS#1- CS#2- CS#3- CS#9-
CS#,1 CS#9 CS#5 CS#13 CS#2 CS#3 CS#4 CS#10 

BLAST# 4225 3085 3089 4186 961.4 967.3 961.4 1020 

BUS# 4318 3216 3210 4311 936.6 936.6 936.6 936.6 

MAWEA# 936.6 936.6 936.6 936.6 936.6 936.6 936.6 936.6 

WBA 936.6 936.6 936.6 936.6 936.6 936.6 936.6 936.6 

WBTYP 4087 2986 2974 4086 936.6 936.6 936.6 936.6 

WBWE 4210 3109 3113 4215 936.6 936.6 936.6 936.6 

NET CS#10- CS#11- CS#12- CS#5- CS#6- CS#?- CS#8- CS#13-
CS#11 CS#12 CS#17 CS#6 CS#7 CS#8 CS#18 CS#14 

BLAST # 1011 969.7 969.7 964.9 936.6 961.4 944.9 936.6 

BUS# 936.6 936.6 936.6 936.6 936.6 936.6 936.6 936.6 

MAWEA# 4187 3059 3089 4178 936.6 936.6 936.6 936.6 

WBA 4846 3748 3680 4845 936.6 936.6 936.6 936.6 

WBTYP 936.6 936.6 936.6 936.6 936.6 936.6 936.6 936.6 

WBWE 936.6 936.6 936.6 936.6 936.6 936.6 936.6 936.6 

NET CS#14- CS#15-
Stubs 

CS#15 CS#16 

BLAST# 936.6 944.9 85.0-85.0 

BUS# 936.6 936.6 75.0-75.0 

MAWEA# 936.6 936.6 135.4-135.4 

WBA 936.6 936.6 75.0-75.0 

WBTYP 936.6 936.6 135.4-135.4 

WBWE 936.6 936.6 135.4-135.4 
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8.6.9.3 82496 Control 

Routing Topology #4 

I I 
0 0 0 0 

82491 82491 82491 82491 

cd 12·15 cd 8 ·11 cd4·7 
0 

cdO·3 

P e ntium® I 1 \ ~ 
0 0 0 0 0 Processor 

82491 82491 82491 82491 82491 (Parity) 
1· 3 cd44·47 cd40·43 cd36·39 cd32·35 

I I \\ 
0 0 0 0 0 

~ '"'' 
82491 8 2 4 9 1 82491 82491 82491 
(Parity) 

4·7 cd28·31 cd24·27 cd20-23 cd 16·19 

/ I 
0 0 0 0 

82491 82491 82491 82491 
c 0 

cd60·63 cd56-59 cd52-55 cd48-51 

o = Pin 1 
241576-C4 

NET 
CC- CC- CC- CC- CS#1- CS#9- CS#5- CS#13-

Stubs 
CS#1 CS#9 CS#5 CS#13 CS#3 CS#11 CS#7 CS#15 

BLEC- 4222.8 4219.1 4205.9 4206.5 1856.6 1856.6 1856.6 1856.6 75.0 -75.0 
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8.6.9.4 Pentium® Processor Control 

Routing Topology # 5 

J / / / \ 0 0 0 0 

82491 82491 82491 82491 

cd 12·15 cd 8 ·11 c d4· 7 
0 

c dO - 3 

/ / / / / Pentium® 
0 0 0 0 0 rocessor 

82491 82491 
(Parity) 

82491 82491 82491 

1-3 cd44-47 cd40-43 cd36-39 cd32-35 

/ / / / I / / 
0 0 0 0 0 !/ 82491 82491 82491 82491 82491 

(Parity) 
4-7 cd28-31 cd24-27 cd20-23 cd 16 -19 

82496 

/ / I / 
0 . 0 0 0 

82491 82491 82491 82491 
0 

cd60-63 cd56-59 cd52-55 cd48-51 

o = Pi n 1 

241S76-CS 

NET 
PP- PP- PP- PP- CS#1- CS#2- CS#3- CS#9- CS#10-

CS#1 CS#9 CS#5 CS#13 CS#2 CS#3 CS#4 CS#10 CS#11 

ADS# 5213.8 4111.6 4108.4 5207.4 936.6 936.6 936.6 964.9 1003.8 

NET 
CS#11- CS#12- CS#5- CS#6- CS#7- CS#8- CS#13:- CS#14- CS#15-
CS#12 CS#17 CS#6 CS#7 CS#8 CS#18 CS#14 CS#15 CS#16 

ADS# 964.9 978 936.6 936.6 936.6 969 961.9 959 961.9 

Stubs 

75.0-75.0 
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8.6.9.5 Pentium® Processor and 82496 Control, High Addresses, Pentium® Processor Data 

Routing Topology #6 

0 0 0 0 

82491 82491 82491 82491 

0 

cd 12 ·15 cd 8 ·11 cd 4·7 cd 0·3 

P enti u m® 
0 0 0 0 0 Processor 

82491 82491 82491 82491 82491 
(Parity) 

1·3 cd44·47 cd40·43 cd36·39 cd32·35 

0 0 0 0 0 

82491 82491 82491 82491 82491 
(Parity) 

4·7 cd28·31 cd24·27 cd20·23 cd 16·19 

82496 

0 0 0 0 

82491 82491 82491 82491 
0 

cd60·63 cd56·59 cd 52· 55 cd48·51 

0 = P in 1 

241576-C6 
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NET PP-res res-CC NET PP-CC NET pp-CC· 

PA18 797.1 2907.3 PA21 3505.2 ADSC# 3880.6 

PA19 824.3 3440.5 PA22 4234.7 AP 4556.5 

PA20 682.6 2881.1 PA23 3478.8 CACHE# 3798.4 

PA24 4011.7 D/C# 3647.4 

PA25 3756.6 LOCK# 4721.2 

PA26 3672.9 M/IO# 5062.1 

PA27 3807.5 PCD 3366 

PA28 4963.9 PWT 4264.2 

PA29 3318.8 SCYC 3798 

PA30 4535.8 AHOLD 4604.8 

PA31 4097.2 BRDYC1# 3686 

BTO .3604.5 EADS# 3656.5 

BT1 2677 INV 4603.5 

BT2 3952.2 KEN# 4144.8 

BT3 3185.9 NA# 3770.4 

WB/WT# 3493.3 

EWBE# 2475 

NET PP-CS#17 Stubs NET PP-CS#5 Stubs NET PP-CS#11 Stubs 

CPO 7558 135.4 CD16 7121.5 135.4 CD40 692.8 135.4 

CP1 7685.9 135.4 CD17 6878.5 135.4 CD41 7567.4 135.4 

CP2 7675.3 75 CD18 6974.5 75 CD42 6922.3 75 

CP3 7307.4 75 CD19 7021.5 75 CD43 7613.3 75 

NET PP-CS#18 Stubs NET PP-CS#6 Stubs NET PP-CS#12 Stubs 

CD4 7641.3 135.4 CD20 7089.3 135.4 CD44 7018 95.4 

CD5 7698.3 135.4 CD21 6948.1 135.4 CD45 6997.1 135.4 

CD6 ~ ~ ,5 CD22 7064.9 75 CD46 6956.1 75 

CD7 6946.9 75 CD23 6927.4 75 CD47 7491.6 75 
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NET PP-CS#1 Stubs NET PP-CS#7 Stubs NET PP-CS#13 Stubs 

CDO 6920.6 135.4 CD24 6968.1 107.1 CD48 6961 135.4 

CD1 6964.1 135.4 CD25 6877.9 135.4 CD49 6884.2 135.4 

CD2 7130.1 75 CD26 7040.2 75 CD 50 7072.2 75 

CD3 6910.9 75 CD27 6891.7 75 CD51 6968.3 75 

NET PP-CS#2 Stubs NET PP-CS#31 Stubs NET PP-CS#1 Stubs 

CD4 7037.3 135.4 CD28 7688.3 135.4 CD52 7277.5 135.4 

CD5 6869.4 135.4 CD29 7872 135.4 CD53 6979.9 135.4 

CD6 6925 75 CD30 7395.9 75 CD54 6921.7 75 

CD7 6886.5 75 CD31 7433.3 75 CD 55 6920.2 75 

NET PP-CS#1 Stubs NET PP-CS#9 Stubs NET PP-CS#15 Stubs 

CD8 6945.5 135.4 CD32 7586.8 135.4 CD 56 6777.1 135.4 

CD9 7448.5 135.4 CD33 7271.6 135.4 CD57 6997.1 135.4 

CDW 7790.2 75 CD34 7424.6 75 CD58 6881.1 75 

CD11 6924.1 75 CD35 6944.1 75 CD59 7130.3 75 

NET PP-CS#4 Stubs NET PP-CS#10 Stubs NET PP-CS#16 Stubs 

CD12 7275.6 135.4 CD36 7343 135.4 CD60 6919.5 135.4 

CD13 7344.7 135.4 CD37 6952.2 135.4 CD61 6971.3 135.4 

CD14 7692.1 75 CD38 7520 75 CD62 7274.5 75 

CD15 7438.1 75 CD39 7403 75 CD63 7019.4 75 
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8.6.9.6 Byte Enables 

Routing Topology #,7 

0 0 0 0 

82491 82491 82491 , 82491 

cd 12 ·15 cd 8·11 cd4·7 
0 

c dO· 3 

, ~ --- Pentium® / 
0 0 0 0 0 Processor 

82491 82491 82491 82491 82491 
(Parity) 

1 - 3 cd44-47 cd40-43 cd36-39 cd32-35 

0 0 0 0 0 
82491 82491 82491 82491 82491 
(Parity) 

4-7 cd28-31 cd24'27 cd20-23 cd 16 -19 

82496 

0 0 0 0 

82491 82491 82491 82491 
0 

cd60-63 cd56-59 cd52-55 cd48-51 

o = Pin 1 

241576-CT 
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Tee-CS#17 

3011.3 

Tee-CS#18 

4762.9 

Tee-CS#12 Tee-CS#18 

440.7 3065.4 

Tee-CS#14 Tee-CS#18 

440.7 4338.7 

Tee-CS#1S Tee-CS#16 Tee-CS#18 

520.7 440.7 2225.6 
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8.6.9.7 82496 Control 

Routing Topology # 15 

0 0 0 0 

82491 82491 82491 82491 

d 12·15 d 8 ·11 c d4· 7 
0 

c dO· 3 

Penlium® 
0 0 0 0 0 Processor 

82491 82491 82491 82491 82491 
Pa rily) 

1· 3 d44·47 d40·43 d36·39 ~d32·35 

I I I 

0 0 0 0 0 

82491 82491 82491 82491 82491 
Parily) 
4·7 d28·31 d24·27 d20·23 d 16·19 '" I I ~ 82496 

0 0 0 0 

82491 82491 82491 82491 
0 

dSO·63 d56·59 d52·55 ~d48·51 

I I I I 
o = Pin 1 

241S76-C8 

NET CC- Tee- Tee to CS#5 CS#1 CS#1- CS#2- CS#3- CS#9- CS#10-
Tee CS#9 CS#5 to CS#13 toCS#9 CS#2 CS#3 CS#4 CS#10 CS#11 

BRDYC2 2077 598 595 935 932 940 940 940 540 940 

MCYC 1707 540 527 1038 1041 940 940 940 1047 940 

WRARR# 1820 573 576 976 976 940 940 940 940 940 

WAY 1969 749 747 944 944 940 940 940 940 940 
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NET 
CS#11- CS#12- CS#5- CS#6- CS#7- CS#8- CS#13- CS#14- CS#15-

Stubs CS#12 CS#17 CS#6 CS#7 

ER!:'YC2 9A(\ AdO 940 940 

MCYC 940 940 1047 940 

WRARR# 940 940 940 940 

WAY 940 940 940 940 
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1.0 INTRODUCTION 

As the Intel Architecture evolves, with the addition of 
new generations and models of processors (8086, 8088, 
Intel 286, Inte1386™, Inte1486™, and Pentium® proc­
essors), it is essential that lutel provides an increasingly 
sophisticated means with which software can identify 
the features available on each processor. This identifica­
tion mechanism has evolved in conjunction with the 
Intel Architecture as follows: 

• Originally, Intel published code sequences that 
could detect minor implementation differences to 
identify processor generations . 

• Later, with the advent of the Inte1386 processor, 
Intel implemented processor signature identifica­
tion, which provided the processor family, model, 
and stepping numbers to software at reset. 

• As the Intel Architecture evolved, Intel extended 
the processor signature identification into the 
CPUID instruction. The CPUID instruction not 
only provides the processor signature, but also pro­
vides information about the features supported by 
and implemented on the Intel processor. 

The evohition of processor identification was necessary 
because, as the Intel Architecture proliferates, the com­
puting market must be able to tune processor function­
ality across processor generations and models that have 
differing sets of features. Anticipating that this trend 
will continue with future processor generations, the In­
tel Architecture implementation of the CPUID instruc­
tion is extensible. 

This Application Note explains how to use the CPUID 
instruction in software applications, BIOS implementa­
tions, and tools. By taking advantage of the CPUID 
instruction, software developers can create software ap­
plications and tools that can execute compatibly across 
the widest range of Intel processor generations and 
models, past, present, and future. 

2-1512 

1.1 Update Support 

New Intel processor signature and feature bits informa­
tion can be obtained from the user's manual, program­
mer's reference manual or appropriate documentation 
for a processor. In addition, Intel can provide you with 
updated .versions of the programming examples includ­
ed in this application note; contact your Intel represent­
ative for more information. 

2.0 DETECTING THE CPUID 
INSTRUCTION 

Intel has provided a straightforward method for detect­
ing whether the CPUID instruction is available. This 
method uses the ID flag in bit 21 of the EFLAGS regis­
ter. If software can change the value of this flag, the 
CPUID instruction is available. The program examples 
at the end of this Application Note show how to use the 
PUSHFD instruction to change the value of the ID 
flag. 

3.0 OUTPUTS OF THE CPUID 
INSTRUCTION 

Figure I summarizes the outputs of the CPUID in­
struction. 

The CPUID instruction can be executed multiple 
times, each time with a different parameter value in the 
EAX register. The output depends on the value in the 
EAXregister, as specified in Table 1. To determine the 
highest acceptable value in the EAX register, the pro­
gram should set the EAX register parameter value to O. 
In this case, the CPUID instruction returns the highest 
value that can be recognized in the EAX register. 
CPUID instruction execution should always use a pa­
rameter value that is less than or equal to this highest 
returned value. Currently, the highest value recognized 
by the CPUID instruction is 1. Future processors 
might recognize higher values. 

I 



The processor type, specified in bits 12 and 13, indicate 
whether the processor is an original OEM processor, an 
OverDrive® processor, or is a dual processor (capable 
of bemg used m a aual processor SY'tt:IU). T <l"ic :: 
shows the processor type values that can be returned in 
bits 12 and 13 of the EAX register. 

3.1 Vendor-ID String 

If the EAX register contains a value of 0, the vendor 
identification string is returned in the EBX, EDX, and 
ECX registers. These registers contain the ASCII string 
Genuinelntel. 

OUTPUT IF EAX = 0 

AP-485 

While any imitator of the Intel Architecture can pro­
vide the CPUID instruction, no imitator can legitimate­
ly claim that its part is a genuine Intel part. Therefore, 
~!lc p~':~':u':': ~f t!::: Ge::~!~e !~-t:e<'-- ctr;n~ 1~ ~n H~"llr­

ance that the CPUID instruction and the processor sig­
nature are implemented as described in this document. 

HIGH VALUE EAX L(I ____________________ I_N_TE_G __ E_R __________________ ~I 

I 

31 

EBX U 

VENDOR 10 EDX 

ECX 

RESET 

OUTPUT IF EAX = 1 L 
EDX 

PROCESSOR EAX 
SIGNATURE 

ASCII STRING (WITH HEXADECIMAL ENCODING) 

MODEL ----------' 

STEPPING 

31 0 

FEATURE FLAGS EDX' LI _____________ B_IT_A_R_R_A_Y_(_R_e_fiw __ to_T_a_b_le_5_) ____________ ~I 
'EBX and ECX are Inlel reserved. Do not use. 

241618-1 

Figure 1. CPUID Instruction Outputs 
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Table 1. Effects of EAX Contents on CPUID Instruction Output 

Parameter Outputs of CPUID 

EAX = 0 EAX +- Highest value recognized 

EBX:EDX:ECX +- Vendor identification string 

EAX = 1 EAX +- Processor signature 

EDX +- Feature flags 

EBX:ECX +- Intel reserved (Do not use.) 

1 < EAX :s: highest value Currently undefined 

EAX > highest value EAX:EBX:ECX:EDX -+-- Undefined (Do not use.) 

Table 2. Processor Type 

Bit Position Value 

13,12 00 

01 

10 

11 

NOTE: 
1. Not applicable to Intel386 and Intel486 processors. 

3.2 Processor Signature 

Beginning with the Intel386 processor family, the 
processor signature has been available at reset. With 
processors that implement the CPUID instruction, the 
processor signature is available both upon reset and 
upon execution of the CPUID instruction. Figure I 
shows the format of the signature for the Intel486 and 
Pentium processor families. Table 3 shows the values 
that are currently defined. (The high-order 18 bits are 
undefined and reserved.) 

2-1514 

Description 

Original OEM Processor 

OverDrive® Processor 

Dual Processor(1) 

Intel reserved (Do not use.) 

Older versions of Intel486 SX, Intel486 DX and 
IntelDX2 processors do not support the CPUID in­
struction. Therefore, the processor signature is only 
available upon reset for these processors. Refer to the 
programming examples at the end of this Application 
Note to determine which processors support the 
CPUID instruction. 

On Intel386 processors, the format of the processor sig­
nature is somewhat different, as Figure 2 shows. Table 
4 gives the current values. 

I 
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Table 3. Intel486™ and Pentium® Processor Signatures 

Family Model Stepping(1) Description 
I 

VIVV I ~8~~ ~~~ a~0~ I vvvv I Int,,14RF;TM nx Processors 

0100 0010 xxxx Intel486 SX Processors 

0100 0011 xxxx Intel487TM Processors(2) 

0100 0011 xxxx IntelDX2TM and Intel DX2 OverDrive® Processors 

0100 0100 xxxx Intel486 SL Processor(2) 

0100 0101 xxxx IntelSX2TM Processors 

0100 0111 xxxx Write-Back Enhanced IntelDX2 Processors 

0100 1000 xxxx IntelDX4TM and IntelDX4 OverDrive Processors 

0101 0001 xxxx Pentium® Processors (510\60,567\66) 

0101 0010 xxxx Pentium Processors (735\90, 815\ 1 00) 

0101 0011 xxxx Pentium OverDrive Processors 

0101 0101 xxxx Reserved for Pentium OverDrive Processor for IntelDX4 
Processor 

0101 0010 xxxx Reserved for Pentium OverDrive Processor for Pentium Processor 
(510\60,567\66) 

0101 0100 xxxx Reserved for Pentium OverDrive Processor for Pentium Processor 
(735\90,815\100) 

NOTES: 
1. Intel releases information about stepping numbers as needed. 
2. This processor does not implement the CPUID instruction. 

RESET 

Model 

0000 

0010 

0010 

0010 

0100 

0000 

NOTE: 

31 15 11 7 3 0 

- --. W',>.,··'··~··""i<_wm,·· ,.",,;l<;.~ .• ~ • ./ •• "" •• ,. : •• ,~,~.: .•• l'I ~ EDX ~~q.~~m~<~J."~ I I I I 
t t J 

MODEl~ 
FAMilY -------' 

MAJOR STEPPING ---------' 

MINOR STEPPING ------------' 
241618-2 

Figure 2. Processor Signature Format on Intel386™ Processors 

Table 4. Intel386TM Processor Signatures 

Family 
Major Minor 

Description 
Stepping Stepping(1) 

0011 0000 xxxx Intel386™ DX Processor 

0011 0000 xxxx Intel386 SX Processor 

0011 0000 xxxx Intel386 CX Processor 

0011 0000 xxxx Intel386 EX Processor 

0011 0000 and 0001 xxxx Intel386 SL Processor 

0011 0100 XXXX RAPIDCADTM Coprocessor 

1. Intel releases information about minor stepping numbers as needed. 

I 2-1515 



AP-485 

3.3 Feature Flags 

When a value of I is placed in the EAX register, the 
CPUID instruction loads the EDX register with the 
feature flags. The feature flags indicate which features 
the processor supports. A value of I in a feature flag 
can indicate that a feature is either supported or not 
supported, depending on the implementation of the 
CPUID instruction for a specific processor. Table 5 
lists the currently defined feature flag values. For 

future processors, refer to the programmer's reference 
manual, user's manual, or the appropriate documenta­
tion for the latest feature flag values. 

Developers should use the feature flags in applications 
to determine which processor features are supported. 
By using the CPUID feature flags to predetermine 
processor features, software can detect and avoid in­
compatibilities that could result if the features are not 
present. 

Table 5. Feature Flag Values 

Bit Name Description When Flag = 1 Comments 

0 FPU Floating-Point Unit On-Chip The processor contains an FPU that supports the 
Intel38? floating-point instruction set. 

1 VME Virtual Mode Extension The processor supports extensions to virtual-8086 
mode. 

2(1) (See note) 

3 PSE Page Size Extension The processor supports 4-Mbyte pages. 

4-6(1) (See note) 

? MCE Machine Check Exception 18 is defined for Pentium processor style 
machine checks, including CR4.MCE for controlling the 
feature. This feature does not define the model-specifio 
implementation of the machine-check error logging 
reporting and processor shutdowns. Machine-check 
exception handlers may have to depend on processor 
version to do model-specific processing of the 
exception or test for the presence of the standard 
machine-check feature. 

8 CX8 CMPXCHG88 The 8-byte (64-bit) compare and exchange instructions· 
is supported (implicitly locked and atomic). 

9 APIC On-Chip APIC Indicates that an integrated APIC is present and 
hardware enabled. (Software disabling does not affect 
this bit.) 

10-31(1) (See note) 

NOTE: 
1. Some non-essential information regarding Intel486 and Pentium processors is considered Intel confidential and proprie­

tary and is not documented in this publication. This information is provided in the Suppiement to me Pentium® Processor 
User's Manual and is available with the appropriate non-disclosure agreements In place. Contact Intel Corporation for 
details. 
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4.0 USAGE GUIDELINES 

This document presents Intel-recommended feature­
cietection InCtfIout). 5ullwulc ~liuu~u Hut 1.1Y LV ~U":'lJl~f:-f 

features by exploiting programming tricks, undocu­
mented features, or otherwise deviating from the guide­
lines presented in this Application Note. The following 
is a list of guidelines that can help programmers main­
tain the widest range of compatibility for their software. 

• Do not depend on the absence of an invalid opcode 
trap on the CPUID opcode to detect CPUID. Do 
not depend on the absence of an invalid opcode trap 
on the PUSHFD opcode to detect a 32-bit proces­
sor. Test the ID flag, as described in Section 2.0 and 
shown in Section 6.0. 

• Do not assume that a given family or model has any 
specific feature. For example, do not assume that, 
because the family value is 5 (Pentium processor), 
there must be a floating-point unit on-chip. Use the 
feature flags for this determination. 

• Do not assume that the features in the OverDrive 
processors are the same as those in the OEM version 
of the processor. Internal caches and instruction ex­
ecution might vary. 

• Do not use undocumented features of a processor to 
identify steppings or features. For example, the In­
te1386 processor A-step had bit instructions that 
were withdrawn with B-step. Some software at­
tempted to execute these instructions and depended 
on the invalid-opcode exception as a signal that it 
was not running on the A-step part. This software 
failed to word correctly when the Intel486 processor 
used the same opcodes for different instructions. 
That software should have used the stepping infor­
mation in the processor signature. 

• Do not assume that a value of 1 in a feature flag ind 
icates that a given feature is present, even though 
that is the case in the first models of the Pentium 
processor in which the CPUID instruction is imple­
mented. For some feature flags that might be de­
fined in the future, a value of 1 can indicate that the 
corresponding feature is not present. 

• Programmers should test feature flags individually 
and not make assumptions about undefined bits. It 
would be a mistake, for example, to test the FPU bit 
by comparing the feature register to a binary 1 with 
a compare instruction. 
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• Do not assume that the clock of a given family or 
model runs at a specific frequency and do not write 
clock-dependent code, such as timing loops. For in­
:::.t::.!'!~e, :!~ 0"e~!}!"i"~ P!"~-::e~~~!" (,01}~(I 0!=,,~r~tp. ~t !to 

higher internal frequency and still report the same 
family and/or model. Instead, use the system's tim­
ers to measure elapsed time. 

• Processor model-specific registers may differ among 
processors, including in various models of the Penti­
um processor. Do not use these registers unless iden­
tified for the installed processor. 

5.0 BIOS RECOGNITION FOR INTEL 
OVERDRIVE® PROCESSORS 

A system's BIOS will typically identify the processor in 
the system and initialize the hardware accordingly. In 
many cases, the BIOS identifies the processor by read­
ing the processor signature, comparing it to known sig­
natures, and, upon finding a match, executing the cor­
responding hardware initialization code. 

The Pentium OverDrive processor is designed to be an 
upgrade to any Intel486 family processor. Because 
there are significant operational differences between 
these two processor families, processor misidentifica­
tion can cause system failures or diminished perform­
ance. Major differences between the Intel486 processor 
and the Pentium OverDrive processor include the type 
of on-chip cache supported (write-back or write­
through), cache organization and cache size. The Over­
Drive processor also has an enhanced floating point 
unit and System Management Mode (SMM) that may 
not exist in the OEM processor. Inability to recognize 
these features causes problems like those described be­
low. 

In many BIOS implementations, the BIOS reads the 
processor signature at reset and compares it to known 
values. If the OverDrive processor's signature is not 
among the known values, a match will not occur and 
the OverDrive processor will not be identified. Often 
the BIOS will drop out of the search and initialize the 
hardware based on a default case such as initializing the 
chipset for an Intel486 SX processor. Following are two 
common examples of system failures and how to' avoid 
them. 
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Example 1 

If (for the Pentium OverDrive processor) the system's 
hardware is configured to enable the write-back cache 
but the BIOS fails to detect the Pentium OverDrive 
processor signature, the BIOS may incorrectly cause 
the chipset to support a write-through processor cache. 
This results in a data incoherency problem with the bus 
masters. When a bus master accesses a memory loca­
tion (which was also in the processor's cache in a modi­
fied state), the processor will alert the chipset to allow 
it to update this data in memory. But the chipset is not 
programmed for such an event and the bus master in­
stead receives stale data. This usually results in a sys­
tem failure. 

Example 2 

If the BIOS does not recognize the OverDrive proces­
sor's signature and defaults to an Intel486 SX proces­
sor, the BIOS can incorrectly program the chipset to 
ignore, or improperly foute, the assertion of the floating 
point error signaled by the processor. The result is that 
floating point errors will be improperly handled by the 
Pentium OverDrive processor. The BIOS may also 
completely disable math exception handling in the 
OverDrive processor. This can cause installation errors 
in applications that require hardware support for float­
ing point instructions. 
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Hence, when programming or modifying a BIOS, be 
aware of the impact of future OverDrive processors. 
Intel recommends that you include processor signa­
tures for the OverDrive processors in BIOS identifica­
tion routines to eliminate diminished performance or 
system failures. The recommendations in this applica­
tion note can help a BIOS maintain compatibility 
across a wide range of processor generations and mod­
els. 

6.0 PROPER IDENTIFICATION 
SEQUENCE 

The cpuid3a. a5m program example demonstrates 
the correct use of the CPUID instruction. (See Exam­
ple 1.) It also shows how to identify earlier processor 
generations that do not implement the processor signa­
ture or CPUID instruction. This program example con­
tains the following two procedures: 

• get _ cpu_ type identifies the processor type. Fig­
ure 3 illustrates the flow of this procedure. 

• get _ fpu_ type determines the type of floating­
point unit (FPU) or math coprocessor (MCP). 

This procedure has been tested with 8086, 80286, 
Intel386, Inte1486, and Pentium processors. This pro­
gram example is written in assembly language and is 
suitable for inclusion in a run-time library, or as system 
calls in operating systems. 
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Yes 

Yes 

Yes 

Yes 

cpuid_flag = 1; Indicates 
CPUID Instruction present. 

Execute CPUID with Input of 0 
to get vendor ID string and 

Input values for EAX. 

If highest Input value Is at least 1, 
execute CPUID with Input of 1 In 
EAX to obtain model, stepping, 

family, and features. 
Save In cpu_type, stepping, 

model, and feature_flags. 

Figure 3. Flow of Processor geLcpu_type Procedure 
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7.0 USAGE PROGRAM EXAMPLE 

The cpuid3b. asm and cpuid3b. c program exam­
ples demonstrate applications that call get _ cpu_ 
type and get _ fpu_ type procedures and interpret 
the returned information. The results, which are dis­
played on the monitor, identify the installed processor 
and features. The cpui d3b. asm example is written 

Main 

in assembly language and demonstrates an application 
that displays the returned information in the DOS envi­
ronment. The cpliid3b. c example is written in the C 
language. (See Examples 2 and 3.) 

Figure 4 presents an overview of the relationship be­
tween the three program examples. 

Part of 
cpuid3b.c and 
cpuld3b.asm 

Part of 
cpuid3a.asm 

........ 0" .............. " ••••••• #0 ....................... #0 ............ .1 

Print 

241618-4 
'See Figure 3. 

Figure 4. Flow of Processor Identification Extraction Procedures 
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Example 1. Processor Identification Extraction Procedure 

tt·11.ename: L:fJu.i.u.3a.. Clio'::lli,-, 

Copyright 1993, 1994 by Intel Corp. 

This program has been developed by Intel Corporation. You 
have Intel's permission to incorporate this source code into 
your product, royalty free. Intel has intellectual property 
rights which it may assert if another manufacturer's processor 
mis-identifies itself as being "GenuineIntel" when the CPUIn 
instruction is executed. 

Intel specifically disclaims all warranties, express or 
implied, and all liability, including consequential and other 
indirect damages, for the use of this code, including 
liability for infringement of any proprietary rights, and 
including the warranties of merchantability and fitness for a 
particular purpose. Intel does not assume any responsibility 
for any errors which may appear in this code nor any 
responsibility to update it. 

This code contains two procedures: 
_get_cpu_type: Identifies processor type in _cpu_type: 

0=8086/8088 processor 
2=Intel 286 processor 
3=InteI386(TM) family processor 
4=InteI486(TM) family processor 
5=Pentium® family processor 

_get_fpu_type: Identifies FPU type in _fpu_type: 
O=FPU not present 
l=FPU present 
2=287 present (only if _cpu_type=3) 
3=387 present (only if _cpu_type=3) 

This program has been tested with the MASM assembler. 
This code correctly detects the current Intel 8086/8088, 
80286, 80386, 80486, and Pentium® processors in the 
real-address mode. 

To assemble this code with TASM, add the JUMPS directive. 
jumps ; Uncomment this line for TASM 

TITLE 
nOSSEG 

cpuid3a.asm 

.model small 

241618-5 
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ENDM 

db 
db 

.data 
public 
public 
public 
public 
public 
public 
public 
public 
public 

_cpu_type 
_fpu_type 
_cpuid_flag 

Ofh 
Oa2h 

_cpu_type 
_fpu_type 
_cpuid_flag 
_intel_CPU 
_vendor_id 
_cpu_signature 
_features_ecx 
_features_edx 
_features_ebx 
db 0 
db 0 
db 0 
db 0 

Hardcoded CPUID instruction 

intel_CPU 
_vendor_id 
intel_id 

db "------------" 
db "GenuineIntel " 

_cpu_signature dd 0 
features_ecx dd 0 
features_edx dd 0 
features_ebx dd 0 

fp_status dw 0 

.code 

.8086 

i***************************************************** **************** 

public _get_cpu_type 
_get_cpu_type proc 

This procedure determines the type of processor in a system 
and sets the _cpu_type variable with the appropriate 
value. If the CPUID instruction is available, it is used 
to determine more specific details about the processor. 
All registers are used by this procedure, none are preserved. 
To avoid AC faults, the AM bit in eRO must not be set. 

Intel 8086 processor check 
Bits 12-15 of the FLAGS register are always set on the 
8086 processor. 

check_8086: 
pushf 
pop 
mov 
and 

2·1522 

ax 
cx, ax 
ax, Offfh 

push original FLAGS 
get original FLAGS 
save original FLAGS 
clear bits 12-15 in FLAGS 
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push 
popf 
pusni 
pop 
and 
cmp 
mov 
je 

ax 

ax 
ax, OfOOOh 
ax, OfOOOh 
_cpu_type, 0 
end_cpu_type 

Intel 286 processor check 

save new FLAGS value on stack 
replace current FLAGS value 
geL. Ilt:!W FiJ,l;.G5 

store new FLAGS in AX 
if bits 12-15 are set, then 

processor is an 8086/8088 
turn on 8086/8088 flag 
jump if processor is 8086/8088 

AP·485 

Bits 12-15 of the FLAGS register are always clear on the 
Intel 286 processor in real-address mode . 

. 286 
check 80286: -

or cx, OfOOOh try to set bits 12-15 
push cx save new FLAGS value on stack 
popf replace current FLAGS value 
pushf get new FLAGS 
pop ax store new FLAGS in AX 
and ax, OfOOOh if bits 12-15 are clear 
mov _cpu_type, 2 processor=80286, turn on 80286 flag 
jz end_cpu_type if no bits set, processor is 80286 

Inte1386 processor check 
The AC bit, bit #18, is a new bit introduced in the EFLAGS 
register on the Inte1486 processor to generate alignment 
faults. 
This bit cannot be set on the Inte1386 processor . 

. 386 
check_80386: 

pushfd 
pop 
mov 
xor 
push 
popfd 
pushfd 
pop 
xor 
mov 
jz 

push 
popfd 

eax 
ecx, eax 
eax, 40000h 
eax 

eax 
eax, ecx 
_cpu_type, 3 
end_cpu_type 

ecx 

Inte1486 processor check 

it is safe to use 386 instructions 

push original EFLAGS 
get original EFLAGS 
save original EFLAGS 
flip AC bit in EFLAGS 
save new EFLAGS value on stack 
replace current EFLAGS value 
get new EFLAGS 
store new EFLAGS in EAX 
can't toggle AC bit, processor=80386 
turn on 80386 processor flag 
jump if 80386 processor 

restore AC bit in EFLAGS first 

Checking for ability to set/clear In flag (Bit 21) in EFLAGS 
which indicates the presence of a processor with the CPUln 

241618-7 
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instruction . 

. 486 
check_80486: 

mov 
mov 
xor 
push 
popfd 
pushfd 
pop 
xor 
je 

_cpu_type, 4 
eax, ecx 
eax, 200000h 
eax 

eax 
eax, ecx 
end_cpu_type 

turn on 80486 processor flag 
get original EFLAGS 
flip ID bit in EFLAGS 
save new EFLAGS value on stack 
replace current EFLAGS value 
get new EFLAGS 
store new EFLAGS in EAX 
can't toggle ID bit, 
processor=80486 

Execute CPUID instruction to determine vendor, family, 
model, stepping and features. For the purpose of this 
code, only the initial set of CPUID information is saved. 

mov _cpuid_flag, 1 flag indicating use of CPUID inst. 
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push ebx save registers 
push esi 
push edi 
mov eax, 0 set up for CPUID instruction 
CPU_ID get and save vendor 

mov dword ptr _vendor_id, ebx 
mov dword ptr _vendor_id[+41, edx 
mov dword ptr _vendor_id[+81, ecx 

mov si, ds 
moves, si 

si, offset _vendor_id 
di, offset intel_id 

ID 

cx, 12 should be length intel_id 
set direction flag 

mov 
mov 
mov 
cld 
repe 
jne 

cmpsb 
end_cpuid_type 

compare vendor ID to "GenuineIntel" 
if not equal, not an Intel processor 

indicate an Intel processor mov 
cmp 
jl 

_intel_CPU, 1 
eax, 1 
end_cpuid_type 
eax, 1 

make sure 1 is valid input for CPUID 
if not, jump to end 

mov 
CPU_ID get family/model/stepping/features 
mov _cpu_signature, eax 
mov _features_ebx, ebx 
mov _features_edx, edx 
mov _features_ecx, ecx 

shr eax, 8 ; isolate family 
241618-8 
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and eax, Ofh 
mov _cpu_type, al 

end_cpuid_type: 
pop edi 
pop esi 
pop ebx 

.8086 
end_cpu_type: 

ret 
_get_cpu_type endp 

AP-485 

set _cpu_type with family 

restore registers 

;********************************************************************* 

public _get_fpu_type 
_get_fpu_type proc 

This procedure determines the type of FPU in a system 
and sets the _fpu_type variable with the appropriate value. 
All registers are used by this procedure, none are preserved. 

Coprocessor check 
The algorithm is to determine whether the floating-point 
status and control words are present. If not, no 
coprocessor exists. If the status and control words can 
be saved, the correct coprocessor is then determined 
depending on the processor type. The Inte1386 processor can 
work with either an Inte1287 NDP or an Inte1387 NDP. 
The infinity of the coprocessor must be checked to determine 
the correct coprocessor type. 

fninit 
mov 
fnstsw 
mov 
cmp 
mov 
jne 

fnstcw 
mov 
and 
cmp 
mov 
jne 
mov 

reset FP status word 
fp_status, 
fp_status 

5a5ah; initialize temp word to non-zero 

ax, fp_status 
al, 0 
_fpu_type, 0 
end_fpu_type 

fp_status 
ax, fp_status 
ax, 103fh 
ax, 3fh 
_fpu_type, 0 
end_fpu_type 
_fpu_type, 1 

save FP status word 
check FP status word 
was correct status written 
no FPU present 

save FP control word 
check FP control word 
selected parts to examine 
was control word correct 

incorrect control word, no FPU 

80287/80387 check for the Inte1386 processor 
241618-9 
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check_infinity: 
cmp 
jne 
fldl 
fldz 
fdiv 
fld 
fchs 
fcompp 
fstsw 
mov 
mov 
sahf 
jz 
mov 

end_fpu_type: 
ret 

_get_fpu_type 

end 

2-1526 

_cpu_type, 3 
end_fpu_type 

st 

fp_status 
ax, fp_status 
_fpu_type, 2 

end_fpu_type 
_fpu_type, 3 

endp 

must use default control from FNINIT 
form infinity 
8087/Inte1287 NDP say +i'nf = -inf 
form negative infinity 
Inte1387 NDP says +inf <> -inf 
see if they are the same 
look at status from FCOMPP 

store Inte1287 NDP for FPU type 
see if infinities matched 
jump if 8087 or Inte1287 is present 
store Inte1387 NDP for FPU type 
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Example 2. Processor IdentIfIcatIon Procedure In Assembly Language 

Filename: cpuid3b.asm 
Copyright 1993, 1994 by Intel Corp. 

This program has been developed by Intel Corporation. You 
have Intel's permission to incorporate this source code into 
your product, royalty free. Intel has intellectual property 
rights which it may assert if another manufacturer's processor 
mis-identifies itself as being "Genuinelntel" when the CPUID 
instruction is executed. 

Intel specifically disclaims all warranties, express or 
implied, and all liability, including consequential and other 
indirect damages, for the use of this code, including 
liability for infringement of any proprietary rights, and 
including the warranties of merchantability and fitness for a 
particular purpose. Intel does not assume any responsibility 
for any errors which may appear in this code nor any 
responsibility to update it. 

This program contains three parts: 
Part 1: Identifies processor type in the variable _cpu_type: 

Part 2: Identifies FPU type in the variable _fpu_type: 

Part 3: Prints out the appropriate message. This part is 
specific to the DOS environment and uses the DOS 
system calls to print out the messages. 

This program has been tested with the MASM assembler. 
If this code is assembled with no options specified and linked 
with the cpuid3a.asm module, it correctly identifies the 
current Intel 8086/8088, 80286, 80386, 80486, and Pentium (tm) 
processors in the real-address mode. 

To assemble this code with TASM, add the JUMPS directive. 
jumps i Uncomment this line for TASM 

TITLE 
DOSSEG 

cpuid3b.asm 

.model small 

.stack lOOh 

. data 
extrn 
extrn 
extrn 

_cpu_type: byte 
_fpu_type: byte 
_cpuid_flag: byte 
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extrn 
extrn 
extrn 
extrn 
extrn 
extrn 

_intel_CPU: byte 
_vendor_id: byte 
_cpu_signature: dword 
_features_ecx: dword 
_features_edx: dword 
_features_ebx: dword 

The purpose of this code is to identify the processor and 
coprocessor that is currently in the system. The program 
first determines the processor type. Then it determines 
whether a coprocessor exists in the system. I·f a 
coprocessor or integrated coprocessor exists, the program 
identifies the coprocessor type. The program then prints 
the processor and floating point processors present and type . 

. code 

.8086 
start: mov 

mov 
mov 
and 
call 
call 
call 
mov 
int 

ax, @data 
ds, ax 
es, ax 
sp, not 3 
_get_cpu_type 
_get_fpu_type 
print 
ax, 4cOOh 
21h 

set segment register 
set segment register 
align stack to avoid AC fault 
determine processor type 

; terminate program 

;*************~*************************************** **************** 

extrn 

;********************************************************************* 

extrn 

;********************************************************************* 

FPU_FLAG equ 0001h 
VME_FLAG equ 0002h 
PSE_FLAG equ 0008h 
MCE_FLAG equ 0080h 
CMPXCHG8B_FLAG equ 0100h 
APIC_FLAG equ 0200h 

.data 
id_msg db "This system has a$" 
cp_error db "n unknown processor$" 
cp_ 8086 db "n 8086/80B8 processor$" 
cp_2B6 db "n B02B6 processor$" 
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I 
cp_ 386 

cp_ 486 

cp_ 486sx 

fp_ 8087 
fp_ 287 
fp_387 

inte1486_msg 
inte1486dx_msg 
inte1486sx_msg 
inteldx2 _msg 
intelsx2_msg 
inteldx4_msg 
inteldx2wb_msg 

pentium_msg 
unknown_msg 

; The following 
intel 486 0 -
intel 486 1 -
intel - 486 - 2 
intel 486 3 -
intel 486 4 -
intel 486 5 - -
intel 486 6 
intel 486 7 - -
intel 486 8 - -
intel 486 9 -
intel 486 a - -
intel - 486_b 
intel 486 c - -
intel 486 d - -
intel 486 e - -
intel 486 f -
; end of array 

family_msg 
model_msg 
stepping_msg 
cr lf -

turbo_msg 

dp_msg 

fpu_msg 

I 

db 

db 
db 
db 

db 
db 
db 

db 
-db 
db 
db 
db 
db 
db 
db 
db 
db 

16 
dw 
dw 
dw 
dw 
dw 
dw 
dw 
dw 
dw 
dw 
dw 
dw 
dw 
dw 
dw 
dw 

db 
db 
db 
db 

db 
db 
db 
db 
db 

"n 80386 processorS" 

"n 80486DX, HU4HbUX~ processor OL 

" 80487SX math coprocessorS" 
"n 80486SX processorS" 

" and an 8087 math coprocessorS" 
" and an 80287 math coprocessorS" 
" and an 80387 math coprocessorS" 

" Genuine Inte1486(TM) processorS" 
" Genuine Inte1486(TM) DX processorS" 
" Genuine Inte1486(TM) SX processorS" 
" Genuine IntelDX2(TM) processor$" 
" Genuine IntelSX2(TM) processor$" 
" Genuine IntelDX4(TM) processor$" 
" Genuine Write-Back Enhanced" 
" IntelDX2(TM) processorS" 
" Genuine Intel pentium® processor$" 
"n unknown Genuine Intel processor$" 

entries must stay intact as an array 
offset inte1486dx_msg 
offset inte1486dx_msg 
offset inte1486sx_msg 
offset inteldx2_msg 
offset inte1486_msg 
offset intelsx2_msg 
offset inte1486_msg 
offset inteldx2wb_msg 
offset inteldx4_msg 
offset inte1486_msg 
offset inte1486_msg 
offset inte1486_msg 
offset inte1486_msg 
offset inte1486_msg 
offset inte1486_msg 
offset inte1486_msg 

13,10,"Processor Family: $" 
13,10,"Model: $" 
13,10,"Stepping: 
13,10,"$" 

13,10,"The processor is an OverDrive®" 
" processorS" 
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13,10,"The processor is the upgrade processor" 
" in a dual processor system$" 
13,10,"The processor contains an on-chip FPU$" 
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mce_msg db supports Machine Check" 
db 

cmp_msg db supports the CMPXCHG8B" 
db 

vrne_msg db supports Virtual Mode" 
db 

pse_msg db supports Page Size" 
db 

apic_msg db 

13,10,"The processor 
" Exceptions$" 
13,10,"The processor 
" instruction$" 
13,10,"The processor 
" Extensions$" 
13,10,"The processor 
" Extensions$" 
13,10,"The processor 
" APIC$" 

contains an on-chip" 
db 

not intel db "t least an 80486 processor." -
db 
db 
db 
db 

13,10,"It does not contain a Genuine Intel" 
" part and as a result, the",13,10,"CPUID" 
" detection information cannot be determined" 
" at this time.$" 

ASC_MSG MACRO msg 
LOCAL 
add 
cmp 
jle 
add 

ascii done 
aI, 30h 
aI, 39h 
ascii_done 
aI, 07h 

local label 

is it 0-9? 

ascii_done: 

ENDM 

print 

mov byte ptr msg[20), al 
mov dx, offset msg 
mov ah, 9h 
int 21h 

.code 

.8086 
proc 

This procedure prints the appropriate cpuid string and 
numeric processor presence status. If the CPUID instruction 
was used, this procedure prints out the CPUID info. 
All registers are used by this procedure, none are preserved. 

mov 
mov 
int 

cmp 

je 

dx, offset id_msg 
ah, 9h 
21h 

; print initial message 

, if set to I, processor 
supports CPUID instruction 

print detailed CPUID info 

print_86: 
cmp _cpu_type, 0 
jne print_286 
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I 
mov 
mov 
int 
cmp 
je 
mov 
mov 
int 
jmp 

print_286: 
cmp 
jne 
mov 
mov 
int 
cmp 
je 

print_287: 
mov 
mov 
int 
jmp 

print_386: 
cmp 
jne 
mov 
mov 
int 
cmp 
je 
cmp 
je 
mov 
mov 
int 
jmp 

print_486: 
cmp 
jne 
mov 
cmp 
je 
mov 

print_486sx: 
mov 
int 
jmp 

I 

dx, offset cp_ 8086 
ah, 9h 
21h 
_fpu_type, 0 
end-print 
dx, offset fp_8087 
ah, 9h 
21h 
end-print 

_cpu_type, 2 
print_ 386 
dx, offset cp_286 
ah, 9h 
21h 
_fpu_type, 0 
end-print 

dx, offset fp_287 
ah, 9h 
21h 
end-print 

_cpu_type, 3 
print_ 486 
dx, offset cp_ 386 
ah, 9h 
21h 
_fpu_type, 0 
end-print 
_fpu_type, 2 
print_287 
dx, offset fp_387 
ah, 9h 
21h 
end-print 

_cpu_type, 4 
print_unknown 
dx, offset cp_486sx 
_fpu_type, 0 
print_486sx 
dx, offset cp_486 

ah, 9h 
21h 
end-print 
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Intel processors will have 
CPUIn instruction 
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print_unknown: 
mov dx, offset cp_error 
jmp print_486sx 

print_cpuid_data: 
.486 
cmp 
jne 

_intel_CPU, 1 
not_GenuineIntel 

check for genuine Intel 
processor 

print_486_type: 
cmp _cpu_type, 4 if 4, print 80486 processor 
jne print-pentium_type 
mov ax, word ptr _cpu_signature 
shr ax, 4 
and eax, Ofh ; isolate model 
mov dx, intel_486_0[eax*2J 
jmp print_common 

print-pentium_type: 
cmp _cpu_type, 5 if 5, print Pentium processor 
jne print_unknown_type 
mov dx, offset pentium_msg 
jmp print_common 

print_unknown_type: 
mov dx, offset unknown_msg if neither, print unknown 

print_common: 
,mov ah, 9h 
int 2lh 

; print family, model, and stepping 

print_family: 
mov aI, _cpu_type 
ASC_MSG family_msg print family msg 

print_model: 
mov ax, word ptr _cpu_signature 
shr ax, 4 
and aI, Ofh 
ASC_MSG model_msg print model msg 

print_stepping: 
mov ax, word ptr _cpu_signature 
and aI, Ofh 
ASC_MSG stepping_msg ; print stepping msg 

ax, word ptr _cpu_signature 
print_upgrade: 

mov 
test 
jz 

ax, lOOOh ; check for turbo upgrade 
check_dp 

241618-16 
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mov 
mov 
int 

dx, offset turbo_msg 
ah, 9h 
~l.n 

jmp print_features 

AP-485 

check_dp: 
test 
jz 
mov 
mov 
int 

ax, 2000h 
print_features 
dx, offset dp_msg 
ah, 9h 

check for dual processor 

21h 

print_features: 
mov ax, word ptr features_edx 
and ax, FPU_FLAG ; check for FPU 
jz check_MCE 
mov dx, offset fpu_msg 
mov ah, 9h 
int 21h 

check_MCE: 
mov ax, word ptr _features_edx 
and ax, MCE_FLAG ; check for MCE 
jz check_CMPXCHG8B 
mov dx, offset mce_msg 
mov ah, 9h 
int 21h 

check_CMPXCHG8B: 
mov ax, word ptr features edx 
and ax, CMPXCHG8B_FLAG ; check for CMPXCHG8B 
jz check_VME 
mov dx, offset cmp_msg 
mov ah, 9h 
int 21h 

check_VME: 
mov ax, word ptr _features_edx 
and ax, VME_FLAG ; check for VME 
jz check_PSE 
mov dx, offset vme_msg 
mov ah, 9h 
int 21h 

check_PSE: ' 
mov ax; word ptr _features_edx 
and ax, PSE_FLAG ; check for PSE 
jz check_APIC 
mov dx, offset pse_msg 
mov ah, 9h 

241618-17 
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intel® 
int 21h 

check_APIC: 
mov ax, word ptr _features_edx 
and ax, APIC_FLAG ; check for APIC 
jz end-print 
mov dx, offset apic_msg 
mov ah, 9h 
int 21h 

jmp end-print 

not_Genuinelntel: 
mov dx, 
mov 
int 

end-print : 
mov 
mov 
int 
ret 

print endp 

ah, 
21h 

dx, 
ah, 
21h 

offset 
9h 

offset 
9h 

end start 

not_intel 

cr_lf 

241618-18 
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Example 3. Processor Identification Procedure in the C Language 

#define FPU_FLAG OxOOOl 
#define VME_FLAG OxOOO2 
#define PSE_FLAG OxOOO8 
#define MCE_FLAG OxOO80 
#define CMPXCHG8B_FLAG Ox01OO 
#define APIC_FLAG Ox0200 

extern char cpu_type; 
extern char fpu_type; 
extern char cpuid_flag; 
extern char intel_CPU; 
extern char vendor_id[12] ; 
extern long cpu_signature; 
extern long features_ecx; 
extern long features_edx; 

241618-19 
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extern long features_ebx; 
main() ( 

get_cpu_type() ; 
get_fpu_type() ; 
print(); 

print() { 
printf (" This system has a"); 
if (cpui~flag == 0) { 

switch (cpu_type) ( 
case 0: 

printf("n 8086/8088 processor"); 
if (fpu_type) printf{" and an 8087 math coprocessor"); 
break; 

case 2: 
printf("n 80286 processor"); 
if (fpu_type) printf (" and an 80287 math coproce9sor"); 
break; 

case 3: 
printf("n 80386 processor"); 
if (fpu_type == 2) 

printf (" and an 80287 math coprocessor") ; 
else if (fpu_type) 

printf(" and an 80387 math coprocessor"); 
break; 

case 4: 
if (fpu_type) printf("n 80486DX, 80486DX2 processor or \ 

80487SX math coprocessor"); 

2-1536 

else printf ("n 80486SX processor") ; 
break; 

default: 
printf ("n unknown processor") ; 

else 
1* using cpuid instruction *1 
if (intel_CPU) { 

if (cpu_type == 4) ( 
switch «cpu_signature»4)&Oxf) 
case 0: 
case 1: 

printf(" Genuine Inte1486('I'M) DX processor"); 
break; 

case 2: 
.printf (" Genuine Inte1486 ('I'M) SX processor"); 
break; 

case 3: 
printf(" Genuine IntelDX2('I'M) processor"); 
break; 

case 4: 
printf (" Genuine Inte1486 ('I'M) processor"); 

241618-20 
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break; 
case 5: 

printf(" Genuine IntelSX2(TM) processor"); 
break; 

case 7: 
printf(" Genuine Write-Back Enhanced \ 

IntelDX2(TM) processor"); 
break; 

case 8: 
printf(" Genuine IntelDX4(TM) processor"); 
break; 

default: 
printf(" Genuine Intel486(TM) processor"); 

else if (cpu_type == 5) 
printf (" Genuine Intel Pentium® processor") ; 

else 
printf("n unknown Genuine Intel processor"); 

printf("\nProcessor Family: %X", cpu_type); 

AP-485 

printf (" \nModel: %X", (cpu_signature»4) &Oxf) ; 
printf("\nStepping: %X\n", cpu_signature&Oxf); 
if (cpu_signature & OxlOOO) 

printf ( "\nThe processor is an OverDrive ® upgrade 
\processor") ; 

else if (cpu_signature & Ox2000) 
printf("\nThe processor is the upgrade processor \ 

in a dual processor system"); 
if (features_edx & FPU_FLAG) 

printf (" \nThe processor contains an on-chip FPU"); 
if (features_edx & MCE_FLAG) 

printf("\nThe processor supports Machine Check \ 
Exceptions") ; 

if (features_edx & CMPXCHG8B_FLAG) 
printf("\nThe processor supports the CMPXCHG8B \ 

instruction") ; 
if (features_edx & VME_FLAG) 

printf("\nThe processor supports Virtual Mode \ 
Extensions") ; 

if (features_edx & PSE_FLAG) 
printf("\nThe processor supports Page Size \ 

Extensions") ; 
if (features_edx & APIC_FLAG) 

printf("\nThe processor contains an on-chip APIC"); 
else ( 

printf("t least an 80486 processor.\nIt does not \ 
contain a Genuine Intel part and as a result, the\nCPUID detection \ 
information cannot be determined at this time."); 

printf (" \n") ; 

241618-21 
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Revision Revision History Date 

-001 Original Issue. 05/93 

-002 Modified Table 2. Intel486™ and Pentium® Processor Signatures. 10/93 

-003 Updated to accommodate new processor versions. Program examples modified for 09/94 
ease of use, section added discussing BIOS recognition for OverDrive® processors, 
and feature flag information updated. 
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1.0. INTRODUCTION 

As the mobile market segment has closed the gap to 
desktop performance with equivalent notebook per­
formance, the challenges to the system designer have 
increased tremendously. As the performance require­
ments have increased, so have the power consumption 
requirements. This results in the need for careful atten­
tion to thermal design to mitigate the potentially higher 
temperature within the system, to power supply designs 
which can supply the higher current needs, and to good 
power management design to extend battery life to an 
acceptable level. The focus of this application note is 
the power supply design considerations. 

With the addition of the Pentium® processor with 
Voltage Reduction Technology to the processor road­
map, Intel is able to offer the higher performance level 
of a 90-MHz Pentium processor at a lower power con­
sumption level than the Pentium processor 
610\75 MHz. This allows the Pentium processor 
notebook designs to migrate to a higher performance 
Pentium processor without requiring major changes to 
existing designs. This allows the Pentium processor 
to migrate into the subnotebook market, which requires 
lower power consumption processors as well. The Pen­
tium processor with Voltage Reduction Technology 
achieves lower processor power consumption by lower­
ing the core voltage required by the processor while 
maintaining compatibility to existing I/O and memory 
through a separate 3.3 volt supply. The major advan­
tage provided by this splitting of processor voltage re­
quirements is that existing Pentium processor thermal 
designs will accept the higher performance while re­
quiring minimal or no thermal changes. 

The notebook design areas affected by the splitting of 
processor voltages are in the design of power supplies, 
the layout of printed circuit boards and the type, quali­
ty and quantity of capacitive decoupling provided at the 
processor. This application note will discuss these areas 
and make recommendations to allow the designer to 
minimize the changes to existing designs. This note 
does not address platform issues such as chip set sup­
port, graphics controllers and memory improvements 
needed to support the faster 60-MHz bus of the Penti­
um processor 90/60 MHz. 

This application note was written for mobile system 
designers planning to migrate from Pentium processor 
610\ 75 MHz designs to the Pentium processor with 
Voltage Reduction Technology designs. It is assumed 
that the reader is familiar with the documents listed in 
the reference section. It is highly recommended that 

I 
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these be read and understood before using the informa­
tion in this note since this application note builds on the 
foundation 'created by these reports. Section 2 defines 
the differences between the Pentium processor 
610\ 75 MHz and Pentium processor with Voltage Re­
duction Technology and outlines the areas to be aware 
of while designing a system for a Pentium processor 
with Voltage Reduction Technology. Section 3 discuss­
es power supply design considerations resulting from 
split voltage requirements between the core and I/O 
logic. Section 4 discusses the power plane design con­
siderations associated with printed circuit board devel­
opment for the Pentium processor with Voltage Reduc­
tion Technology. Section 5 discusses the requirements 
for bulk and high frequency decoupling at the processor 
for both the core and I/O logic. Section 6 summarizes 
the results of empirical measurements of Vee tolerance 
using the capacitance values recommended in Section 
5.0. 

The data presented in this application note reflects stud­
ies on a selected system. It is recommended that the fol­
lowing information be used as a starting point for de­
signing a Pentium processor with Voltage Reduction 
Technology system and that measurements be made on 
individual systems to ensure a robust design. 

2.0. DIFFERENCES BETWEEN 
PENTIUM® PROCESSOR 
610\75 MHZ AND PENTIUM 
PROCESSOR WITH VOLTAGE 
REDUCTION TECHNOLOGY 

The architecture and internal features of the Pentium 
processor with Voltage Reduction Technology are iden­
tical to the Pentium processor 610\75 MHz, thereby 
maintaining hardware and software compatibility. The 
Pentium processor with Voltage Reduction Technology 
is offered in two versions, 75/50 and 90/60 MHz where 
the Pentium processor 610\75 MHz was only available 
in 75/50 MHz version. The Pentium processor with 
Voltage Reduction Technology will use the same pack­
aging, Tape Carrier Package (rCP), used for the Penti­
um processor 610\75 MHz as well as the SPGA pack­
age. Experience gained in the manufacture of the Penti­
um processor 610\75 MHz TCP designs can be applied 
to a Pentium processor with Voltage Reduction Tech­
nology design. 

The Pentium processor with Voltage Reduction Tech­
nology lowers processor power requirements by lower­
ing the voltage required by the core logic of the 

2-1541 



Ap·519 

processor. This results in an approximately 20 percent 
savings in power over the Pentium processor 
610\ 75 MHz at the same frequency. The Pentium proc­
essor with Voltage Reduction Technology also sepa­
rates the voltage required (Vee> for core functions (2.9 
volts) and that required for I/O functions (3.3 volts). 
The Pentium processor with Voltage Reduction Tech­
nology maintains the same vee tolerance as required 
on the Pentium processor 610\75 MHz for both the 
core vee as well as I/O Vee. 

The separation of the processor voltages puts new re­
quirements on the power supply design, layout of PCBs 
and decoupling requirements at the processor. These 
areas wilI be covered in the next sections. 

As processors migrate to lower and lower core voltages, 
it is important that power supply designs take into ac­
count this trend and provide flexibility in design to han­
dle these future voltages. This will minimize changes 
required in the future. 

3.0. POWER SUPPLY DESIGN 
CONSIDERATIONS 

With the separation of Vee between the processor core 
logic and I/O logic, an additional voltage regulator is 

intel~ 
required to supply the 2.9 volts required by the core. 
The load handling capability of this regulator wilI sup­
port the majority of the processor requirements 
(approximately 90 percent of total current) while the 
processor load handling requirement on the 3.3 volt 
regulator drops to approximately 10 percent of the 
total processor current requirement. 

The designer can choose between two types of regula­
tors to implement the required core voltage. Section 3.2 
discusses the use of commonly available switching and 
linear regulators from Linear Technology Corporation 
and Maxim Integrated Products to supply this voltage. 
Regulators from other power supply vendors are also 
available. 

3.1 Power Supply Current 
Requirements 

The power supply current specifications are shown in 
the table below. This value should be used for power 
supply design. It was determined using a worst-case 
instruction mix and Vee + 165 mV. Power supply 
transient response and decoupling capacitors must be 
sufficient to handle the instantaneous current charges 
occurring during transitions from stop clock to full ac­
tive modes. 

Table 1. Pentlum@ Processor with Voltage Reduction Technology 
Maximum Power Supply Current Specifications 

Pentlum@ Processor Pentium Processor 
75 MHz 90 MHz 

2.9 Volt Max lee2 2096 rnA 2515 rnA 

3.3 Volt Max lee3 265 rnA 318 rnA 

2-1542 I 



3.2 Voltage Regulator Options 

To supply the additional voltage required for the core, 
designers have a choice of adding a linear or switching 
regulator to their design and regulating down from the 
battery output voltage. These two power supply regula­
tors yield different ranges of efficiency. A linear regula­
tor is much like a voltage divider which steps down the 
input voltage to a specified output level (e.g., from 12V 
or 5V to 2.9V). The maximum efficiency offered by a 
5V to 2.9V linear regulator is 58 percent, as shown by 
the following equation: 

Efficiency = VOUT x 100 
VIN 

2.9V 
= - x 100 

5.0V 

= 58% 

In this case, the remaining 42 percent is dissipated as 
heat. A switching regulator, however, generates an out­
put voltage by pulsing the input voltage through a 
MOSFET switch and an inductor. Since there are no 
voltage divider-type losses as in a linear regulator and 
the AC switching losses are small, there is much less 
dissipated heat. Switching regulators commonly offer 
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up to 95 percent efficiency. For this reason, it is recom­
mended that a switching regulator be used to generate 
the 2.9 volt requirement of the core. 

There are trade-offs for the increased efficiency. 
Switching regulators have a larger component count 
than linear regulators and also a higher cost. However, 
the efficiency of the switching regulator with its mini­
mum power loss makes it more ideal for the mobile 
application. 

A switching regulator and associated support compo­
nents require approximately 1.5 square inches of board 
space to implement. The maximum current supplied by 
any design will depend on the supporting components 
used in the design. Most manufacturers supply a refer­
ence design to make the design process as easy as possi­
ble. 

In providing the voltage source for the processor core, 
the power supply should be designed to provide this 
output by adding an additional regulator in parallel 
with the existing 3.3 volt source as indicated in Figure 
I a. This will ensure the 2.9 volt regulator will not be 
affected by any inefficiencies in a previous regulation 
stage. Figure I b is an example of an inefficient design 
since a cumulative effect results from the inefficiency of 
the 3.3 volt source being supplied to the input of the 
2.9 volt regulator. 

3.3 V 

3.3V I 
system IC P U To system IC P U 

I 

I 
1a. Regulators In Parallel 

Good Design 

1 ~
2.9V 

P S 2 

To CPU 

1b. Regulators In Series 
Inefficient Design 

242558-1 

Figure 1. Examples of 2.9 and 3.3 Volt Regulators Connected in Parallel and in Series 
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Linear Technology Corporation and Maxim Integrated 
Products offer switching regulators that can be de­
signed into power supplies meeting the maximum cur­
rent and vee tolerance specifications of a Pentium 
processor mobile system (see Appendix C for vendor 
information). Other solutions may also be available 
from additional power supply vendors. 

4.0. PCB LAYOUT CONSIDERATIONS 

In most Pentium processor system board designs, the 
3.3 volts for the processor is supplied on the board 
through a dedicated layer. With the requirement for a 
new 2.9 volt supply for the processor, it is not necessary 
to add a completely new power supply layer to the cir­
cuit board. It is possible to create a 2.9 volt "island" 
around the processor in the existing 3.3 volt power 

CORE Vee ISLAND 

plane. The "island" needs to be large enough to include 
the processor, the required power supply decoupling 
capacitance (see Section 5.0), and the necessary connec­
tions to the 2.9 volt source. The power supply regulator 
should be physically close to the processor. 

Figure 2 is an example of a TCP power plane which 
contains several power islands. A large core voltage is­
land surrounds the TCP package completely on three 
sides and partially on a fourth. The remainder of the 
fourth side provides access to 1/0 voltage pins (or cre­
ating an 1/0 voltage island. Similar techniques can be 
used on SPGA packages as well. 

The 2.9 volt voltage source, along with the desired 
amount of bulk and high frequency capacitance, should 
be located close to the processor to minimize induc­
tance due to trace length. Trace widths should be kept 
as wide as possible to provide maximum current capa­
bility with minimal inductance. 

o 
00 I:f,:~: -, 

o 

0-: :-
o cPo 

1/0 Vee ISLAND 

242558-2 

Figure 2. TCP Power Plane With Power Islands For Core and 1/0 Vee 

2-1544 I 



5.0. PROCESSOR CAPACITIVE 
DECOUPLING 

Processor power supply decoupling is critical for reli­
able operation. There are two areas that the designer 
needs to address: high frequency decoupling resulting 
from small current changes in very fast transition pen­
ods (1-10 nS) and lower frequency decoupling result­
ing from large current changes in fast transition periods 
(50-300 nS). 

The Pentium® Processor 610\75 MHz Power Supply 
Considerations Jor Mobile Systems application note in­
dicates that the processor experiences rapid current 
changes transitioning between actIve operation and low 
power operation (Auto Halt Powerdown mode or 
STOP Grant state). These transitions occur in less than 
100 nS with as much as 2.0A in current change. Even 
during active operation, large current changes can oc­
cur from clock cycle to clock cycle, depending on the 
instruction mix of the application being executed. 
These rapid current changes result in large load chang­
es to the power supply. When such load transients oc­
cur, current must be supplied from the power supply 
decoupling capacitors, since the power supply cannot 
change its output current instantly. Negative transients 
(voltage droop) occur when current load increases, 
while positive transients (voltage surges) occur when 
load current decreases. 

The response time of a switching regulator power sup­
ply to a large transient current is limited by the value of 
the energy storing inductor, and is typically on the 

Stop Grant Active 
State State 

vCIfU--........ 
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order of 10 {-ts or less. Adequate bulk capacitance, lo­
cated as close as possible to the processor, is needed to 
provide current until the power supply can respond to 
the change in load. Capacitors with low ESR and ESL 
values are required to keep the processor supply voltage 
within the Vee tolerance spec. Suggestions for the type 
and quantity of bulk decoupling capacitors to be used 
are provided in Section 5.1. The voltage transients 
caused by the rapid transitions between active and low 
power modes are additive to any DC voltage drops be­
tween the power supply regulator and the processor. 
Minimizing board level DC drops provides more mar­
gin for transient effects. This can be accomplished by 
using short, wide power traces to minimize resistance 
and inductance. 

Due to the high internal speed of the processor and 
rapid transitions on the external bus, high frequency 
decoupling is also required. High frequency capacitors 
connected between the power and ground planes near 
the processor are required to filter these high frequency 
components of noise. Section 5.2 provides recommen­
dations for the type and quantity of high frequency de­
coupling capacitors to be used. 

5.1 Bulk Decoupling 

As pointed out in Section 5.0, bulk decoupling is re­
quired with the Pentium processor, since the processor 
switches between normal and low power states very 
quickly, causing large instantaneous current changes. 
The resulting power supply voltage transient is illus­
trated in Figure 3. 

242558-3 

Figure 3. Example of Power Supply Voltage Transient 
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The voltage initially drops as the current encounters 
the decoupling capacitor's equivalent series resistance 
(ESR) and further undershoots by a voltage equal to 
the decoupling capacitor's equivalent series inductance 
(ESL) times the rate of change of current (dildt). Then 
as the decoupling capacitor discharges, the power sup­
ply voltage droops until the power supply regulator re­
acts and is able to supply the full processor current. 
Since the processor is now active, high frequency noise 
also appears on the waveform. The system then settles 
to the initial voltage regulator setting, offset by any DC 
voltage drop. The total voltage dip must not exceed the 
voltage tolerance spec. 

Part of the voltage tolerance specification is consumed 
by regulator tolerance (± 2 percent), high frequency 
noise and any board level DC drops. The remaining 
amount is available to handle the processor active/low 
power transitions. Allocating about 'I. of this amount 
for the ESR drop and the other 'I. for the ESL under­
shoot and capacitive droop results in reasonable re­
quired values of ESR and ESL. If we allow too much 
for ESR, then the budget for ESL becomes prohibitive. 

The following examples show how to determine the re­
quired component values, using a 60/40 ratio for ESR 
to capacitive droop. The solution can be fine-tuned to 
meet design requirements by adjusting the ratio be­
tween ESR and capacitive droop. 

Core Supply Example 

Power source: Lithium ion battery, 5.5 volts. 

Switching regulator: 300 KHz, Yin = 5.5 volts, 
Vout = 2.9 volts, 
buck inductor L = 7.5 JLH 

~I (Max active Icc - Stop Grant ICC') for core 
Vcc pins 

= 1.95 amps Pentium® Processor 90 MHz with 
Voltage Reduction Technology 
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= 1.78 amps Pentium Processor 75 MHz with 
Voltage Reduction Technology 

~T = Regulator response time (~I = 1.95 amps, 
L = 7.5 JLH) = 7 J..ts 

~ V = Voltage budget for ~I 

= V cc tolerance specification (165 m V) -
Regulator tolerance (2 percent) -
high frequency noise (20 mV)' 

165 mV - 2.9V x (0.02) - 20 mV = 87 mV 

= ~ V ESR + ~ V CAPDROOP 

, Adequately decoupled high frequency noise measures 
about 40 mV peak-to~peak. 

Assume that the board DC drop is negligible. 

Maximum allowable ESR: 

ESRMAX = AVESR / AI 

Bulk decoupling can be calculated as: 

CMIN = (AI x AT) / AVCAPDROOP 

Allocating 60 percent of ~ V for ESR effects (~VESR 
= (0.6) x 87 mY, ~VCAPDROOP = (0.4) x 87 mY) 
gives the following results: 

ESRMAX = 0.027 ohm 

CMIN = 392 p.F 

Note the low ESR value required for this application. 
This will require multiple low ESR capacitors in paral­
lel to achieve this value. In this example, 4 x 100 J..tF / 
0.1 ohm ESR capacitors will satisfy both maximum 
ESR and minimum bulk decoupling requirements. 
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This has now ensured that the maximum power supply 
voltage droop will not exceed the processor voltage tol­
erance specification for transitions between active and 
Stop Grant states. An additional factor that must also 
be comprehended is the inductive undershoot resulting 
from the rapid rate of current change times the ESL of 
the decoupling capacitors. As the processor resumes ac­
tivity, there are many large, instantaneous demands for 
power supply current as the various internal circuits 
start switching. There is a need to ensure that the re­
sulting change in power supply voltage remains within 
limits. Since this inductive voltage effect is additive to 
the ESR drop, its magnitude must be less than or equal 
to the capacitive droop. 

Maximum allowable ESL: 

ESLMAX = (Il VESL x Il T) / III 

where 

a VESL = voltage drop across the capacitor due to par­
asitic inductance 

al = current change within a specified DT 

aT = period in which current changes 

A current slew rate of 40 rnA / nS will be used for this 
calculation. With 40 percent of the previously calculat­
ed 87 mV budget as the maximum allowed value for 
DV, an overall ESL of less than or equal to 0.87 nH is 
needed. 

ESLMAX = (0.4) x 87 mV / (40 mA / nS) = 0.87 nH 

Surface m()unt capacitors with short lead lengths are 
available with an ESL value of 2 nH. Since four capaci­
tors in parallel are needed to achieve the required over­
all ESR value, using these 2 nH ESL capacitors will 
result in an overall value of 0.5 nH, and will meet the 
overall requirement with margin left over for any addi­
tional inductance due to board traces. 

I/O Supply Example 

Switching regulator: 300 KHz, Vin = 5.5 volts, 
Vout = 3.3 volts, 
buck inductor L = 7.5 /-tH 

al 10 supply current 

I 

318 rnA Pentium® Processor 90 MHz with 
Voltage Reduction Technology 
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265 rnA Pentium Processor 75 MHz with Volt­
age Reduction Technology 

aT = Regulator response time 
(al = 318 rnA, L = 7.5 uH) = 3.0/-tS 

a V = Voltage budget for al 

Vee tolerance specification (165 m V) -
Regulator tolerance (2 percent) -
high frequency noise (20 mV)* 

165 mV - 3.3V x (0.02) - 20 mV 79 mV 

aVESR + aVCAPDROOP 

* High frequency noise (about 40 mV peak-to-peak) 
from other devices on the 3.3 volt supply. Assume that 
the board DC drop is negligible. 

NOTE: 
This calculation is for the Pentium processor I/O sup­
ply bulk decoupling only. Other high power compo­
nents, including the L2 cache, may require additional 
bulk decoupling to meet voltage tolerance specs for 
transitions between active and Stop Grant states. 

Maximum allowable ESR: 

Minimum bulk decoupling: 

CMIN = (Ill x Il T) / Il VCAPDROOP 

Allocating 60 percent of a V for ESR effects (a VESR 
= (0.6) x 79 mV, aVCAPDROOP = (0.4) x 79 mV) 
gives the following results: 

ESRMAX = 0.150 ohm CMIN = 30 fLF 

Again, please note the significance of low ESR. Use a 
33 /-tF / 0.15 ohm ESR capacitor. 

The current transients associated with I/O pin switch­
ing are small relative to the processor core and also 
much faster. Small, high frequency capacitors are need­
ed to handle these current demands. The bulk decou­
pIing capacitor is less important in this respect, and so 
there is no specific calculation of required ESL. Re­
gardless, low ESL (short lead, surface mount, ESL = 
2 nH) capacitors are recommended for I/O supply bulk 
decoupling. 
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Table 2. Pentium® Processor with Voltage Reduction Technology Bulk Decoupling Estimates 
(300-KHz Regulator) 

Pentium® Processor Pentium Processor 
75 MHz 90 MHz 

2.9 Volt Core Oecoupling 4x 100 p.F / 0.1 ohm 4x 100 p.F / 0.1 ohm 
ESR / 2 nH ESL ESR /2 nH ESL 

3.3 Volt I/O Oecoupling 33 p.F / 0.15 ohm 33 p.F / 0.15 ohm 
ESR / 2 nH ESL ESR / 2 nH ESL 

5.2 High Frequency Decoupling 

High frequency decoupling is also critical for reliable 
operation. High frequency transients can be minimized 
by the use of multiple 1.0 p.F and 0.01 p.F bypass ca· 
pacitors. Ceramic high frequency capacitors have the 
best high frequency performance and should be placed 
as close as possible to the processor between the proces­
sor power and ground pins. As a first approximation it 
is recommended that in a Pentium processor with volt­
age reduction technology design, the number of high 
frequency capacitors to be used should be equivalent to 
the number of capacitors used in a Pentium processor 
610\ 75 MHz design. These capacitors should be split 
between the core Vee and 110 Vee. 

In the testing to be described in the next section, it was 
found that using eight ceramic capacitors on the core 
Vee and eight ceramic capacitors on the 110 provided 
adequate high frequency decoupling to maintain Vee 
tolerance limits. 

6.0. EXPERIMENTAL VERIFICATION 
OF CAPACITANCE ESTIMATES 

A 90-MHz Pentium processor was used to verify the 
performance of the processor bulk capacitance recom­
mendations. The 2.9V to the core was supplied by a 
300·KHz switching regulator, and the 3.3V was sup­
plied to the I/O by another 300-KHz switching regula­
tor. 

The method of measuring worst·case transients used 
for the experiments required the assertion of the 
STPCLK # input pin. Mobile chip sets provide support 
for STPCLK # control through programming a register 
which toggles STPCLK #. Oscilloscope probes were 
connected to STPCLK#, Vee2 (core Vee), Vee3 
(110 Vee) and STPCLK # was used as the trigger 
source. 
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Since the STPCLK # pin is toggled through the chip 
set hardware or by using a pulse generator connected to 
processor STPCLK #. pin, additional software can be 
executed by the processor to produce high load condi· 
tions. DOS Edit with menu pulldown is an example of 
code which causes ·steady state high power consump· 
tion by the processor (about 5.1 W for the Pentium 
processor 90 MHz, depending on the system configura­
tion). DOS Edit was used for these experiments. A 
high·power, FPU-intensive code loop can also be ac­
quired from Intel (contact your local Intel sales repre· 
sentative) which will provide similar results. It should 
be noted that in making a measurement, sufficient time 
should be allowed to elapse before the power state is 
toggled. For example, a 300-KHz switching regulator 
typically takes about 7 p.s to respond to a load change. 
If the power state is toggled before 7 p.s, the overall 
response of the regulator cannot be viewed since the 
regulator has not had adequate time to respond. 

The following discussions cover three different configu­
rations of decoupling/filtering capacitance applied 
around the core and I/O Vee pins of the Pentium 
processor on the daughter card. The first of these traces 
(Figure 4 below) illustrates the results from the recom­
mended capacitance configuration and shows the over­
all pattern of STPCLK # used to drive the experiments. 

The middle signal in Figure 4 is the 110 Vee and the 
upper signal is the core Vee. Note that the core voltage 
increases by 80 m V to 90 m V in the STPCLK # active 
(low) region, since the current drawn is greatly re­
duced, and thus so are the voltage drops along the pow­
er buses. (In our experimental setup, we had greater 
resistance in the power busses than recommended for 
production systems, and thus larger DC offsets between 
the power states.) Also as expected, the noise level on 
the Vee pins is reduced in the STPCLK # active re­
gion, especially for the core Vee, since the core activity 
is essentially turned off and most of the noise on the 
core Vee pins is generated inside the processor itself. 

I 
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Figure 4. Example of Adequate Bulk Oecoupling Capacitance for Core and 
High Frequency Capacitance 

Using the recommended capacitance: 

Bulk capacitors: core: 4 - 100 f-tF, I/O: 1- 47 f-tF 

High frequency capacitor: core: 6 - 0.1 f-tF, 2 
0.01 f-tF, 110: 2 - 0.1 f-tF, 6 - 0.01 f-tF 

The example system always operates within Vee speci­
fications and always works reliably. The largest varia­
tion from core Vee minimum to maximum (peak-to­
peak variation, including the DC otTset) is about 
150 mV peak-to-peak, which is well within the 214 mV 
tolerance (core Vee tolerance - core regulator toler­
ance). The largest peak-to-peak variation in the I/O 

I 

Vee is about 50 mV, which is also well within the 
198 m V tolerance (I/O Vee tolerance - I/O regulator 
tolerance). (Note that in a production model, more 
guardband would be obtained by reducing the DC otT­
set between the power states.) 

Figures 5 and 6 illustrate the transition into and out of 
the Stop Grant state with a finer time resolution. The 
time scale of 200 ns will allow viewing undershoot and 
overshoot if they occur. The pictures show that using 
the recommended capacitive decoupling, there is no sig­
nificant Vee overshoot when STPCLK # is asserted or 
undershoot when it is deasserted. 
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Figure 5. Example of Adequate Bulk Decoupling Capacitance for Core and 1/0 Vee Entering Stop Grant 
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Figure 6. Example of Adequate Bulk Decoupling Capacitance for Core and 1/0 Vee Exiting Stop Grant 
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Figure 7. Example of No Bulk Oecoupling Capacitance for Core and 1/0 Vee Exiting Stop Grant 

Using only high frequency filter capacitors: 

Bulk Capacitors: 0; Standard high frequency filter 
Capacitors 

Frequent large violations of specifications were ob­
served on both I/O and core V ccs. Figure 7 shows 
sizable ringing in the Vee values after the processor 
enters the Stop Grant state with a peak-to-peak range 
of 210 m Von Vee core, and about 65 m V on Vee I/O. 
As expected, there is a severe droop in the core Vee 
due to the lack of bulk capacitors to handle the abrupt 
change in load and the voltage tolerance specification is 
violated. The picture also illustrates the importance of 

I 

the bulk decoupling for the core Vee, where the largest 
load transients occur. Note also that although these ex­
periments were done with no bulk capacitors added to 
the processor card, there was still capacitance in the 
power supply, small capacitance from loads and board 
effects, and a total of 0.88 fLF from the high frequency 
capacitors. 

Using no high frequency filter capacitors, with recom­
mended bulk capacitors: 

Bulk Capacitors: 400 fLF core; 47 fLF I/O. High 
frequency Capacitors: None 
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Figure 8. Example of No High Frequency Oecoupling Capacitance 
for Core and 1/0 Vee Exiting Stop Grant 

A high magnitude of high frequency noise was observed 
on both the core and I/O Vee. Figure 8 shows almost 
300 m V of peak-to-peak noise on the I/O V CO and 
about 125 m V of peak-to-peak noise on the core Vee. 
In this case, the system does not meet the voltage toler­
ance specifications and is not stable. 

The data presented in this application note reflects stud­
ies on a selected system. It is recommended that the fol­
lowing information be used as a starting point for doing 
a Pentium processor with voltage reduction technology 
system and that measurements be made on individual 
systems to ensure a robust design. 

7.0. SUMMARY 

With the addition of the Pentium processor 90 MHz to 
the microprocessors a designer has to choose from, ad­
ditional design issues must be addressed. The separa­
tion of core and I/O voltages requires the use of an 
additional regulator to supply the 2.9 volt requirement 
of the core. This in turn requires the separation of pow­
er planes on the system board or daughter card. Appro­
priate decoupling of the core Vee and I/O Vee is 
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also required to ensure the Vee tolerance specifications 
are met. 

Using power islands for core Vee and I/O Vee offer 
the designer an option to avoid using an additional 
power plane for the system board or daughter card. 
There are switching regulator controllers commercially 
available which can be used to design power supplies to 
source the worst case current for the Pentium processor 
with Voltage Reduction Technology. Transients during 
large current changes can be overcome by using ade­
quate bulk decoupling capacitance. Additional high fre­
quency decoupling will help reduce high frequency 
noise to an acceptable level. It is recommended that the 
bulk and high frequency capacitance estimates provid­
ed in this note, be used as a starting point for selecting 
the correct amount of decoupling used in a Pentium 
processor with Voltage Reduction Technology. It is 
further recommended that the Vee tolerance for both 
core and I/O be verified through the use of applications 
(such as DOS Edit, and I/O intensive benchmarks) 
which provide a worst case operational scenario. This 
wiJI ensure that the final design wiJI meet Vee toler­
ance specifications. 
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APPENDIX A 
EXPERIMENTAL PLATFORM 

All measurement data and oscilloscope traces were taken on the following platform/test equipment: 

Neptune 82430 PCI Evaluation System 

TCP-to-SPGA Converter Nehemiah Card 

300-KHz Switching Regulator Power Supply 

Tektronix TLS2l6 Logic Scope (16 Channel, 2 Hz) 

Tektronix Pulse Generator PG2011 

I 
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APPENDIXB 
REFERENCES 

Pentium™ Processor at iCompTM Index 610\75 MHz (Order Number 242323)t 

Pentium TM Processor (610\ 75) Power Supply Considerations for Mobile Systems Application Note, 
(Order Number 242415) 

AP517 Pentium™ Processor (610\75) Power Consumption Application Note, (Order Number 242416) 

AP515 Pentium™ Processor (610\75) TCP System Thermal Design Application Note, (Order Number 242414) 
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APPENDIX C 
VENDORS PROVIDING VOLTAGE REGULATORS AND 

CAPACITORS 

The list below is meant to be representative only, and does not include all vendors of a particular type. Intel has not 
tested all of the components listed below and cannot guarantee that these components will meet every PC manufac­
turers specific requirements. 

Voltage Regulators: 

Linear Technology Corporation 
1630 McCarthy Blvd. 
Milpitas, CA 95035-7487 
Tel. (408) 432-1900 

Maxim Integrated Products 
120 San Gabriel Drive 
Sunnyvale, CA 94086 
Tel. (408) 737-7600 

Decoupling Capacitors: 

A VX Corporation TPSE Series 
Myrtle Beach, South Carolina 29577 USA 

KEMET Electronics Corporation T Series 
P.O. Box 5928 
Greenville, South Carolina 29606 USA 
Tel. (803) 963-6348 

Nichicon (American) Corporation PL Series 
927 East State Parkway, 
Schaumburg, Illinois 60173 USA 

Sanyo Video Components OS-CON Series 
2001 Sanyo Ave. 
San Diego, California 92073 USA 
Tel. (619) 661-6835 
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1.0. INTRODUCTION 

This document' describes two sample Pentium~ 
processor 82498/82493 layouts. The 82498 cache 
controller and the 82493 cache SRAM are second-level 
cache components which are optimized, both 
electrically and functionally, for use with the Pentium 
processor (735\90, 815\100, 1000\120, 1110\133). In 
order to achieve maximum performance from a 
Pentium processor 82498/82493 configuration, system 
designers must tune the placement and routing of the 
components on their board. This document provides 
information about sample layouts which have already 
been simulated. The sample layouts described in this 
document may be used as a starting point for designing 
a Pentium processor 82498/82493 layout. The theories 
and simulation methods required to create an optimized 
Pentium processor 82498/82493 design are contained 
in a se~arate application note, Designing with the 
Pentium Processor, 82496 Cache Controller and 
82491 Cache SRAM CPU-Cache Chip Set, AP-481 
(Order Number 241576). Please reference the 
previously mentioned application note for all necessary 
background information since this document is 
designed to be used in conjunction with AP-481. 

Note that the Pentium processor 82498182493 I-Mbyte 
layout is intended to be extremely similar in placement 
and topology to the Pentium processor 82496/82491 
256K layout as long as flight time requirements are 
met. Simulation data indicates that only a minimal 
amount of tuning should be required. The Pentium 
processor (735\90, 815\100, 1000\120, 1110\133) 
82498/82493 2-Mbyte layout is a new and improved 
design which is more compact than the Pentium 
processor 82496/82491 512K layout. The 2-Mbyte 
layout utilizes standard board design methods that were 
not used in the I-Mbyte layout. For instance variable 
trace widths are used to decrease impedance in line 
lengths, thereby decreasing signal flight times. Both 
layouts include a revised pinout and split plane for 
mixed voltage operation. Ne~ simulations are required 
for all topologies in both the I and 2-Mbyte Pentium 
processor 82498/82493 layouts. 

2.0. INTERFACE PARAMETERS 

The 82498/82493 Cache Chip Set has been designed to 
take advantage of the high performance available from 
the 66-MHz bus frequency. In addition, it has been 
designed to obtain this performance without severely 
adding to the complexity of the system design. These 
benefits are accomplished by dividing the chip set into 
two interfaces. The first is the External Interface which 
is the interface between the CPU-Cache core and the 
rest of the system. It consists of the memory bus and 
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the memory bus controller. This interface has been 
designed to operate at a fraction of the CPU's 
frequency or asynchronous to the CPU. These options 
simplify the system design by minimizing the portions 
that must deal with the high frequency signals. The 
second interface is the Optimized Interface which is 
between the Pentium processor (735\90, 815\100, 
1000\120, 1110\133) and the 82498 cache controller 
and 82493 cache SRAM. This interface is tuned for the 
known configuration options of the chip set and 
includes specially designed input and output buffers 
optimized for the defined electrical environment of 
each signal path. 

AC parameters must be taken into account due to the 
fact that Optimized Interface must be tuned for each 
design. The purpose of this chapter is to give a brief 
description of the AC specifications of the chip set 
which were taken into account when designing the 
External and Optimized Interfaces of the examples 
contained in this document. Once again, if more 
information is desired please refer to the application 
note, Designing with the Pentium~ Processor, 82496 
Cache Controller and 82491 Cache SRAM CPU-Cache 
Chip Set, AP-481. It contains details on how to 
measure the various AC parameters of a design. In 
addition, it has information on I/O buffer models, high 
frequency design considerations, and chip set layout 
design. 

To obtain the ACIDC specifications and fli\ht times 
for the chip set, please refer to the Pentium Family 
Developer's Manual Volume 2: 82496182497182498 
Cache Controller and 82491182492182493 Cache 
SRAM (Order Number 241429). 

2.1. External Interface 

The External Interface is the interface between the 
CPU-Cache core and the rest of the system. It consists 
of the memory bus and the memory bus controller. 
This interface has been designed so that it can operate 
at a fraction of the CPU's frequency or asynchronous 
to the CPU. These options simplify the system design 
by minimizing the portions that must deal with the high 
frequency signals. 

The specifications for the external interface are defined 
to allow system designers to connect the CPU and 
Cache components to other devices (ASICs, PLDs, 
memory, etc.). The, external interface signal 
specifications are the more traditional output valid 
delay and flight time and input setup and hold time. In 
addition, I/O buffer models have been provided as a 
tool to assist system designers. 
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2.1.1. OUTPUT VALID DELAY AND FUGHT 
TIME 

Output valid delay is the amount of time it takes the 
signal to transition referenced from the clo~k edg~. ~e 
maximum output valid delay is the earhest pomt m 
time that the signal can be assumed valid at the pin of 
the device. TIlls timing is referenced from the clock 
edge and is measured at 1.5 volts as illustrated in 
Figure 1. 

NOTE 

This specification is defined assuming CL = 0 
pF; therefore, system designers must account 
for all delay added by the signal traveling to the 
receiving device. 

The maximum output valid delay is used by system 
designers to perform a worst case timing analysis to 
ensure that setup times are met at receiving devices. 

The minimum output valid delay is the earliest time 
data will begin transition after the clock edge. This 
timing is also referenced from the clock edge and is 
measured at 1.5 volts as illustrated in Figure 1. 

The minimum output valid delay is used by system 
designers to perform a worst case ti~.ng ana~ysis to 
ensure that hold times are met at receiving deVices. In 
addition, on I/O or tri-state pins, it is used to ensure no 
bus contention exists due to mUltiple devices driving 
the bus simultaneously. 

Signal 

Tx = valid delay 

AP·S21 

The maximum output flight time is the amount of time 
it takes to propagate a signal that was driven in the 
previous clock. TIlls timing is also referenced from the 
clock edge and is illustrated in Figure 2. Note that the 
minimum valid delay determines how long data from 
the previous clock remains valid as shown in Figure 2. 

2.1.2. INPUT SETUP AND HOLD TIME 

Input setup time is the amount of time a signal must be 
valid at the component's input pin prior to the clock 
edge during which it is sampled. The minimum input 
setup time is the latest point in time that the signal can 
be assumed valid at the pin of the device. This timing 
is referenced to the clock edge and is measured at 1.5 
volts as illustrated in Figure 3. 

The input setup time is used by system designers to 
perform a worst case timing analysis to verify that fast 
enough drivers have been chosen for ASICs or other 
devices and that the signals are able to travel across the 
board layout in the allotted amount of time. 

Input hold time is the amount of time a signal must be 
valid at the component's input pin after the clock edge 
it is sampled. The minimum input hold time is the 
earliest point in time that the signal can start its next 
transition at the pin of the device. This timing is 
referenced to the clock edge and is measured at 1.5 
volts as illustrated in Figure 3. 

PDB65 

Figure 1. Output Valid Delay 
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Signal 

Tx = max. flight delay 
Ty = min. valid delay 
Tz = max. valid delay 

PDB66 

Rgure 2. Output Flight TIme 

Tx = setup time 
Ty = hold time 

elK 

Signal 

Tx Ty 

VALID 

POBS7 

FIgure 3. Input Setup and Hold TIme 

2.2. Optimized Interface 

The optimized interface is the high-performance 
interconnect between the Pentium Processor (735\90, 
815\100, 1000\120, 1110\133) and the 82498 cache 
controller and 82493 cache SRAM. The input and 
output buffers have been tuned for the defined 
configuration and electrical environment (loading, etc.). 
This tuning is what allows the chip set's CPU-Cache 
core to operate synchronously at 60 MHzl66 MHz. 

There are two types of specifications for signals in the 
optimized interface. The first is Flight Time which is 
used to guarantee that signal timings are met. The 
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second is Signal Quality to guarantee reliable operation. 
110 buffer models can be used as a tool to ensure these 
specifications are met. In this section, flight time and 
signal quality will be discussed. Details on 110 buffer 
models can be found in the application note, AP-481 and 
the Pentium<& Family Developer's Manual 
Volume 2: 82496182497182498 Cache Controller and 
82491182492182493 Cache SRAM. 

When simulating the optimized interface for either 
Flight Time or Signal Quality, it is critical to use the 
appropriate buffer model specification. Table 1 shows 
the correct specifications to use in the Flight Time or 
Signal Quality simulation. 
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Table 1. Specifications to be Used for 
Simulation of Flight Time or Signal Quality 

AlghtTIme Signal Quality 

Driver: 

dV/dt Min Max 

Co Max Min 

Ro Max Min 

Cp Max Min 

Lp Max Min 

Receiver: 

Cin Max Min 

Cp Max Min 

Lp Max Min 

Other: 

Temperature Max Min 

Vee Min Max 

Board Zo Min Max 

tpd Max Min 

Via Max Min 
Capacitance 

2.2.1. FLIGHT TIME SPECIFICATION 

The purpose of the flight time specification is to 
guarantee that a signal supplied by a driving component 
is available at the receiving component for sampling. It 
replaces the output valid delay and input setup time. The 
two methods are analogous, except that flight time 
allows the input and output buffer behavior to be 
matched without major impact to designers or the 
documentation. In other words, if component A's output 
is slower than expected, but component B' s input is 
faster than expected, these two can be traded off without 
having to change the flight time specification. However, 
if output valid delay and input setup time specifications 
had been used the specifications would have to be 
changed. Note that in both cases the time available to 
the system designer to move the signal from one 
component to the other is the same. 

Flight time is the propagation delay of a signal from a 
driving component to any receiving component. It is 
defined as the time difference between the Vee 12 (50%) 
level of an unloaded output signal and the Vee /2 (50%) 
level of a receiving signal whose 50% Vee to 65% Vee 
rise time is greater than or equal to 1 volt/ns. Figure 4 

I 

Ap·521 

shows the flight time measurement between the 50% 
Vee points on the unloaded driver and receiver 
waveforms. 

If the rise time between the 50% Vee and 65% V cc 
points is less than 1 volt/ns, the determination of flight 
time is slightly more difficult and requires more 
calculation. In this case the 65% Vee point is 
extrapolated back to the 50% Vee point using a 1 volt/ns 
reference slope (i.e., subtract 0.75 ns when Vee = 5V). 
Figure 5 shows the extrapolation from the 65% Vee 
point and the resulting flight time measurement. 

The calculation of maximum flight time for the 5V 
tolerant inputs is slightly different than from when both 
the driving and receiving components have the same 
Vee levels. For 5V tolerant inputs, flight time is always 
measured using the falling edge since this will be the 
worst case. The falling edge is assumed to be the worst 
case since 5V and 3.3V signals start at the same low 
logic level, whereas the 5V signal must drop an initial 
1.7V just to have the same initial high logic level as a 
3.3V signal. Therefore, maximum flight time for the 5V 
tolerant input is the difference between the 50% 5V Vee 
level of an unloaded output signal and the 50% 3.3V 
Vee (or extrapolated from 35% 3.3V Vee if the fall time 
is less than 1 volt/ns) of the receiving signal on a falling 
edge. 

The minimum flight time for 3.3V and 5V signals is the 
difference between the 50% Vee level of an unloaded 
output signal and the 50% Vee level of the receiving 
signal on a rising edge. 

The minimum flight time for 5V tolerant inputs is the 
difference between the 50% 5V Vee level of an 
unloaded output signal and the 50% 3.3V level of a 
receiving signal on a rising edge. 

2.2.1.1. Clock Skew 

Clock skew has generally been included in system 
design timing analysis. However, as frequencies 
increase, controlling clock skew becomes more 
important. Qock skew is the difference in time of the 
clock signal arriving at different components. It is 
measured at 0.8V, 1.5V, and 2.0V. 

In synchronous devices, the clock signal defines the 
point in time in which signals are driven or sampled. It 
is important that all devices have a common reference. If 
the reference varies from component to component, the 
difference must be accounted for to ensure the devices 
function properly. In other words, clock skew must be 
subtracted from the clock period when performing a 
timing analysis of a system. 
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Figure 4. Flight Time Measurement 
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Figure 5. Flight Time Extrapolated from the 65% Point 
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In the CPU-Cache Chip Set, the maximum clock skew 
between components in the optimized interface is a 
specification. This specification is required as a 
complement of flight time to ensure proper 
functionality. IT clock skew exceeds the specified limit, 
the excess must be subtracted from the available flight 
time or the clock period must be increased. 

2.2.2. SIGNAL QUALITY SPECIFICATIONS 

Acceptable signal quality must be maintained over the 
entire operating range to insure reliable operation of the 
chip set. Signal quality consists of two parameters: 
Ringback, and Settling Time. Figure 6 illustrates these 
signal quality parameters and how each is measured for 
a low-to-high transition. The following sections explain 
each of these in more detail. 

Reliable operation means the signals are sampled 
correctly, do not exhibit false transitions, and that the 
long term reliability of the component is not affected by 
overdriving the inputs. 

AP-521 

2.2.2.1. Rlngback 

Excessive ringback can contribute to long-term 
reliability degradation of the chip set. Ringback is 
simulated at the input pin of a component using the 
input buffer model. Ringback can be simulated with or 
without the diodes that are in the input buffer model. 

If simulated without the input diodes, follow the 
maximum overshootlundershoot specification. By 
meeting the overshootlundershoot specification, the 
signal is guaranteed not to ringback excessively. 

If simulated with the diodes present in the input model, 
follow the maximum ringback specification. 

Overshoot (undershoot) is the absolute value of the 
maximum voltage above Vee (below V ss). The 
specification assumes the absence of diodes on the 
input. 

Signal Level 7"',---- Maximum Overshoot (Volts) 

I 

Vee 

65'% Vee 

50% Vee 

35% Vee 

('--"---- Maximum Ring-back 
(Volts) 

Setting Time 

At Receiver Pin 

Time 

Figure 6. Signal Quality Parameters Measured for Low-to-Hlgh Transitions 

CDB7:) 
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Maximum overshoot/undershoot on SV chip set (CLK 
and PICCLK only) inputs = 1.6V above V (:£5 (without 
diodes). Maximum overshoot/undershoot on 3.3V 
Pentium processor (735\90, 815\100, 1000\120, 
1110\133) inputs (not SV tolerant CLK and PICCLK) = 
lAV above V cc3 (without diodes). 

Ringback is the maximum absolute voltage at the pin of 
the receiving component below Vee (or above V ss) 
relative to V (:£ (or V sS> level after the signal has 
reached its maximum voltage level. The input diodes are 
assumed present. Maximum ringback on inputs = 0.8V 
(with diodes). Figure 6 illustrates how to measure 
ringback. Eliminating ringback maintains signal quality 
by preventing a signal from re-crossing the threshold, 
causing a false transition to be detected. 

2.2.2.2. SetUlng Time 

Settling time is the maximum time required for a signal 
to settle within 10% of its final value referenced from 
the time unloaded driver's initial crossing of the 50% 
V (:£ threshold. Figure 6 shows how settling time is 
measured on low-to-high transitions. 

Most available simulation tools are unable to simulate 
settling time so that it accurately reflects silicon 
measurements. On a physical board, second order effects 
and other effects serve to dampen the signal at the 
receiver. Because of all these concerns, settling time is a 
recommendation or a tool for layout tuning and not a 
specification. 

Settling time is simulated at the slow corner, to make 
sure that there is no impact on the flight times of the 
signals if the waveform has not settled. Settling time 
may be simulated with the diodes included or excluded 
from the input buffer model. If diodes are included, 
settling time recommendation will be easier to meet. 
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The settling time recommendation should be met in 
order to ensure that a signal transition has completed 
and is no longer oscillating prior to the next transition. 
This is important to avoid forcing a signal to transition a 
distance significantly greater than Vee 12. For example, 
if a signal is still not settled at the time of its next 
transition, it may be at a voltage above Vee such as 4.0 
volts. Assuming V (:£ = 3.3 volts, the transition requires 
the voltage to swing from 4.0 volts (instead of 3.3 volts) 
to 1.65 volts. This added voltage distance translates into 
added flight time. 

Although simulated settling time has not shown good 
correlation with physical, measured settling time, 
settling time simulations can still be used as a tool to 
tune layouts. Use the following procedure to verify 
board simulation and tuning with concerns for settling 
time. 

1. Simulate settling time at the slow corner for a 
particular signal. 

2. If settling time violations occur (signal requires 
more than 12.5 ns to settle to ± 1 0% of its final 
value), simulate signal trace with DC diodes in 
place at the receiver pin. 

3. If settling time violations still occur, simulate 
flight times for five consecutive cycles for that 
particular signal. 

4. If flight time values are consistent over the five 
simulations, settling time should not be a concern. 
If however, flight times are not consistent over the 
five simulations, tuning of the layout is required. 

5. Note that, for signals that are allocated two cycles 
for flight time, the recommended settling time is 
doubled. 

Maximum Settling Time to within 10% of Vee is: 
12.5 ns at 66 MHz, and 14.2 ns at 60 MHz. 
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3.0. DIFFERENCES FROM THE 
PENTIUMe PROCESSOR (735\90, 
815\100,1000\120,1110\133) 
CHIP SET LAYOUT 

3.1. New Package 

The 82498 uses a 296 pin Staggered PGA package, 
while the 82496 uses a 273 pin standard PGA. The 
82498 package is the same as the Pentium processor 
(73S\90, 81S\I 00, 1000\120, 1110\133), without the heat 
spreader. The 82498 pin out has almost the same pin 
locations as the 82496. The package change causes pin 
parasitics to be altered which affects physical routing 
optimization. In addition, the new package may also 
make routing more complex as Figure 7 illustrates. The 
82498 and 82493 V cc is 3.3V, except for three V cc pins 
on 82498 and one pin on 82493 which can be set to SV 
for SV tolerant external bus interface inputs. 

273-lead PGA Package 

• • • 
• • • 
• • • 

296-lead Staggered PGA Package 

PACKAGE 

FIgure 7. RouUng Differences Between the PGA 
and SPGA Packages 

3.2. Power Supply Issues 

The Pentium processor (73S\90, 8 I S\I 00, 1000\120, 
1110\133) in standard SPGA ceramic package requires 
3.3V on all of its V cc3 and V cccare inputs. Both V cc3 
and V cCcare are power supply pins on the Pentium 
processor (73S\90, 815\100, 1000\120, 1110\133) and 
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should be connected to the same power supply. 
Therefore, the inputs and outputs of the Pentium 
processor (73S\90, 8IS\l00, 1000\120, 1110\133) are 
JEDEC standard 3.3V levels. Both inputs and outputs 
are also TIL-compatible, although the inputs cannot 
tolerate voltage swings above 3.3V V1N3 max. In 
addition, CLK and PICCLK are also SV-tolerant so 
standard clock drivers may be used. Future processors 
may require mixed voltage power supplies and/or 3.3V 
clock drivers. 

3.3. Board Issues 

Split power planes on the board are recommended; one 
power plane for V CCcore and the other for V cC3. 
Dividing the board into a V cc3 island and a V CCcare 
island does not increase the cost of the board. Extensive 
simulation and modeling indicate there is no impact to 
timing or signal quality. Simulation shows that for a gap 
between the two power planes approximately equal to as 
much as a half inch, crosstalk noise is still negligible. To 
minimize the EMI of the split power planes, clock or 
clock related signal (i.e. strobes) traces should not cross 
the gap when routed on a layer adjacent to the power 
plane. Use of vias to connect between signal planes 
should be minimized, and the signal planes must be 
within 8 mils of the reference plane. High speed signals 
such as data lines and low address bits can be routed on 
any layer, but the number of those traces crossing the 
gaps on an adjacent layer should be minimized (ideally 
to none). A bypass capacitor should be placed across the 
gap no more than I inch away from the signals that do 
cross the gap. Liberal decoupling should be placed 
around the processor core and 110; refer to the reference 
schematics. 

3.4. Routing Topologies 

Minor changes have been made to some of the routing 
topologies from application note AP-48 I : Designing 
with the Pentium<& Processor. 82496 Cache Controller 
and 82491 Cache SRAM CPU-Cache Chip Set. The 
following tables give a quick reference to what changes, 
if any, have been made. For some of the topologies, the 
only change is the number. These tables are provided to 
enable a designer to create a new 82498/82493 design 
by using a previous 82496/82491 design as a reference. 
Table 2 refers to the topologies of the I-Mbyte reference 
design as compared to the 2S6K 82496/82491 reference 
design. Table 3 refers to the topologies of the 2-Mbyte 
reference design as compared to the SI2K 82496/82491 
reference design. 
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Table 2. 1·Mbyte Reference Design 
Topology DIfferences 

824961 824981 
82491 82493 

Topology # Topology # Changes 

1 1 Only one trace from 
the Pentiuml@ 
processor 

1b 3b Only one trace from 
the cache controller 

3 3b Only one trace from 
the cache controller 

3a 4 Only one trace from 
the Pentium 
processor 

3b 3 None 

4 2 Differe!)t routing 

5 5 None 

10-19 10-19 

Table 3. 2·Mbyte Reference Design 
Topology Difference 

824961 824981 
82491 82493 

Topology # Topology # Changes 

1 1 Different routing, 
diodes added 

2 - -
3 3b Different routing, 

diodes added 

4 4 Different routing, 
diodes added 

5 3 Different routing, 
diodes added 

6 2 None 

7 5 Slightly different 
routing 

8-14 8-14 None 

15 16 Different routing 

16 15 None 

17 10 None 

18 11 Different routing 
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4.0. 1-MBYTE PENTIUM~ 
PROCESSOR (735\90, 815\100, 
1000\120,1110\133) 82498/82493 
CPU-CACHE CHIP SET LAYOUT 
EXAMPLE 

This chapter contains an example layout design for 
Intel's I-Mbyte CPU-Cache Chip Set. Intel has 
simulated and validated the design by measuring the 
flight time and signal quality parameters in the board 
design example. 

The intent of the design example is to provide system 
designers a starting point. It provides one solution of 
how Pentium processor (735\90, 815\100, 1000\120, 
1110\133), 82498 cache controller, and 82493 cache 
SRAM components can be placed and routed to ensure 
flight time and signal quality specifications are met. It is 
not the only solution. System designers can alter the 
layout to meet their system requirements as long as the 
flight time and signal quality specifications are met. 

4.1. Layout Objectives 

The I-Mbyte layout is an example of a CPU-Cache chip 
set arrangement that meets Intel's chip set specifications. ' 
The layout consists of 1 Pentium processor (735\90, 
815\100, 1000\120, 1110\133), 1 82498 cache 
controller, and 10 82493 cache SRAMs for a I-Mbyte 
second-level cache with parity. Although the layout is 
specifically designed for a chip set with parity, 
conversion to a non-parity layout will also be discussed. 

This example layout follows the chip set's flight time 
and signal quality specifications. In addition to meeting 
those specifications, these objectives were used: 

1. To design the optimized portion of the interface so 
that the layout is not limited by interconnect 
performance. By not artificially creating any 
critical paths, the interface can yield maximum 
performance of the chip set. 

2. To be consistent with EMI and thermal 
requirements. 

3. To have the layout be used as a validation and 
correlation vehicle by Intel. Intel used the layout to 
validate the optimized interface of the chip set, and 
measure flight times and signal quality. 

Provided are complete specifications for a board layout: 
part lists, board layer plots, and the electronic files in 
Gerber format. Also provided are a set of topologies and 
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line lengths so it will be easy to understand how the 
layout was generated. 

4.2. Component Placement 

To meet flight time with clock skew restrictions the 
parts should be placed in relative proximity to each 
other. At the same time, ensure that the layout's 
Memory Bus Controller (MBC) interface signals are 
routable. Figure 8 illustrates how the chip set 
components are placed in the layout example. The dot 
indicates the location of pin 1. Figure 8 is a component 
top view of the layout: 

4.3. Signal RoutingITopologies 

Tables 4 and 5 list the signal nets and their 
corresponding topologies for the optimized and external 
interfaces of the CPU -Cache Chip Set. 
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All chip set signals in the optimized interface fall into 
six groups: Low addresses, High addresses, Pentium 
processor (735\90, 815\100, 1000\120, 1110\133) 
control, 82498 control, CPU data and parity, and Byte 
enables. Within each group are subsets of signals that 
share common origination and destination points. Each 
subset has a unique routing called a "topology". Groups, 
subsets, and topologies are listed in Table 4. 

Topologies are given only for signals that are routed to 
multiple chips. It is the system designer's responsibility 
for routing the "point-to-point" signals such as CADS#. 

Topologies are also supplied for the external interface. 
These topologies provide channels for routing signals 
from the chip set components to the periphery where 
they can be connected to the memory bus and memory 
bus controller (MBC). However, topologies are not 
supplied for point to point signals in the MBC interface 
(e.g. CRDY#). Instead, the system designer must 
optimize these for the particular application. 
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,-------01 
I 01 
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l_ 

PP2000 

Figure 8. Component Placement 

Table 4. IT 1 MbOptlnlerface1-Mbyte Optimized Interface Signal Net/Topology Assignments -
Grouping Routing Requirements Topology 

Low Addresses 

(PA3-PA18) Connected to all isolated interface components. Must be 
routed to optimize delay and signal quality at all pOints. 

1 

La, Lb as short as possible. 

High Addresses 

(PA19-21) Resistors on PA19-P21 La as short as possible but >5" 
(see sect. 4.5). 

2b 

(PA22-PA31) Point to pOint links. Must be kept as short as possible but 2 
longer than 5". 
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Table 4. TT 1 MbOptlnterface1-Mbyte Optimized Interface Signal NetlTopology Assignments (Contd.) -
Grouping Routing Requirements Topology 

(HITM#, WIR#) Same as low addresses. La, Lb as short as possible. 1 

(ADS#) Same as low addresses. La as short as possible. 3 
(ADSC#, AP, CACHE#, Same as high addresses. La as short as possible, but 2 
D/C#, LOCK#, MIIO#, longer than 5". 
PCD, PWT, SCYC) 

82498 Control 
(BLASTH, BOFF#, Must be routed to optimize delay and signal quality at the 3b 
BUS#, MAWEA#, WBA, 82493s. Lb as short as possible but longer than 5". 
WBTYP, WBWE#, 
BRDYC2#, MCYC#, 
WRARR#, WAY) 

(BLEC#) Not routed to parity 82493s. La as short as possible. 4 

(AHOLD, BRDYC1#, 
EADS#, INV, KEN#, 

Same as high addresses. 2 

NA#, WBIWT#, EWBE#) 

CPU Date and Parity 
(CDD-CD63, CPO-CP7) Same as high addresses. 2 

Byte Enables 
(CBEO#-CBE7#) Connected to the Pentium processor (735\90,815\100, 

1000\120,1110\133), two 82493s and one parity 82493. 
5 

La as short as possible but longer than 5". 

Table 5. TT _1 MbExtlnterface1-Mbyte External Table 5 lists the topologies provided for the MBC 
interface signals which are not point to point. Interface Signal NetITopology Assignments 

Signal Topology 

RESETCPU 10 

CRDY#, RESETC5 11 

MBRDY#, MOCLK, MOOE#, 12& 13 
MSEL#, MEOC# 

MFRZ#, MZBTH, MCLK 14 

BRDYO#, CLKO 15 

CLK, BRDYI, MEOC# 16 

MDo-MD63, ParityO-7 19 

Figures 9 through 23 contain the topologies which are 
described in Tables 4 and 5. A topology is a graphical 
representation how specific sets of signals are routed. A 
topology shows the components that share a specific 
signal and the relative lengths of the traces between 
components. 
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Figure 9. Topology 1 
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Figure 10. Topology 2 
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Figure 11. Topology 2b 
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Figure 12. Topology 3 

I 2-1571 



AP-521 

2-1572 

/ 

CS1110 
(partly) 

4·7 

/ 

CS#9 
(~I\y) 

CS#10 
(pfty) 

4·7 

0 

0 

o 

~ 
~ 

lei 

Ld 

lei 

/ / 
0 0 

CS#8 CS#7 
Ld 

cd~ cd4a.55 

Ld r-
L / 

0 0 Lc 
CS#4 CSt13 

cd 24-31 cd 16-23 

Ld Lc 

/ f'--
0 0 

CS#6 CS#5 
cd4D-47 cd 32-39 

Ld 

Ld 

L / 
0 0 

CS#2 CS#1 
cd0fl.15 cd 00-07 

Agure 13. Topology 3b 

CS#6 
cd 40-47 

Cst12 
cd 08-15 

o 

Lc 

CS#1 
cd 00-07 

o 

Figure 14. Topology 4 

~EJ 
1\ CC 

0 

o .. Pin 1 

Pf'2(IOol 

Proceascr 1I>EJ 
11> 

CC 

o 

o -PIn 1 

PP2OQ5 

I 



AP-521 

Lc 

/ 
0 0 

CS#8 CS#7 
cd 56-63 cd 48-55 

La 

~ 0 

0 0 0 1\ Processor CS#10 CS#4 CS#3 
(parity) cd 24-31 cd 16-23 

4-7 

0 0 0 

CS#9 CS#6 CS#5 

D (parity) cd 40-47 cd 32-39 
0-3 

0 0 

CS#2 CS#1 
cd 08-15 cd 00-07 

o = Pin 1 

Pf'2006 

Agure 15_ Topology 5 

Figure 16. Topology 10 

I 2-1573 



AP-521 

r- ~ 
0 0 

CS#8 CS#7 
cd 56-6 cd 48-5 

r- r- ~ 0 
0 0 0 

CS#10 CS#4 CS#3 Processor 
(panty) cd 24- cd 16-

4-7 

/ / r-
0 0 

CS#9 CS#6 CS#5 
(parity) cd 40-4 cd 32-3~ 

~ 0-3 

V CC 

~ r-
0 0 0 

CS#2 CS#1 
cd 08- cd 00-0 

0= Pin 1 

Irrom MBC 
PP200e 

Rgure 17_ Topology 11 

r- ~ 
0 0 

CS#8. Lf CS#7 
cd 56-6~ cd 48-55 

Lf 

Lf 
o / 

0 

G!J ~ CS#10 CS#4 CS#3 
(parity) cd 24- Lf cd 16-

4-7 
Lf Processor 

~ r-
0 0 0 

CS#9 CS#6 CS#5 
(parity) cd 40-4 Lg cd 32-3S 

0-3 

~ 
0 

CS#2 CS#1 
cd 08- cd 00-0 

o = Pin 1 

<H 

PP2009 

Rgure 18. Topology 12 

2-1574 I 



0 

CS#10 
(parity) 

4-7 

Lf 

/ 
0 

CS#9 
(parity) 

0-3 

r 
0 

CS#10 
(panty) 

4-7 

C 
0 

CS#9 
(parity) 

0-3 

Lh 

I 

§J CS#8 
cd 56-63 

r-
0 

CS#4 
cd 24-31 

If 

0 

CS#6 Lf cd4(}.47 

/-
0 

CS#2 
cd 0S-15 Lg 

<L> 

CS#7 
cd 48-55 

/-
0 

CS#3 
cd 16-23 

0 

CS#5 
cd 32-39 

r-
0 

CS#1 
cd 00-07 

Lf 

Lf 

Figure 19. Topology 13 

Lg Lg 

r- r--
0 0 

CS#8 CS#7 
cd 56-63 cd 48-55 

C Lf 
/-

~ 
0 

CS#4 CS#3 
cd 24-31 cd 16-23 

If 

~ ~ 
0 0 

CS#6 CS#5 
cd 40-47 cd 32-39 

Lg 

~ ~Lh o Lh 

CS#2 CS#1 
cd 08-15 cd 00-07 

Figure 20. Topology 14 

AP·521 

Processor 

D 
o = Pin 1 

PP2010 

Processor 

o = Pin 1 

PP2011 

2-1575 



AP-S21 

EJ 
0 

CS#8 CS#7 
cd 56-63 cd 48-55 

0 

0 0 0 

CS#10 CS#4 CS#3 
(parity) cd 24-31 cd 16-23 -

_ Processor 

4-7 

0 

EJ CS#9 . CS#6 CS#5 
(parity) cd 4G-47 cd 32-39 

0-3 

r-

-- CC -

0 0 0 

CS#2 CS#1 
cd 08-15 cd 00-07 

0= Pin 1 

F'P2012 

Agure 21. Topology 1S 

Lf r-. r-
Lf 

0 0 

CS#8 
I-

CS#7 
r--cd 5tHl3 cd 48-55 

~ 
If 

~ 
Lf 

/-
0 0 0 

CS#10 CS#4 CS#3 
(parity) cd 24-31 cd 16-23 

4-7 

Lf 

~ 
0 

CS#9 
(parity) 

0-3 

~ 
Lf 

~ 0 

CS#6 EJ cd 40-47 cd 32-39 

Lf Lf 
Lg ~g L r-Lg 

0 0 

CS#2 CS#1 
cd 08-15 cd 00-07 

o = Pin 1 

<4> <3> <2> <1> <0> 

PPZ013 
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()'3 D 
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FIgure 23. Topology 19 

4.4. BoardlTrace Properties 
Specific board and trace properties were assumed while 
performing the simulations to optimize the chip set 
layout. These properties were used as the specification 
or guideline the board manufacturer should use in 
building boards. Figure 24 provides the board layer 
stackup. 

Table 6 lists the minimum and maximum trace 
characteristics. These parameters along with the board 
material determine the spacing between layers and the 
total board thickness. See Table 7. 

4.5. Design Notes 
1. All fast-switching signals are routed near the 

power and ground planes on inner layers of the 
board to minimize EMI effects. However, two sets 
of signals are routed on the top layer of the board: 
BRDYC1#, and JTAG signals. BRDYCl# is 
routed on top to take advantage of the higher trace 
velocity. JTAG signals can be routed on any layer 
because they are low-speed signals and will 
probably be rerouted by each customer to suit 
individual needs. 

2. Resistor Rl(OO) on page 2 of the I-Mbyte and 
2-Mbyte schematics is used to set the Pentium 
processor's (735\90, 815\100, 1000\120, 

1110\133) configurable output buffers (A3-A20. 
ADS#. WIR#. and HITM#). When the resistor is 
included the buffers are set to the extra large size. 
When it is not included (BUSCHK# internally 
pulled high) the buffers are set to the large size. 
Intel currently recommends the large buffers be 
used for the I-Mbyte layout example. The 00 
resistor should be designed in your design for 
flexibility. 

3. The 82498 output buffers that drive the 82493 
inputs must also be configured to be large. This is 
done by driving 82498 CLDRV [BGT#] high 
during' reset. The 82498 and 82493 memory bus 
buffer sizes must be controlled by the Memory 
Bus Controller. Please refer to the Pentium@ 
Family Developer's Manual Volume 2: 
82496182497182498 Cache Controller and 
82491182492182493 Cache SRAM. 

4. Series termination resistors were added to the nets 
PAI9, PA20, PA21 and several other nets to 
control overshoot. A value of 240 is 
recommended. but the value depends on overshoot 
measurement on the actual design. 

5. Several Topologies require different line widths on 
the same trace. This information can be extracted 
automatically using a Quad Design translation 
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tool. For extraction procedure, please refer to Quad 
Design's user's manual, "Preparing PCB Design 

Databases for Simulation with TLCIXTK." 

TEMP 

Figure 24. Board Layer Stackup 

Table 6. Trace Characteristics 

4 Inner Layers 2 Outer Layers 

Width/Space 5/5 Mils 8/8 Mils 

Zo 6511 ± 10% 7511± 10% 

Velocity 1.85 to 2.41 
ns/ft 

1.5 to 2.1 ns/ft 

Table 7. Other Printed Circuit Board 
Geometries 

Via Pad 25 Mils 

Via Hole 10 Mils 

Pentiuml!! Processor (735\90, 
815\100,1000\120,1110\133) 

45 Mils 

SPGA Pad 

Pentium Processor (735\90, 29 Mils 
815\100,1000\120,1110\133) 

SPGAHole 

82498 PGA Pad 55 Mils 

82498 PGA Hole 38 Mils 

82493 Surface Mount 70x13 
Package Pad Primary Side 

Layout Grid 5 Mils 
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6. Layout Rules/Common DefinitionslExplanations: 
Identical symbols for transmission lines means that 
the lines should be identical in Length, Width, and 
Configuration (e.g. Strip, Microstrip etc.). The term 
"as short as possible but greater than a certain 
length" is defined as follows. In order to satisfy the 
maximum flight time requirements, generally, it is 
desired that the transmission lines be as short as 
possible. Many signals however have tight minimum 
flight time requirements. For these signals it is 
necessary to lengthen the lines, but not too long so as 
to violate the maximum flight times. Whenever 
possible, a length window is given so that both min 
timings and max timings are specified. When both 
margins are very tight and the signals are heavily 
loaded with too many transmission lines, it is very 
difficult to specify a range of lengths for every 
segment on that topology without being too 
restrictive. Instead the strategy was to lengthen a 
specific segment to satisfy min timings and shorten 
all other segments as short as possible to meet max 
timings. The exact lengths can be extracted from the 
layout. 

I 



4.6. Explanation of Information 
Provided 

The following sections outline the design files 
associated with the 1-Mbyte CPU -Cache Chip Set 
design example that are available from Intel. These files 
are provided to simplify the task of porting the design 
example into a specific design. By using these files, 
designers may eliminate or minimize the amount of 
duplicate effort when using the design example as the 
basis for their design. The following items are available: 

• Schematics 

• 1/0 Model Files 

• Board Files 

• B ill of Materials 

• Photoplot Log 

• N etlist Report 

• Placed Component Report 

• Artwork for Each Board Layer 

• Trace Segment Line Lengths 

Hard copies of the schematics are provided in the 
following section. ASCII or soft copies of all the 
information are available from Intel Order Number 
242658. 

4.6.1. SCHEMATICS 

Schematics for the I-Mbyte CPU-Cache Chip Set design 
example were created using CadenceNalid Concept 
Schematic Capture program V1.5-p3. The schematics 
are 11 pages long and are provided in A-size format. 
Both the Cadence and the postscript files (A-size format) 
are available from Intel as described above. 

4.6.2. 110 MODEL FILES 

All electrical 1/0 simulations were performed using 
TLC* V4.2.8 from Quad Design Technology, Inc. The 
simulations were performed at the fast and slow corners 
to verify that all signal quality and flight time 
specifications were met. The files used for these 
simulations are available from Intel as described above. 
These files include the topology, model, and control 
files needed to run the simulations for all nets in the 
optimized interface. 

4.6.3. BOARD FILES 

The board files for the design example were created 
using Allegro* V 6.1 from Cadence Design Systems, Inc. 

I 
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The files are available from Intel as described above. 
These files may be used to import the design example 
into a specific system design. 

NOTE 

Some changes to the layout and nets may be 
necessary to complete importing these files into a 
specific system design. 

4.6.4. BILL OF MATERIALS 

The bill of materials file was created using Allegro V 6.1 
from Cadence Design Systems, Inc. The file is available 
from Intel as described above. 

4.6.5. PHOTOPLOT LOG 

The photoplot log file was created using Allegro V 6.1 
from Cadence Design Systems, Inc. The file is available 
from Intel as described above. 

4.6.6. NETLIST REPORT 

The netlist report was created using Allegro V 6.1 from 
Cadence Design Systems, Inc. The file is available from 
Intel as described above. 

4.6.7. PLACED COMPONENT REPORT 

The placed component report was created using Allegro 
V6.1 from Cadence Design Systems, Inc. The file is 
available from Intel as described above. 

4.6.8. ARTWORK FOR EACH BOARD 
LAYER 

The artwork for the six board layers was created using 
Allegro V6.1 from Cadence Design Systems, Inc. The 
files are available from Intel in a Gerber* format as 
described above. 

4.6.9. TRACE SEGMENT LINE LENGTHS 

The file containing the trace segment line lengths was 
created from the artwork files of section 4.6.8. All 
lengths are provide in mils (1/1000 inch). The stubs 
listed in the tables are associated with the pin escapes 
required for the 82493s. The file is available from Intel 
as described above. 
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4.6.10. I/O SIMULATION RESULTS FOR 
EACH NET 

Electrical simulations were performed on each net 
within the optimized interface of the I-Mbyte cpu­
Cache Chip Set design example. The simulations were 

simulations were done using 1LC V4.2.8 from Quad 
Design Technology, Inc. using the files described in 
section 4.6.2. Table 8 summarizes the slow corner 
simulation results and Table 9, summarizes the fast 
comer simulation results. 

done at the fast and slow corners to verify that signal The flight time specifications listed in Tables 8 and 9 are 
quality and flight time specifications are met. The the 60/66-MHz flight times. 

Table 8 1·Mbyte Slow Corner Simulation Results 
Flight TIme (ns) Signal Quality 

Maximum 
Maximum Flight TIme Flight Time Settling TIme Overshoot 

Net Flight Time Specification Margin (ns) (V) 
82498 Driving 

PA3-18 5.72 11.2 5.48 15.91 0 

PA19·31 2.47 3.2 0.73 7.1 0 

AHOLD 0.77 1.5 0.73 3.88 0.11 

AP 1.23 3.2 1.97 4.5 0.1 

BRDYC1# 0.72 1.5 0.78 3.86 0.09 

EADS# 0.8 1.5 0.73 3.9 0.06 

EWBE# 0.85 1.5 0.65 3.95 0.18 

INV 1.39 1.5 0.11 4.53 0.27 

KEN# 0.77 1.5 0.73 3.88 0.11 

NA# 0.74 1.5 0.76 3.79 0.09 

WBlWn 0.92 1.5 0.58 3.91 0.19 

BLASn 2.42 3.2 0.78 5.55 0.46 

BLEC# 1.89 2.5 0.61 5.73 0.06 

BOFF1# at CPU 1.5 

BOFF2# at SRAM 1.87 3.2 1.33 4.87 0.36 

BRDYC2# 2.3 3.2 0.9 5.42 0.4 

BUS# 2.14 3.2 1.06 5.24 0.35 

MAWEA# 2.13 3.2 1.07 5.24 0.26 

MCYC# 2.14 3.2 1.06 5.21 0.33 

WAY 2.27 3.2 0.93 5.36 0.44 

WBA 2.1 3.2 1.1 5.24 0.36 

WBTYP 2.19 3.2 1.01 5.22 0.47 

WBWE# 2.26 3.2 0.94 5.41 0.29 

WRARR# 2.37 3.2 0.83 5.53 0.37 

2-1580 I 



AP·521 

Table 8. 1·Mbyte Slow Comer Simulation Results (Contd.) 

Flight Time (ns) Signal Quality 

Maximum 
Maximum Flight Time Flight Time Settling Time OVershoot 

Net Flight Time SpeclflcaUon Margin (ns) (V) 

PenUume Processor (735\90,815\100,1000\120,1110\133) Driving 

PA3-18 2.94 3.7 0.76 22.19 0.41 

PA19-31 1.66 1.8 0.14 4.99 0.09 

CPO-7, CDO-63 1.47 2.0 0.53 4.75 0.17 

ADS# 2.27 3.3 1.03 5.27 0.45 

HITM# 2.37 3.6 1.23 5.43 0.5 

WR# 2.43 3.6 1.17 5.52 0.52 

ADSC# 1.36 1.5 0.14 4.7 0.16 

AP 1.45 1.5 0.05 4.62 0.09 

CACHE# 1.45 1.5 0.05 4.79 0.17 

D/C# 1.36 1.5 0.14 4.7 0.16 

LOCK# 1.36 1.5 0.14 4.7 0.16 

MIIO# 1.46 1.5 0.04 4.8 0.18 

PCD 1.36 1.5 0.14 4.7 0.16 

PWT 1.36 1.5 0.14 4.7 0.16 

SCYC 1.34 1.5 0.16 4.68 0.16 

CBEO-7# 2.08 2.8 0.72 6.16 0.07 

82493 Driving 

CPO-7, CDO-63 1.93 2.3 0.37 4.91 0.15 
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Table 9. 1-Mbyte Fast Comer Simulation Results 

Minimum Flight Time (ns) Signal Quality (V) 

Minimum Minimum 
Minimum Right Time Flight Time Overshoot Overshoot 

Net Flight Time Specification Margll) Overshoot, Specification Margin 

82498 Driving 

PA3-18 1.53 0.8 0.73 0.77 2.6 1.83 

PA19-31 0.86 0.6 0.26 2.03 2.6 0.57 

AHOLD 0.65 0.6 0.05 2.49 2.6 0.11 

AP 0.86 0.6 0.26 2.01 2.6 0.59 

BRDYC1# 0.61 0.6 ' 0.01 2.45 2.6 0.15 

EADS# 0.68 0.6 0.08 2.34 2.6 0.26 

EWBE# 0.72 0.6 0.12 2.53 2.6 0.07 

INV 1.03 0.6 0.43 2.43 2.6 0.17 

KEN# 0.65 0.6 0.05 2.48 2.6 0.12 

NA# 0.63 0.6 0.03 2.45 2.6 0.15 

WBIWT# 0.95 0.6 0.35 2.61 2.6 -0.Q1 

BLAST# 1.33 0.8 0.53 2.29 2.6 0.31 

BLEC# 0.94 0.8 0.14 1.59 2.6 1.01 

BOFF# at CPU 0.84 0.8 0.04 2.57 2.6 0.03 

BOFF# at SRAM 1.06 0.8 0.26 2.11 2.6 0.49 

BRDYC2# 1.27 0.8 0,47 2.25 2.6 0.35 

BUS# 1.13 0.8 0.33 2.02 2.6 0.58 

MAWEA# 1.11 0.8 0.31 1.93 2.6 0.67 

MCYC# 1.14 0.8 0.34 2.04 2.6 0.56 

WAY 1.26 0.8 0.46 2.25 2.6 0.35 

WBA 1.12 0.8 0.32 1.99 2.6 0.61 

WBTYP 1.27 0.8 0.47 2.34 2.6 0.26 

WBWE# 1.19 0.8 0.39 2.01 2.6 0.59 

WRARR# 1.28 0.8 0.48 2.18 2.6 0.42 

2-1582 I 



AP-521 

Table 9. 1-Mbyte Fast Corner Simulation Results (Contd ) 

Minimum Right TIme (ns) Signal Quality (V) 

Minimum Minimum 
Minimum Flight Time Flight TIme Overshoot Overshoot 

Net Flight Time SpeclflcaUon Margin Overshoot SpeclflcaUon Margin 

PentlumfJ Processor (735\90,.815\100,1000\120,1110\133) Driving 

PA3-18 1.07 0.8 0.27 1.49 2.6 1.11 

PA19-31 1.04 0.6 0.44 2.11 2.6 0.49 

CPO-7, COO-63 1.1 0.8 0.3 2.01 2.6 0.59 

AOS#at SRAM 1.33 0.8 0.53 2.28 2.6 0.32 

HITM# 1.35 0.8 0.55 2.42 2.6 0.18 

WR# 1.11 0.8 0.06 2.02 2.6 0.58 

AOSC# 0.86 0.6 0.26 2.02 2.6 0.58 

AP 0.93 0.6 0.33 2.08 2.6 0.52 

CACHE# 0.93 0.6 0.33 2.04 2.6 0.56 

D/C# 0.86 0.6 0.26 2.02 2.6 0.58 

LOCK# 0.86 0.6 0.26 2.02 2.6 0.58 

M/IO# 0.94 0.6 0.34 2.04 2.6 0.56 

PCD 0.86 0.6 0.26 2.02 2.6 0.58 

PWT 0.86 0.6 0.26 2.02 2.6 0.58 

SCVC 0.85 0.6 0.25 2.05 2.6 0.55 

CBEO-7# 1 0.6 0.4 2.21 2.6 0.39 

82493 Driving 

CPO-7, CDO-63 1.05 0.8 0.25 2.07 2.6 0.53 

Note: An overshoot specification voltage in parentheses denotes the value for Vss n different from Vee. 
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4.7. Non·Parity Layout 

Intel has not simulated a non-parity layout example. The 
following suggestions will assist in modifying the 
design example for non-parity implementations. You 
must simulate all paths that are altered when the parity 
components are removed to ensure that flight time and 
signal quality specifications are still met. 

Modify the following aspects of the layout example: 

1. Remove the two leftmost 82493 components. 
These are the parity components. 

2. Rework Topology 1. Keep the trace leading to the 
Pentium processor (735\90, 815\100, 1000\120, 
1110\133) length La. Retune (if needed) the trace 
to the 82498 of length Lb to be electrically 
equivalent. 

3. Rework topologies 3 and 3b. Remove the traces 
which led to the parity components which have 
already been removed. 

4. Remove the Byte Enable traces that connect to the 
parity chips. 

Making traces electrically equivalent means that 
reflections from all branches return to the source at the 
same point in time. In simple cases, electrically 
equivalent traces are the same length. In all cases, 
simulate the effects of changing trace lengths to find the 
proper trace length apd routing. 

5.0. 2·MBYTE PENTIUM@ 
PROCESSOR (735\90, 815\100, 
1000\120, 1110\133)/82498/82493 
CPU-CACHE CHIP SET LAYOUT 
EXAMPLE 

This chapter contains an example layout design for 
Intel's 2-Mbyte CPU -Cache Chip Set. Intel has 
simulated and validated the design by measuring the 
flight time and signal quality parameters on boards 
based on the design example. 

The intent of the design example is to provide system 
designers a starting point. It provides one solution of 
how the Pentium processor (735\90,815\100, 1000\120, 
1110\133), 82498 cache controller, and 82493 cache 
SRAM components can be placed and routed to ensure 
flight time and signal quality specifications are met. It is 
not the only soluticn. System designers can alter the 
layout to meet their system requirements as long as the 
flight time and signal quality specifications are met. 

2-1614 

5.1. Layout Objectives 

The 2-Mbyte layout is an example of a CPU-Cache chip 
set arrangement that meets Intel's chip set specifications. 
The layout consists of one Pentium processor (735\90, 
815\100, 1000\120, 1110\133), one 82498 cache 
controller, and eighteen 82493 cache SRAMs for a 
2-Mbyte second-level cache with parity. Although the 
layout is specifically designed for a chip set with parity, 
conversion to a non-parity layout will also be discussed. 

This example layout follows the chip set's flight time 
and signal qUality specifications. In addition to meeting 
those specifications, these objectives were used: 

1. To design the optimized portion of the interface so 
that the layout is not limited by interconnect 
performance. By not artificially creating any 
critical paths, the interface can yield maximum 
performance of the chip set. 

2. To be consistent with EMI and thermal 
requirements. 

3. To have the layout be used as a validation and 
correlation vehicle by Intel. Intel used the layout to 
validate the optimized interface of the chip set, 
measure flight times and signal quality, and tune 
input and output buffers. 

Provided are complete specifications for a board layout: 
parts list, board layer plots, and the electronic files in 
Gerber format. Also provided are a set of topologies and 
line lengths so it will be easy to understand how the 
layout was generated. 

5.2. Component Placement 

To meet flight time with clock skew restrictions the 
parts should be placed in relative proximity to each 
other. At the same time, we ensured that the layout's 
Memory Bus Controller (MBC) interface signals are 
routable. Figure 25 illustrates how the chip set 
components are placed in the layout example. The dot 
indicates the location of pin 1. Figure 25 is a component 
top view of the layout. 

5.3. Signal Routingrropologies 

Tables 10 and 11 list the signal nets and their 
corresponding topologies for the optimized and external 
interfaces of the CPU-Cache Chip Set. 

All chip set signals in the optimized interface fall into 
six groups: Low addresses, High addresses, Pentium 

I 



processor (735\90, 815\100, 1000\120, 1110\133) 
control, 82498 control, CPU data and parity, and Byte 
enables. Within each group are subsets of signals that 
share common origination and destination points. Each 
subset has a unique routing called a "topology". Groups, 
subsets, and topologies are listed in Table 10. 

Topologies are given only for signals that are routed to 
multiple chips. It is the system designer's responsibility 
for routing the "point-to-point" signals such as CADS#. 

Topologies are also supplied for the external interface. 
These topologies provide channels for routing signals 
from the chip set components to the periphery where 
they can be connected to the memory bus and memory 
bus controller (MBC). However, topologies are not 

0 

B cs cs 
cd52-55 cd60-63 

0 0 

B Cs. CS CS 
(Pt~Y) 

cd44-47 cd40-43 

0 0 0 

cs cs CS 
cd20-23 cd28-31 cd36-39 

0 

~ 
0 

Cs. cs CS (P8.rNY) 
cd12-15 cd16-19 

~ ~ CS CS 
cd4-7 cdO-3 
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supplied for point to point signals in the MBC interface 
(e.g. CRDY#). Instead, the system designer must 
optimize these for the particular application. 

Table 11 lists the topologies provided for the MBC 
interface signals which are not point to point. 

Figures 26 through 41 contain the topologies which are 
described in Tables 10 and 11. A topology is a graphical 
representation of how specific sets of signals are routed. 
A topology shows the components that share a specific 
signal and the relative lengths of the traces between 
components. A small box with a capital D inside 
represents a clamping diode in the topology diagrams. 
Refer to the schematics (section 5.6.1) for details on the 
type of diode required. 

B CS 
cd5S-59 

o 
0 

cs 
cd48-51 Processor 

B CS 
cd32-35 

B cs 
cd24-27 

cc 

o 

~ CS 
. cd8-11 

o =Pin1 

PF'2020 

Figure 25. Component Placement 
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Table 10. 2-Mbyte Optimized Interface Signal Net/Topology Assignments 

Grouping RouUng Requirements Topology 

Low Addresses 

(PA3-PA19) Lines as short as possible. Line segments between all 
82493s in the array are equal to retain symmetry. La,Lc: as 

1 

short as possible. Diodes at the end of the 82493 array and 
at the 82498 cache controller. La: 0.9-1.2", W=15 Mils. Lb: 
3.7-3.9". Lc: 1.0-1.17". Ld: <1.2". Le: <1.0". 

High Addresses 

(PA20-PA21) Point to point links with resistors. PA20: La + Lb = 4.270". 2b 
PA21: La+Lb=4.150". 

(PA22-PA31) Point to point links. L: 4.0-4.2". 2 

Pentlum~ Processor (735\90,815\100,1000\120,1110\133) Control 

(HITM#, W/R#) Lines as short as possible. Line segments between all 
82493s in the array are equal to retain symmetry. La, Lc as 

1 

short as possible. La: Surface layer, W = 50 Mils or as wide 
as possible. Lc: 1.0-1.17", Ld: <1.2", Le: <1.0". For HITM#, 
La: 2.7", Lb:5.075". For W/R#, La: 2.65", Lb: 4.6". 

(ADS#) Lines as short as possible. Line segments between all 3 
82493s in the array are equal to retain symmetry. La: 3.94" 
and as short as possible, W = 15 Mils or as wide as possible. 
All traces on surface layer. Diodes at the end of the 82493 
array. Ld: 1.2". Le: 1.0". 

(ADSC#, AP, BOFF1#, Point to point links. L: 4.0-4.2". BOFF1# and BRDYC1# 2 
CACHE#, D/C#, L=5.5", AP: >4", surface layer, and as short as possible. 
LOCK#, Mil 0#, PCD, WBIWT# is surface layer. 
PWT, SCYC, WBIWT#) 

82498 Control 

(BLAST#, BOFF2#, Lines as short as possible. Line segments between all 3b 
BUS#, MAWEA#, WBA, 82493s in the array are equal to retain symmetry. Lb: 
WBTYP, WBWE#, <2.587" and as short as possible. Diodes at the end of the 
BRDYC2#, MCYC#, 82493 array. Ld: <1.2". Le: <1.0". For these signals 
WRARR#, WAY) (priority top to bottom), Lb is surface layer and greater than or 

equal to 15 Mils (or if not possible, then inner layer is greater 
than or equal to 5 Mils wide) or as wide as possible: 
BRDYC2#, BOFF2#, BLAST#, WBTYP, WBWE#, WBA, 
MWEA#, BUS# 

(BLEC#) Connected to the Cache controller and eight of the 82493s. 
La and La: 2.72" and Ld: 1.795" and as short as possible. 

4 

~AHOLD, BRDYC1#, Point to point links. Must be kept as short as possible. 2 
ADS#, INV, KEN#, 

NA#, EWBE#) 

CPU Data and Parity . 

(COO-C063, CPO-CP7) Point to point links. L: 5.50-7.4" 2 

Byte Enables 

(CBEO#-CBE7#) Connected to the Pentium processor (735\90,815\100, 5 
1000\120,1110\133), two cache 82493s and one parity 
82493. La: 5-9". 
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Table 11. 2-Mbyte External Interface Signal NetITopology Assignments 

Signal Topology 

MD0-63, ParityO-7 8 

BRDYO#, CLKO 9 

CRDY#, RESETC 10 

MBRDY#, MOCLK, MDOE#, MEOC# 11 

BRDY#'s, CLK's 12 

MFRZ#, MZBn, MCLK 14 

RESETCPU 15 

MSEL# 16 & 17 

Le Le 
! -'- -'-0 0 0 0 
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/ / / / 0 

0 0 0 0 0 

(Pt~Y) CS CS cs ~c 
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Le Le Ld ee La 

/ / / 

~ 
0 0 0 0 

CS CS CS CS 
cd20-23 cd28-31 cd36-39 cd32-35 LI 

Le Le Ld 

1\ 
/ L / /'--

0 0 0 0 0 

CS CS CS CS CC 
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cd12-15 cd16-19 cd24-27 
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Figure 26. Topology 1 
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Processor CC 
or - - CS 
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Figure 27. Topology 2 
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Figure 28. Topology 2b 
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Figure 29. Topology 3 
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Figure 30. Topology 3b 
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Figure 31. Topology 4 
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Figure 34. Topology 9 
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Figure 35_ Topology 10 
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Figure 37. Topology 12 
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Figure 38. Topology 14 
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Figure 39. Topology 15 
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Figure 40. Topology 16 
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Figure 41. Topology 17 

5.4. BoardlTrace Properties 

Specific board and trace properties were assumed while 
performing the simulations to optimize the chip set 
layout. These properties were used as the specification 
or guideline the board manufacturer should use in 
building boards. Figure 42 provides the board layer 
stackup. 

Table 12 lists the IUlrumum and maximum trace 
characteristics. These parameters along with the board 

material determine the spacing between layers and the 
total board thickness. See Table 13. 

5.5. Variable Line Widths 

Variable Line Widths are used for impedance matching 
between driver and receiver, consequently increasing a 
signal's velocity. Tables 14 and 15 show the impedance 
and velocities for a given line width. 
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Inne' Lay.", l t----=~---t 
I 

PP2018 

Figure 42. Board Layer Stackup 

Table 12 TT TraceChar2Trace Characteristics 

4 Inner Layers 2 Outer Layers 

Width/Space 5/5 Mils 8/8 Mils 

Zo 650± 10% 750± 10% 

Velocity 1.85 to 2.41 nslft 1.5 to 2.1 nslft 

Table 13. TT_OtherPCBGeos20ther Printed 
Circuit Board Geometries 

Via Pad 25 Mils 

Via Hole 10 Mils 

Pentium® Processor (735\90, 45 Mils 
815\100,1000\120,1110\133) 

SPGA Pad 

Pentium Processor (735\90, 29 Mils 
815\100,1000\120,1110\133) 

SPGA Hole 

82498 PGA Pad 55 Mils 

82498 PGA Hole 38 Mils 

82493 Surface Mount 70x13 
Package Pad Primary Side 

Layout Grid 5 Mils 
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Table 14. TT NomLineWidthMicrostrlp Line 
Impedance and Velocity as a Function of Nominal 

Line Width 

WNOM ZMIN ZMAX VMIN VMAX 

8.00 69.60 105.00 1.61 1.98 

10.00 62.80 94.70 1.64 2.01 

15.00 76.10 52.00 . 1.64 2.03 

20.00 44.20 65.60 1.67 2.06 

25.00 34.30 50.60 1.67 2.08 

30.00 30.90 45.90 1.70 2.08 

35.00 28.20 41.60 1.70 2.11 

40.00 25.70 38.40 1.70 2.13 

45.00 23.80 35.30 1.73 2.13 

50.00 22.20 32.80 1.73 2.13 
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Table 15. Strlpllne Impedance and Velocity as a 
FuncUon of Line Width 

WNOM ZMIN lMAX VMIN VMAX 

S.OO 48.00 89.20 1.90 2.36 

10.00 3S.10 60.00 1.90 2.36 

1S.00 49.20 27.90 1.90 2.36 

20.00 23.20 41.10 1.90 2.36 

25.00 19.80 3S.30 1.90 2.36 

30.00 17.40 31.10 1.90 2.36 

3S.00 1S.50 28.00 1.90 2.36 

40.00 14.10 2S.30 1.90 2.36 

4S.00 12.80 23.10 1.90 2.36 

SO.OO 11.80 21.20 1.90 2.36 

5.6. Design Notes 
1. All fast-switching signals are routed near the 

power and ground planes on inner layers of the 
board to minimize EMI effects. However, two sets 
of signals are routed on the top layer of the board: 
BRDYCl#, and JTAG signals. BRDYCl# is 
routed on top to take advantage of the higher trace 
velocity. JTAG signals can be routed on any layer 
because they are low-speed signals and will 
probably be rerouted by each customer to suit 
individual needs. 

2. Resistor Rl(On) on page 2 of the 1-Mbyte and 
2-Mbyte schematics is used to set the Pentium 
processor (735\90, 815\100, 1000\120, 1110\133) 
configurable output buffers (A3-A20, ADS#, 
WfR#, and HITM#). When the resistor is included 
the buffers are set to the extra large size. When it is 
not included (BUSCHK# internally pulled high) 
the buffers are set to the large size. Intel currently 
recommends the extra-large buffers be used for the 
2-Mbyte layout example. The on resistor should 
be designed in your design for flexibility. 

3. The 82498 output buffers that drive the 82493 
inputs must also be configured to be large. This is 
done by driving 82498 CLDRV [BGT#j high 
during reset. The 82498 and 82493 memory bus 
buffer sizes must be controlled by the Memory Bus 
Controller. Please refer to the Pentium@ Family 
Developer's Manual Volume 2: 
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82496182497182498 Cache Controller and 
82491182492182493 Cache SRAM. 

4. Series termination resistors were added to the nets, 
PA20, PA21 and several other nets to ·control 
overshoot. A value of 24n is recommended, but 
the value depends on overshoot measurement on 
the actual design. 

S. Several Topologies require different line widths on 
the same trace. This information can be extracted 
automatically using a Quad Design translation 
tool. For extraction procedure, please refer to Quad 
Design's user's manual, "Preparing PCB Design 
Databases for Simulation with TLCIXTK." 

6. Layout Rules/Common Definitions/Explanations: 
Identical symbols for transmission lines means that 
the lines should be identical in Length, Width, and 
Configuration (e.g. Strip, Microstrip etc.). The 
term "as short as possible but greater than a certain 
length" is defined as follows. In Qrder to satisfy the 
maximum flight time requirements, generally, it is 
desired that the transmission' lines be as short as 
possible. Many signals however have tight 
minimum flight time requirements. For these 
signals it is necessary to lengthen the lines, but not 
too long so as to violate the maximum flight times. 
Whenever possible, a length window is given so 
that both min timings and max timings are 
specified. When both margins are very tight and 
the signals are heavily loaded with too many 
transmission lines, it is very difficult to specify a 
range of lengths for every segment on that 
topology without being too restrictive. Instead the 
strategy was to lengthen a specific segment to 
satisfy min timings and shorten all other segments 
as short as possible to meet max timings. The exact 
lengths can be extracted from the layout. 

5.7. Explanation of Information 
Provided 

The following sections outline the design files 
associated with the 2-Mbyte CPU-Cache Chip Set 
design example that are available from Intel. These files 
are provided to simplify the task of porting the design 
example into a specific design. By using these files, 
designers may eliminate or minimize the amount of 
duplicate effort when using the design example as the 
basis for their design. The following items are available: 

• Schematics 
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• I/O Model Files 

• Board Files 

• Bill of Materials 

• Photoplot Log 

• N etlist Report 

• Placed Component Report 

• Artwork for Each Board Layer 

• Trace Segment Line Lengths 

Hard copies of the schematics are provided in the 
following section. ASCII or soft copies of all the 
information are available from Intel Order Number 
242658. 

5.7.1. SCHEMATICS 

Schematics for the 2-Mbyte CPU-Cache Chip Set design 
example were created using CadenceN alid "Concept" 
Schematic Capture program V1.5-p3. The schematics 
are 19 pages long and are provided in A size format. 
Both the Cadence and the postscript files (A size format) 
are available from Intel as described above. 

5.7.2. 1/0 MODEL FILES 

All electrical I/O simulations were performed using TLC 
V4.2.8 from Quad Design Technology, Inc. The 
simulations were performed at the fast and slow comers 
to verify that all signal quality and flight time 
specifications were met. The files used for these 
simulations are available from Intel as described above. 
These files include the topology, model, and control 
files needed to run the simulations for all nets in the 
optimized interface. 

5.7.3. BOARD FILES 

The board files for the design example were created 
using Allegro V6.1 from Cadence Design Systems, Inc. 
The files are available from Intel as described above. 
These files may be used to import the design example 
into a specific system design. 

NOTE 
Some changes to the layout and nets may be 
necessary to complete importing these files into a 
specific system design. 
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5.7.4. BILL OF MATERIALS 

The bill of materials file was created using Allegro V6.1 
from Cadence Design Systems, Inc. The file is available 
from Intel as described above. 

5.7.5. PHOTOPLOT LOG 

The photoplot log file was created using Allegro V6.1 
from Cadence Design Systems, Inc. The file is available 
from Intel as described above. 

5.7.6. NETLIST REPORT 

The netlist report was created using Allegro V 6.1 from 
Cadence Design Systems, Inc. The file is available from 
Intel as described above. 

5.7.7. PLACED COMPONENT REPORT 

The placed component report was created using Allegro 
V6.1 from Cadence Design Systems, Inc. The file is 
available from Intel as described above. 

5.7.8. ARTWORK FOR EACH BOARD 
LAYER 

The. artwork for the six board layers was created using 
Allegro V6.1 from Cadence Design Systems, Inc. The 
files are available from Intel in a Gerber format as 
described above. 

5.7.9. TRACE SEGMENT LINE LENGTHS 

The file containing the trace segment line lengths was 
created from the artwork files of section 5.6.8. All 
lengths are provided in mils (111000 inch). The stubs 
listed in the tables are associated with the pin escapes 
required for the 82493s. The file is available from Intel 
as described above. 

5.7.10. I/O SIMULATION RESULTS FOR 
EACH NET 

Electrical simulations were performed on each net 
within the optimized interface of the 2-Mbyte CPU­
Cache Chip Set design example. The simulations were 
done at the fast and slow comers to verify that signal 
quality and flight time specifications are met. The 
simulations were done using TLC V 4.2.8 from Quad 
Design Technology, Inc. using the files described in 
section 5.6.2. Table 16 summarizes the slow comer 
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simulation results and Table 17 summarizes the fast 
comer simulation results. 
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The flight time specifications listed in Tables 16 and 17 
are the 60/66-MHz flight times. 

Table 16. 2-Mbyte Slow Comer Simulation Results 

Flight Time (ns) Signal Quality 

Maximum 
Maximum Flight Time Flight Time Settling Time Overshoot 

Net AlghtTlme Specification Margin (ns) (V) 

82498 Driving 

PA3-19 11.41 11.2 -0.21 24.78 0 

PA20-31 2.35 3.2 0.85 7.49 0 

AHOLD 0.71 1.5 0.79 3.85 0.08 

AP 1.17 3.2 2.03 4.43 0.17 

BRDYC1# 0.97 1.5 0.53 7.35 0.27 

EADS# 0.64 1.5 0.86 3.83 0.06 

EWBE# 0.79 1.5 0.71 3.9 0.13 

INV 1.32 1.5 0.18 4.46 0.24 

KEN# 0.71 1.5 0.79 3.85 0.08 

NA# 0.67 1.5 0.83 3.77 0.06 

WBIWT# 0.86 1.5 0.64 3.85 0.17 

BLAST# 3 3.2 0.2 24.16 0.76 

BLEC# 1.73 2.5 0.77 3.93 0.68 

BOFFl # at CPU 1.21 1.5 0.29 4.55 0.15 

BOFF2# at SRAM 2.73 3.2 0.47 18.96 1.95 

BRDYC2# 2.76 3.2 0.44 21.59 0.8 

BUS# 2.87 3.2 0.33 24.41 0.73 

MAWEA# 2.88 3.2 0.32 24.56 0.73 

MCYC# 2.91 3.2 0.29 23.84 0.81 

WAY 2.91 3.2 0.29 23.77 0.82 

WBA 2.93 3.2 0.27 24.89 0.72 

WBTYP 2.93 3.2 0.27 24.96 0.72 

WBWE# 2.89 3.2 0.29 24.83 0.7 

WRARR# 2.98 3.2 0.22 24.78 0.75 
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Table 16 2·Mbyte Slow Corner SlmulaUon Resulte (Contd ) 

flight TIme (na) Signal Quality 

Maximum 
Maximum flight TIme FllahtTlme SetUlng TIme OVershoot 

Net Flight TIme Speclftcatlon argln (na) (V) 

PenUume Proceaaor(735\9O, 81S\100,100Q\120,1110\133) Driving 

PA3-19 3.45 3.7 0.25 6.76 0.56 

PA20-31 1.61 1.8 0.19 3.49 0.76 

CPO-7, CDO-63 1.n 2.0 0.23 5.06 0.18 

ADS# 2.n 3.3 0.53 24.93 0.78 

HITM# 3.4 3.6 0.2 6.73 0.65 

WA# 3.2 3.6 0.4 6.52 0.63 

ADSC# 1.32 1.5 0.18 4.65 0.14 

AP 1.39 1.5 0.11 4.55 0.22 

CACHE# 1.17 1.5 0.33 4.49 0.1 

D/C# 1.16 1.5 0.34 4.48 0.1 

LOCK# 1.16 1.5 0.34 4.48 0.1 

MIIO# 1.17 1.5 0.33 4.49 0.09 

PCD 1.17 1.5 0.33 4.49 0.09 

PWT 1.17 1.5 0.33 4.49 0.1 

SCYC 1.17 1.5 0.33 4.49 0.09 

CBEO-7# 2.57 2.8 0.23 6.73 0.04 

82493 Driving 

CPO-7, CDO-63 2.24 2.3 0.06 5.21 0.17 
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Table 17 2-Mbyte Fast Comer Simulation Results 

Minimum flight Time (ns) Signal Quality (V) 

Minimum Minimum 
Minimum Flight Time Flight Time Overshoot Overshoot 

Net Flight Time SpeclflcaUon Margin Overshoot Specification Margin 

82498 Driving 

PA3-19 2.24 0.8 1.44 0.33 2.6 2.27 

PA20-31 0.7 0.6 0.1 2.05 2.6 0.55 

AHOLD 0.58 0.6 -0.02 2.38 2.6 0.22 

AP 0.65 0.6 0.05 2.45 2.6 0.15 

BRDYC1# 0.8 0.6 0.2 2.58 2.6 0.02 

EADS# 0.52 0.6 -0.08 2.3 2.6 0.3 

EWBE# 0.63 0.6 0.03 2.46 2.6 0.3 

INV 0.95 0.6 0.35 2.35 2.6 0.25 

KEN# 0.58 0.6 -0.02 2.39 2.6 0.21 

NA# 0.56 0.6 -0.04 2.36 2.6 0.24 

WBIWT# 0.7 0.6 0.1 2.51 2.6 0.09 

BLAST# 0.65 0.8 -0.15 1.36 2.6 1.24 

BLEC# 0.71 0.8 -0.09 0.97 2.6 1.63 

BOFF#atCPU 1 0.8 0.2 2.03 2.6 0.57 

BOFF# at SRAM 0.51 0.8 -0.29 1.38 2.6 1.22 

BRDYC2# 0.57 0.8 -0.23 1.35 2.6 1.25 

BUS# 0.61 0.8 -0.19 1.42 2.6 1.18 

MAWEA# 0.61 0.8 -0.19 1.42 2.6 1.18 

MCYC# 0.61 0.8 -0.19 1.4 2.6 1.2 

WAY 0.61 0.8 -0.19 1.4 2.6 1.2 

WBA 0.67 0.8 -0.13 1.34 2.6 1.26 

WBTYP 0.63 0.8 -0.17 1.39 2.6 1.21 

WBWE# 0.61 0.8 -0.19 1.42 2.6 1.18 

WRARR# 0.69 0.8 -0.11 1.26 2.6 1.34 
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Table 17 2·Mbyte Fast Comer Simulation Results (Contd ) 

Minimum Flight Time (ns) Signal Quality (V) 

Minimum . Minimum 
Minimum Fllghtnme. FlI8htnme Overshoot OVershoot 

Net Flight Time Speclftcatlon argln OVershoot Speclftcatlon Margin 

Pentium- Processor (735\90, 81~100, 1000\120, 1110\133) Driving 

PA3-19 1.2 0.8 0.4 1.09 2.6 1.51 

PA20-31 0.89 0.6 0.29 2.07 2.6 0.53 

CPO-7, CDO-63 0.96 0.8 0.16 2.01 2.6 0.59 

ADS# 0.89 0.8 0.09 1.2 2.6 1.4 

HITM# 1.31 0.8 0.51 1.03 2.6 1.57 

WR# 1.13 0.8 0.33 1 2.6 1.6 

ADSC# 0.83 0.6 0.23 2 2.6 0.6 

AP 0.85 0.6 0.25 2.44 2.6 0.16 

CACHE# 0.72 0.6 0.12 2.02 2.6 0.58 

D/C# 0.71 0.6 0.11 2.02 2.6 0.58 

LOCK# 0.71 .0.6 0.11 • 2.02 2.6 0.58 

M/IO# 0.71 0.6 0.11 1.99 2.6 0.61 

PCD 0.72 0.6 0.12 2.02 2.6 0.58 

PWT 0.71 0.6 0.11 2.02 2.6 0.58 

SCVC 0.71 0.6 0.11 2 2.6 0.6 

CBE0-7# 0.69 0.6 0.09 1.89 2.6 0.71. 

82493 Driving 

CPO-7, CDO-63 0.91 0.8 0.11 2.08 2.6 0.52 

Note: An overshoot specifICation voltage in parentheses denotes the value lor V ss .1 different lrom V ce. 
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1.0. INTRODUCTION 

In addition to standard 3.3V Pentium'" processors, Intel 
is offering 3.3V Pentium processors with VRE 
specificat.1Ons to enable quicker time-to-market cycles, 
and higher-performance desktop and server systems. 
This document will explain the voltage specifications, 
recommend solutions for supplying consistent power, 
and suggest validation techniques to ensure robust 
3_3V Pentium processor-based desktop or server 
systems. VRE (Voltage Regulated Extension) 
components have stricter supply voltage specifications 
than standard components, and as such VRE-based 
designs bring additional challenges to power regulation. 
Although this document focuses on VRE designs, the 
system design and voltage measurement concepts also 
apply to designs for standard components. 

This document contains five key sections: 

Chapter 2.0 discusses the standard and VRE 
specifications. The VRE and standard voltage ranges 
have been adjusted for the C2-step and all subsequent 
processors. These changes are reflected in the chapter 
(and the entire document). Chapter 2.0 also gives an 
overview of some important system design and voltage 
measurement considerations associated with VRE 
components. The consequences of specification 
violations are also discussed. 

Chapter 3.0 deals with the power supply and regUlation. 
It contains power implementation recommendations to 
ensure a robust system design. In addition, this chapter 
contains detailed low cost bulk and high speed 
decoupling recommendations for Socket 5, Socket 7, 
and standard 3.3V designs. 

Chapter 4.0 explains the proper measurement techniques 
to verify that systems meet their respective voltage 
specifications. These measurement techniques apply to 
all Pentium processors. Measurement results from the 
Pentium'" Processor Flexible Motherboard Reference 
Design are shown in this chapter. 

Appendix A provides information about tools to assist in 
both simulating decoupling solutions, and in taking 
voltage measurements. This section also contains 
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information on how to obtain and use the recommended 
"stress" code for voltage noise measurement. 

Finally, Appendix B provides a list of thud party 
vendors. These vendors include suppliers of regulators, 
resistors, capacitors, and sockets. 

2.0. SPECIFICATIONS 

2.1. The VRE Specification 

The main difference between the VRE, and standard 
3.3V specifications are the voltage supply requirements 
(see Table 1). Since the VRE specification has a stricter 
Vee requirement than the standard voltage specification, 
VRE-based systems are very sensitive to voltage supply 
noise and transients. Any overshoot or undershoot 
heyond the voltage range (at a measurement 
bandwidth of 20MHz) is not pennitted. Any transient 
excursion beyond the specified voltage range may result 
in unstable system behavior. Note that socket type and 
measuring techniques are also specified and sbould be 
followed to ensure consistent and accurate 
measurements. 

Complete S-Specs, and availability of the Pentium 
processor family may be found in the latest Pentium 
processor stepping information or Pentium'" Processor 
Specification Update (Order Number 242480). 

The complete specifications shown above must be 
met to ensure a robust VRE-based platfonn. All 
measurements must be made and guaranteed at the back 
of the motherboard at the CPU socket pins. The voltage 
specifications assume an oscilloscope measurement 
bandwidth of 20MHz. Socket 5 or Socket 7 (or an 
equivalent socket of less than SnR) should be used to 
ensure upgradability to future Pentium OverDrive'" 
processors and to ensure accurate transient 
measurements. 

Note that standard voltage range encompasses the VRE 
range, hence standard parts will operate in VRE systems 
(see Figure 1). 
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Table 1 Comparison of Standard SpeclflcaHons to VRE SpeclflcaHons 

SpeclflcaUons Standard VRE 

Vee 3.135V' to 3.6V 3.4V· to 3.6V 

No overshoot or undershoot No overshoot or undershoot 
allowed allowed 

Timings Standard and MD ' MDonly 

Thermals Same Maximum Icc and Maximum Power Dissipation 

Socket Pentiuml!l OVerDrivel!l Processor Upgrade Socket 5 or Socket 7 

Measurement Transients must be measured and guaranteed at the back of the 
mcitherboard at the CPU socket pins. The measurement should be 
taken with a bandwidth of at least 20MHz (see section 4.2). 

Notes: 'Applies to the C2 stepping, and all subsequent Pentium" processors. 
'Applies to the C2 stepping, and all subsequent Pentium" proceeeors wMh the VRE specHication. 

2.1.1. The VRE Supply Voltage Range 

VRE components allow less transient tolerance than 
standard components. To compensate for the smaller 
transient tolerance. VRE-based platforms must use 
accurate voltage regulators and adequate local 
decoupling capacitors. During worst-case transient 
conditions (transition into and out of Stop Grant Mode 
or Halt Power Down Mode), current supplied to the 
processor can change by several amperes in tens of 

nanoseconds. Since power supply units and voltage 
regulators can at best respond in a time frame on the 
order of milliseconds, bulk decoupling capacitors are 
required to act as current reservoirs until the power 
supply unit or voltage regulators regulate to the, new 
load. Due to the high operation speed of the internal 
core of the Pentium processor, high frequency capacitors 
are also required to filter the excessive noise 
components. Failure to provide adequate power 
regulation during this transition may result in 
undershoot and overshoot beyond the voltage 
specifications of the processor. 

3.40V VRERange 3.60V 

• Standard Range 
3.135V 3.60V 

Flgure1. A Comparison of Standard and VRE SpeclflcaHons 

2.2. Typical Application Behavior 
Poorly designed desktop and server systems may violate 
VRE specifications during normal operation. An 
unusual application instruction mix can cause large 
current spikes from clock cycle to clock cycle. Figure 2 
shows the rapid fluctuations of system power during 
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execution of a BAPC093* benchmark trace (BAPC093 
is a system benchmark used for measuring system 
performance). These quick transitions in current occur in 
a shorter time frame than that in which the power supply 
unit or voltage regulator may be able to respond. 

Worst-case transients occur during power management. 
Figure 3 shows an oscilloscope trace of a system leaving 
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the low-power Stop Grant State (via a deassertion of 
STPCLK#). The supply voltage "droops" due to ESL 
and ESR effects (see section 3.5). and because the 
voltage regulator cannot respond quickly enough to the 
large, instantaneous change in current. Droops and 
surges also occur in systems with proper decoupling, but 
to a lesser extent. The system also has high frequency 
noise due to high operation speed of the internal core. 
Figure 3 shows the "droop" due to ESRIESL effects 
when exiting the Stop Grant state. The longer term 
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voltage variations ( on the order of milliseconds) are not 
shown in this plot. Violating the VRE specifications by 
undershooting or overshooting the voltage range may 
result in unreliable and unstable behavior. The 
consequences of voltage specification VIOlations are 
explained in the next section. Chapter 3.0 will 
recommend techruques for providing accurate regulation 
and proper decoupling to ensure a robust VRE-based 
platform. 

Trace Execution Time = 1 hour 59 minutes and 8 seconds 

Figure 2. Rapid Fluctuations of System Power While During Active Operation (BAPC093*) 
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Figure 3. Voltage "Droop" when ExlUng Stop Grant State 

2.3. Voltage Specification 
Violations 

Overshooting the voltage specification can cause certain 
signals to violate their Minimum Valid Delay timing 
specifications. This timing violation will in turn lead to 
a failure in the system. Excessive and sustained 
overshooting can also cause hot electron related effects 
which can compromise the reliability of the part. 

Undershooting causes a reduction in the performance of 
the component, and may also lead to timing related 
failures. The processor will not function properly at its 
correct clock frequency. 

Extensive die probing experiments show that high 
frequency overshooting and undershooting of the 
voltage specification are filtered by the processor's 
package parasitics, and are accounted for during the 
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testing of the processor. As a result, the recommended 
oscilloscope measurement bandwidth has been adjusted 
to 20MHz (see section 4.2 for details). 

3.0. THE POWER SUPPLY 

Until traditional power supply units with 3.3V DC 
outputs are widely available, supplying power to the 
3.3V Pentium processor requires a 5V-to-3.3V voltage 
regulator. In addition, robust local decoupling must be 
provided to accommodate the transition to and from 
low-power modes. It is important to select the 
components to be as accurate as possible. A platform 
based on an inaccurate power supply unit must be 
compensated with a more accurate regulator and extra 
local decoupling. Similarly, a platform based on an 
inaccurate regulator requires accurate supporting 
components and additional decoupling capacitors. As 
shown next, selecting accurate components will 
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maximize the voltage transient allowed. 

The VRE specification allows a total voltage bndget of 
20OmV. It is important to understand the voltage budget 
must include any deviation in the voltage regulator, the 
inaccuracy of its supporting components, and other non­
ideal behavior of real components. When designing for a 
VRE-based platform, these DC factors must be 
subtracted from the total VRE budget. The remaining 
allowance should be targeted when measuring the 
voltage transient. It is hence important to select accurate 
voltage regulators and precise support components to 
allow maximum voltage transients. 

VRE Specifications = 

+ 

+ 

1: Voltage Regulator Accuracy 

Support Component Accuracy 

Thennal Drift and Aging Effects 

+ Measured Voltage Transient 

5.50V 

5.25V 

5VDCPower 
Supply Unit 4.75V 

4.50V 

3.1. Selecting an Accurate Power 
Supply Unit 
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The power supply unit must provide a minimum 
se!point equal to, or higher than the minimum input 
voltage required by the regulator (see Figure 4). Off-the­
shelf 5V. power supply units with a 5% accuracy 
speCificatIOn can meet the typical 4.75V requirement of 
most regulators. However, a 5V power supply unit with 
an accuracy of 10% may provide a se!point as low as 
4.5V and fail the minimum input requirement. Similarly, 
an accurate power supply unit may also fail if the 
voltage regulator has minimum input voltages higher 
than 4.75V. If using a less accurate power supply unit, 
the minimum setpoint must be raised to meet or exceed 
the minimum input voltage required by the voltage 
r<;gulator. If a voltage regulator requires an input voltage 
hIgher than 4.75V, consider choosing a more accurate 
power supply unit to raise the minimum setpoint. 

Sufficient decoupling must be provided between the 
power supply unit and the voltage regulator to minimize 
any noise. The disturbance on the 5V power supply unit 
may exceed the specification of TIL logic devices if the 
decoupling capacitance is insufficient. 

Voltage 
Po~Supply Regulator 
Min Setpoint 

2: 5V 3.3 
Min Input 
Voltage 

Agure 4. Setpolnt Requirement of Power Supply 

3.2. Selecting an Accurate Voltage 
Regulator 

There are two types of voltage regulators: switching 
and linear. Switching regulators provide - power by 
pulsing the voltages and currents to the load, thus 
resulting in lower heat dissipation and higher efficiency. 
Switching regulators are however generally more 
expensive and require more supporting components than 
linear regulators. Unear regulators essentially are 

voltage dividers and provide power by "dividing down" 
the 5V inputs to 3.3V outputs. Linear regulators 
dissipate more power, but are less expensive and 
typically require only two additional (feedback) 
resistors. Unless the system has strict thermal 
requirements, linear regulators generally are suited for 
high-volume designs. Both types of regulators can meet 
the VRE voltage range if they have accurate outputs and 
precise supporting components. Table 2 below compares 
the two types of voltage regulators: 
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An inaccurate regulator leaves little room for transient 
tolerance. For example, VRE specifications allow a 
voltage regulator solution to deviate only two percent 
(3.4V to 3.6V) from the desired regulator setpoint of 
3.SV. Static specifications such as line regulation, 
temperature drift, and the initial setpoint must be held to 
1 % if any transient is to be permitted at all. Table 3 
recommends the voltage regulator module accuracy 
required to ensure a robust VRE-based platform. 

There are direct tradeoffs between the accuracy of the 
regulator and the amount of local decoupling. Using an 
inaccurate regulator requires more accurate dividing 
resistors and more decoupling. Conversely, using high­
ESR, quick-aging capacitors necessitates accurate 
regulators. The next section recommends the bulk and 
high-speed decoupJing required to ensure a robust VRE­
based platform. The recommendations were based on 
extensive simulations and empirical measurements_ 

Table 2 Comparison of Voltage Regulators 

CharacterisUcs (Typical) Unear Regulator Switching Regulator 

Maximum Efficiency 67% 95% 

Maximum Power Dissipation 33% 5% 

2 to 6 5 to 12 

Supporting Components (feedback resistors) (feedback resistors, MOSFET 
switches, inductor, diode, caps) 

Approximate Total Cost Moderate Moderately High 

Table 3 RecommendaUons for Linear Voltage Regulator 

Parameters Total Accuracy Maximum Deviation 

Voltage Regulator Setpoint ± 1 % (VRE) ±35mV (VRE) 

+ 

Feedback Resistors 

+ ± 2% (STD) ± 66mV(STD) 

Thennal Drift, Aging Effects 
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3.3. Bulk Decoupling 
Recommendations 

The Pentium processor can be shut down and restarted 
very quickly with either the STPCLK# signal, or the 
HALT instruction. Switching the supply current on and 
off in very short time may cause serious power supply 
surges and droops in systems with inadequate bulk 
decoupling. Adequate bulk decoupling capacitors, 
located between the power and ground planes, near the 
processor, are necessary to filter these surges and 
droops. Adequate bulk capacitance is necessary to 
provide a current reservoir until the regulator can 

• 100 

! 

respond to the new load. It is important to use tantalum 
capacitors to minimize any aging effect. Electrolytic 
capacitors age faster, are inaccurate and are not stable 
over a wider temperature range. Capacitors with long 
leads add inductance and increase transients. Figure 5 
shows the bulk decoupling required and a layout 
example to ensure the effectiveness of bulk decoupJing. 

Table 4 shows the decoupling recommendations for 
Socket 5, Socket 7 and standard 3.3V designs. Socket 7 
is backward-compatible with Socket 5, and in addition it 
allows for upgradabiJity to a future OverDrive 
processor. Note that the recommendations in Table 4 
have already been optimized for cost efficiency . 

capacrtor values are In micro farad 

Figure 5. Recommended Bulk Decoupllng Capacitor Values and Layout for VRE-based Design 

Ap·522 
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3.4. High Speed Decoupling 
Recommendations 

Due to its high speed core activity, the Pentium 
processor generates high frequency noise components 
and higher current spikes in the power supply. High 
frequency capacitors between the power and ground 
planes and near the processor, are required to filter these 
high frequency noise components. Since the inductive 
effects of circuit board traces and component leads 
become more critical at higher frequencies, it is critical 
to place high frequency capacitors as near as possible to 
the processor, using short traces to minimize inductance. 
Surface mount capacitors should be placed inside and 
around the socket cavity as shown in Figure 6. 

The recommendations shown in Table 4 and Table 5 
were based on extensive simulations and experiments. 
They provide a robust solution to accommodate various 
Pentium processors and Pentium Overdrive processors. 
During system design cycles, questions may arise about 
reducing cost by reducing the amount of decoupling, 
substitnting with different capacitor dielectrics, and 
using less accurate resistors. Before committing to any 
deviations from the recommendations, it is highly 
recommended that the solution be simulated and 
certified for the variety in components, temperatures, 
and lifetime degradations. The use of fewer, lower 
quality decoupling than indicated in this section is 
discouraged, even if voltage measurements indicate 
that the margin exists at 20MHz.1 

Table 4 Bulk Decoupllng RecommendaUons for 3 3V Platforms 

Design Qty Value Type Maximum ESR Maximum ESL 

Socket 5 4 100 j.!F Tantalum 25mO 0.68nH 

(100 mQ/cap) (2.7 nH/cap) 

Socket 7 4 100 j.!F Tantalum 25mO 0.68nH 

(100 mQ/cap) (2.7 nH/cap) 

Standard 4 100 j.!F Tantalum 25mO 0.68nH 

(low cost, (100 mQ/cap) (2.7 nH/cap) 
non -VRE) 

Footnotes 
1 The product test environment assumes a certain minimum amount of decoupling. 

2-1648 I 



I 

AP-522 

Table 5 High Speed Decoupllng RecommendaHons for 3.3V Platforms 
Socket Qty Value Type Maximum ESR MaximumESL 

SocketS 18 1 J.1F X7R1X7S 0.83 ma 0.117 nH 

ceramic caps (15 mllicap) (2.1 nH/cap) 

Socket 7 25 1 J.1F X7R1X7S 0.6ma 0.084 nH 

ceramic caps (15 mllicap) (2.1 nH/cap) 

Standard 12 1 J.1F X7R1X7S 1.25ma 0.175 nH 

ceramic caps (15 mllicap) (2.1 nHlcap) 

capacrtor values are In micro farad 

Figure 6. Recommended High Speed Decoupllng Capacitors and Layout for VRE-based 
Unlned-Plane Designs 
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Socket 7 1 
capacrtor values are In micro farad 

Figure 7. Recommended High Speed Decoupllng Capacitors and Layout for VRE·based 
Unlfled·Plane Deelgns 

3.5 ESR and ESL: Why Less is 
Better? 

Effective Series Resistance (ESR) and Effective Series 
Inductance (ESL) are elements of non-ideal behavior of 
real components. The ESR and ESL determine how 
quickly a capacitor can source current to regulate a new 
load. More importantly. the ESR must be low enough at 
high frequencies to not offset the desired filtering effects 
of bulk decoupling capacitors. For a given current 
transient. the voltage transient is proportional to the ESL 
and ESR. The use of capacitors with high ESR and ESL 
hence contributes to higher voltage transients and may 
cause overshooting or undershooting. Aluminum 
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electrolytic capacitors degrade at a relatively low 
frequency. Low ESR tantalum caps can retain ESR 
specifications up to about 1-10 MHz. Low ESR ceramic 
capacitors can retain ESR specifications up to l00MHz. 
Do not reduce the quantity of capacitors shown in Table 
4 and Table 5 if substituting with capacitors with a 
larger value. When placed in parallel. two 2201JF 
tantalum capacitors may have higher ESR than four 100 
J,LF capacitors. Placing capacitors in parallel reduces the 
maximum overall ESR. The maxiDUlm overall ESR 
specifications listed in Table 4 are the same for 
capacitors with values of 100J,LF. 2201JF. and 330J,LF. 
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3.6. Decoupling Recommendations 
for Split-Plane Designs 

A split-plane design using Socket 7 should have all the 
decoupling capacitors recommended for Socket 7 (in 
Tables 4 and 5) placed on the core power plane. In 
addition 12 capacitors, each with a value of O.I~, 
should be used to decouple the 1/0 power plane. 

4.0. TAKING VOLTAGE 
MEASUREMENTS 

4.1. Creating Worst-Case Transient 
Excursion 

The recommendations for regulators and local 
decoupling can be validated by creating worst-case 
supply transient conditions and measuring accurately as 
shown in Figure 8. Worst-case transients may be 
generated by executing the "stress" program on a 
Pentium processor test sample (refer to Appendix A for 
directions on obtaining test samples and the "stress" 
program). Table 6 explains the steps to create the worst-
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case transient conditions. Table 7 provides the 
measurement technique summary. 

It is necessary to assert and deassert the STPCLK# 
signal while executing the "stress" program to create the 
worst-case transient condItions. Asserting the STPCLK# 
signal will place the processor into the Stop Grant mode 
(consuming about 15% of active current). Deasserting 
the STPCLK# signal will return the processor to the 
Normal state. To simulate actual system behavior, V co 

should be stabilized before asserting or deasserting 
STPCLK# as shown below. Asserting and deasserting 
STPCLK# too rapidly may generate unrealistic voltage 
transients. There are no minimum time specifications 
required to stabilize V co since the estimated time is 
highly dependent on the system (length of current 
instruction, outstanding write cycles, response time of 
voltage regulator, and accuracy and quantity of 
decoupling). However, based on experiments from the 
Pentium'" Processor Flexible Motherboard Reference 
Design, STPCLK# should be asserted and deasserted at 
a rate of 10-100KHz. As part of their power saving 
features, certain BIOS are able to assertldeassert 
STPCLK# during execution of a batch file such as 
described in Table 6. 

Table 6. DlrecUons to Generate Worst-Case Transient 
Step One A Install Pentium III processor 

Step Two B Insert diskette containing the "stress" program 

Step Three C Copy ·STR4Y.EXE" to the C drive 

Step Four 0 Create a batch file with an infinite loop that executes "STRY4.EXE" once in every 
loop. See Appendix A. 

Step Five E Run the batch file created in step four. 

Step Six F Measure V "and set oscilloscope as shown in Table 8 to obtain the voltage 
transient. Tfie voltage transient must not overshoot 3.6V, or dip lower than 3.4V 
for VRE systems. 

Step Seven G Assert and deassert STPCLK# while the "stress" program is executing. 

Table 7. Measurement Technique Summary 

Measurement Bandwidth' ~ 20 MHz 

Probe Bandwidth ~ 250 MHz 

Board Location At the back of the board, at Socket pins 

Pin Locations 12 Pins (listed above) 

Note: ' Signals should be attenuated by no more than 3dB at 20MHz, and 6dB at 40MHz. 
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STPCLK# Here 

CenterVCC 

3.6V 

Regulated VCC Level 

Minimum VCC: VRE: 3.4V 
SID: 3.135V 

Assert I Deassert 
STPCLK# Here 

/ 

Rgure 8. Method for GeneraUng Woret·Case Transient via STPCLK# 

4.2. Measurement Technique 

All transient measurements must be taken at the back of 
the motherboard at the socket pins on an iPSL-certified 
Socket 5, Socket 7, or an equivalent socket of 5nH or 
less. Measuring transients on an unspecified socket or at 
a different location will result in inaccurate readings. 
For accurate readings, all probe connections must be 
clean. Shorten the ground lead of the probe to minimize 
any extra inductance. A specially-made probe as shown 
in Figure 9A will ensure accurate readings by 
connecting the probe tip directly to the Vas signal and 
connecting four standoffs to the Vas plane. Figure 9B 
proposes an alternate solution by providing a short loop 
of wire around the ground shield of the probe. Figure 9C 
is a good example of how not to perform measurements. 
The ground cable of the probe will add significant noise 
to the transient measurements. 

The following V cJV ss pairs should be measured, and 
must all meet the voltage specification: AN13/AMIO, 
AN211AM18, . AN29/AM26, AC37fl36, U371R36, 
1.3711136, A251B28, A171B20, A7IBIO, GlIK2, SlN2, 
ACIIZ2. These pins are a subset of all V cJV as pairs, 
and hence should not be singled out when placing 
decoupling capacitors. 

The scope settings shown in Table 8 are recommended 
for accurate measurements. Although the measurement 
bandwidth of the scope should be set at 20MHz, a probe 
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with a bandwidth of at least 250MHz should be used. 
This high bandwidth probe ensures a total effective 
bandwidth of 20MHz. The trigger point should be set in 
the middle of the range and slowly moved to both the 
high and low ends of the VRE range. 

Table 8. Recommended Oscilloscope 
ConfiguraUons to Capture Voltage 

Transient 
Bandwidth' 20 MHz' 
Sampling ~ 100 Million Samples I 
Rate Second 
Vertical .s. 20 mVldivision 
Reading 
Horizontal ~ 500 nS/division 
Reading 
Display Infinite Persistence 

Notes: 'Signals should ba attenuated by no more than 3dB 
al20MHz, and 6dB at40MHz. 

, A probe with a bandwidth of alleast 250mhz 
should ba used. 
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Signal A 

Correct Correct Not Correct!!! 

Figure 9. Correct and Incorrect Probe Connections for Measuring Transient 

4.3. Measurement Results 

The voltage transient measurement shown in Figure 10 
was taken on the Pentium Processor Flexible 
Motherboard Reference Design (FMB) using the 
technique shown in Figure 9B. The Pentium processor 
FMB is an actual motherboard designed to 
accommodate various Pentium Processors and Pentium 
OverDrive processors, regardless of specifications. The 
Pentium processor FMB ensures accurate voltage 
regulation and proper decoupling through the Voltage 
Regulator Module (VRM), a small add-on module. To 
allow maximum flexibility, a variety of VRM models 
are available to accommodate all voltage specifications 
on the Pentium processors. For more detailed 
specifications of the Pentium processor FMB or VRM, 
please refer to the Pentium® Processor Flexible 
Motherboard Design Guidelines, Revision 2.0 
(Reference Number SC-0990). 

Figure 10 shows the Pentium processor exiting the Stop 
Grant Mode. Measurements were taken with a Tektronix 

TDS-684A oscilloscope and P6245 probe, wlule running 
the "~tress" program with STPCLK# togghng to 
potentially create worst case transients. STPCLK# was 
also used to trigger the measurement. The platform used 
a VRE Spec VRM. 

The VRE specification can tolerate voltage transients 
from 3.4V to 3.6V. The available tolerance of 200m V 
allows for voltage deviations due to transients and for 
VRM setpoint accuracy. VRM setpoint accuracy refers 
to the range in which the VRM maintains the output 
voltage (I.e. DC offset, noise, regulation tolerance 
including reference resistor tolerance under line and 
temperature variations). In this case, the setpoint 
accuracy is 70mV. The maximum voltage transients 
measured was about 58mV. This demonstrates that the 
Pentium processor flexible motherboard reference 
deSIgn meets the VRE voltage specifIcation. It is 
important to note that the VRM and motherboard 
decoupling should allow for the main processor or 
Pentium OverDrive processor with the worst case 
current ramp. 
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Figure 10. Transient Measurements with VRE Spec VRM 
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Appendix A: Test Samples and "Stress" Code 

The "stress" program and may be obtained through a local Intel Field Sales representatlve or by calling Intel Technical 
Support at 1-800-628-8686. Intel Field Sales representatives may obtam the stress program from Sales Library 
Database (Technical Documents). 

After the "stress" program has been obtained and installed 0'1 the C drive. a batch file should be written to run an 
infinite loop. The following is an example. The file is called STRESS.BAT: 

:loop 

STRY4.exe 

echo on 

gota loop 

At the DOS. prompt. type STRESS and take measurements as explained in Chapter 4.0. 
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Appendix B: Third Party Components 

The following vendors offer various solutions to ensure a robust VRE-based platform. Please contact the following 
vendors for specifications, samples, and design support. 

Table 9 Voltage Regulator Modules 
Vendor North America Europe APAC Japan 

Unear Bob Scott Fred Killinger Dick Collins 
Tech 

Tel: (408) 432-1900 Tel: (49)89-3197410 Tel: (65) 293-5322 

Fax: (408) 434-0507 Fax: (49) 89-3194821 Fax: (65) 292-0398 

Maxim! David Timm (Maxim) Jacob Huang (Ambit) David Timm (Maxim) 
Ambit' 

Tel: (408) 737-7600 Tel: 88635-784975 Tel: (408) 7:¥l-7600 

Fax: (408) 737-7194 Fax: 886-35-775100 Fax: (408) 737-7194 

Power Phil Lulewicz Joe Ywli Ken Katsumoto 
Trends' 

Tel: (708) 406-0900 Tel: (408) 7:¥l-7600 Tel: (81) 3-5367-9000 

Fax: (708) 406-0901 Fax: (408) 737-7194 Fax: (81) 3-5467-07n 

Semtech' Art Fury Julian Foster Art Fury 

Tel: (805)498-2111 Tel: (44) 592-630350 Tel: (805) 498-2111 

Fax: (805) 498-3804 Fax: (44) 592-n4781 Fax: (805) 498-3804 

Siliconix Howard Chen Eric Williams Howard Chen Tony Grizelj 

Tel: (408) 970-4151 Tel: (44) 344-485757 Tel: (408) 970-4151 Tel: (81) 3-5562-3321 

Fax: (408) 970-3910 Fax: (44) 344-427371 Fax: (408) 970-3910 Fax: (81)3-5562-3316 

Nole: ' DP VRM available 
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Table 10. Socket 7 

Vendor North America Europe APAC Japan 

Amp Jim Crompton Rob Rix H.ltoh 

Tel: (910) 855-2338 Tel: (44) 753-67-6892 Tel: (81) 44-844-8086 

Fax: (910) 855-2224 Fax: (44) 753-67-6808 Fax: (81) 44-812-3203 

Appros Tony Goulart Appros Taiwan Inc. Appros Inc. 

Tel: (415) 548-1636 Tel: (886) 2-718-4774 Tel: (03) 3358-4857 

Fax: (415) 548-1124 Fax: (886) 2-718-4344 Fax: (03) 3358-5734 

Augat David M. Barnum Ani Shahab Atsushi Sasaki 

Tel: (508) 699-9890 Tel: (44) 952-670-281 Tel: (81) 44-853-5400 

Fax: (508) 695-8111 Fax: (44) 952-670-342 Fax: (81) 44-853-1113 

Foxeonn Julia Jang or Paul Fitting Ronny Chiou or Ivan Liaw 

Tel: (408) 749-1228 Tel: (886) 2-268-3466 

Fax: (408) 749-1266 Fax: (886) 2-268-3225 

Yamaiehi Ann Sheperd Mr. Matsuda Alan Liu Mr. Shiwaku 

Tel: (408) 456-0797 Tel: (49) 89-451021-43 Tel: (886) 02-546-0507 Tel: (81) 3-3778-6161 

Fax: (408) 456-0779 Fax: (49) 89-451021-10 Fax: (886) 02-546-0509 Fax: (81) 3-3778-6181 
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Table 11. Decoupllng Capacitors 
Vendor Part No. Type North America APAC 

Singapore 
Dennis Liebennan Steve Chan 

AVX 1206YZ105KAT1A 1/lF.X7S Tel: (803) 946·06HI Tel: (65) 258·2833 
Fax: (803) 448·2606 Fax: (65) 258-8221 

Korea 
TPSD107K010R0100 100/lF. Tantalum K.J.Kim 

Tel: (82) 2-785-6504 
Fax: (82) 2-784-5411 
Taiwan 
Nanco Electronics 

Johanson Sales Department Bill Yu 
Dielectrics Tel: (818) 364-9800 Tel: (886) 2-758-4650 

160R18W105K4 1/lF. X7R Fax: (818) 364-6100 Fax: (886) 2·729·4209 

Hong Kong 
Tel: (852) 765-3029 
Fax: (852) 330-2560 

KEMET Richey-Cypress Intemation Accounts 
Electronics T495X107K010AS 100/lF. Tantalum Electronics Warren Marshall 

Tel: (408) 956-80)0 Tel: (800) 421-7258 
Fax: (408) 956-8245 Fax: (714) 895-0060 

Taiwan 
Tel: (886) 2-562-4218 
Fax: (886) 2-536-6721 

Murata Sales Department 
Electronics Tel: (404) 436-1300 Hong Kong 

GRM40X7R105J016 1/lF. X7R Fax: (404) 436-3030 Tel: (852) 782-2618 
Fax: (852) 782-1545 

Korea 
Tel: (82) 2·730-7605 
Fax: (82) 2-739-5483 
Korea 
Tel: (82) 2·554-6633 
Fax: (82) 2-712-6631 

TDK 
Sales Department Taiwan 

CC1206HX7R105K 1 /IF. X7R/X7S Tel: (708) 803-6100 Tel: (886) 2-712-5090 
Fax: (708) 803-6296 Fax: (886) 2-712-3090 

Hong Kong 
Tel: (852) 736-2238 
Fax: (852) 736-2108 
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Table 12. Header 7 

Vendor North America Europe APAC I Japan 

Amp Larry Freeland Rob Rix H. Itoh 

Tel: (717) 780·6045 Tel: (44) 753-67-6892 Tel: (81) 44-844-8086 

Fax: (717) 780-7027 Fax: (44) 753-67-6808 Fax: (81) 44-812-3203 

Foxconn Julia Jang or Paul Fitting Ronny Chiou or Ivan Uaw 

Tel: (408) 749-1228 Tel: (886) 2-268-3466 

Fax: (408) 749-1266 Fax: (886) 2-268-3225 

Table 13. Shorting Blocks 

Vendor North America Europe APAC Japan 

Amp Larry Freeland Rob Rix H.ltoh 

Tel: (717) 780-6045 Tel: (44) 753-67-6892 Tel: (81) 44-844-8086 

Fax: (717) 780-7027 Fax: (44) 753-67 -6808 Fax: (81) 44-812-3203 

Foxeonn Julia Jang or Paul Fitting Ronny Chiou or Ivan Uaw 

Tel: (408) 749-1228 Tel: (886) 2-268-3466 

Fax: (408) 749-1266 Fax: (886) 2-268-3225 

Molex Micheal Gits (Molex) (Molex) (Molex) 

Tel: (708) 527-4801 Tel: (49) 89-413092-0 Tel: (65) 268-6868 Tel: (81) 427-21-5539 

Fax: (708) 969-1352 Fax: (49)89-401527 Fax: (65) 265-6044 Fax: (81) 427 -21-5562 
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Table 14. Resistors 

Vendor Size Type Accuracyl Value Contact 

Beckman 0805 thin 0.1%,10K-l00Kohms Cathy Whittaker 

IndUstrial thick 1-5%, 10-lM ohms (214) 392-7616 

0603 thick 1-5%, 10-1 M oh.ms 

Dale Electronic 0603 thin 0.5%, 10-100K ohms Gary Bruns 

thick 1%,2%, 10-lM ohms (402) 371-0080 

0805 thin 0.1%,100-100Kohms 

KoaSpear 0805 thin 0.1%,100-100Kohms T. Yogi 

thick 0.5-5%, 10-lM ohms (814) 362-5536 

Thin Film Technology 1206 thin 0.1%,100-250Kohms Thin Film TECH. (607) 625 8445 

Regional Sales Managers 

0.5%, 10-250K ohms Patrick J Lyons ext. 14 

All states W. of Mississippi except Texas 
and S. CaiWornia 

0805 thin 0.1%, 100-100K ohms 

0.5%, 10-lM ohms Mark Porisch ext. 12 

Southern U.S. E. of Mississippi including 
Texas 

0603 thin 0.1%,100-33Kohms 

0.5%, 10-330K ohms Tim Goertzen ext. 13 

Northen U.S. E. of Mississippi & Canada 

0402 thin 0.5%, 10-100K ohms 

Mike Smith (310) 768-8923 

Southern California 
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28707 • Agoura Road SUllo 150 ~82~ DaIIaa 75240 
8u11e203 No!cftIea 30092 : 51 253-7391 ~tic~ffl.;.~ c.IIIbuaa, CA .,302 

~tic~~5 FAX: (718)223-2581 
TaI:~828_ 
FAX: (81 )-880-1820 Inial Qorp. ='05~. Hwy 249 inial=:. IIAHD :'.::'.t~DrIve SUle880 
3550W A ...... 

='~t7.in_ ~~~: 
Houaton 77070 

8uIIe 140 
~~--SIIcIame'*> 15821 Sull8238 FAX: (518)348-7939 : 91 881·2410 

TaI:(800~ __ 
_83702 

FAX: (713)378-2891 
FAX: (11 8711-7011 TeI:~ __ OHIO 

UTAH 
...... COrp. FAX: 331.zz&5 

=:r70rlve :::s.::-RIdge DrIve 
ILLINOIS SUllo 205 ~=6400 SouIh 8u11e4A Hudaon 44238 SUllo 135 

1IIIn=1I2123 ='= ...... IeRoad ~~~~~ Muna~'07 Til: __ 

~tic:(80'~ FAX: (81 )487-2480 SUI. 400 
~~_DrIVe =~DrIve ~~ WASHINGTON 

FAX:=) fI05.8782 SUllo 220 
1IIIn ...... 15131 

=454~ ==A ....... SE 
TII:~ __ 

INDIANA FAX: ( 441_ ~~2528 _,05 

==TU8IInA_ ==Road 
FAX: (513)880-88511 --TaI:~ __ _100 

~~828~ 
DICI.AIIOIIA FAX: 748-4415 

_Ana 112701 
==~ WISCONSIN 

~-
FAX: (31 577-41311 

·It 0) &85-1114 IIARYLAND SUle115 -=. FAX: 4) 541-11157 ~~82 400 EXIIOUIIve DrIve 
~~IeVaIIe =' =-. Bus. Pkwy 

8uIIe 401 
FAX~(~84IHI819 BrooIdIeId 53005 

_zoa.RCO SUIl8ZOO ~tic~~= _B_1I2075 ~ JuncIIon 20701 OREGON 

-~. 
Til: ( )_ 

~54~'G_er 1860 E. rand Avenue 
FAX: (301) 208-38711 CANADA 

SUllo 150 MASSACHUSETTS 

=~ ral~==45 Inial Cc!<P. Baa 97008 
BRmSH COlUMBIA 

FAX: (31t) 540-7133 ~&Park ~~~~ :;1:.::r .... Ltd• 

COLORADO FAX: (503) 545-8181 Sull8404 

~ticl~~= PENNSYLVANIA 
SUll811 =='Chony_ Va........, vee 3E2 

SUllo 700 MICHIGAN Inial Corp. ~~~=~3 Denver 80222 925 Harvest DrIve 
~~=-= 

-Corp. SUllo ZOO ONTARIO 
~2~rlw:":.em Hwy. Blue Bea 19422 

FAX: (303)322-8670 ~~~~~ inial of C ........ lid. 
~H"'48334 

2650 a ....... _ Drive 
CONNEcncUT T~ ?_ SOUTH CAROlINA 

SUllo 250 
F : (3 3)851-11770 Ottawa K28 8H8 

_CO~ 
~'=~Road 

TII:(800~ __ 

40 Old Road MINNESOTA FAX: (61 820-5936 
SUllo 311 
=06811 

=W.:t __ sune4 ~'l::w...~ Ltd. Tet __ 
ColUmbIa 29223 

FAX: )778-2168 SuIte 380 Tel: (~eze._ SUlle500 

BIoo~55431 FAX: 788-7899 RexdaleMBW8H8 
FLORIDA 

Tal: __ 
Tel: (800~ eze._ ~: 91 578-2887 ~=Ive eert_or FAX: (41 675-2438 ==11..-_. FAX: (612) 831-8497 

SUllo 109. BI83 QUEBEC 
_348 NEW JERSEY _29615 
~_33441 

...... Corp. 
TaI:~_ ~~~West Tal: ~82f1.8888 FAX: 297-3401 

FAX: 421-2_ 2001 Route 46 SUIl8320 
SuIte 310 PI. ClaIre H9R 6N3 

~ Tal' 
FAX: (20\) 402_ 

~~l~~== 



intel~ 
NORTH AMERICAN DISTRIBUTORS 

ALABAMA CALFORNIA HaI~M.rk Comp_ = ~I:'~:' Dr. 
CONNECTICUT 

15950 Bematdo C1r Dr 
AntMm Electronlea Anthem Electronlea SulieC', San~92123 AntMm EIectronIea 
6OO_SouIh 9131 oakdale Avenue ~~~~~~~83 Tel: (61 565-9171 ~ltatuck HeIghta 
Suftel04F&H Chela_ 91311 FAX: (61 ) 365..()512 
HunlaYll1e 35602 

~~~mrJ"~~ ~fs=== 
WyleElectronlea 

Walerburg 06705 
Tel: (205) 890-0302 Tel: (20301675-1676 

3000 Bowers Avenue FAX: (2 ) 696-3232 --- Anthem EIoctronIea ~~r~roo\e4~~~83 Benta Clara 95051 
EIectronIea I 0IdI1eId Drfve ~~!1~~m7: A" .. wlSC"" ..... 
1015 Hendel1lOn Road Irvine 92718-2909 

HaI~M.rk Computor 
EIectronIea 

HuntsYllle 35805 
~~r~1~r~~56 ~l=n~ 

680 N. Main st. Ext. 

~~~~g~~m~1 1rX:.~~~18 Walll=06492 
Tel: (2 ~ 285-7741 

Anlhem EIectronlea Tel: (800) 409-1483 IrYIna 92714 FAX: (2 ) 265-7968 
H.I~M.rk Computor 560 Menlo D~ve Tel: (714) 863-9953 

~s.:.~~~':s~ 6Square SuHe8 HaI~M.rk Comp_ FAX: (714) 283-0473 Hall-Mllrk Computo. 
Rocklin 95677 560 Menlo Driv8 :un:=,,~e C1r Tel: (600) 409-1483 
~~~~J~tf~:.~~j'50 

SuHe2 WyIe Electronics 
Rocklin 95765 26010 Mureou Road 

~~i"~~?1483 HamlHon H.llm.rk Tel: (800) 409-1483 SuHel50 
4890 UniversHy Square Anlhom Eleclronlcs Colabasas 91302 
Suftel 9369 Conoll Park D~ve HamlHon H.llm.rk 

~~~~m:=o Hamlfton Hellm.rk 
HuntsYllle 35816 ~~ fe~Tlta~~ 

3170 Pullman Straet 125 Convneroe Court, 

~~~~~~~~~ 
Costa Moaa 92626 Unft6 

FAX: (61~) 546-7893 Tel: (714) 541-4100 :zous_ C_05410 
FAX: (714) 541-4122 EIectronlea 

~~~:o1W2~m. MTIS=:S .... Anthem Electronlea 
Ham'fton H.llmark 

6276 Ben ignacio 
4950 Ie Drive 1160 Ridder Park D~ve Avenue 
SuIIe 120 Ben Jose 95131 ~~~~M31nue SUfte E PIonoor stand.rd 
HuntsYllle 35605 

~~f~~~~~~~ Ben Jose 95119 2 Trap Falls Road 

~~f~h~~~ ~1'icft~~~~ ~~f=Ws~ Shelton 06484 
Tel: (203) 929-5800 

Planoe. TechnologtM 

_1Sch_ 
HamlRan Hellmark Electronlea -- FLORIDA 

=tnivorally Square 
26707 Weal Agoura ~5Dy:~r,Jvenue EIectronlea 
Road ' 6 Cromweft SII88I AntMm EIectronlea 

SUIIe 5 Colabaaae 91302 Tel: (61~671-7540 SUfte 100 S200 NW 3rd Avenue 
HuntsYlUa 35605 

~1'icf'lmm:o 
FAX: (61 ) 277-8136 irvine 92718 SUfte 206 

~~f~~~m7~~ Hamlfton Hallmark ~~r~1~ffi.~ A. lauderdale 33309 --- 21150 Colila Sireet Tel: (305) 4Il4-0990 

WyIe Electronlea EIectronIea Woodland Hilla 91367 COLORADO Anthem EIectronlea 
7800 Governera Dr .. W. 46834 Kala Road ~~f~~~~=~ S99 S. Northlake BlVd. l::: Building, 2nd SuHe 103 Anthem EIectronlea SUIte 1024 

Fremont 94538 H.mlRan Hallmark 373 Invemesa Dr. S. Altamonte ~ 32701 
HuntsYl11e 35607 Tel: (510) 490-9477 560MenIoD~ ~Iewood 80112 Tel: (813~ 7-2900 

~~~~~mo FAX: (510) 490-1054 SuHe2 Te: (~ 790-4500 FAX: (81 ) 795-4880 -- Rocklin 95762 FAX: ( ) 790-4532 

__ 
ARIZONA Electronlea Tel: (916) 624-9781 ArrowlSch_ Electronlea 

6CromweH F(>;x: (916) 96Hl922 Electronlea 400 Faitway D~ 
Alllinco Electronlea Sulle 100 PIa_ Standsrd 61 Invem ... Dr East Sulle 102 
7550 East Redfield ReI Irvine 92718 5126 Clarelon D~ SuHe 105 DeerfIeld Beach 33441 
Scottsdale 85260 Tel: (714) 581-4622 Suhe 106 E:;p:lewood 80112 ~~~f~~~t~ggl Tel: (602) 261-7968 FAX: (714) 454-4206 

~(~~iI~~:Jo Te: (~799-0258 
Antham Electronlea ArrowlSch_r 

FAX: ) 799-0730 ---1555 WestlO1h Place Electronlea PIa ..... r Standard AvnelComp_ Electronlea 
Suite 101 9511 Rldg.heven Court 217 Technology Drive 9605 Maroon Circle ~e~'l:iDrive 
+:rr~5~~l..66OO ~r felfB)5~reoo Sufte 110 ~:;p:~=:g.v9k Lake Mary 32746 
FAX: (m) 966-4826 

Irvine 92718 
F(>;x: (619) 279-8062 Tel: (714) 753-5090 

~~~~I:c~or 
Tel: (40~ 333-9300 

ArrowlSchweber ArrowISth_ PIa_r Technolag'" 
FAX: (40 333-9320 

Electronlea Electronlea 
~~'lfio Robles ~:;p:I(=:~~k ArrowlSchw_ 

2415 West Erie Drive ~~O~~~re"ue Electronlea 

+~'Ts'Jf~-OO3O Ben Jose 95134 HamlHon Hallmark :1~ ~ Scout Dr. 
Tel: (408) 441-9700 

~~!~~f~J~3 12503 Eeal Euclid Dr FAX: (602) 431-9555 FAX: (408) 453-4810 Ta~33607 Suite 20 Tel: 813~ 873-1030 AvnoI Camput ... Avnot Computor Pla_. standard ~lewood60111 FAX: (81 ) 873-0077 1626 SouIh Edwards Dr 
1~':'~~18 4370 La Jolla Village Te: (~790-1662 

+:lTe'~~~7999 Drive F(>;x: ( ) 790-4991 Avnat Computor 
Tel: (800) 426-7999 

~rfelm'~~ H.mlRan Hellmark 
541 S. Ortando Ave. 
SulIe203 

~~M:a~;;W~W:c. Avnot Computo. 710 Woolen Road MaHland 32751 
371 Van Noaa Way 

moE~.=a~kwy 
SUHe28 Tel: (600) 428-7999 Phoenix 85040 Torrance 60501 CoIoraOO Springs 

Tel: (800) 409-1483 • Tel: (800) 426-7999 Irvine 92713 80915 ~~.J"st":'t= Planoor standard AvnetComp_ Tel: (714) 753-9953 ~MT~~~ffi~ Largo 34547 
1438 West Broadway 15950 Bernardo Ctr Dr FAX: (714) 753-9877 

Tel: (800) 409-1483 
SUHoB-I40 SuHe6 

~~':oE~.:'';''~kwy ~~~~lap~ 
+:n'to~f~~9335 ~~g~4~~~~ SulIe200 Blvd. ~:f~:;;~:::~ 
HamlHon H.llm.rk Avnot Computor Irvine 92713 SuHe 201 SulIe206 

rJ~":Wso Clearwaler 34620 
4637 South 36th Place 1175 Banleaux D~ve Tel: (714) 753-9953 

Tel: (600) 409-1483 Phoenix 85040 SUHeA FAX: (714) 753-9877 
Tel: (602) 437-1200 

~~~~roo~4~~ WyIe EIect",nlea w"e!~=::''':venue HamlRan Hellmark 
FAX: (602) 437-2348 2951 SUnrtee BlVd. 3350 N.W. 53rd strael 

WyIe Electronlea Hal~rk Computor SUHe 175 ThomIon 60241 SulIel05-107 
Rancho COrdova 95742 ~~~~~:;7~~1 R. Lauderdale 33309 4141 East Raymond 21150 CaIIIa Street 

~1'icf~~~t~8~~1 
Tel: (305oh 464-5482 Phoenix 85040 Woodland Hills 91367 FAX: (3 ) 454-2995 

~~~m~i~7~~~4 Tel: (800) 409-1483 



intel· 
NORTH AMERICAN DISTRIBUTORS (Cont'd) 

Hamilton HoIlm."k AnuwISchwebor z.u._ 
10411 72nc1 St. _ EIocIJonlea IIAIIYLAND ~:t: ~a:::--_ 
Largo 34647 1140 W Thorndale Ad 

Eledranlea 

Tel: (813~641-7440 ltaoca60143 
Anthem Eloctronlea ~1=.::,e887 SuII.l 

FAX: (81 5«_ Tel: (708) 250-0500 
7168ACoIIInbIa 

Tel: (~858 ... 776 ~~ 
Hamilton Hallmark g:=~~ 

Tel: (61 853-2260 

~~~r.~:~JzIvd. ~mw::::.t.~ve Tal: (800) 233-6039 
FAX: ( ) 694-2199 FAX: (61 ) 853-2298 

Banoanvltle 60106 -- MICHIGAN MISSOURI 

Tel: (40~657-3300 Tel: (800) 426-7999 
FAX:(40 678~14 

Eledranlea -- --PIoneer Tochnologlea 
Hall-Mark Comp<Itar 9BOOJ Patuxent Woods Eledranlea Eledranlea 
1124 Thorndale Ave Drive 44720 Helm Straat 2360 Schuetz Road 

~tfo.u,laka Blvd 
_nvtlle60106 Columbia 21046 ~48170 St. Loula 63141 
Tel: (800) 409-1483 Tel: (301) 596-7800 ~~~m:~: Tal: (314) 567-6888 

Suite 1000 FAX: (301) 596-7821 FAX: (314) 567-1164 
Ana Mont. Spgs 32701 Hamilton HoIlmark 
Tal: (40~834-8090 1130 Thorndale Ave ~;::~uter :r==:'UWrkAd :=R~';:: South 
FAX: (40 834-0865 Benaanvtlle 60106 

~~neer Technologlea 
Tel: (800) 426-7999 Gateway Drive sun. 120 Earth ~ 63045 

~oS~:::t"-l-~IOs.=. 
SuIIeG 

_ 48375 
Tel: (800 426-7999 

674~hMIlIta~ 
Columbia 21045 Tel: (800) 426-7999 

DIHII1IeIdBaach Avenue 
Tel: (800) 426-7999 

~~~~ml~ ~~c:.::r=h 
~~!f~:::;~fso 

ltaoca 60143 ~~~...:::.mputer Earth ~ 63045 

~~f':o/,r=5 
sun. 120 Tel: (800 409-1483 

Gateway DrIve Novl46375 
WyIe Electronlea SUleG Tel: (800) 409-1463 Hamilton Hallmark 

1000 112th ctn:Ie North Pioneer standard Columbia 21046 Hamilton Holimark 
3763 Rider Trail South 

~~roburg 33716 2171 Executive Drive Tel: (800) 409-1483 Ear1h~63045 
SUne200 44191 Plymouth oaka Tel: (314 291-5350 

~~~~mm9~m8 
Addleon 60101 Hamlllon H.llmark Blvd. FAX: (314) 291_ 

~~f1~:::-=1 
10240 Old CcIII11bIa Suno13OO 

z.u._ Rood ~48170 NEW HAMPSHIRE 
ColumbIa 21046 Tel: (313~416-5806 

Eledranlea WyIe Electronlea ~~!tmr:;~~ 
FAX: (31 416-5611 Avnot ComJ>utor 

37 ::rne DrIve 2055 Army Tral Rood 2 Execu\Ive Park DrIve 

Bldg " Sullo 3101 SUKel40 
North Atlantlc 

Hamilton Holimork IIedfonI 03102 

lIIka Mary 32746 AddIaon 60101 41650 Garden Brk Ad Tel: (800) 426-7999 

SuIIe 800 Tel: (800) 853-9953 Ind_ sun. 100 

Tel: (40~333-3055 z.u._ ~:m'':= Drive 

__ 18 
NEW JERSEY 

FAX: (40 333-9681 Eloctronlea CoIuni>1a 21046 ~~~m~tml Alllham EIoctronIca 

GEORGIA 1140 W Thorndale Ave Tel: (301) 312-5800 PIoneer standard 
26.Phap1n Rood, Unn K 

ltaoca60143 FAX: (301) 312-5950 PIne Boook 07056 

Anthem _nlea Tel: (708) 250-0500 4505 Bn>admoor S.E. Tel: (201)227-7960 

2400 Pleasant Hill Ad INDIANA 
Pioneer Technologlea Grand RapIds 49512 FAX: (201) 227-9246 

Sulteo9& 10 ~g Ganber Rood 
Tel: (616) 698-1800 

Duluth 30136 ArrowISchweber 
FAX: (616) 698-1631 --Tel: (404) 931-3900 ~~=11~ Pioneer standard 

Eloctronlea 

FAX: (404) 931-3902 
Electronlca 4 EesI_Rood 

7108 Lakavlew FAX: (301) 670-&746 44190 Plymouth oaks UnH 11 

ArrowISchwaber Pal1<way WOOl Drive Blvd. Martton 08053 

Eloctronlea Inclia~IIS 46288 WyIe Electronlea Plymouth 48170 ~~!=f:S~ 
4250 E Rlverg,een Pkwy Tel: (31 ~99-2071 9101 GulKord Rood ~~$~~~~mo 
SUne E FAX: (31 299-2379 Sune120 

Duluth 30136 
CoIuni>la21046 --Tel: (404) 497-1300 

A ..... Compulor Tel: (301) 490-2170 MINNESOTA EIocIJonlea 

FAX: (404) 476-1493 
655 West Cannel Drive FAX: (301) 490-2190 An1ham Eloctronlea 

43 Route 46 East 
Sunel60 Pine Boook 07058 

A ..... Computer carmel 46032 MASSACHUSETTS b~ Gofden Trtangte Tel: (201) 227-7880 

3425 Corporate Way Tel: (800) 426-7999 
Anthem Eloctronlcs Eden Pralrta 55344 

FAX: (201) 227-2064 

SufteG Hal~Mark Computer Avnet Computor 
Duluth 30136 

200 Reseerch Drive ~~!~mf:t~~ 
Tel: (800) 426-7999 

655 WOOl CannOl Drive r.:~i~j-~~o 
1-8 Keystone A.enue 

carmel 46032 gut':ln'k~ 08003 
Hal!-Mark Computer Tel: (800) 409-1463 FAX: (508) 657-6008 _ber 

~~~teWay 
Eloctronlea Tel: ~) 426-7999 

Hamilton Hallmark ~r 10100 Yoking Drive 

Duluth 30136 655 West Cannet Drive Electronlea Suneloo Hall-Mark Computer 

Tel: (800) 409-1483 
SuHel60 ~I~on !i~~87 

Eden Prairie 55344 1-8 Keystone Avenue 

carmel 46032 ~~!~mr:l2~~~ =~08003 Hamilton Hallmark Tel: (31ih575-3500 Tel: (!\'fa) 658-0900 
3425 CoIporate Way FAX: (31 575-3535 FAX: (508) 694-1754 :=BrC:Ff= East 

Tel: ( ) 409-1463 

SuleG&A Plon_ standard A ..... Computer Hal!-Mark Computer 
Duluth 30136 
Tel: (404) 623-5475 r~~~~~WD' 10 0 Centennial Drive Sune 410 10 Lanldex Plaza West 

FAX: (404) 623-5490 ~~=)0~:~999 
Minnetonka 55343 ~:r'=)~-~ Tel: (31 573-0880 Tel: (800) 426-7999 

Pioneer T_nologles FAX: (31 573-0979 = Ri.~' .. n Pkwy 
~~I=~,:r~:e ~'I:'':'=t:;; 

Hamilton Holimark 

KANSAS :J=~A.enue 
Duluth 301 ArrowISc:hw ...... ~=)~~~483 

SUKe 410 
Cheri"1 06003 

Tel: (404) 623-1003 
Minnetonka 55343 

FAX: (404) 623-0665 Electronlea Hamilton H.llmork 
Tel: (800) 409-1463 Tel: ( m 424-0110 

Wyle Eloctronlca ~~~~I~ood 10 0 cantannlal Drive Hamilton Hallmark 
FAX: ( )751-2552 

~; rn Comera Pkwy ~~~~mffi;~8 ~=)°J:l~430 
9401 James A.e South Hamilton Hollmork 
SuII.I40 10 La_x Plaza West 

NorclO88 30092 
FAX: (508) 532-9802 ~on65431 Pa=~07054 

Tel: (404) 441-9045 ~~.;o..:::r: PIoneer Slanclard 
Tel: (61 881-2800 Tel: 1) 16-5300 

FAX: (404) 441-9086 Lanexa 88219 44 Hartwell A.enue 
FAX: (612) 881-9461 FAX: (201) 515-1601 

ILLINOIS Tol: (800) 409-1483 Lex/n81on 02173 Pioneer Slanclard ~e::.1ea 
Hamlllon Holimork 

Tel: ( lih861-9200 b~ Golden Trtangte 

Anthem EIocIJonlea 
FAX: (61 863-1547 PI"-07056 

1300 Remington Rood 1 0809 lakeview 
~~kEp-='g~ 

SuMeG Tel: (201) 882-8780 

SultaA 
Avenue Eden Prairie 55344 FAX: (201) 539-6430 

t.~~~1~ 
Lenexa 88215 Tal: (612) 944-3355 

~~~~~i~~88~~3 
Bedford 01803 FAX: (612) 944-3794 
Tal: (61W71-9953 

FAX: (708) 885-0480 FAX: (61 275-3809 



intel® 
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PIoneerStandard PIo .... Sblndard ~1-~=7>t~ne :r~~noIoIIIM ~;:t==W88I I4-A Madison Road W~l':~nd Fairfield 07006 SuHeL NumbuaAve. SUIIe525 

~~~mlfrr-~~ 11797 f.r<':8810:00~Ja SUHelSO HouaIon 77008 

~~~~mf:~;~~\t ' Beaverton 97005 Tal: (800) 426-7999 

Wl;iElectronlcs HamlHon Hallmart< Tal: (~6.26-7300 
~~~Ivd II Route 46, B'g¥ F PIoneer Sblndard ~~n~~Road 

FAX: ( 526-6300 

Mountain Lakes 0 046 640 Fairport Park WyIe Electronics _In 79727 
Tel: (201) 402-4970 Falrporll4450 ~~~~mtg:i1~ 9640 Sunahlne Court Tal: (800) 409-1_ 

NEW MEXICO 
Tel: (716) 381-7070 =:m- ~~~ FAX: (716) 381-5955 

Hamilton Hellmark Beaverton 97005 Alliance electronics, Zeua_ 777 Dearborn Pk Lane 
~~~~~~~ 

SUne200' 
Inc. Electronics suneL oaDaa75244 

,3411 BI'/Tl Mawr N.E. 100 Midland Avenue ~r(~\'ilo;.::t3 ' 
Tal: (800) 409-1_ 

~~2~~~ Port Chester 10573 PENNSYLVANIA 

~~h~ Tel: (914) 937-7400 FAX: (614) 888-0767 
FAX: (m) 275-6392 FAX: (914) 937-2553 Anthem electronics 

MTI Syoloma Salea 355 Bualn ... Ctr Drive HouaIon 77008 
Avnol Compulor NORTH CAROlINA 23404 COmma"", Pk Horsham 19044 Tal: (800) 409-1483 

~~I~~~~:~ Road 
~~~~m~tJ~5 Hamilton Hellmark AnthomElectronlcs Beachwood 44122 

~~rJ:~~ 4805 Greenwood Tel: (216) 464-6688 12211 Technology 
sunelOO FAX: (216) 464-3564 Avnot Computer Boulevard 

~1~H~9W:3550 
213 Execullve Drive AustIn 79727 

NEW YORK P_Standard sune 320 ~~~~~~~frsa~% «33 Inte!pOlnt Blvd Mal8IS048 
AnthomElectronlcs -- Da~on45424 Tel: (800) 426-7999 Hamftlon Hallmart< 47 Mal Drive Electronics Te: (513~ 236-9900 
Commack 11725 5240 Greensdalry FAX: (51 ) 236-8133 -- ~~1: ~M," Road 
Tal: (516) 864-6600 Road Electronics 
FAX: (516) 493-2244 Ra[1h27604 PIo .... Standard 268IMosa1deBIvd ~~~J1~~ , Tal: ( 19~ 876-3132 4800 Eaet 131st _t SUIIe 204 -- FAX: (91 ) 878-9517 Cleveland 44105 Monroeville 15146 Hamftlon HaIlmart< Electro_ Tal: (216) 587-3600 Tal: 1412) 856-8490 
r~~::.renrielta ~"1'Slc:,:~ FAX: (216) 663-1004 

~T ... hnologlM =~ Rochester 14523 Boulevard WyIe Electronics 

~:~I= ~~~Jnr:k~ Tel: (716) 427-0300 Sufte600 6835 Cochran Rd. 
FAX: (716) 427-0735 Chartolle 28217 Soton44I39 

TaI~~ 782-2300 
PIoneer Standard -- Tal: (800) 426-7999 Tet: (216) 248-9996 18260 Kramer Lane 

Electronics ~l~~~=Rd 
OKLAHOMA 

FAX: (41 ) 963-8255 AustIn 79768 
20 oaar Avenue 

ArrowISc:InMbor 
_TochnologlM J~~~m~~ 

~1~~3~~~~ SufteB ~lnterprlse Road 
~:II:"lXSor=1483 

E1ectronk:s P_Slandlrd 
FAX: (516) 231-1072 12101 East 51st Street Kefth Valley Buo.Clr 13765 Beta Road Sunel06 Horsham 19044 oaDaa75244 AvnoI Computer HamIlton Hallmart< Tulsa 74146 Tal: (215) 674-4000 
2 Penn Plaza 3510 Spring Forest Rd Tel: (918) 252-7537 Tel: (214) 263-3168 
SUfte 1245 suneB FAX: (918) 254-1l917 ~~~~:nlcs 

FAX: (214) 4J}(H;419 
New York 10121 ~11gSof='483 P_Standard 
Tei: (800) 426-7999 Hammon H.llmart< sune 111 10530 Rockley Road 5411 S.125th E.Ave Martlon 08053-3185 
AvnoI Computer Hamilton Hallmark Suite 305 

~~~=f~I':~7 
SUHelOO 

1057 E. Henriella Road 5234 Greens DaIry Rd Tulsa 74146 Houston 77099 
Rochester 14623 ~1~~~9fm-OS19 Tel: (918) 254-6110 Tel: (713) 495-4700 
Tel: (800) 426-7999 FAX: (918) 254-6207 TEXAS FAX: (713) 495-5642 

Hal~Mart< Computer Pioneer Tochnologlea Pioneer Standard Anthom Electronics 
Wyle Electronics 
1810 Greenville Ave 2 Penn Plaza Group 9717 East 42nd Sireel 651 N. Plano Road Richardson 75081 New York 10121 2200 Gateway Ctr. Blvd SuftelO5 Sufte401 Tal: (214) 235-9953 Tel: (800) 409-1483 Sufte215 TUlsa 74146 Richardson 75081 
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