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Read This First . ...

What This Book Applies To

This book applies to the following program products:

Advanced Communications Function for the Virtual
Telecommunications Access Method (VTAM) Version 2 Release 2 for
the OS/VS2 (MVS) and MVS/XA operating systems (Program Number
5665-280)

Advanced Communications Function for the Network Control Program
(NCP) Version 3 for the OS/VS2 (MVS) and MVS/XA operating systems
(Program Number 5667-124)

Advanced Communications Function for Systems Support Programs
(SSP) Version 2 Release 2 for the OS/VS2 (MVS) and MVS/XA
operating systems (Program Number 5735-XXA)

Network Communications Control Facility (NCCF) Version 2 for the
0OS/VS2 (MVS) and MVS/XA operating systems (Program Number
5668-947)

Network Logical Data Manager (NLDM) Release 2 for the OS/VS2
(MVS) and MVS/XA operating systems (Program Number 5668-971)

Who Should Read This Book

This book is intended primarily for system programmers and data
processing managers who need information about the services provided by a
telecommunication network operating with the following IBM program
products:

VTAM Version 2 Release 2
NCP Version 3

SSP Version 2 Release 2
NCCF Version 2

NLDM Release 2.

The reader should have a general understanding of telecommunication
networks and some experience with IBM networks.

Read This First . ... 1i1



Note: Frequently in this book the names of these five program products are
used without version or release numbers. You should assume that the
version and release numbers used in the list above apply, unless otherwise
noted. Publications cited for these products refer only to the versions and
releases listed above.

How To Use This Book

The information in this book is arranged as follows:

@® Chapter 1 contains a general description of three types of network
environments: single-domain, multiple-domain, and interconnected. The
emphasis in this chapter is on the work that each type of network can
do for you, and the variety and flexibility of its functions. Readers
without a technical background will find this chapter more accessible.

@ Chapter 2 describes the functions of each program product. The
information here is arranged so that you can see which functions are
new to you.

® Chapter 3 describes the hardware that the five program products need
and the types of programs they operate with. It describes any problems
of compatibility the program products may have with other programs.
It also lists changes you may need to make in application programs, if
your installation is migrating from previous releases of any the five
program products.

@ Appendix A lists devices and related programs that the program
products support.

® Appendix B describes the libraries of books that IBM provides for the
five program products. It also lists books on other programs, such as
operating systems, that may be applicable to your network installation.

Since most of these libraries have been evolving toward a task-oriented
structure, this appendix also provides:

— A brief description of each book

— A description of the task-oriented library structure

— A chart showing the task-oriented structure of each library

—  Charts showing the evolution to each current library from the
libraries of previous releases (where the library has changed
considerably).

® Appendixes C through G are summaries of the five program products

® The glossary defines terms and abbreviations used throughout the book.

1V VTAM General Information



Please Note

Notes:

L

Since this book describes those releases of IBM program products that are
associated with SNA network interconnection, TCAM is not described as
an alternative access method. All the program products except VITAM,
however, operate with TCAM. Functions specifically designed for TCAM
only are therefore preceded by the phrase “TCAM only.”

In addition to the network program products included in this manual,
there are others, for example the Network Problem Determination
Application (NPDA) and INFO|/Systems. For more information about
these and other IBM products, contact your local branch office.

The two operating systems under which VTAM Version 2 Release 2
operates are as follows:

Operating System/Virtual Storage Release 2 (Multiple Virtual Storage),
called OS/VS2 (MVS), is referred to as MVS.

Operating System/Virtual Storage Release 2 (Multiple Virtual
Storage/Extended Architecture), called OS/VS2 (MVS/XA) is also
referred to as MVS. Where necessary to make the distinction, it is
referred to as MVS/XA.

For the network program products discussed in this book, the following are
used:

VTAM for Advanced Communications Function for the Virtual
Telecommunications Access Method

NCP for Advanced Communications Function for the Network Control
Program

SSP for Advanced Communications Function for Systems Support
Programs

NCCEF for Network Communications Control Facility

NLDM for Network Logical Data Manager

Read This First.... V
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Chapter 1. Introducing SNA Telecommunication
Networks

This chapter is an an overview of five IBM program products that work
together in various types of networks. The emphasis is on the work that
such networks can do for you, rather than the concepts upon which their
functions are based. A more detailed discussion of network concepts is in
the publication SNA Concepts and Products. A brief description of the
functions of each of the five program products is in Chapter 2 of this book.
If you would like to know more about the functions of the IBM network
program products themselves, see Appendix B, “Library Summaries”, for
descriptions of the appropriate books.

The networks described here use the following five IBM program products:

@® VTAM for providing an interface between resources in a network or
interconnected networks as the telecommunication access method

@® NCPs for controlling sets of devices and for forwarding information
along the network paths

® SSP for performing utility functions in connection with NCPs, such as
generating an NCP or loading it into a communication controller

® NCCF for performing operator functions, such as entering commands to
automate network operation and providing an interface with the
network for network management application programs

@® NLDM for collecting, correlating and storing session-related and
problem-determination information for online user access.

SNA networks allow you to send information from one location in your
company to another. The information can range in size from a one-line

cash transaction to book-size documents.

At an office in Los Angeles, for instance, you might obtain the following
from another office in Chicago:

@® Information stored in Chicago, such as a document or a list of sales to a
particular customer

@® A service, such as a scientific calculation or the rendering of a bank
balance or the editing of a document
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® Periodic information, such as stock market prices or announcements
broadcast from the home office.

The office in Chicago might obtain the following from the Los Angeles
office:

@® A report on sales for the previous day or week

@® A running log of events during a manufacturing process, such as
integrated circuit processing

® Random entries and withdrawals of money as they occur at a cashier’s
office, or sales as they occur at a retail outlet.

IBM networks are made up of hardware elements and software elements.

Hardware consists of the physical elements that you can see. This book
concerns the following hardware:

@ Processors contain large storage areas for computing and manipulating
data.

® Communication controllers are used as nodes for forwarding data
through the network and as controllers to which various kinds of
devices can be attached.

® Devices can be connected to processors or communication controllers.
They range widely in purpose and type, for example:

— Display terminals
— Printers
— Banking terminals.

® Link connections are the electronic connections among processors,
communication controllers, and devices. There are two basic types:
telecommunication lines and channels. Communication controllers are
connected to other communication controllers or to devices by
telecommunication lines, which can range in type from public telephone
lines to satellite transmissions. Processors are attached to
communication controllers, devices, and other processors by channels,
which allow limited-distance connections.

Software consists of sets of instructions called programs. In
telecommunication, programs are used to run processors, communication
controllers, and certain devices. This book concerns the following software:

® VTAM operates in a processor as an access method. It sends and
receives data through a network on behalf of application programs.

@® Application programs also operate in the processor with VI'AM, which
provides them with access to devices and other application programs in
the network or interconnected networks. Application programs perform
work you want done, such as scientific computation, accounting
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services, or text editing. You can create these programs yourself, or
buy them from IBM or other software sources.

NCP operates in a communication controller. It controls and services
the devices attached to it and transmits data from its devices to other
network elements and receives data for the devices. It also forwards
data it may receive as a node along a route between the processor and
other communication controllers. NCP can operate in the same
communication controller with other IBM program products that
supplement its actions, such as the Network Terminal Option (NTO)
and Network Routing Facility (NRF). You can also write your own
substitutes for these programs or routines for special activities.

SSP is a library of utility programs that operate independently in the
communication controller and processor or with VTAM to provide such
functions as loading or dumping an NCP.

NCCEF operates in a processor as a VIAM application program. It
provides a program base for network management by supplying network
operations, access method services, operating system services, data
storage facilities, and facilities that allow you to customize NCCF to
your business. NCCF operators can issue operator-control commands
from a central operator terminal (or from multiple, distributed
terminals) to host processors in a multiple-domain network.

NLDM operates with NCCF. It provides online access to
session-related information for monitoring network operation and to aid
in communication network problem determination.

Notes:

1.

2.

VTAM, NCCF, NLDM, and all other application programs run under
the control of another program, called an operating system. The
network program products described in this book can run under the
MVS or MVS/XA operating system.

All the IBM program products described here conform to an IBM
telecommunication standard called Systems Network Architecture
(SNA). SNA gives you the following advantages:

@® It encompasses a wide range of hardware and software products that
provide uniform functions and present uniform interfaces to each
other.

@® You can send and receive data independently of the method of
transmission.

® You do not need to install separate connections for different kinds
of terminals or applications.

@® When you expand your SNA network, the original investment in

application programs and telecommunication facilities can for the
most part be preserved.
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The Organization of This Chapter

The following description of IBM telecommunication networks with VTAM,
NCP, SSP, NCCF, and NLDM is organized around three kinds of networks:

@® Single-domain networks (a domain consists of a VTAM and all the
resources it controls)

@® Multiple-domain networks (two or fnore VTAMs and their resources)
@® Two or more interconnected networks.

Note: Associated with the descriptions of the three types of networks are
three diagrams: Figure 1-4 on page 1-17, Figure 1-8 on page 1-29, and
Figure 1-12 on page 1-41. Each diagram unfolds, so that you can refer to it

as you read the text describing the network it illustrates.

The diagrams have been packaged at the back of the book. Please insert
them at the places in the book indicated by their page numbers.

In describing these network environments, we will discuss the following
topics:

@® Network Structure: how you arrange and distribute network elements

@® Session flow (how information passes from one network location to
another)

® Network operation (how you can control a network)

® Network performance (strategies for making your network run more
efficiently)

® Problem determination (ways you can determine the causes of failures)
and network maintenance (how you can monitor network events and

detect symptoms of possible failure)

@® Network recovery (how failing network elements can recover and how
the effects of failure can be minimized)

® Security (how you can protect data passing through the network from
unauthorized use)

® Application programming (how application programs obtain
telecommunication services from VTAM)

® Configuration design (factors to consider in designing a configuration
for your needs).
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Single-Domain Networks

Figure 1-4 on page 1-17 shows a single-domain network. In this network,
terminals in Los Angeles (attached to NCP1) can communicate with

application programs in the processor in Chicago as easily as can the
terminals in Chicago. ‘

Network Structure

In this section the following will be discussed:

Types of devices that are available

Types of lines that are available

The concept of subareas

The concept of owning network resources.

Types of Devices

Appendix A lists all the devices supported in a VTAM network. In this
appendix, the devices cited as channel-attached are those that can be
attached directly to a processor. Those cited as “link-attached” can be
connected to a communication controller.

Some types of devices are:
® Printers for making hard copies of data
@ Interactive devices for entering data and displaying it
® Industrial subsystems for:
— Banking and finance
— Retail stores
— Supermarkets
— Plant communications

— Manufacturing process monitoring.

® Processors, such as the IBM Personal Computer and the IBM 8100
Information System.

Choosing Types of Lines

There are various types of lines available. Choices can be based on the
following:

® Line speed: the maximum amount of data that can be transmitted per
second.

® Device requirements: the type of link protocol for data transmission

that a device requires, for example, binary synchronous control (BSC),
start-stop, and synchronous data link control (SDLC).
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® Connections: the manner in which terminals are connected into a
network. For example, some of your terminals could be on switched
lines where the terminal operator dials and creates a temporary
connection, as opposed to nonswitched lines, which have permanent
connections.

Communication controllers and devices are attached to processors by
channels. Communication controllers are attached to other communication
controllers by SDLC lines and to devices that they control by various types
of lines, depending on device requirements. Multiple communication
controllers can be connected to each other. For example, the configuration
in Figure 1-1 is possible.

Two communication controllers can be connected by more than one line.
Also, sets of one or more lines called transmission groups (TGs) can be used
logically as if they were all one line. If one line in a multiple-line TG fails,
the remaining lines are used for the transmission, and no data is lost.

Processor PROC1

l NLDM

NCCF
VTAM

Channel Channel
Communication Communication
Controller Controller

SDLC Line
NCP NCP

(NCP1) '—/——Z‘———‘—-‘" (NCP2)

SDLC SDLC
Line Line
Communication Communication
Controller Controller
) SDLC Line
NCP NCP
(NCP3) (NCP4)

Figure 1-1. An Example of Connecting NCPs
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The Concept of Subareas

Under SNA, a domain is a set of subareas. A subarea can be (1) an NCP
and all the resources it controls or (2) a VTAM and all the resources it
controls. In Figure 1-4 on page 1-17 the following are subareas:

® NCP1 and its attached terminals
® NCP2 and its attached terminals

® VTAM, the network operator terminal, the application programs,
NLDM, and NCCF.

Each subarea has a unique number, used as part of the network addresses
of its resources.

The Concepts of Owning, Activating, and Deactivating Network Resources

Session Flow

In a single-domain network, VTAM “owns” a resource—an application
program, an NCP, a line, a device—when it activates the resource. VTAM
“activates” a resource by first determining that the resource is powered-on.
It then informs the resource that the resource is active and indicates the
active status in its own network configuration records. The resource is
“active” in the sense that it is eligible to communicate with another active
resource in the domain. The resource continues to be active until
deactivated by VTAM, that is, VTAM informs the resource it is inactive
and so notes that status in its own records.

The concept of a resource being active or inactive allows you to control the
use of resources in the network. You can define a resource to VTAM as
active or inactive, and whenever the resource is powered-on VTAM will
either activate it or leave it inactive as defined. The VT'AM operator can
also issue a command to VTAM to activate a resource previously defined as
inactive.

As the owner of an application program, VTAM initiates, controls, and
terminates sessions between it and the devices and other application
programs it owns. It is also notified of errors associated with the resource
or its sessions.

Communication between an application program and a terminal or another
application program is called a session. VTAM is the control point that
establishes the session between the two session partners. VTAM initiates
sessions between itself and NCPs and devices whenever these resources are
activated. Other sessions occur when:

@® A person at a display terminal enters a request to initiate a session with
an application program, for example, to get information from a file
controlled by the program.

® An application program needs to communicate with another application

program, for example, to prepare a financial report using information
controlled by an accounting program.
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@® A terminal remains associated with a particular application program as
long as they are both active, for example, a banking terminal and the
associated central accounting program. For this type of session, VTAM
can establish the session as the result of one of the following:

— A request from the application program

— A combination of operator commands and the definition statement
for the terminal, once the terminal and application program are
both active.

When a session is established, it is assignhed a route from a predefined list,
and session data flows over that route until the session terminates.
Ordinarily, the speed of the lines would determine the speed with which the
data flows, but there are other factors to consider:

@® Amount of data. If there is more data scheduled for transmission over
the line than can currently be sent, then some of the data will be
queued for later transmission. This delay of the transmission will
decrease the speed of the data flow.

® Route configuration. Referring to Figure 1-1 on page 1-6, if a session
flows over a route from PROC1 through NCP1 to NCP2, NCP1 is a
routing node. NCP1 examines the data coming over the channel,
determines which route to send it over, and places it on the line to
NCP2. This checking adds some time to the transmission, in addition to
the time spent on the channel and the line.

@® Storage space in the routing node. Each routing node must provide
storage space for data it is sending and receiving. If more data is
coming in than it has space for, it must send responses to neighboring
nodes indicating that they cannot send data until it has enough free
storage.

The first factor can be dealt with by understanding the pattern of traffic
through your network. In Figure 1-1 on page 1-6, for example, you could
distribute sessions between PROC1 and NCP4 over four different physical
paths. You could assign the sessions different transmission priorities with
session data having high priority so it is scheduled ahead of session data
with low or medium priority.

In designing the route configuration, cost must also be considered. For
example, in.Figure 1-3 on page 1-16, NCP2 could be eliminated as a routing
node by placing Seattle and Phoenix on separate lines to the home office,
depending on the costs.

The problem of storage space in routing nodes can be alleviated by
balancing data flow. It can also be helped by the pacing capability
available in VTAM and NCP. They have two pacing mechanisms: session
pacing to limit the amount of data that can be sent at one time between
elements of the network and route pacing to control the flow of data along
an entire route. You can modify both mechanisms in VTAM and NCP.
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Network Operation

In a single-domain network, the VTAM operator at the system console can
enter commands that will start VTAM, load NCPs into the communication
controllers, and start up the application programs needed to do your
company’s work. While the network is operating, the operator can monitor
network events through messages from VTAM on the terminal screen and
take actions as needed. The operator can also deactivate the network at
the end of the day when hardware or software maintenance must be done.

At start time, much time and human error can be saved through sets of
commands called start procedures that the VTAM operator can use to
perform activations of network elements automatically.

The operator can also ask VTAM to display the status of such things as
storage, available resources, and sessions. The operator can activate
network elements and deactivate them; request VTAM to collect
information on how the network is operating; and invoke tests to
determine, for example, whether a line is active.

When VTAM operates without NCCF, one operator must deal with
messages from VIAM and the system, as well as from other subsystem

application programs using VTAM services. You can alleviate this
condition by using NCCF with VTAM.

Using NCCF functions, you can distribute network operations
responsibility among a hierarchy of operators and, in addition, allow these
operators control over a number of IBM subsystems:

® Multiple terminals can be designated as NCCF network operator
terminals. NCCF operators can issue access method commands,
commands invoking NCCF functions, and commands you can create to
enhance or supplement NCCF commands.

You can limit the commands, or operands within commands, an NCCF
network operator can issue. You can also restrict the span of an
operator’s control to a subset of network resources (not supported under
TCAM). These facilities allow you to establish a hierarchy of operator
control.

You can overlap spans of control so that more than one NCCF network
operator can control the same set of resources. This allows you to
provide for backup operators.

® Using the NCCF Terminal Access Facility, NCCF network operators
can control a number of subsystems, such as IMS/VS and CICS/MVS.
One operator can control any combination of these subsystems
simultaneously from an NCCF terminal without logging off NCCF or
using separate, dedicated terminals for each subsystem. This facility
can help you to further define functional areas of control in a network
control operation.
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For a description of these subsystems and a list of the ones supported
under each access method, see the section on NCCF in “Appendix A.
Supported Products.”

NCCF can also help you automate network operations to relieve operators
of repetitious actions, reduce the chance of human error, and provide rapid
responses to network events. You can code sequences of commands, called
command lists (CLISTSs), each of which can be invoked by a single operator
command. CLISTs can be made conditional through NCCF control
statements for determining the sequence of execution. CLISTs can contain
arithmetic functions, condition-testing, and user-defined, as well as NCCF,
variables.

A CLIST can also be invoked as the result of NCCF receiving a specified
access method message. This permits automatic responses to error
messages, for example, reactivation of a link in response to a report of its
failure.

CLISTSs are one method of customizing NCCF to fit the needs of your
business. Other ways are:

® Coding command processors to perform your own NCCF commands.
You can also have command processors invoked when NCCF receives
access method messages or by exit routines (see below).

® Initiating commands and CLISTs with a timer. Application programs
could automatically be activated, for example, at a specific time of day
or at timed intervals.

® Writing exit routines to be called during NCCF input and output
processing. Exit routines can, for example, modify messages presented
to the operator or prevent certain messages from reaching a particular

network operator.

® Writing your own subtasks. An example would be a subtask for central
control of a resource such as a data base.

Using NLDM with NCCF, operators can:

® Determine session history.

@® Display the session configuration.

® View problem determination information, such as traces, interactively.

® Collect actual end user response time data as measured by the Response
Time Monitor.

@® Display response time data interactively (optionally in color),
graphically comparing it to a predetermined objective by terminal and

by session.

For additional uses of NCCF, see “ Problem Determination and Network
Maintenance” on page 1-12.
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Network Performance

SNA telecommunication networks provide a number of ways for monitoring
network performance:

@® VTAM provides the following:

— Displays of VTAM storage use to help define storage allotments for
greater efficiency. This data can also be traced on a continuing
basis.

— Tuning statistics on how efficient traffic is over a channel between
VTAM and an NCP or a channel-attached device.

— Operator messages on network events and operator-requested
displays of the status of network elements.

® NCP provides:

— Information about the percentage of available 3705 or 3725 machine
cycles used for instruction processing, cycle sharing, and
maintenance.

— Measurements of data activity (such as the number of bytes sent
and received) that involves NCP resources (such as links and
boundary LUs) or that involves the NCP itself. This is done
through the Network Performance Analyzer in NCP.

® With NCCF as its base, the Network Problem Determination
Application (NPDA) program product with the Threshold Analysis and
Remote Access Feature can give you an analysis of IBM 3600 and 4700
Finance Communication System performance.

® With NCCF as its base, the Network Logical Data Manager (NLDM)
program product, in conjunction with terminal control units equipped
with the Response Time Monitor feature, can accurately measure and
display end-user response time data.

Using this information, you can:

@ Reconfigure data paths, reroute sessions, and change the priorities of
sessions.

® Change the parameters of VTAM storage.

@® Redefine sets of lines between NCPs as transmission groups (see
“Configuration Design” above).

® Adjust transmission group threshold counts.
® Adjust negative response times for BSC and start-stop devices.

® Redefine pacing parameters.

Chapter 1. Introducing SNA Telecommunication Networks 1-11



@® Adjust the times VTAM and NCP wait for certain events, for instance,
delaying transmission of data over a channel so that the data can be
sent in larger amounts and thus reduce the number of I/O operations.

Problem Determination and Network Maintenance

You can collect information about the network that will help you keep it
operating, and, if a failure occurs, determine the reason. You can:

@® Run tests to determine if:

— A link between an NCP and a device is active.
— A terminal or application program is connected to VTAM.
— A route is active.

® Obtain dumps of NCP storage—either all of the NCP storage or sections
of it dynamically (while it is running). For a 3725 Communication
Controller, you can obtain dumps of the microcode for the
communication scanner processor (CSP) and the maintenance and
operator subsystem (MOSS).

® Record events taking place in network hardware, such as line failure.

® Keep a running hard-copy log of terminal activity for each NCCF
network operator. This printout includes time-stamped commands,
responses, and messages, along with the operator ID associated with
each entry. The information can be used to document and analyze
network problems local to each operator. You can also keep an NCCF
disk log on the activity of all the operators, for use as an audit trail.

® Using the NPDA program on NCCF as a base, keep a running account
of hardware errors, including operator messages when error counts
exceed defined limits.

® Using NLDM, trace session message traffic in a host processor, examine
session trace information in an NCP, display and test the connectivity
of a route used for a session, and determine the session protocols used
for the session.

® With the trace analysis program (TAP) under SSP, analyze trace data
supplied by VTAM and NCP and provide network data traffic and
network error reports.

® Trace the following:

— The contents of VTAM inbound and outbound storage areas, to
make sure that VTAM has not altered the messages it is forwarding.

— Message traffic between VTAM and other elements in the network,
to determine that messages are not being lost in transit.

— The status of a line each time the NCP sends or receives data over
the line, to determine that the line is working.
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Network Recovery

Network Security

— The sequence of messages entering and exiting a transmission
group, to determine that the transmission group is working.

— Message traffic between an application program and VTAM.

— The movement of PIUs through the network. For a 3725
Communication Controller, this includes a trace of messages
passing to and from a line at the NCP communication scanner
processor (CSP) line scanner.

— Events that occur within VTAM, such as the scheduling of work,
storage management, and the flow of messages. When trying to
diagnose a failure in VTAM, this helps you reconstruct the
sequence of events leading up to it.

Using NCCF with NPDA and NLDM combines problem determination and
network recovery. Malfunctions in a line reported by NPDA could be used
to invoke an NCCF command list (CLIST) that would reactivate the line.
By using NLDM, a network operator could detect a session failure and
then, using a CLIST, save the problem determination data for further
analysis and restart the session.

Network problems are often performance-related, and facilities discussed
previously under “Network Performance” on page 1-23 can often be used to
isolate such problems.

As described later under “Configuration Design,” you can have backup
replacements for processors, communication controllers, lines, and devices.
The failing hardware can be switched off, and the replacement switched on.
As shown in Figure 1-2 on page 1-15, when a line or communication
controller fails, sessions can be rerouted through other lines and
communication controllers when the session is reestablished. Also, a line
within a multiple-line transmission group is automatically backed up by the
others in the group.

When a VTAM or NCP fails, the VTAM operator can restart and restore
VTAM'’s records of the NCP configuration to where the failure occurred.

When an application program loses a session due to the failure of a node or
line along the route, the program or terminal operator can reinitiate the
session over another route.

You can prevent unauthorized use of your network by limiting access to it
and by protecting the data that flows through it. Access can be limited as
follows:

® Terminal operators requesting sessions with application programs can

be required to furnish IDs and passwords. You can also write routines
that will authorize access to certain application programs. Application
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programs requesting sessions with other application programs are
limited in the same way. Their access to terminals can also be limited.

@ Application programs can get telecommunication services from VTAM
only by supplying IDs and, if required, passwords.

Data can be protected as it is transmitted over public lines. Using IBM
program products, you can have data encrypted at one location and
decrypted at its destination.

Application Programming

Application programs request telecommunication services through macro
instructions that expand into calls to VTAM. Generally, application
programmers do not have to be aware of network considerations, for
instance, which lines or NCPs are being used to transmit their programs’
information to their destinations. For certain network events, however,
VTAM gives control to specific functions in the application program called
exit routines. These routines allow the application program to handle
events such as a request for a session with the application program or
notification of an error in the network.

Configuration Design

You can use the flexibility of an SNA network to design the configuration
to suit the special needs of your business. These needs can be summarized
as:

® Performance
@ Availability
® Kase of operation.

Performance: Performance expectations may depend on the job being
done. For example, people sitting at terminals expect quick responses from
the programs they are in communication with. An application program
communicating with another application program may not have the same
need. If your telecommunication traffic consists mostly of interactive
sessions over short distances with people at terminal displays, lower-speed
lines may be adequate for the small and intermittent amounts of data that
are exchanged, and still provide the required response time. Steady, long
bursts of information might require higher-speed and more expensive lines.

Availability: Availability is the degree to which a resource is ready when
needed. If you must minimize interruptions for some part of your network,
you might want backup hardware for it. For example, if NCP2 in

Figure 1-4 on page 1-17 were the focal point for message traffic from
branches all over the country, you might want a backup communication
controller there. Using multiple lines in a transmission group is another
form of backup. Backup processors, backup communication controllers,
and backup lines are frequently used for application programs that require
high availability, such as airline reservation systems.
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The ability to define multiple routes can also be used for backup. For
example, the lines between Los Angeles and Chicago can instead be
configured as shown in Figure 1-2 on page 1-15 if you want an alternative
path to the Los Angeles office in case the primary path became unavailable.

Chicago
Processor
AP2
NLDM
NCCF
VTAM
Los Angeles
inati Channels
Communication
Controller
SDLC Line A
NCP L — NCP NCP
Communication Communication
SDLC Line B Controller Controller

[ ]

Terminal

Figure 1-2. An Example of Alternate Routes

If there is a session between device T1 and application program AP2 in the
processor and line A fails, the session also fails. However, the session
partners (the terminal user and the application program) can ask VTAM to
reestablish the session, and VTAM can do so using line B. NLDM provides
the network operator with easy access to session information and route
configuration data through panel displays. The network operator, using
this information and (if necessary) session trace data, can analyze the
failure.

Availability might not be as important for some parts of your network. For
example, you may not need a separate line from the main office to each
branch office. If, as shown in Figure 1-3 on page 1-16, there were branch
offices in Seattle, Los Angeles, and Phoenix, you could use NCP1 as a
message concentrator, thus eliminating the cost of separate lines between
Phoenix and the main office and Seattle and the main office.

Ease of Operation: Part of configuration design involves arranging
resources in convenient groups. When resources are defined to VTAM and
NCP, you can define them in sets called “major nodes” that the operator
can activate as a set, rather than individually. For example, you might
have a set of application programs that put together a monthly report.
These programs can be defined together in a major node, perhaps called
MONTHRPT. On the appropriate day each month the operator would start
the application programs and then with one VTAM command activate them
all. With NCCF command lists (see the description of NCCF functions
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1-16

under “Network Operation” earlier in this section), you can activate
several major nodes with one command.

When the configuration of the resources controlled by an NCP fluctuates
according to work needs, the operator can also use a dynamic
reconfiguration facility to redefine the configuration temporarily without
having to regenerate the NCP and interrupt service.

Note: See “Configuration Design” on page 1-25 for additional information
that applies to single-domain networks. It is presented there, because the
multiple-domain configuration allows more scope for examples.

Communication
Controller

Seattle NCP1

Communication
Controller

Los Angeles NCP2 — /> Chicago

Communication
Controller

Phoenix NCP3

Figure 1-3. An Example of Configuring Lines for Less Expense
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Multiple-Domain Networks

Figure 1-8 on page 1-29 shows a network made up of four domains. In this
figure, the domains are separated by dotted lines. Domain A is associated
with the VTAM in New York City. Domains B and C are located in
Chicago. Domain D is in San Francisco. The VTAM in New York owns
the resources controlled by NCP1; the VTAM in the Chicago processor
PROC2 owns the resources controlled by NCP2 and NCP21; and the VTAM
in PROC3 owns the resources controlled by NCP3. The VTAM in the
Chicago computer PROC2A does not own any NCP resources, and thus does
not activate resources or provide session services for them. PROC2A
performs work offloaded from PROC2.

All that has been said before under “Single-Domain Networks” on page 1-5
applies to the individual domains shown in Figure 1-8 on page 1-29. We
will discuss here additional things you can do with multiple-domain
networks, under the following categories:

Network structure

Session flow

Network operation

Network performance

Network maintenance and problem determination
Network recovery

Configuration design.

There are no functions in multiple-domain networks for the network
security and application programming categories other than those described
under “Single-Domain Networks” on page 1-5.

Network Structure
In this section the following will be discussed:

@® Sharing NCP resources
® Types of connections.

Sharing NCP Resources

In a single-domain network, the single VTAM owns all the resources. It
activates and deactivates them, receives error notifications about them, and
initiates any recovery procedures.

In a multiple-domain network, there are multiple VTAMs. In an SNA
multiple-domain network, VITAMs can share the ownership of an NCP and
its resources. Up to eight VTAMs can share ownership of an NCP and each
line between NCPs. Ownership is established in the following ways:

® You define a VTAM as eligible to own the NCP. A VTAM that is not
predefined to own the NCP cannot activate it.

® The first eight eligible VTAMs to activate the NCP own it.
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Only one VTAM can own a device. Ownership is secured in the following
ways:

® You can define a VTAM as the owner of the device, and when the
VTAM activates it, VTAM becomes its owner. No other VTAM. can
activate it.

® Ifno VTAM is predefined as the owner, the first VTAM to activate the
device owns it.

Figure 1-5 is an example of shared ownership, Both NCP2 and NCP21 are
owned by domains D, C, and B. Device TERM1, controlled by NCP2, is
owned by the VTAM in domain D. The VTAM in domain B owns TERM2,
controlled by NCP2, and TERM4, controlled by NCP21. Domain C owns
TERMS, controlled by NCP21.

| !
San Francisco | Chitlzago | New York City
Domain D | Domain C | Domain B | Domain A
Processor PROC3 | Processor PROC2 | Processor PROC2A I Processor PROC1
{ i !
NLDM i NLDM | NLDM | NLDM
NCCF | NCCF i NCCF ! NCCF
VTAM l VTAM | VTAM ! VTAM
Channel - ! '
Channel L M= ” Channel ] Channel
Sl |
| ! |
NP3 —F | INcP2! _—————m NCP1
b —
J l ]
TERM1 -—II : I-—4 TERM2 |
I
| |
i' -+ Memphis :
— INCP21 -——————"‘""———Z—_—_—__:_—__________—
- |4

—
i
|

)

. TERM3

Figure 1-5. An Example of Shared Ownership

TERM4

Note that although domain D is on the West Coast, it can include a
resource thousands of miles away. Note also that ownership can extend
through several levels of NCP attachments.
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Types of Connections

Session Flow

The pattern of ownership in your network can affect a number of things.
For example:

® The device TERM1 in Chicago engages in cross-domain sessions (see
“Session Flow”) when it is in session with application programs in
PROC2, also in Chicago. However, it engages in same-domain sessions
with application programs in PROCS3, which is in San Francisco.

This might be because TERM1 is predominantly in session with
application programs in domain D. In this way, error notifications and
other messages concerning the device could go to domain D. If its
predominant use is with application programs in domain C, it might be
more efficient to have TERM1 owned by the VITAM in domain C.

® Multiple ownership of NCP2 and NCP21 means that the VTAMs in
domains D, C, and B all receive error notifications from these NCPs.
Thus, if the VTAM in PROC2 fails, the other VT AMs receive notice of
the failure from NCP2 and can take the appropriate recovery actions
(see “Network Recovery” on page 1-24).

If there were heavy session traffic from domain D over the line between
NCP2 and NCP1, you might want domain D to share ownership of the
line, in order to receive notification of any failures.

Traffic from one domain to another (cross-domain) can be over the
following attachments:

@® Between processors over channels
® Between communication controllers over SDLC lines
@® Between processors and communication controllers over channels.

Channels can carry data faster. SDLC lines can carry it over longer
distances.

The same session flow described under “Single-Domain Networks” occurs in
cross-domain sessions, except that there are extra dimensions. In a
single-domain network, the single VTAM initiates, controls, and terminates
all sessions. In a multiple-domain network, VTAMs in several domains
must work together to provide the same services on a cross-domain basis.
Therefore:

® A session between an application program in one domain and an
application program or terminal in another requires that a session
between the owning VTAMs be started first.

@® When a session-initiation request is issued by an application program or
from a terminal, the resource that it requests can be in any one of the
network domains. The VTAMs in the various domains must therefore
recognize each other and each other’s resources.
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Network Operation

You define VTAMs to each other as cross-domain resource managers
(CDRMs). You can also define application programs that can be in
session with application programs and devices in other domains as
cross-domain resources (CDRSCs). One of the things you can define
about a CDRSC is the CDRM that owns it.

In some cases; you can choose not to define all the CDRSCs in the
network to each VTAM. Dynamic CDRSC definition can be used for
both senders and receivers of session-initiation requests. You can
define the CDRMs for the sending and receiving domains in such a
manner that definitions of the resources owned by the CDRMs are not
needed. The sending or receiving VITAMs create temporary definitions.

The following methods can be used with dynamic CDRSC definition for
outbound session-initiation requests where the domain of the resource is
not known:

® The alias name translation capability in NCCF. A Version 2 NCCF that

has an alias translation table defined for all these CDRSCs provides the
identity of the domain that owns the destination resource. The alias
name translation facility acts as a directory.

Default VTAM selection. You can provide the VTAM that is sending a
session-initiation request a list of VTAMs in the network that might
own the resource that is the object of the request. The sending VTAM
sends the request to each domain listed until the appropriate one is
found.

This trial-and-error method could lengthen session setup time.
However, the problem would be minimized in networks with a
communication management configuration (CMC) host (see
“Configuration Design” on page 1-25) or configurations in which one or
two hosts contain the application programs used by all the terminals in
the network.

In a multiple-domain network, there can be multiple VTAM operators.
These operators must coordinate their actions, such as when each domain
will start up, or how to handle takeover and recovery situations.

NCCF network operation functions described under “Single-Domain
Networks” on page 1-5 operate the same in each domain of a
multiple-domain network. However, NCCF provides additional functions
for cross-domain operation:

@® NCCF operators can start sessions with NCCFs in other domains and

send messages to NCCF operators in other domains. (Note that NCCF
operations between two domains require an NCCF in one domain to be
in session with an NCCF in the other domain.)

Terminal operators can issue commands to be executed in their own
domains or in other domains. Command responses are returned to the
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issuing operator. Unsolicited messages generated by the access method
are sent to a predefined NCCF network operator.

® Span of control can extend across domain boundaries, letting an
authorized operator control resources that are in domains other than
the one in which the issuing operator is located (or connected).

® Using span of control, system programmers can assign groups of
network resources to specific operators when the network is being
defined.

® Using NLDM with NCCF, operators can:

— Collect session awareness data for session partners in different
domains.

— Determine cross-domain session history.

— View problem determination information such as traces collected in
another domain.

— Display response time data interactively (optionally in color),
graphically comparing it to a predetermined objective by terminal
and by session.

Tailoring of network control makes your network easier to manage and
frees the system console for other uses. One operator can control an entire
domain if required, or a network operator can control each of the smaller
elements of a divided network. If the operators have proper authority and
are defined in each domain, they may control resources outside of the
domain in which their terminal is physically located.

Network Performance

Performance considerations within domains in a multiple-domain network
are the same as described under “Single-Domain Networks” on page 1-5.
However, there is an added performance consideration for cross-domain
sessions. In sessions between adjacent hosts when using NCPs as
intermediate routing nodes, the time a message takes to reach its
destination is increased by the extra linkage. This time increases as the
number of domains traversed increases.

The following tools can be used to measure performance across domains:

® Tuning statistics can be gathered for traffic between two VTAMs
connected through a channel-to-channel adapter.

® The Network Performance Analyzer in NCP can be used to measure the

efficiency of cross-domain SDLC lines between communication
controllers.
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Problem Determination and Network Maintenance

Problem determination and network maintenance functions described under
“Single-Domain Networks” on page 1-5 operate within each domain in the
same manner. In a multiple-domain network, responsibilities and
coordination among network operators are additional concerns. For
example:

® Which VTAM operator is responsible for an SDLC line between two
domains?

@® When a route that crosses several domains has a performance problem,
who is responsible for determining where the problem is?

When NCCF is active in each domain of a network, an NCCF in one
domain can be in session with the NCCFs in the other domains. With
NPDA and NLDM operating under NCCF in each domain, you can set up a
central control point where information on maintenance and problem
determination can be monitored and acted upon throughout the network.
The NPDAs in the other domains can send in hardware information, and
the NLDMs can provide session-level information.

NCCF network operators at the central site can display error counts
collected in other domains, receive alerts of trouble spots, and coordinate
actions among the other operators. You can also automate this process.
For example, NCCF command lists (CLISTs), command processors, and exit
routines at the central site can obtain information from the other domains.
When remedial actions are needed, either the operator or an automated
process can invoke the appropriate CLISTs, command processors, and exit
routines in the other domains.

Network Recovery

Recovery for NCPs and lines is the same in multiple-domain networks as it
is in single-domain networks. Replacement of a failing VTAM, however,
need not involve a VTAM in another processor standing by as a backup.
Takeover of an NCP and its resources by a VTAM in one domain for a
failing VTAM in another is also possible. In addition, recovery in a
multiple-domain network becomes a cooperative effort. Potentially, any
VTAM in the network can perform a takeover. The recovery actions must
be coordinated among the operators of the various domains. System
programmers might have to make decisions like these:

@® Should there be a takeover at all? In some cases, it might be simpler to
restart the failing VTAM and start over.

® Which VTAM should take over the resources of each failing VTAM?

® Which tables and records concerning the pre-failure configuration have
to be changed for those VTAMs not involved in the takeover?

® If there has been an NCP takeover and the failing VTAM has come
back up, should it take back its previous resources? All sessions with
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BSC 3270 display terminals in that configuration would then be
terminated.

When a VTAM fails, cross-domain sessions involving terminals attached to
an NCP owned by that VTAM are not disrupted. In a takeover, some
sessions with devices controlled by the NCP continue without interruption.
When the failing VTAM is restarted and takes its resources back, all
sessions are disrupted. If a VTAM is restarted without a previous takeover,
some sessions are disrupted. Sessions that continue during these stages of
recovery do so without session services from any VTAM, because the
records set up when the sessions were initiated have been lost.

Configuration Design
This section discusses the following subjects:

® General considerations for designing networks
® Special Configurations
— Intermediate routing nodes (IRNs)
— Communication management configuration (CMC) networks.

General Considerations for Designing Networks
Three general factors can be considered in designing a network:

® Performance
® Availability
® Ease of operation.

Figure 1-6 on page 1-26 lists network elements you can change to alleviate
various conditions. The table shows in general terms how the three factors
are affected.

Looking at Figure 1-8 on page 1-29, for instance, if you want faster and
more reliable transmission between NCP3 and NCP2, you can add a line
and designate the two lines as a transmission group. This will give you
greater line capacity and will help ensure continued transmission, should
one line fail. Note that if speed and availability are important between
PROC3 and PROC1, you would have to do the same for the line between
NCP2 and NCP1.

If a terminal attached to NCP3 is in session with an application program in
PROC1 over the path using NCP2, a failure of NCP2 or either of the lines
leading to it would interrupt the session. The application program can then
reinitiate the session over the path using NCP21. If the new route is
already heavily used, however, there might now be a degradation of
performance over that route.
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Configuration

Condition

Effect on
Performance

Effect on
Availability

Ease of
Operation

Multiple-Line TG

Greater route capacity.

If a line fails,
transmission is not
interrupted, as long
as one line in the
TG is still active.

Reactivation of a
line does not
affect sessions.

Line
Outage
Multiple Routes No effect, but If a fine or NCP No operator action
performance could fails, recovery can be is required.
be degraded on effected quickly by
NCP the new route. the application
or Line program or the
Failure operator.
Standby If NCP fail itchi
Replacement No effect. an ails, Manual switching by
ACF;:/NCP recovery can be the operator is
s effected quickly. required.
All sessions are
NCP interrupted.
Failure
gtxrzggs'\/ixcr:/ NCP No effect. If a VTAM fails, With established
p recovery can be recovery procedures,
effected quickly. the operator action
Some sessions could is simple to perform.
be interrupted.
VTAM
Failure
g‘:rgzisted Line Faster transmission No effect. No effect.
pacity between NCPs.
Slow

Transmission

Figure 1-6. Considerations for Using Various Configurations

Intermediate Routing Nodes (IRNs)

A VTAM can act as an intermediate routing node (IRN) on routes to other
parts of the network. Figure 1-7 on page 1-27 illustrates possible IRN
configurations. In example 1, processor A is the IRN between
communication controllers NCP1 and NCP2. This configuration would be
useful when a line between NCP1 and NCP2 would be an unnecessary
expense. In example 2, processor Y is the IRN between two processors, X
and Z. This would be useful when there are only a few devices and the
need for NCPs to control them is limited.

Communication Management Configuration Networks

You can arrange your network so that a VTAM in one processor owns and
controls all NCPs, lines, and devices in the network, while the VTAMs in
the other processors own all the application programs and perform data
processing only. For example, in Figure 1-8 on page 1-29 the VTAM in
PROC2 in Chicago can own and control the devices in all four domains.
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This creates a central point of control for network resources and eliminates
the need for other processors to activate and deactivate them. In the
communication management configuration (CMC) all sessions between
application programs and terminals are ¢ross-domain.

If PROC2 fails, any of the other computers can take over as the CMC
computer. However, no new sessions can be initiated until this happens.
The VTAM that takes over would need configuration records that
duplicated those of the original CMC VTAM. Sessions would be affected by
the takeover in the same way as described under “Network Recovery” on
page 1-24. A standby replacement host could be used, although the effect
on sessions would be the same.

Example 1
Processor A Processor B
Application
Program
VTAM VTAM |
Channel Channel Channel
Communication || Controller Communication || Controller Communication || Controller
SDLC Line
NCP1 NCP2 — NCP3
TU2

Processor X

Example 2

Processor Y Processor Z

Channel Channel

Figure 1-7. Examples

of Intermediate Routing Node (IRN) Configurations
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Interconnected Networks

SNA network interconnection permits two or more distinct SNA networks
to be interconnected. In this way, resources in one network can
communicate with resources in another. Some reasons you might want
your network to be interconnected with other networks are:

@® To use data and application programs from other networks. Typical
environments might be:

— Customers and suppliers

— Service bureaus and clients

— Retailers and credit bureaus

— Banks in currency-exchange unions.

@® To avoid the complexity and coordination of merging networks when
separate entities such as companies or governmental agencies merge.

@ Generally, to exchange data among networks whenever the networks
cannot be merged for reasons such as organizational structure,
geography, geopolitics, local politics, or the need for security.

@® For a network in which there are address constraints, more available
addresses could be gained by dividing the network into multiple
interconnected networks.

Each network is independent of the others. Sessions can take place
between resources in any two interconnected networks through the same
session setup procedures now used in those networks. No change need be
made in the structure of any network, except where they interface.
Depending on your requirements, even these changes can be minimal. The
changes are discussed below in the context of the functions described.

In discussing interconnected networks, we will be less concerned with the
functions in VTAM, NCP, NCCF, and NLDM that support the
interconnection than with the networks themselves. The functions
provided within any network have already been described under
“Single-Domain Networks” on page 1-5 and “Multiple-Domain Networks”
on page 1-19. We will discuss SNA network interconnection functions
within the following categories:

Network structure

Session flow

Network operation

Network performance

Problem determination and network maintenance
Network recovery

Network security

Configuration design.

There are no application programming functions for SNA network
interconnection beyond what has been described under “Single-Domain
Networks” on page 1-5.
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Network Structure

Ownership of Gateway

Session Flow

Figure 1-12 on page 1-41 illustrates three interconnected networks.
Network A could be a service network for the other two. For example, it
might perform specialized scientific computations for networks owned by
high-technology concerns, or central clearing house services for banking
networks, or information services for various insurance companies.
Alternatively, the networks might be separate parts of a network that had
been divided earlier.

In the figure, NCP1 can be thought of as part of a gateway through which
data crosses from one network to another. Physically, such a gateway
consists of a communication controller run by a Version 3 NCP and
attached to at least one processor with a Version 2 Release 2 VTAM. The
remaining VTAMs and NCPs may be of any level supported by these
program products (see the list in Chapter 3). Note that NCP1 does not have
to be used solely as a gateway among the networks; it can perform any of
the usual functions of an NCP.

NCP Resources

A gateway NCP may be shared by VTAMs in one or more networks.
However, resources connected to or within the gateway NCP may only be
owned by VTAMs within a single network.

These principles allow multiple gateway VTAMs to share network
boundary processing, while maintaining the integrity of the resources
owned by the NCP.

The same session flow described previously for single-domain and
multiple-domain networks takes place within each interconnected network.
For cross-network sessions, however, there are extra dimensions:

@® Each session between an application program and an application
program or terminal in another network requires additional sessions
between each adjacent pair of gateway VT'AMs along the session path.

If not all the necessary SSCP-SSCP sessions in the session setup path
are active, VTAM will not establish the cross-network session with the
application program. However, VITAM will notify the operator of the
session setup failure. The operator can try to establish the
cross-network session later when the required SSCP-SSCP sessions are
active.

@® At each network boundary, the gateway VTAM and NCP communicate
to provide additional information:

— The session route through the next network.

— Transformation addresses for the originator of the request and the
receiver that are appropriate to the next network.
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Names (if required) that will be recognizable in each of the
participating networks owning the receiver. These are: the name of
each session partner and the identity of the network in which each
resides, the logon mode table proposed for conducting the session,
and the name of the class of routing service.

Some terminals or application programs in one network may have
the same names as resources in other interconnected networks.
Also, the name of a set of session protocols or class of routing
service in one network may mean something entirely different in
other interconnected networks. Gateway VI'AMs can use the
NCCF alias name translation facility to resolve these name
conflicts.

® When an application program or terminal issues a session-initiation
request, the resource requested as a session partner can be located in
any one of the interconnected networks. Two methods of assuring
correct routing can be used:

Resources that engage in cross-network sessions can be defined as
CDRSCs, just as they are defined for cross-domain sessions, except
that they are also associated with the networks in which they
reside.

VTAMs can define CDRSCs dynamically and use predefined lists of
default VTAMs. Session requests can be routed to each listed
VTAM, including gateway VT AMs, until one accepts the request as
relating to its network.

In this way, each network retains its own set of names and its own route
structure.

Network Operation

For each interconnected network, network operation takes place as
described under “Single-Domain Networks” on page 1-5 and
“Multiple-Domain Networks” on page 1-19. For SNA interconnected
networks:

Existing VTAM operator commands have been enhanced to perform
cross-network functions.

New VTAM command operands are provided for cross-network
functions.

NCCF operators can start NCCF sessions in other networks and route
commands to them.

Network operators using NLDM can obtain session awareness and routing
data for session partners in different networks. They can also obtain
response time information for those session partners for which response
time data has been collected.
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Network Performance

For each interconnected network, performance considerations for
individual single- and multiple-domain networks are the same. For the
program products at network boundaries there are new considerations:

® Cross-network sessions use NCP resources. As discussed under
“Configuration Design” on page 1-25 heavy cross-network traffic might
require multiple gateway NCPs. You may also wish to define the NCP
not to control any devices, so that it can be entirely devoted to
cross-network traffic.

® A VTAM at a network boundary can have similar considerations. If
cross-network traffic is heavy, you may want to:

— Avoid using the VTAM as an intermediate routing node in its own
network

— Avoid having the VTAM be responsible for application programs as
in a communication management configuration.

® The various methods described for routing across networks can affect
performance:

— Where all names are unique and the names of session protocols and
classes of service mean the same throughout the interconnected
networks, session setup time is faster. Considerable coding of
definition statements is required. However, the use of dynamic
CDRSC definition, while it could lengthen the time of session setup,
could reduce the time spent recovering from errors.

— Where CDRSCs are not predefined, defining a default SSCP list
requires less work, but session setup time could be longer.

Problem Determination and Network Maintenance

For SNA interconnected networks, problem determination and network
maintenance considerations within the individual single- and
multiple-domain networks are the same.

In addition, NLDM can provide significant network problem determination
data. An NLDM in one network in session with NLDMs in other networks
can provide the following:

The status of cross-network sessions

The configuration of the routes the sessions traverse

Cross-network route connectivity tests

Control data contained in messages transmitted during the sessions.
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Network Recovery

In interconnected networks, network recovery considerations within single-
and multiple-domain networks are the same. For SNA network
interconnection itself, recovery can be considered from two points of view:
(1) what happens at network boundaries and (2) what happens within
individual networks.

Recovery at Network Boundaries

At network boundaries, some of the recovery actions applicable to
single-domain and multiple-domain networks can be used, for example:

@® Replacement VTAMs or NCPs
® Multiple-line transmission groups
@® Multiple routes through different gateway NCPs.

A VTAM cannot take over the resources of a gateway NCP in another
network. Any other VTAM is the same network can take over these
resources. A gateway VTAM in any other network could take over the
cross-network sessions.

Recovery within Individual Networks

Network Security

The failure of a VTAM, NCP, or line in one network could affect
cross-network sessions. Recovery procedures in all such networks should
therefore include cross-network considerations.

Unauthorized access to data in your network can be prevented. The
following safeguards are available for cross-network sessions:

@® VTAM provides a session management exit for which you can write a
routine for authorizing access to an application program. This exit can
be used for cross-network session-initiation requests, as well as for
single- and multiple-domain requests. While it may replace the
authorization exit previously available for single-domain and
multiple-domain sessions, the original exit can still be used.

® You may have data encrypted for cross-network sessions. In addition to
the VTAMs controlling each end of the session, each gateway VTAM
along the route requires IBM cryptographic program products.

® You can specify to the NLDMs in your network that they will not
report session or route configuration data to NLDMs in other networks.
A route test between networks that are not adjacent, for example, will
return only the fact that connectivity does or does not exist.
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Configuration Design

This section discusses the merits of three different SNA network
interconnections: the single-gateway, multiple gateway, and tandem
configurations.

Single-Gateway Configuration

Figure 1-12 on page 1-41 shows one VTAM and one NCP serving as a
gateway between other networks. The figure shows three networks, but
there could be many more, limited only by requirements of the gateway
NCP. Network A could be a service network set up solely to provide
network boundaries for other networks, or it could be one of many
interconnected networks in which a. VTAM and an NCP have been
upgraded to act as the gateway.

Some advantages of this configuration are:
@® It requires that only one VTAM and one NCP be upgraded.

® Network maintenance and problem determination are carried out at one
host.

Some disadvantages of this configuration are:

® The transformation addresses and storage available to an NCP at a
network boundary are limited. :

® If the gateway NCP fails, all cross-network traffic is disrupted until
recovery occurs. If the gateway VTAM fails but the NCP does not,
cross-network sessions continue, although new sessions cannot be
initiated.

Multiple-Gateway Configurations

Figure 1-9 on page 1-37 presents a configuration with multiple gateway
NCPs, that is, network boundaries are situated so there is more than one
route between each pair of networks. In this figure, a session between
APPL1 in PROC1 and APPL2 in PROC2 could pass through gateway NCP1
or gateway NCP2.

The figure shows one VTAM (in PROC3) controlling multiple NCPs.
However, there could be one gateway VTAM for each NCP. This
configuration requires more upgraded NCPs, and possibly VTAMs.
However, it has advantages over a single network boundary:

@ Session traffic can be distributed among the gateway NCPs by writing a
session management exit routine.

@® More addresses are available.
@ If there is a failure at one gateway NCP, sessions passing through it

will fail. However, they can be reestablished and rerouted through the
other gateway NCP."
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Note: With a gate

way VITAM in all interconnected networks, each

cross-network resource is defined as owned by the gateway VTAM in its
network. This permits each network to change its configuration as needed

and only reflect th

ese changes in its gateway VTAM. The other networks

are not required to know about the changes.
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Figure 1-9. Example of Multiple NCPs Acting as Gateways
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Tandem Configurations

Figure 1-10 presents a configuration of networks in tandem. The VTAM in
PROC2 serves with NCP1 as the gateway between networks A and B, and
with NCP2 as the gateway between networks B and C. Note that the
VTAMs in PROC1 and PROC3 do not have to be upgraded.

Figure 1-11 on page 1-39 presents a configuration in which two networks
are separated by a network without a gateway VTAM, that is, they are
nonadjacent. In this illustration, networks A and C have more
configuration isolation than if they were adjacent, since most of the
information that must be exchanged when connecting networks only
pertains to adjacent networks.

Tandem configurations can be used with networks that are geographical
neighbors. For example, a series of networks for hospital associations in
the northeastern, mid-Atlantic, and southeastern regions might use tandem
interconnection. On the other hand, a nationwide network with the address
constraints described earlier might be sectioned into a tandem
configuration of eastern, midwestern, and western networks.

A tandem configuration requires more gateways than the configuration
shown in Figure 1-12 on page 1-41. Network maintenance and problem
determination is less centralized and requires more coordination.
Performance is not as good and tends to degrade further as the number of
networks increases.

I |
Network A | Network B | Network C
| |
Processor PROC1 | Processor PROC2 | Processor PROC3
| |
] NLDM ]
DM ‘ LDM
NL i NCCF i N
NCCF NCCF
I Gateway |
VTAM | VTAM | VTAM
| I
Channel | Channel Channel | Channel
| |
Communication ] Controller - Communication ] Controller
NCP1 NCP2
(Gateway (Gateway
NCP) NCP)

Figure 1-10.

An Example of Tandem Interconnected Networks (Adjacent)
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Figure 1-11. An Example of Tandem Interconnected Networks (Nonadjacent)
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Chapter 2. Network Program Product Functions

This chapter is primarily for users migrating to VTAM Version 2 Release 2
and the equivalent releases of NCP, SSP, NCCF, and NLDM. New
customers can also use it for more details on functions mentioned in
Chapter 1.

The program products are described in the following order:

VTAM and NCP (together)
Ssp

NCCF

NLDM.

VTAM and NCP Functions

This section contains general descriptions of VTAM and then NCP,
followed by a description of the enhancements made to these program
products since VTAM Level 2 and NCP Level 5.

Introduction to VTAM Functions

VTAM provides the interface between application programs in the host
processor and other resources in the network. In order to do this, VTAM
does the following:

Activates and deactivates resources in its domain, including application
programs, NCPs and the devices they control, and devices to which
VTAM is attached directly

Establishes, monitors, and terminates sessions between application
programs and devices or other application programs, forwarding the
session data to and from each session partner

Keeps records on the configuration in its domain, sessions under its
control, and network conditions

Receives commands from the VTAM operator to perform network

services and keeps the operator informed about these services, as well
as network conditions, with operator messages.
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Network Structure

Session Flow

Network Operation

Network Performance

Basic functions relating to VTAM are described below under the categories:

Network structure

Network flow control

Network operation

Network performance

Problem determination‘and network maintenance
Network recovery

Network security

Application programs.

VTAM controls resources directly (through direct attachment) or indirectly
(through an NCP). It owns resources that it has activated and you have
defined it to own. It sends and receives session data over defined paths
related to the lines and NCPs of the network configuration.

VTAM uses pacing to control the flow of data. It specifies the number of
path information units (PIUs) that can be sent before a response from the
receiver must be returned. VTAM also uses virtual route pacing, which
limits the amount of data that can be sent over a route at any one time.

The VTAM operator controls VITAM through specific commands:

Start and halt commands for starting and stopping VTAM
DISPLAY commands for obtaining the status of network resources
VARY commands for activating and deactivating resources
MODIFY commands for changing the status of operations such as
traces and the performance of utility functions.

The programmed operator interface (POD enables application programs to
perform VTAM operator functions. NCCF is an IBM program product that

“uses this interface.

VTAM buffers can be specified according to the needs of your installation.
You can also specify the maximum size of path information units (PIUs)
that are sent and received. You can specify ways for VTAM to save
processor cycles.

Problem Determination and Network Maintenance

VTAM provides the following functions:

. A dump of NCP contents
@ Traces of VTAM buffer use, line use, and I/0 events
® Error recordings provided by the system.
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Network Recovery

Network Security

Application Programs

VTAM can notify its operator of failing resources and sessions and can
reactivate them. In response to operator commands it can take over an
NCP and its resources from a failing host. It can also reload and reactivate
an NCP and reactivate its resources. The NCP’s configuration can be
reactivated to its status just before the failure or to its status when the
NCP was originally activated.

The way you define an application program to VTAM can limit access to
other application programs. Access can also be controlled through the
VTAM authorization exit routine or session management exit routine.

You can also use the Encrypt/Decrypt Feature of VTAM with either the
Programmed Cryptographic Facility program product or the Cryptographic
Unit Support program product to encipher and decipher data sent between
application programs and devices and to prevent data from appearing in
traces or dumps.

An application program obtains telecommunication services from VTAM by
using VTAM macro instructions. It receives notification from VTAM of
events such as logon requests, completion of I/O requests, etc., either
directly or through exits for which routines can be written. -

Application programs can be coded to acquire logical units (LLUs) as session
partners and to pass them on to other application programs. You can also
define LUs to be logged on by VTAM to an application program
automatically when both have been activated.

Introduction to NCP Functions

The NCP controls a network of data links and devices, and routes data
between access methods in host processors and the devices in the network.
NCP controls the network by controlling the data links themselves and by
selecting the routes over which data flows. To perform control and routing
functions, NCP does the following:

® Accepts control requests from the access method and returns responses

® Receives data from the access method and routes it to designated
devices in the network, often through other NCPs in the network

® Accepts requests from network devices and returns responses

® Receives data from network devices and routes it to the access method
or to other network devices, often through other NCPs in the network

® Keeps records of network conditions and forwards the information to
the access method upon request.
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Network Structure

Session Flow

Network Operation

Basic functions relating to NCP are described under the following

Network structure

Session flow

Network operation

Network performance

Problem determination and network maintenance
Network recovery

Network security.

NCP enables networks of various configurations to operate effectively. It
controls different types of data links in various arrangements, and routes
data over these data links to many different types of network devices. From
the communication controller where it resides, the NCP polls and addresses
stations on nonswitched data links, and dials and answers stations on
switched data links. It selects a route for data according to the network
configuration design and the current conditions of the network.

The data links controlled by the NCP have many possible characteristics.
A data link can use the synchronous data link control (SDLC), binary
synchronous communication (BSC), or start-stop communication discipline.
The link can be duplex or half-duplex, point-to-point or multipoint, or
switched or nonswitched.

The configuration of a network is defined with NCP generation macros.
With these macros, you can define such things as line addresses and speeds,
data links and routing, and device types and names.

NCP uses pacing to control the flow of data in the network. Pacing
determines the amount of data that can be sent before a response must be
returned.

NCP controls data traffic between communication controllers in the
network as well as between communication controllers and the network
devices.

Network operations for the NCP are initiated through access method
commands. The operator has no direct connection with NCP, except for
functions that can be performed at the control panel of the 3705 and the
console of the 3725.
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Network Performance

Network performance is affected by several functions under control of the
NCP. Some of these functions can be specified during NCP generation, and
some can also be modified later during network operation.

NCP controls the number of times that devices on a multipoint BSC or
start-stop data link can respond negatively before the link is rescheduled
for other operations. You can specify the maximum number of times that
these devices can respond negatively.

A channel attention delay option controls the interval that the NCP waits
before presenting an attention interruption to the host processor channel to
transfer a block of data.

Problem Determination and Network Maintenance

Network Recovery

Network Security

NCP provides the following functions related to problem determination and
network maintenance:

Tests of data links, modems, and network devices

Traces of data links and channel adapter activity
Recordings of errors and statistics for data links and devices
A dump of communication controller storage.

The NCP can recover from some types of transmission errors in the
network by retransmitting data that has been sent incorrectly.

The NCP verifies the identification of certain BSC devices before they can
communicate with NCP over switched data links.

Functional Enhancements to VTAM and NCP

The functional enhancements to VTAM and NCP are described below in the
categories listed earlier in this section.

For each group of functions, there is a table from which you can determine
if each function is an addition to those in your current release of VTAM or
NCP. Following the tables are brief descriptions of the functions.

Note: This chapter only tells you what the functions can do for you.
Requirements for using the functions or the actions you must take to
implement them are described in more detailed books. These books are
described in Appendix B, “Library Summaries.”
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How to Use the Tables

Network Structure

Using Figure 2-1 on page 2-7 as an example:

Under “Type of Network” on the left, an “X” under the “S” column tells
you that the function can be used in a single-domain network; under
“M” it can be used across domains in a multiple-domain network; and
under “I” that the function can be performed across interconnected
networks.

The functions are listed alphabetically in the center of the table;
descriptions of the functions appear after the table in the same order.

Under “Release Effected In” on the right, an “X” appears under each
release of VTAM and NCP that has the function. “V1R1” means
“Version 1 Release 1,” “V1R2” means “Version 1 Release 2,” etc.

Note: In the case of NCP, “V1R2” means “Version 1 Release 2.1,” as
well as “Version 1 Release 2.”

If you are migrating from VTAM Level 2 and NCP Level 5, all the functions
listed in the table are new to your installation. But if you are migrating to
the current releases of VTAM and NCP from Version 1 Release 1, for
example, and you have a single-domain network, the first new function that
can be used in a single-domain network is “NCP ACB address extension.”
Under “Release Effected In” there is no “X” under “V1R1;” thus, the
function is new for your installation and you may want to read the
description of it below.

Figure 2-1 on page 2-7 lists functions that affect network structure.
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Type of Release Effected In
Network
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Note: These functions are described below.

Figure 2-1. VTAM and NCP Functions Used in Network Structure
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NCP Address Control Block Address Extension: The address of an Address
Control Rlack (ACR) ean he un tn 17 hits long. which allows the maximum
address of an ACB to be 128K. This higher address allows the ACB to
reside in storage above 64K.

Channel-Attachment NCPs: Hosts no longer need to activate or have a
Stage 1 definition deck of channel-attached NCPs in order to send messages
through them. The host can still take over the NCP from an owner host
that has failed.

Channel-to-Channel-Attached Hosts: Two host processors equipped with
Version 2 VITAMs and channel-to-channel adapters can be connected by a
channel, permitting direct transfer of data without an intervening NCP.

Data Links Operating at up to 230.4 kbps: The NCP allows data links
attached to a communication controller to operate at data rates up to 230.4
kbps.

Downstream Load: The CNM interface (see “Problem Determination and
Network Maintenance” in this chapter) has been expanded to allow loading
programs into physical unit Type 2 devices where required.

Dynamic Cross-Domain Resource (CDRSC) Definition: VTAM can process
session-initiation requests for terminals and application programs received
from and directed to logical units in other domains or networks, without
their being defined to it as cross-domain resources.

Extended NCP Connection: An NCP can perform the same network control
functions, regardless of whether it was loaded into the communication
controller over a channel attachment from a host processor or over an
SDLC link from another communication controller.

For single-domain networks, extended NCP connection allows more than
two communication controllers to be connected in tandem.

For multiple-domain networks, extended connection allows cross-domain
SDLC links between NCPs in link-attached controllers. See Figure 2-2 on
page 2-9. Extended interconnection in multiple-domain networks also
allows communication over cross-domain links between a single NCP and
NCPs in multiple communication controllers. Thus, two or more access
methods can share ownership of an NCP in a link-attached controller. See
Figure 2-3 on page 2-10.

Extended connection has two major benefits. First, the functions of an
NCP are always the same, regardless of how the NCP is loaded. This
allows controllers to be dispersed geographically without concern for
whether the controllers are channel-attached or link-attached. Second,
multiple access methods can share ownership of network devices. Thus, if
failure occurs, more VI'AMs are available to take over ownership of the
devices.
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Extended Data Link Ownership: Any SSCP in a network may activate, and
thus own, any data link between NCPs, regardless of how distant the SSCP
is from the link. The NCPs keep information about the number of SSCPs
that can currently own the link, to a maximum of eight. Each SSCP can
deactivate the link when it has no further use for the link, but the NCP
does not deactivate the link until the last remaining owner deactivates the

link.
Host Host
Processor Processor
Access Access
Method' Method
Channel Channel
Communication Communication
Controller Controller
{Channel - SDLC Line (Channel -
Attached) Attached)
NeP NCP
SDLC Line SDLC Line
Communication Communication
Controller Controller
(Link - SDLC Line (Link -
Attached) Attached)
NCP NCP
Figure 2-2. Cross-Domain Links between NCPs in Link-Attached

Communication Controllers
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Host Host Host

Processor Processor Processor
Access Access Access
Method Method Method
Channel Channel Channel
Comimunication Communication Communication
Controller Controller Controller
(Channel - - {Channel - (Channel -
Attached) Attached) Attached
NCP NCP ) NCP

SDLC Line SDLC Line SDLC Line

Communication
Controtller
(Link -
Attached) NCP

Figure 2-3. Shared Ownership of an NCP

High-Speed Link Transmission Enhancement (Modulo 128) for the 3725: The
maximum amount of data the NCP can send over high-speed duplex links
before it requires a transmission response is extended from 7 information
frames (I-frames) to 127 I-frames. This option helps to minimize signal delay
and is available on links-between communication controllers and between
communication controllers and cluster controllers.

Host Intermediate Routing Node (IRN): A host can transmit messages
between two other hosts or between a host and an NCP.

Monitor Mode: NCP provides two types of monitor mode functions:

Channel Monitor Mode: An NCP attached to the host processor
through certain types of adapters can accept a channel contact with an
SSCP at any time. If such a channel adapter fails to become active
when the NCP is initialized, the channel monitor function tries to
activate it after a certain time interval.

SDLC Monitor Mode: An NCP can activate specified SDLC links when
the NCP is initialized if no external SSCP is yet active. Under these
conditions, the NCP can contact an adjacent NCP without SSCP or
operator assistance.

Multisystem Networking Facility (MSNF) Repackaging: Modules of the

Multisystem Networking Feature are now part of the VTAM program
product.
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Non-SNA Devices Attached to NCP: The Network Terminal Option (NTO)
allows an NCP to provide SNA support for a select group of non-SNA
devices. The IBM publication Network Terminal Option General
Information Introduction tells what non-SNA devices are supported and
provides more information about NTO.

Parallel SDLC Links: Parallel SDLC links can connect two NCPs. Data
can flow over these links simultaneously. The number of parallel links that
can be used depends on the link attachment capabilities of the
communication controllers in which the NCPs reside. Parallel links can

reduce session disruption caused by a failing link or the deactivation of a
link.

Port Swapping Enhancement for the 3725: This enhancement allows you to
transfer a data link from a failing port to a spare port without having to
code a duplicate definition of the link during resource definition.

Primary Logical Units Attached to an NCP: Devices attached to an NCP
can communicate with each other when the NCP is supplemented by the
IBM program 