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PREFACE

Hewlett-Packard AdvanceNet .» 1 combination of hardware and software products that make it possible
for Hewlett-Packard computer systems to communicate with one another and with IBM mainframes.
The system to system or system to network connections can be made over the coaxial cable of a local area
network, over hardwired or leased lines, over the public telephone facility, or across X.21 or X.2$§
compatible Packet Switching Networks (PSNs), in any mixture. This capability, coupled with
remote-entry capability to IBM computer systems, prosdes a total solution to large-company electronic
data processing (EDP) needs.

HP AdvanceNet allows a large multidivisional corporation to have a truly coordinated world-wide
network of computer systems. They are coordinated in the sense that the various commercial and
industrial functions within each division and factory are tied together; they are also coordinated in the
larger sense of tying together the various divisions and factories at the corporate level.

For example, imagine a large corporation which has factories in the United States, Canada, France, and
West Germany. Within each factory there are HP 3000 computer systems performing such functions as
inventory control, factory data collection, and operations management. With Hewlett-Packard
AdvanceNet data communications products, these manufacturing information sv.tems can be connected to
an HP 3000 system which handles the factory’s administrative functions (such as finance and accounting)
The administrative systems of each factory can, in turn, be connected not only to one another (via a local
area network) but also (via remote job entry) to a large computer facility at corporate headquarters. This
overall networking capability makes it possible to perform financial analysis and control at a group and
corporate level ag well as at the individual factories.
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PREFACE (continued)

HP Network Services for MPE-V/E Based Systems (NS3000/V) is the HP data communications product
that enables your HP 3000 to communicate with other HP computer systems as part of a distributed
network. These systems can be other HP 3000s. HP 9000s, HP 1000s and PCs. Networks that operate
over NS3000/V links can be interconnected to form a catenet, or internetwork. There are several
network link products for NS3000/V, as described below.

The following link products connect computers on a local area network using the IEEE 802. 3 networking
standard:

o ThinLAN/3000 Link (includes ThickLAN option for thick coaxial cable)
e StarLAN/3000 Link

Two other link products enable you to establish remote connections to HP 3000s, as well as local
connections, using point-to-point networking technology:

¢ Asynchronous SERIAL Network Link for MPE-V/E based systems (Asynchronous 3000/V Link)
e NS Point-to-Point Network Link for MPE-V/E based systems (NS Point-to-Point 3000/V
Link).
Intended Audience of this Manual
This manual is intended for those with a good deal of knowledge in data communications. Also required
is knowledge of the MPE-V operating system at the system supervisor level, and a familiarity with the
SYSDUMP dialogue, resource management and console commands.

Related Publications

The following HP publications contain additional information about Network Services (NS3000/V), the
MPE-V operating system, and the link products used with NS3000/V.
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PREFACE (continued)

General NS3000/V Link Manuals:
e NS3000/V Network Manager Reference Manual, Volume I (32344-90002)
o NS3000/V Network Manager Reference Manual, Volume 11 (32344-90012)
o NetlPC3000/V Programmer's Reference Manual (5958-8581)
o NS Message Formats Reference Manual (5958~8523)
Network Services Manuals:
e NS3000/V User/Programmer Reference Manual (32344-90001)
o NS Cross-System NFT Reference Manual (5958-8563)
o NS Cross-System Network Manager Reference Manual (5958-8564)
HP ThickLAN Manuals:

o LAN Cable and Accessories Installation Manual (5955-7680) (For use with coaxial cable LAN
links)

o LAN3000/V Diagnostic and Troubleshooting Guide (30242-90003)
(This manual is referred to as LAN/3000 Diagnostic and Troubleshooting Guide throughout this
manual set.)
o LAN Link Hardware Troubleshooting Manual (5955-7681)
HP StarLAN Manuals:
e HP StarLAN PC to HP 3000 Network Configuration Guide (50906-90000)
o HP StarLAN Planning Guide for PCs (50906-90020)
o HP StarLAN Hardware Installation Manual for PCs (§959-2222)
o HP StarLAN PC Server Installation, Configuration, and Operation Guide (50904-90000)
o HP StarLAN PC Workstation Installation and Configuration Guide (50906-90040)
o HP StarLAN User's Guide for PCs (50905-90000)
o HP StarLAN Diagnrostics and Troubleshooting Manual for PCs (50906-90060)
o HP 28647 A Bridge Installation and Reference Manual (28647-90001)

o HP 30265A StarLAN/ 3000 Link Installation and Reference Manual (30265-90001)
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PREFACE (continued)

HP ThinLAN Manuals:

o HP30240A4 ThinLAN/3000 Local Area Network Interface Controller (LANIC) Installation and
Service Manual (30240-90001) (For Series 37/MICRO3000 ystems, part number 30240-90100).

e PC to HP 3000 Network Configuration Guide (50909-90::00)
o HP ThinLAN Planning and Hardware Guide tor PCs (50909-90020)
o HP ThinLAN PC Server Installation, Configuration, and Operarton Guide (50907-90000)
e HP ThinLAN Workstation Installation and Configuration Guide for PCs (50909-90040)
e HP ThinLAN User's Guide tor PCs (50908-90000)
e HP ThinLAN Diagnostics and Troubleshooting Manual for PCs (50909-90060)
o HP28645A ThinLAN Hub Installation Manual (28645-90001)
HP SERIAL Manuals:
o HP SERIAL Network PC to HP 3000 Network Configuration Guide (50911-90000)
e HP SERIAL Network Planning and Hardware Guide (50911-90020)
e HP SERIAL Network PC Workstation Installation and Configuration Guide (50911-90040)
e HP SERIAL Network User's Guide (50910-90000)
e HP SERIAL Network Troubleshooting Guide (50911-90060)
Resource Sharing Manuals:

Resource Sharing: System Management (32597-90001)

Resource Sharing: Utilities (32597-90002)

o Resource Sharing: Host Diagnostics (32597-90003)
o Resource Sharing: Tape Backup User's Guide (35460-90902)

Resource Sharing: Tape Backup Administration (35460-90903)



PREFACE (continued)

You may also wish to consult the following DS and DS-related reference manuals:

DS/3000 HP 3000 to HP 3000 User/Programmer Reference Manual (32185 -90001)
DS/3000 HP 3000 to HP 1000 Reference Manual for HP 3000 Users (32185-90005)
DS/3000 HP 3000 to HP 3000 Network Administrator Manual (32185-90002)

X.25 Link for the HP 3000 Reference Manual (32187-90001)

DS/ 1000-1V User's Manual (91750-90002)

Thesge additional reference manuals provide documentation for the MPE operating system and several
subsystems available on the HP 3000:

Fundamental Data Communications Handbook (5957-4634)
HP 3000 Computer Systems, MPE V Commands Reference Manual (32033-90006)
HP 3000 Computer Systems, MPE V Intrinsics Reference Manual (32033-90007)

HP 3000 Computer Systems, MPE V System Operation and Resource Management Reference
Manual (32033-90005)

IMAGE/ 3000 Reference Manual (32215-90003)
QUERY /3000 Reference Manual (30000-90042)
KSAM/ 3000 Reference Manual (30000~90079)
TurbolMAGE Reference Manual (32215-90050)

V /3000 Reference Manual (32209-90001)

MPE File System Reference Manual (30000-90236)

Workstation Configurator Reference Manual (30239-90001)

INP Manuals:

HP 300204 INP Installation and Service Manual (30010-90001)
HP 30020B INP Installation and Service Manual (30020-90005)

HP 30244M INP Series 37 Installation and Service Manual (30244-90002)



PREFACE (continued) ;

ATP Manuals:
® Point-To-Point Workstation I/0 Reference Manual (30000-90250)

® Terminal (TERMDSM) On-Line Diagnostic/Support Monitor Reference Manual (For MPE V/E:
30144-90013)

o HP 3000 Distributed Systems Network/Advanced Terminal Processor Off-line Diagnostic
Procedures Manual (30144-90003)

e Asynchronous Data Communications Channel-Main and Asynchronous Data Communications
Channel-Extended Diagnostic Manual (30070-90037)

® Advanced Terminal Processor {ATP) Installation Manual (30144-900(:2)
Organization of the Manual

This manual is divided into two volumes. Volume I, wh.ch describes network design and configuration,
contains the following sections:

Section 1, Introduction, of this manual introduces the network architecture and product structure of
NS3000/V and associated links and describes each of the pruducts in detail.

Section 2, Network Management, provides an overview of the tasks of network management. This section
also provides references to other sections that cover certain areas of network management in greater
detail.

Section 3, Network Planning and Configuration, explains concepts you will need to understand before
planning, configuring, an'd installing an NS3000/V network or catenet.

Section 4, System Configuration, discusses changes and additions to your original system configuration
which may become necessary due to changing circumstances at your installation. This section includes a
detailed explanation of 1/0 configuration for the drivers and virtual terminals. System parameters and
the SYSDUMP dialogue are also discussed.

Section 5, the Node Management Configurator (NMMGR), describes the operation of NMMGR, a utility

program that provides a series of VPLUS/3000 block-mode screens to display and accept configuration
information. The operation of NMMGR and the specifics of the utility screens are described.
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PREFACE (continued)

Sections 6, 7, 8,9, 10, 11, 12, and 13 provide the field definitions of the configuration screens used to
define the network configuration. These sections are organized as follows:

Section 6, Guided Configuration

Section 7, Link Configuration

Section 8, Network Transport Configuration

Section 9, LAN 802. 3 Network Interface Configuration
Section 10, Router Network Interface Configuration
Section 11, Gateway Half Network Interface Configuration
Section 12, Loopback Network Interface Configuration
Section 13, Logging Configuration

Section 14, Network Directory, describes how to create and maintain a master network directory of your
installation’s network configuration.

Appendix A contains blank configuration worksheets to help you prepare for configuring you network as
described in Volume I, Section 3, “Network Planning and Configuration.”

Appendix B lists the supported modems for the NS3000/V product.
Appendix C describes how to convert configuration files.

Appendix D describes PC-to-HP 3000 communication.

Appendix E discusses NS versus DS INP configuration.

Volume II, which describes tasks performed after initial network configuration, contains the following
sections:

Section 1, Commands, describes the MPE commands for NS3000/V link products.

Section 2, Software and Line Verification, describes both the utilities available for software verification
and the line tests used to check that a node is communicating correctly with a network.

Section 3, Logging and Tracing, describes the NMS Trace/Log File Analyzer (NMDUMP).
Section 4, Changing the Network, describes how to change the network topology.

A glossary also is provided. For your convenience, the glossary is included with both volumes of this
manual.
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CONVENTIONS USED IN THIS MANUAL

NOTATION

nonitalics

italics

[]

()

DESCRIPTION

Words in syntax statements which are not in italics must be entered exactly as
shown. Punctuation characters other than brackets, braces and ellipses must also be
entered exactly as shown. For example:

EXIT;

Words in syntax statements which are in italics denote a parameter which must be
replaced by a user-supplied variable. For example:

CLOSE filename
An element inside brackets in a syntax statement is optional. Several elements

stacked inside brackets means the user may select any one or none of these elements.
For example:

[g] User may select A or B or neither.

When several elements are stacked within braces in a syntax statement, the user must
select one of those elements. For example:

A
{B} User must select A or B or C.
c

A horizontal ellipsis in a syntax statement indicates that a previous element may be
repeated. For example:

[,itemname]...;

In addition, vertical and horizontal ellipses may be used in examples to indicate that
portions of the example have been omitted.

A shaded delimiter preceding a parameter in a syntax statement indicates that the
delimiter must be supplied whenever (a) that parameter is included or (b) that
parameter is omitted and any other parameter which follows is included. For
example:

item|[3itemb] [Fitemc)
means that the following are allowed:

itema

itema,itemb

itema,itemb,iteme
itema, ,itemc
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CONVENTIONS (continued)

underlining

xvi

When necessary for clarity, the symbol A may be used in a syntax statement to
indicate a required blank or an exact number of blanks. For example:

SET[(modifier)]A(variable);

When necessary for clarity in an example, user input may be underlined. For
example:

NEW NAME? ALPHA

Brackets, braces or ellipses appearing in syntax or format statements which must be
entered as shown will be underlined. For example:

LET var[[subscript]] = value

Output and input/output parameters are underlined. A notation in the description
of each parameter distinguishes input/output from output parameters. For example:

CREATE (parm!?,parm2,flags,error)

Shading represents inverse video on the terminal’s screen. In addition, it is used to
emphasize key portions of an example.

The symbol () may be used to indicate a key on the terminal’s keyboard. For
example, indicates the carriage return key.

Control characters are indicated by followed by the character. For example,
(CONTRSL)Y means the user presses the control key and the character Y simultaneously.
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INTRODUCTION

HP Network Services for MPE-V Based Systems (NS3000/V) is an HP data communications product that
provides networking capabilities to interactive users and application programs on HP 3000s running the
MPE-V operating system. Through the use of NS3000/V, these HP 30005 can be connected to other HP
computer systems in a distributed network.

NS3000/V consists of two parts: NS3000/V Services and NS3000/V links. NS3000/V Network Services
consist of software that enables users to access data, initiate processes, and exchange information among all
the systems on a network. NS3000/V links provide connections among systems (either HP 3000s or
personal computers) in the same network. To use NS3000/V Services, the systems must be connected by
an NS3000/V network link.

A variety of network link products are available with NS3000/V. The link product that connects
individual systems in an NS3000/V network can be any of the following:

e NS Point-to-Point Network Link for MPE-V Based Systems (NS Point-to~Point 3000/V Link)
e Asynchronous SERIAL Network Link
e StarLAN/3000 Link
o ThinLAN/3000 Link (includes ThickLAN option for thick coaxial cable, described below)
The link products listed above can all be used to connect HP 3000s to one another.

The Asynchronous SERIAL Network Link, StarLAN/3000, and ThinLAN/3000 can connect HP 3000s to
personal computers as well as to other HP 3000s.

The ThinLAN/3000 Link, including the ThickLAN option, can also connect HP 3000s with HP 1000s
and HP 9000s.

ThinLAN/3000 Link connections are usually made with thin (. 18 inch) coaxial cable; however, you can
also use thicker (.4 inch diameter) coaxial cable, available by ordering the ThickLAN option of
ThinLAN/3000.

Table 1-1 shows available links and the kinds of connections they can make-- whether between HP
30003 or between HP 30005 and personal computers.
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Table 1-1. Link Types and Connections

Link Type 3000 to 3000 PC to 3000
NS Point-to-Point 3000/V Link X
Asynchronous SERIAL Network Link X X
ThinLAN/3000 Link (including X

ThickLAN option)

StarLAN/3000 Link X X

(MICRO 3000s,

MICRO 3000XEs, Series
37s, and Series 37XEs
only)

Although NS3000/V Services all require a network link to operate, network links can be purchased
without the concurrent purchase of NS3000/V Services.

Network links differ in their supporting hardware, software and in some cases, function. Later subsections
of this "Introduction” describe these links and discuss the differences among them.

SYSTEM REQUIREMENTS

NS3000/V is supported on the HP 3000 Series 37/37XE/39/40/42/44/48/58/64/68/70 and the
MICRO 3000 and MICRO 3000XE, executing the MPE-V/E operating system, V.U.F. G.02.03
(U-B-delta-3) MIT or later versions. The system must have a minimum of two megabytes of memory and
the Expanded System Table Microcode. (Systems that are now memory-limited should add one megabyte
to maintain current performance.)
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NETWORK ARCHITECTURE

Before you understand the details of NS3000/V links and services, you should understand some general
concepts about network architecture and NS3000/V. This section will familiarize you with concepts and
terms you will encounter later in this manual.

A network is a group of computer systems connected in such a way that they can exchange information
and share resources. In a distributed network, as opposed to a centralized one, the connected systems are
independent and equal. One system does not control another system.

NS3000/V networks are distributed networks. Systems that are configured into an NS 3000 network are
called nodes. Through participation in a distributed network, users on your system, or local node, can use
the processing and storage facilities of another system, or remote node; users at remote nodes can take
advantage of the resources of your local node.

A group of networks that are connected to each other is called a catenet. One network is connected to
another by means of a node called a gateway node.

The plan that defines the characteristics and interactions of the hardware and software used to connect
nodes into a network is called a network architecture. Typically, the software is organized as a series of
layers. The user interface is integrated into the top layer and the hardware is integrated into the lowest
layer. Hence, a message, composed of data and information necessary to transmit the data to its
destination, is sent from the user down through the layers and out onto the network; when the message is
received at the remote node, it is passed up through the layers to the remote user.

Layers are required to handle the many tasks involved in translating a message into a form appropriate
for the hardware connection to the network, or back into a form understandable to the remote user,
depending on whether the message is incoming or outgoing. Each of the layers between the user and the
hardware is assigned certain well-defined tasks. Each layer must accomplish its task and pass the message
on, in a particular format, to the layers above or below it.

The rules and conventions that define the functions to be performed and the format of messages that are
exchanged by each architectural layer are called protocols. Individual layers can be designed,
implemented, changed, or updated in any manner their creators choose, as long as they provide the data in
the correct format. This also makes it easy to pinpoint and correct errors, because each task is done in a
specific layer of the architecture.

Until recently, each computer products company developed its own network architecture as part of the
design of its data communications products. For example, Hewlett-Packard developed the Distributed
Systems Network (DSN) architecture, a five layered design that uses HP proprietary protocols. The DSN
architecture is used by all HP Distributed System Network products, such as DS Network Services for the
HP 3000 (DS/3000) and DS/1000-1V. Similarly, IBM developed the System Network Architecture
(SNA), a six layered design that uses IBM proprietary protocols. Many HP data communications products
can communicate in an SNA environment, such as SNA Link Services for the HP 3000 (SNA Link) and
Network Remote Job Entry for the HP 3000 (SNA NRJE).

However, using proprietary protocols and designs can be limiting for data communications applications.
Over time, standards have been developed for the tasks and protocols of data communications, starting
with the physical connectors. An internationally accepted set of standards based on an architecture
known as the "OSI model” is under development by participants from many countries.
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The OSI Model

The International Standards Organization (ISO), an agency of the United Nations, developed the first step
in the standardization of network architectures by defining the Open Systems Interconnection (OSI)
Reference Model. The OSI model defines seven architectural layers and specifies the function of each.
Figure 1-1 illustrates the OSI model.

Layer Task
7 Application
6 Presentation
5 Session
4 Transport
3 Network
2 Data Link
1 Physical

Figure 1-1. The Seven Layers of the OSI Model

Layer 7 (Application) is the user interface to remote services.

Layer 6 (Presentation) manipulates user data, such as in text compression and encryption.

Layer § (Session) negotiates connection establishment at remote nodes.

Layer 4 (Transport) is responsible for end-to-end data integrity. This means that the Transport
Layer is responsible for ensuring that the message arrives at the correct remote node, without
errors, even if the message had to pass through any intermediate nodes.

Layers § - 7 also provide end-to-end services, while Layers 1 - 3 are only responsible for data
integrity between each node.

Layer 4 protocols can provide the following services to upper layers: in-order message delivery,
retransmission of lost messages, suppression of duplicate messages and flow control.

¢ Layer 3 (Network) determines the routes messages take to get from one node to another. This

layer can be split into two sub-layers: 3i and 3s. Layer 3i handles routing between networks

(internetwork), and 3s handles routing within a network (intranetwork).
e Layer 2 (Data Link) checks for and corrects transmission errors over the physical link.

e Layer 1 (Physical) transmits the electrical signals over the link.

The functions of each layer are performed by software that adheres to established protocols. The protocols
used by NS3000/V are described later in this section.

1-4
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Types of Networks

Computer networks can be broadly classed as of two types: broadcast networks and point-to-point
networks. Nodes on a broadcast network share the same communications channel, over which data is
transmitted to all the nodes in the network. Networks using HP ThinLAN, including the ThickLAN
option, or HP StarLAN links are broadcast networks; the protocol that they use broadcasts messages to all
the systems on the LAN.

Point-to-point networks, on the other hand, are networks in which data is transmitted from node to node
in a network over a defined route until it reaches a specific destination. Because data is passed from one
node to another, one node at a time, the means of transmitting data over point-to-point networks is called
the store and forward technique. When a message is received at an intermediate node, it is forwarded to
either another intermediate node or to its final destination. Point-to~-point networks are sometimes
referred to as router networks. The term router is used within this manual to refer to point-to-point
networks. The Point-to-Point 3000/V Link and the Asynchronous SERIAL Network Link can both be
used to connect nodes in a router network.

NS3000/V Network Types

An NS3000/V network can be of two types:
e A router network

e An IEEE 802.3 local area network

These types correspond to the types of networks--broadcast and point-to-point --previously described.
The NS3000/V IEEE 802.3 local area network is a broadcast network based on standards published by
the Institute of Electrical and Electonics Engineers (IEEE). The standards are called “IEEE 802.3" (and a
related standard is called IEEE 802. 2); therefore, the kind of network it specifies is called an "IEEE 802.3
network.”

The NS3000/V router network is a point~to~point network that uses the store-and-forward technique.

Certain NS3000/V link types can be used for each network type, as shown in Table 1-2:
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Table 1-2, Network and Link Types

NS3000/V Network Type NS3000/V Link Type
NS Point-to-Point 3000/V Link
Router Asynchronous SERIAL Network Link
ThinLAN/3000 Link
IEEE802. 3 (including ThickLAN option)
StarLAN/3000 Link

As Table 1-2 shows, NS3000/V router networks can use NS Point-to-Point 3000/V and Asynchronous
SERIAL Network Links to connect nodes. IEEE 802.3 networks can use the ThickLAN option,
ThinLAN/3000, and StarLAN/3000 Links.

Network Topology

The topology of a network refers to the physical arrangement of its nodes. For example, one type of
common topology is a bus topology, in which all nodes are directly linked. Another type is a star topology,
in which all nodes are linked in a radiating fashion to a central node or switching device.

The possible topologies for a given network are determined by the type of link used to connect the
network’s nodes.

For example, a bus topology can be used only for a broadcast network, such as an IEEE 802. 3 network.

Figure 1-2 shows a bus topology, in which network nodes (represented by numbered circles) are joined to a
common bus.

Figure 1-2. Bus topology.

Point-to-point networks cannot use a bus topology. Instead, point-to-point networks must use a topology
in which each network node is connected to at least one other node. Data is passed from one node to
another, including through any intermediate nodes, until it reaches its destination. NS Point-to-Point
3000/V and Asynchronous SERIAL Network Links can be used to create point-to-point, or router
networks. ' ’
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The actual topologies that can be used for point-to-point networks are widely varying; possibilities
include star, ring, hierarchical (sometimes referred to as a tree topology) and string. Any arrangement of
nodes will work as long as each node is connected to at least one other node in the same network. Figure
1-3 illustrates several possible topologies for point-to-point networks.

15

Ring Star Irregular

Q O 0—0

@ 2@ O—O
Complete String Hierarchical

Figure 1-3, Point~to-point topologies.

Nodes that are directly connected to only one other node in point-to-point networks are referred to as
leaf nodes. In the illustration above, each of the endpoints of the star topology are leaf nodes, as are some
of the nodes in the string, hierarchical, and irregular topologies. In NS3000/V networks, personal
computers can be used only as leaf nodes.

Catenets

Two or more networks can be linked together to form an internetwork or catenet (derived from
concatenated networks). For example, if you wanted to connect the nodes in a router network with the
nodes in an IEEE 802.3 network, the combination of the two networks would be called a catenet.
Creation of a catenet allows any node on one network to communicate with any node on another network
that is part of the same catenet. Up to 256 individual networks can belong to the same NS3000/V
catenet.

The divisions between the networks in a catenet are called network boundaries. Figure 1-4 shows a
catenet, with a network boundary indicated by a dashed line.
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Gateways and Gateway Halves

Networks in the same internetwork are joined together by gateway nodes. A gateway node is a node that
is a member of two or more networks and allows communication between the networks to which it
belongs. Communication between networks is also called internetwork communication. For example, in
Figure 1-4, Node 11 belongs to Network C and to Network D; it serves as a gateway between Networks C
and D. Internetwork protocols determine how data and associated messages are routed through multiple
networks. In the example (Figure 1-4), the internet protocol used determines how data and associated
messages are routed from one network to the other. NS3000s Internet Protocol (IP) is based on the
DARPA (Defense Advanced Research Projects Agency) standard for an internetwork protocol.

If Node 7 in Network C wants to send a message to Node 14 in Network D, Node 7’s message would be
sent to Node 11. Node 11 would then send the message to Node 14. All datacomm traffic from Network
C to Network D must go through Node 11, the gateway to Network D.

Network C Network D

Figure 1-4. Gateway (Node 11).

Networks can also communicate via gateway halves. A gateway half is a degenerate case of a gateway;
instead of .one gateway node providing internetwork communication, two gateway halves are needed.
Each gateway half belongs to only one of the networks that it links; each has a Gateway Half link over
which it is connected to the other gateway.

Network C Network D

Figure 1-5. Gateway Halves (Nodes 11 and 12).
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For example, in Figure 1-5, Node 11 is a gateway halt 'hat belungs to Network C, and Node 12is a
gateway half that belongs to Network D. The link between Nodes 11 and 12 is a Gateway Half link.
Messages from Network C destined for Network D are first sent to Node 11, the gateway half for
Network C. Node 11 sends the message to Node 12, which is Network D’s gateway half. Node 12 then
routes the message to the appropriate node in Network D

A node can be a gateway and a gateway half. If a node has three links and belongs to two networks, it
would be a gateway to the two networks that it belongs to, but a gateway half to the network to which it
did not belong. For example, in Figure 1-6, Node § is a member of Networks A and B, and is a gateway
between them. Although Node § has a link to Network C, it does not belong to Network C and 0 is &
gateway Aalf to that network.

Network A Network B

Network C

Figure 1-6. Catenet,

NS3000/V Architecture

NS3000/V is composed of two parts: NS3000/V Services and NS3000/V Links. NS3000 Services perform
functions of layer § (Session layer), layer 6 (Presentation layer), and layer 7 (application layer) of the OSI
model. Each of the available NS3000/V links performs the functions of layers 1 through 4 of the OSI
model. Figure 1-7 shows the relationship of NS3000/V Services and Links to the OSI model.
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Protocols

The protocols, or rules that specify the format of each NS3000/V architectural layer ensure that
NS3000/V communication occurs successfully. Some protocols, such as the protocols for layers 3 and 4
(the Network and Transport Layers, resp ectively) are used by all network nodes, regardless of the type of
links that connect them. Other protocols, such as those for layers 1 and 2 (the Physical and Data Link
Layers, respectively), differ depending on what kind of link and what kind of network i3 being used.
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This section briefly describes the protocols used by NS3000/V for various network layers, and explains the
variations associated with different network link types. Figure 1-7 shows the protocols used for each
type of network link. Figure 1-7 also shows the composition of NS3000/V link products. Each link
product consists of software and hardware that performs the functions of layers 1 through 4 of the OSI
model. NS3000/V Network Services consists of software that performs the functions of layers § through
7 of the OSI model.

As Figure 1-7 also shows, the software and hardware comprising each NS3000/V link product can be
divided into two main portions: the Network Transport and the Network Link. The Network Transport
software performs the functions of layers 3 and 4 of the OSI model. The Network Link hardware and
software performs the functions of layers 1 and 2 of the OSI model.

The protocols that are implemented by the Network Transport and Network Link software and hardware
are described in the following sections.

OSI Layer 4 (Transport Layer) Protocols

All NS3000/V communication makes use of one or both of two protocols for the Transport Layer; i.e., the
network layer that is responsible for ensuring that a message arrives at the correct remote computer.

All NS3000/V communication uses TCP (Transmission Control Protocol). TCP is a reliable, end-to-end,
connection-oriented protocol. This means that the protocol recovers from transmission errors and delivers
packets of data to their final destination in the correct sequence. It also means that when data is being
gent from one node to another, the TCP modules residing on the source and destination nodes maintain
status information about the transmission of that data. The combination of information maintained at
each endpoint is called a connection. TCP is also flow-controlled, which means that it regulates the flow
of data, breaking messages into fragments if necessary, and reassembling them correctly at their
destination.

TCP, which is the Defense Advanced Research Projects Agency (DARPA) standard for a Transport Layer
protocol, is used by NS3000/V services and can be accessed directly by programs that use NetIPC
intrinsics. The use of these intrinsics is described in the NetIPC3000/V Programmer's Reference Manual.

The other Transport Layer protocol used by NS3000/V is called PXP, for Packet Exchange Protocol.
PXP is a request/reply datagram protocol used indirectly by programs using the socket registry mechanism
of NetIPC ( IPCLOOKUP intrinsic). PXP is an HP proprietary protocol that cannot be directly accessed by
user programs.

OSI Layer 3 (Network Layer) Protocols

The Network Layer of the OSI model is divided into two sublayers: 3i, which routes messages between
networks (internetwork), and 3s, which provides routing within a network. The routing provided by.level
33 is of ten called intranetwork or subnet routing.

Internet Protocol (IP). The NS3000/V protocol used for layer 31 (the internetwork layer) and for layer 3s
(the intranetwork layer) in router networks is called the Internet Protocol (IP). Just as TCP is the DARPA
(Defense Advanced Research Projects Agency) standard for a Transport Layer protocol, IP is the DARPA
standard for an internetwork protocol.

The purpose of the IP protocol is to route data from source nodes to destination nodes throughout the
catenet. IP determines the route that a packet of data should take through the catenet based on
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addresses. Each node in the catenet is assigned a unique address. Each data packet also includes a
destination address, which is compared with the addresses of the nodes the data passes through. When the
addresses match, it means that the data has reached its destination. NS3000/V uses IP for internet
routing (routing between networks in the catenet) and for intranet routing in router networks.

Section 3 of this manual discusses IP routing and addressing in more detail.

Although NS3000/V uses IP to provide routing information for nodes within the same router network,
additional protocols must be used to provide intranet routing for other network types. For example, IEEE
802.3 networks use the protocols defined in the IEEE 802.3 standard for which these networks are
named. These protocols are described below.

IEEE 802.3 Local Area Network Protocols. The ThickLAN, ThinLAN/3000, and StarLAN/3000 links
all use protocols defined in the IEEE 802. 3 standard for layer 3s, as well as for layers 1 and 2. (The IEEE
802. 3 standard encompasses standards for layers 1, 2, and 3 of the OSI model.)

OSI Layer 2 (Data Link Layer) Protocols

The protocols used for the data link layer, which is responsible for getting data from one side of a physical
link to another without error, vary according to the type of NS3000/V link product that is providing the
connection. The three layer 2 (link-level) protocols used for NS3000/V links are called LAP-B, BSC, and
ASNP.

LAP-B. NS Point-to-Point 3000/V links use a protocol called LAP-B, for Link Access Procedure,
Balanced. LAP-B is a bit-oriented, full-duplex protocol.

Direct-connect (hardwired) and leased line NS Point-to-Point 3000/V Links use the LAP-B protocol.

BSC. The BSC protocol (sometimes also called Bisync) is a character-oriented, half-duplex protocol. It
can be used by NS Point-to-Point 3000/V Links that are using dial links. Dial links use public, switched
telephone lines to carry data.

ASNP. Finally, Asynchronous SERIAL Network Links use a data link layer protocol called the
Asynchronous Serial Network Protocol, or ASNP. ASNP ensures error detection and data integrity by
using a 16-bit cyclic redundancy checksum polynomial.

OSI Layer 1 (Physical Layer) Protocols

As with data link layer protocols, protocols for the OSI physical layer vary, and depend on the type of
NS3000/V link in use. Figure 1-7 shows the Hewlet-Packard hardware interface cards that implement
physical layer protocols: the Advanced Terminal Processor (ATP) for the Asynchronous SERIAL Network
Link, the Intelligent Network Processor (INP) for the NS Point-to-Point 3000/V Links, and the Local
Area Network Interface Controller (LANIC) for ThinLAN/3000, the ThickLAN option, and
StarLAN/3000 links.

The layer 1 protocols supported by each interface card are standards for physical connectors. Table 1-3
lists the standards supported by each interface card that can be used for NS3000/V links: :

-
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Table 1-3. Interface Cards and Connection Standards

Card Connection Standards
INP EIA RS-232-C
EIA RS-422
CCITT V.24/V.28
CCITT V.35
LANIC IEEE 802.3
ATP EIA RS-232-C
EIA RS-422

Auxiliary Protocols

Two additional protocols are used by NS3000/V link products. These are the Probe protocol and the Dial
ID protocol.

Probe Protocol. The Probe protocol is a proprietary Hewlett-Packard protocol used by IEEE 802. 3 links.
It is a connectionless protocol that provides name-to-address resolution and information about which
networking protocols are used on a given remote node. The Probe protocol broadcasts a request to all the
nodes on the network, and the correct node responds. Depending on the request the response provides
either the IP address that corresponds to a given node name, or the IEEE 802. 3 address that corresponds to
a particular IP address.

Dial ID Protocol. Both the NS Point-to-Point 3000/V Link and the Asynchronous SERIAL Network
Link can be used over direct-connect (hardwired) or telephone lines. When used over telephone lines (dial
links), a Hewlett-Packard protocol called the Dial ID protocol provides security checking and IP address
exchange.
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NETWORK LINKS

As noted previously, NS3000/V operates over the following network links:

ThinLAN/3000 Link, including the thicker cable ThickLAN option
StarLAN/3000 Link
NS Point-to-Point 3000/V Link

Asynchronous SERIAL Network Link

Each link product consists of both hardware and software components. Later sections of this chapter
describe the software and hardware that is specific to each link product. However, some of the software
comprising each link is common to all link products. This software is described below.

Common Link Software

The following software is common to all NS3000/V link products:

Network Interprocess Communication (NetIPC) is a peer-to-peer communications interface.
NetIPC allows programs, running concurrently, to exchange information and synchronize actions.

The Network Transport provides the functionality of the network and transport layers (OSI
Layers 3 and 4), respectively. The Network Transport moves the data from a user’s application
out to the communications link and receives data from the communications link, routing it to the
appropriate user. It implements the specifications of the Transmission Control Protocol (TCP) and
Internet Protocol (IP).

Node Management Services provides configuration file version checking and logging. Logging
enables network transactions to be "logged,” or recorded, in a disc file. Such a record can be used
to assist in network troubleshooting.

Node Management Configurator. The Node Management Configurator subsystem provides
NMMGR, the Node Management Configurator program that allows you to configure each node
on the network..

The Link Support Services subsystem contains software that opens, closes, and otherwise controls
physical links.

Communication Services (CS/3000). CS/3000 provides some of the diagnostic and link
management software required for NS3000/V links. CS/3000 is also used by DS-Compatible
links.
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IEEE 802.3 Links

[ NoTE_ |

The information contained in this subsection is d..ided into three
headings--ThickLAN, ThinLAN/3000 Link, an® StarLAN/3000 Link.
Because these link products are all based on the IEEE 802.3 local area
networking standard, they are similar in many respects. As a result, the
information stated for ThickLAN applies to ThinLAN/3000 and
StarLAN/3000 except where differences are noted.

Note, however, that this section discusses the use of ThinLAN/3000 and
StarLAN/3000 to connect multiple HP 3000s; it does not describe the use
of HP ThinLAN for PCs or HP StarLAN for PCs. Both of these products
can be used to connect personal computers in a network Refer t.. the HP
ThinLAN and HP StarLAN publications listed in the Preface for complete
information about HP ThinLAN for PCs and HP StarLAN for PCs.

ThickLAN. The ThickLAN option of ThinLAN/3000 includes all the components to connect an
HP 3000 to a coaxial cable based on the Institute of Electrical and Electronics Engineers (IEEE) 802. 3
standard. This standard specifies a 10 million bits per second baseband local area network (LAN) with a
bus topology. The LAN uses a shielded 0.4 inch diameter coaxial cable as the data transmission medium
and the Carrier Sense, Multiple Access with Collision Detect (CSMA/CD) medium access method.

Figure 1-8 shows the hardware components (described below) that the ThickLAN provides to connect an
HP 3000 to an IEEE 802. 3 coaxial cable.

ThinLAN/3000 Link. Same as ThickLAN except that ThinLAN/3000 Link uses a 0. 18-inch diameter
coaxial cable. Figure 1-9 shows the hardware components that ThinLAN/3000 provides to connect an
HP 3000 to an IEEE 802. 3 coaxial cable.

StarLAN/3000 Link. The StarLAN/3000 Link allows personal computers and MICRO 3000s,
MICRO 3000XEs, and Series 37s to operate as an IEEE 802 3 local area network with connections among
systems made via twisted~pair telephone wires. Figure 1-9 shows a StarLAN network that 1s attached to
a ThinLAN/3000 link. Hewlett-Packard has published a manual set ,secifically addressing the StarLAN
networks. Refer to the appropriate manuals as listed in the Preface for more information. The
configuration of an HP 3000 as a node in a StarLAN network is described in Sections 7 through 14 of this
manual.
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Medium Access Method for IEEE 802.3 Links

The IEEE 802. 3 standard specifies the Carrier Sense, Multiple Access with Collision Detect (CSMA/CD)
medium access method. This method provides an ideal means of transmitting bursts of data at high speeds
between nodes on a LAN. With CSMA/CD, all nodes have equal access to the network (Multiple Access);
there is no central control node. Before transmitting data, a node monitors the network to verify that no
other node is transmitting data (Carrier Sense). If a signal is sensed, the node desiring access defers its
transmission. Although the carrier sense makes collisions unlikely, they can occur when two nodes sense
that no other carriers are on the network and begin transmitting simultaneously. To deal with this
possibility, nodes listen for collisions while transmitting (Collision Detect). If one is detected, the node will
initiate a jam signal to warn the entire network. All nodes must then cease their transmission. Each
delays for a random period of time and then restarts its transmission. This means that each node
eventually gets to transmit its data.

Although nodes in an Ethernet network also use CSMA/CD, a node based on IEEE 802.2/802.3 cannot
communicate with an Ethernet node. Nonetheless, both nodes may coexist on the same network cable.
This is because there is an incompatibility in the frame format at the data link level (OSI Layer 2) that
interferes with communications but not with transmissions. The frame format specified by IEEE
802.2/802. 3 provides for higher network reliability.

Hardware Components

ThickLAN. There are three major hardware components of ThickLAN. These are:

e Local Area Network Interface Controller (LANIC). The LANIC is a microprocessor-based
communication controller that plugs into the HP 3000 backplane. It handles link-level
buffering, error checking, the IEEE 802.2 and 802.3 protocols and includes a built-in self -test.
When addressed by another node on the network, the LANIC receives the frames of information
and checks them for accuracy before passing them to the HP 3000. When transmitting, an
addressed frame is passed to the LANIC where error checking information is added. The LANIC
then tests to see if the cable is busy and if not, transmits the frame.

e Medium Attachment Unit (MAU). The MAU provides the physical and electrical connection to
the coaxial cable; it is powered by the LANIC through the AUI (Attachment Unit Interface)
cable. The MAU receives signals from and sends signals to the coaxial cable. It also detects
collisions resulting from two nodes starting to transmit simultaneously. A MAU is attached to
the coaxial cable with a cable tap and can remain permanently attached to the cablee. A MAU
can be attached on an active network without interrupting network traffic.

e Attachment Unit Interface (AUI) Cable. The AUI cable and two-meter internal LANIC cable
attach the LANIC to the MAU. It can be up to 48 meters in length. It is available with either
FEP coating for installation in passages restricted for breathable air or with PVC coating for
installation in less restricted spaces.

ThinLAN/3000 Link. There are two major hardware components of ThinLAN/3000 Link, as follows:

e Local Area Network Interface Controller (LANIC)--same as for Thick LAN.
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¢ Thin Medium Attachment Unit (ThinMAU). The ThinMAU provides the connection from the
LAN hardware to the thin coaxial cable. The ThinMAU connects to the LANIC with an AUI
cable. The AUI cable is one meter in length and is integrated with the ThinMAU. Additional or
alternate cables are not supported. The AUI cable attaches to a two-meter internal LANIC
cable.

StarLAN/3000 Link. StarLAN/3000 Link includes the following hardware:

e Local Area Network Interface Controller (LANIC). An interface card similar to that provided
with ThickLAN and ThinLAN/3000 Link except it provides connection to an HP StarLAN
twisted-pair cable, and it applies to HP 3000 Series 37, 37XE, MICRO 3000, and MICRO
3000XE systems only. The LANIC comes with all StarLAN/3000 Links.

Other StarLAN-related hardware which must be ordered separately to correspond to the needs of the
network design includes:

e Cabling. StarLAN cabling consists of unshielded twisted-pair wiring that conforms to the IEEE
802. 3 Type 1BASES standard (draft).

e StarLAN Bridge. A bridge is a device that allows connection between different types of LANS,
but is transparent to the nodes that communicate across it. For example, a Bridge permits the
connection of a coaxial cable LAN to a StarLAN, allowing Series 4x/5x/6x/70 HP 3000s to
communicate with StarLAN nodes. In this case, the Bridge connects to the coaxial cable LAN
through a MAU/ThinMAU and AUI cables, as appropriate, and to the StarLAN via a StarLAN
cable to a StarLAN Hub. In addition, it compensates for differences in transmission speeds
between the LANSs, for example, the 10 Mbit/second coaxial cable LAN and the 1 Mbit/second
StarLAN.

e StarLAN Hub. A Hub is a central device on a StarLAN. Using StarLAN cables, a single Hub can
be connected with up to 11 nodes (personal computers or the supported HP3000s) or other Hubs.
With multiple Hubs connected, up to 50 nodes on a StarLAN can be supported.

Figure 1-9 illustrates an HP StarL AN attached via a Bridge to a ThinLAN.

Link Level Software

ThickLAN. The link level software implements the specifications of IEEE 802.2 and 802. 3, the protocols
used for OS] layers 1 and 2, the physical and data link layers, respectively.

ThinLAN/3000. Same as for ThickLAN, plus software that provides PC access to most HP 3000
applications.

StarLAN/3000. Same as for ThickLAN, plus software that provides PC access to most HP 3000
applications.



Introduction

NS Point-to-Point 3000/V Link

The Point-to-Point 3000/V Link is, as its name implies, a point-to-point link. Point-to-point links \)

transfer data by sending it from one node in a network to another until it reaches its destination.

Three types of Point-to-Point 3000/V Links are available; they are distinguished by the kind of physical
connections that exist between nodes on the network:

e Direct connect links, which use direct connect cable to connect nodes in the network. Such
connections are often referred to as "hardwired" connections.

o Dial links, in which a modem attached to a node is used to transmit and receive data carried
across telephone wires. Dial links are also referred to as switched lines.

o Leased lines, in which data is sent over data~grade lines leased from a private carrier.

Figure 1-10 shows a router network consisting of some NS Point-to-Point 3000/V Links, as well as
Asynchronous SERIAL Network Links.

NS Point-to-Point 3000/V links use an HP 3000 Intelligent Network Processor (INP) to perform
link-level communications protocol management. The INP is a hardware card that fits into the
backplane of the HP 3000. Software that implements a particular link-level protocol is downloaded from
the HP 3000 when the system is being installed as part of the network. Each HP 3000 with a
Point-to-Point 3000/V link must have an INP installed.

The direct connect, dial, and leased Point-to-Point 3000/V links differ in the link-level protocols

available and in the hardware additional to the INP that is used to interconnect systems. The following
sections describe these differing features.
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Figure 1-10. Router network with NS Point-to-Point and SERIAL Links.

Direct Connect Links

Link Level Protocol. The direct connect NS Point-to-Point 3000/V Link uses the LAP-B link-level
protocol. LAP-B is a bit-oriented, full duplex, peer-to-peer protocol.

Hardware and Cables. As noted previously, each HP 3000 with an NS Point-to-Point 3000/V link,
including those using direct connect links, requires its own INP. Direct connect cable terminated by EIA
RS-422 connectors connects the systems in the network. These cables must be ordered separately from
the NS Point-to~Point 3000/V Link.
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Dial Links

Dial links can be implemented using either direct dial modems, for which the telephone number of a
connected node is manually dialed by the user, or autodial modems, in which the telephone number of a
connected node is configured into NS3000/V network management configuration software. Whether
direct dial or autodial connections are used depends upon the features of the modem connected to a
particular node.

Link Level Protocols. Both the LAP-B and BSC protocols can be used as link-level protocols to support
NS Point-to-Point 3000/V dial links.

LAP-B is a full-duplex protocol. Because data can be transmitted in two directions at once using a
full-duplex protocol, and in only one direction at a time using a half-duplex protocol, better throughput
is achieved using the LAP-B protocol. Full-duplex modems are required when using LAP-B.

BSC is a half-duplex protocol; it therefore can operate over half-duplex modems. However, better
throughput (although poorer than with LAP-B) can be achieved by using BSC over full-duplex modems.

See Appendix B, "Supported Modems," for a list of the modems supported for each link-level protocol.

Leased Lines

The company that owns a leased line allocates use of the line specifically for a subscriber’s data
communication needs. A cable from the INP to a modem that is attached directly to the leased line
connects the HP 3000 to the leased line.

Link Level Protocol. HP only supports the use of the LAP-B protocol over leased lines for NS
Point-to-Point 3000/V Links. Due to greater throughput efficiency, LAP-B is the preferred link level
protocol for leased lines.

' LAP-B requires the use of full-duplex modems. See Appendix B, "Supported Modems,” for a list of the
modems supported for LAP-B.

Hardware and Cables for Dial Links and Leased Lines

As previously noted, each HP 3000 with an NS Point-to-Point 3000/V link, including those using
switched (dial links) or leased lines, requires its own INP (HP part number 30020B for Series 39-70, part
number 30244M for MICRO 3000, MICRO 3000XE, Series 37, and Series 37XE). In addition, each HP
3000 connected via a modem link requires a modem and cable connecting the modem to the INP. These
cables are direct connect and are terminated by connectors adhering to the EIA RS-232-C standard.
Direct dial modem links require a telephone; autodial and leased line modem links require only a modem.
Refer to Appendix B of this manual for a list of supported modems.

Asynchronous SERIAL Network Link

The Asynchronous SERIAL Network Link for the HP 3000 provides asynchronous data transfer between
HP 3000s and between personal computers and HP 3000s.

1-22
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The Asychronous SERIAL Network Link uses the Advanced Terminal Processor (ATP) hardware
subsystem to make connections. The ATP is a terminal/printer controller used on MICRO 3000, MICRO
3000XE, Series 37, 37XE, 39, 4x, Sx, 6x, and 70 1. 3000s. It is the only controller available for MICRO
3000, MICRO 3000XE, Series 37, 37XE, 64, 68, and 70 systems. Note that the ADCC, which is another
terminal/printer controller available on Series 39, 4x, and Sx HP 30003, does not support the
Asynchronous SERIAL Network Link. One port on the ATP 13 needed for each system-to-system or
gystem-to-PC connection.

Like the NS Point-to Point 3000/V Link, the Asynchronous SERIAL Network Link uses the store and
forward technique to transfer data among nodes in a network. The Asychronous SERIAL Network Link is
therefore also considered a "point-to-point” link even though it is not part of the NS Point-to-Point
3000/V Link product. An NS3000/V router network can consist of a combination of NS Point-to-Point
3000/V links and Asychronous SERIAL Network links.

The Asychronous SERIAL Network Link can be of three types:

o Dial link (switched line)
e Leased line (non-switched)
e Direct connect (from PCs to HP 3000s only)

Dial links can use either direct dial modems, for which the user dials a telephone number to initiate a
connection to a remote node, or autodial modems, for which the remote node’s telephone number is
configured into network management software so that dialing is not necessary.

Leased lines, for which a data—-grade line is allocated specifically for a subscriber’s needs, can be attached
to the HP 3000 by a modem. The router network shown in Figure 1-10 contains two Asynchronous
SERIAL Network Links: one is a dial link, and the other is a leased line.

Direct connect links can be used to connect PCs to HP 3000s; however, HP only recommends using
ThinLAN/3000 or StarLAN/3000 Links for local-area PC-to~-HP 3000 communication.

Hardware and Cabling

To operate, the Asychronous SERIAL Network Link requires the installation of an ATP. Because the
ATP supports a number of asynchronous point-to-point data communication functions such as hardwired
and dial connections between HP 3000s and terminals, your system may have had an ATP before you
purchased an Asychronous SERIAL Network Link.

The ATP consists of cards that fit into the backplane of the HP 3000. The minimum ATP subsystem
consists of one System Interface Board (SIB) and one Port Controller. Each Port Controller (Direct
Connect or Modem) can provide connection to the HP 3000 for up to 12 personal computers or additional
HP 3000s. Each HP 3000 can support more than one Port Controller to increase the number of nodes
supported by the system up to a maximum of 40.

The maximum number of PC workstations supported for each HP 3000 acting as a SERIAL network
server/host is as follows:

MICRO 3000, MICRO 3000XE, Series 37 and 37XE 10
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Series 39, 42, 44, 48, 52, 58 20
Series 64, 68, 70 40

See your HP representative to discuss the recommended number of SERIAL connections to PCs given your
network and application load.

Dial Link and Leased Line Modems and Cabling. Any node (which can be either a personal computer or
an HP 3000) connected to the network using an Asynchronous SERIAL Network Link requires a modem
and connecting cable. The cable connects the system’s Port Controller to the modem using HP Direct-
Connect 232 connectors at both ends. Refer to Appendix B of this manual for a list of
supported modems.

PC-to-HP 3000 Links. The following personal computers can operate as nodes on an Asynchronous
SERIAL Network: HP 150s, HP Vectra personal computers, and IBM personal computers. Refer to the
HP SERIAL Network PC-to-HP 3000 Network Configuration Guide for a summary of the steps required
to attach a PC to an HP 3000 with the Asynchronous SERIAL Network Link. Refer to Sections 6
through 14 of this manual, however, for information about configuring an Asynchronous SERIAL
Network Link for an HP 3000.

Link Level Protocol

The Asynchronous SERIAL Network Link uses the ASNP protocol as a link-level protocol. (Refer to
"Protocols” earlier in this chapter for a description of ASNP.)

Optional DS-Compatible Links

Hewlett-Packard’s AdvanceNet Architecture includes HP data communications products based on the
principles of the OSI model, as well as extensions for the AdvanceNet predecessor, DSN. Each HP data
communications product uses one or more of the different network architectures encompassed in the HP
AdvanceNet Architecture. Communication is possible only between data communications products using
the same architecture. As a result, it is important to know which architecture is used by which data
communications product.

NS3000/V Network Services includes DS Services software as a subset. This enables applications that
have been written for operation over DS links to operate over NS links with little or no modification.
However, only NS links support the full capabilities of each network service. (Refer to the NS3000/V
User/Programmer Reference Manual for information on the differences between using various services
over NS or DS links.)

DS-Compatible Links can be used to connect a node on a network connected by an NS link to an HP
system using DS. The systems and links that can connect them are as follows:

e HP 3000 or HP 1000 with the Point-to-Point Hardwired Link (HP 30270A),
e HP 3000, HP 1000, or HP 9845 with the DS Point-to-Point Modem Link (HP 30271A),
e HP 3000 or HP 1000 with the DS X. 25 Network Link (HP 32187A),

e HP 3000 with the DS Satellite Network Link (HP 32188A).
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Because these links use the DSN architecture and also work with DS/3000, they will be referred to as
DS-Compatible Links in this manual.

Each DS-Compatible Link provides all the cofnponents needed for one side of a connection: link
management software, the Intelligent Network Processor (INP) hardware interface card and cables.

A node can have both DS and NS links configured; this allows nodes connected to the node by DS links to
communicate with other nodes connected to the same node by NS links.

However, nodes that are using an INP for NS3000/V communication cannot use the same INP for DS
communication concurrently. If the node has multiple INPs, it can have DS and NS links operating
concurrently; each INP must be used for a different NS or DS link. Figure 1-11 shows a network
consisting of both DS and NS links. Node B is shown as supporting both NS and DS because it has two
INPs; one INP is configured to support the DS link with node A, and the other INP is configured to
support the NS link with node C.

Node A Node B

DS DS/NS

O DS Link O
NS Link

NS Link

Node C Node D

Figure 1-11. Network with NS and DS Links.
Refer to the publications listed in the Preface of this manual for more information on DS-Compatible
links.
PERSONAL COMPUTERS AS NS3000/V NODES
When used as nodes in NS3000/V networks personal computers (PCs) provide a subset of the network
communication functions provided by HP 3000s.
Unlike HP 3000s, PCs cannot provide transparent internet or intranet point-to-point communication.
Instead, a PC must establish communication with the HP 3000 to which it is adjacent (this means a link

extends from a particular HP 3000 directly to the PC). In addition, PCs do not accept inbound
communication; that is, communication with other nodes must always be initiated from the PC.
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As a result, PC users must log on to the adjacent HP 3000 from the PC (using the :DSLINE command); HP
3000 users cannot log on to the PC from an HP 3000 terminal. Once the PC user has logged on to the HP

3000, he or she can access other nodes in the network by using Network Services commands initiated at
the HP 3000.

Note that PCs must therefore be leaf nodes in the network; they cannot be used as intermediate nodes on
a point-to-point router network or as gateways between networks.

NS3000/V NETWORK SERVICES

NS3000/V Network Services extend the capabilities of the HP 3000 operating system (MPE) and permit
users to share information, programs, processing capabilities, storage facilities, and other resources provxded
by the various nodes of the distributed network.

The logical environment in which a user or an application process gives instructions to the computer is
called a session. In Hewlett-Packard networks, sessions which are established on remote nodes for the
purpose of carrying out data communications tasks are called environments. The remote environments
may or may not be interactive, depending on the task involved. To accomplish a desired task, users or
processes issue instructions similar to those they would use on their own system. In fact, all MPE-V
commands and most MPE-V intrinsics can be executed on a remote node once the remote environment is
established. In addition, a variety of NS3000/V services include commands or intrinsics to be used for
specific tasks on remote nodes. This variety allows the user or programmer to choose the right tool for
the task.

Services Available
The following services are provided by NS3000/V over 3000/V links:

e Remote Process Management (RPM). Allows a process to programmatically initiate and
terminate other processes throughout a network from any node on the network. RPM is
normally used in conjunction with NetIPC.

e Virtual Terminal (VT and VTR). Gives the user interactive capabilities on the remote node,
even though the user’s terminal is physically connected to the local node. Reverse VT (VTR)
refers to programmatic access of remote terminals.

o Remote File Access (RFA). Allows a user to access files and devices on remote nodes.

¢ Remote Data Base Access (RDBA). Allows a user to access data bases on remote nodes. The same
security protection used for data bases on the local node applies to remote access.

o Network File Transfer (NFT). A facility that efficiently transfers disc files between nodes on the
network. NFT is supported for HP 3000-to-HP 1000, HP 3000-to~HP 9000 (Series 300
and 500) and HP 3000-to~ DEC VAX* computers.

- o Program-to-Program Communication (PTOP). Permits programs residing on different nodes to
exchange information with one another in 2 master/slave relationship.

*DEC and VAX are U.S. registered trademarks of Digital Equipment Corporation.
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These services enable users and programmers to perform essential functions in a2 network- and
catenet-wide context. When used over DS-Compatible links. NS3000/V services observe the features and
syntax used for the DSN architecture, whether the communication is between NS3000/V and NS3000/V
or between NS3000/V and other products using the DSN architecture, such as DS/3000 and DS/1000.
However, communication through intermediate nodes is not transparent to the user, as it is when
NS3000/V links are used. For details on using these services, refer to the NS3000/V User/Programmer
Reference Manual.

1-27






SECTION

secim
L2 |

NETWORK MANAGEMENT

The advantages of a distributed network are accompanied by the responsibilities of network management,
the management of systems in a distributed network. These responsibilities are assigned to the user
identified as the network manager, just as the system management of the HP 3000 is primarily the
responsibility of those users identified as the system manager and the system supervisor/operator. The
network manager’s role can be further subdivided by delegating certain tasks to additional users:

o Users called node managers can be assigned to perform network management tasks required for
each node on the network.

e If the network is part of a catenet, tasks related to coordinating individual network operation
with the operation of the catenet can be assigned to a catenet administrator.

e If a personal computer network uses an HP 3000 as a server, the management of the PC network
will be assigned to a PC network manager.

These collective network management responsibilities can be distributed among several individuals, as
described above, with coordination among them provided by the network manager. Or, the node manager
for a particular node can also manage the entire network. An alternative to any such division of
responsibility is where the single network manager can perform all functions: that of node manager for
all the nodes on the network, that of network manager, and that of catenet administrator. The PC
network manager should coordinate the operation of the PC network with the network manager.

Remember that system management of a single HP 3000 is assigned to a user identified as the system
manager and the system supervisor/operator. As a result, it may be appropriate to assign one of these
users the role of node manager for an individual system.

All of these system management and network management role assignments are based on the MPE
capabilities they require to perform their functions:

e gystem manager (SM) capability for system manager
¢ Operator (OP) capability for system supervisor/operator
e node manager (NM) capability for node manager

s network administrator (NA) capability for network manager

NOTE

Although this manual refers to the person responsible for managing the
network as the network manager, this title and other titles defined in this
section are only used for convenience. The person responsible for
maintaining the operation of the network, the PC network, or the catenet
needs no particular title, as long as it is clearly defined who is responsible
for various parts of the network’s operation.
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Node manager (NM) and network administrator (NA) capabilities currently provide almost identical access
rights. The single difference is that NA capability is required to access and update the network directory,
part of the NMMGR utility. The node manager should therefore be assigned NM capability; the network
manager should be assigned NA capability. (You might want to call your network manager a "network
administrator,” to correspond to the NA capability provided by MPE.) By logging on as a user that is
assigned the MPE capability of NM or NA, the network manager can execute the utilities and commands
needed for the vperation of NS3000/V services and link products. In this manual, it is assumed that one
person, the network manager, will be completing the tasks required to establish a working NS3000/V
network.

As previously noted, these responsibilities may be distributed among several individuals or may be assigned
to one person at your installation.

Later portions of this chapter describe the tasks required of the network manager, covering the following
topics:

o The Network Management Lifecycle
e Network Management Tools

e Configuration and Initialization Overview

In addition to explaining each major functional area and the corresponding commands or utilities that
make up the network manager’s job, this section explains background information as needed. Other
complex subjects can only be introduced here. In such cases, you will be referred to appropriate additional
sources.

NETWORK MANAGEMENT TASKS

As the network manager, you are directly responsible for executing the utilities and commands needed for
the operation of NS3000/V services and link products for all the nodes directly connected to your
network. In addition, your network may be linked (via gateway nodes) to other networks in the same
catenet. DS-Compatible Links may also link your network to DS networks.

The catenet administrator is responsible for the coordination of tasks among all networks that ensure the
complete operation of the entire catenet.

As the network manager, you are also responsible for coordination with any network, possibly through the
catenet administrator, with which your local network can communicate.

Although the network manager does not have full responsibility for the other networks with which the
local network can communicate, he or she needs to be aware of the requirements of establishing
connections, such as the naming or addressing conventions used by each type of network.

D
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The Network and Catenet Management Lifecycle

To understand the responsibilities of network and catenet management, it is helpful to examine the major
stages of development in a typical network or catenet, generalized into the network/catenet life cycle
shown in Figure 2-1.

Design Implementation Operation Tuning

& Growth —‘
 \

Figure 2-1. The Network/Catenet Life Cycle

Both networks and catenets evolve in much the same way as is illustrated in Figure 2-1. First is the
design stage, a time of defining requirements and designing a network to meet those requirements. This
stage is followed by the implementation stage. During the implementation stage, each network manager is
responsible for managing the installation, configuration, and initialization of all the nodes in the network.
The catenet administrator is responsible for managing the overall installation, configuration, and
initialization of all networks in the catenet. This includes informing all network managers of
configuration information that must be coordinated to achieve internetwork communication. Once the
network or catenet is established, management consists of two main tasks:

¢ Ensuring network availability. Each network manager is responsible for changing configurations,
controlling the operation of the data communications products on each node, and resolving any
problems.

¢ Maintaining performance levels. The network manager monitors performance to ensure
consistent response time. The catenet administrator can monitor performance internetwork
traffic.

Eventually, in response to the requirements of these tasks, the network manager determines the need for
growth or tuning of a particular network, returns to the design stage, and the cycle begins again.
Similarly, the catenet administrator must determine the need for growth, tuning, or other alteration of the
catenet, and must as a result return to the design stage and begin the cycle again.

Thus, network and catenet management requirements change over time, depending on where your
network or catenet is in the network life cycle.

Network Management Tools

The responsibilities of managing a node in a network and coordinating with remote nodes and networks
may require the network manager to use a combination of software utilities, data communications test
equipment, and network support services. The network manager has a variety of tools and utilities
available to supervise the operation of NS3000/V services and link products. Some are provided with the
data communications products and some are provided with the HP 3000.
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MPE Commands and Utilities

The responsibilities of the network manager, node manager and the system superviser/operator tend to
overlap because of the similarities of their roles. NA, NM, and OP capabilities allow users to issue MPE
commands and interact with the system to fulfill designated responsibilities.

A variety of utilities and commands used by the system supervisor/operator are also available to the
network manager (and/or node manager, network administrator, or catenet administrator) for use in
managing NS3000/V networks. These include:

e SYSDUMP--the system I/O configuration utility used to add devices and change system tables.

The SYSDUMP responses necessary for NS3000/V services and link products are documented in
Section 4 of this manual.

MPE Networking Commands. There are MPE commands specifically designed for starting and
stopping NS3000/V link products, and for specifying the operation of certain components. Table
2-1 lists these networking commands. They are described in Volume II, Section 1 of this manual.

Additional MPE commands, such as SHOWDEV and ALLOW, may also be helpful in managing
NS3000/V services and link products. Refer to the MPE V Commands Reference Manual for
information about commands not explained in Volume II of this manual.

Software Dump Facility (SDF), DPANS and NSDPAN. The SDF utility provides a memory dump
of the HP 3000. It is used following a system failure, halt, or other abnormal condition. DPANS
is the system utility used to format a memory dump. NSDPAN is an enhanced version of
DPANS. NSDPAN formats the data structures important for analyzing memory dumps from
NS3000/V link products and services. If the problem is related to NS3000/V services or link
products, a memory dump needs to be submitted with the Service Request. The memory dump
should be formatted with NSDPAN rather than DPANS. The NS3000/V Error Message and
Recovery Manual describes these programs in more detail.

LISTLOGS. This utility analyzes files in the MPE system log files. An MPE log file records
events such as session or job initiation and termination, process termination, file closure, 1/0
errors, and system shutdown.

Refer to the MPE V System Operation and Resource Management Reference Manual (32033-90005) and
MPE V Commands Reference Manual (32033-90006) for more information.
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TABLE 2-1. NS3000/Vv NETWORKING COMMANDS

Command Name Description

DSCONTROL Initiates, terminates, and controls the operation of the DS
Compatible Links.

LINKCONTROL Activates or deactives link level tracing on the specified
communications line. The line must already be initialized.

NETCONTROL Initiates, terminates, and controls the operation of the Network
Transport subsystem of NS3000/V.

NSCONTROL Initiates, terminates, and controls the operation of the Network
Services subsystem of NS3000/V.

RESUMENMLOG Resumes NMS logging after a recoverable error.

SHOWCOM Displays the status of a communications device.

SHOWNMLOG Displays the identification number and available space for the
NMS log file.

SWITCHNMLOG Closes the current NMS log file and creates and opens a new
one.

Node Management Services

Node Management Services (NMS), used by the network manager to configure, initialize, and maintain
NS3000/V services and link products are used in much the same way that MPE operating system utilities
are used by the system supervisor for similar tasks. For example, the SYSDUMP utility is used to
configure system hardware into MPE; the network equivalent is the Node Management Configurator,
abbreviated NMMGR, which is used for network configuration. The utilities and commands combined as
Node Management Services include:

e The Node Management Configurator (NMMGR). NMMGR is a menu driven configuration
utility that is used to create and enter information into a configuration file. The information in
a configuration file is used by the data communications product, when it is active, to determine its
operating characteristics.

e The NMS Conversion Utility (NMMGRVER). NMMGRVER converts a configuration file
created with earlier versions of NMMGR to the format required by NMMGR, version A.01.00.
Refer to Appendix C for more information.

o The NMS Trace/Log Formatier (NMDUMP). The diagnostic functions of logging events and
tracing messages are handled by NMS using a common set of internal intrinsics. NMS provides
the NMDUMP formatting utility to format the files created by logging or tracing operations
Refer to Volume II, Section 3 of this manual for more information.
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e The NMS Maintenance Utility (NMMAINT). This utility provides a list of software module

version numbers and verifies that all modules are current and compatible. Refer to Volume II,
Section 2 of this manual for more information.

e The NODESTAT Utility. You can use a utility called NODESTAT to display information about

the network activities occurring on a node as a troubleshooting aid.

CS/3000 Utilities

There are also several utilities supplied with the Communications Systems (CS/3000) that supplement the
diagnostic capabilities provided by NMS. These utilities are:

e CSLIST and DSLIST. These utilities supplement the information provided by NMMAINT. They

provide a list of software module version numbers for the DS-Compatible Links. These utilities
also verify that all modules are current and compatible. Refer to Volume II, Section 2 of this
manual for more information.

e The CS/3000 Trace Facility (CSTRACE). This utility is used to provide a record of the line

actions, states and events that occur during link operation. CS/3000 link tracing is enabled
during configuration with NMMGR or with the MPE command LINKCONTROL (refer to Volume
II, Section 1.)

e CSDUMP. The diagnostic function of tracing messages is handled by CS using a common set of

internal intrinsics. CS provides the CSDUMP formatting utility to format the files created by
CSTRACE link tracing operations. Refer to the LAN/3000 Diagnostic and Troubleshooting
Guide for LAN/3000 Link tracing, refer to the DS/3000 HP 3000 to HP 3000
Network Administrator Manual for DS-Compatible Link tracing.

Link Level Tools and Utilities

This manual covers those aspects of network management used by the network manager on a day-to-day
basis. There are also a variety of link-specific troubleshooting tools that are beyond the scope of this
manual. However, because it may be helpful to know what is available, the link-level tools are listed
here, with references to the appropriate manuals.

IEEE 8023 Links. For IEEE 802. 3 links, the following tools are available:

e LANIC Dump Analysis (LANDPAN). This utility is used to generate a formatted dump of a

LANIC log file. These files are produced when an error occurs and contain the contents of the
LANIC memory.

e LANIC Self Test. This test exercises the major portion of the LANIC hardware and reports

status.

e LAN Node Diagnostic (LANDIAG). This utility is an interactive on-line program designed to

help identify any malfunctioning hardware units of the LAN3000/V Link.

o Time Domain Reflectometer (TDR). The TDR that HP recommends is the TEKTRONIX 1503

Cable Fault Locator.
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Refer to the LAN/ 3000 Diagnostic and Troubleshooting (iucle for more information on these tools. For
information on troubleshooting HP StarLAN links connecting personal computers, refer to the HP
StarLAN Diagnostics and Troubleshooting Manual for PCs.

Links Using an INP. The NS Point-to-Point 3000/V Link and DS-Compatible links use the Intelligent
Network Processor (INP) card to perform lower-level data comn.unication functions. The following
utilities are available for INP troubleshooting:

o INP Dump Analysis (INPDPAN). This utility is used to generate a formatted dump of an INP log
file. These files are produced when an error occurs and contain the contents of the INP memory.

o INP Diagnostic Support Monitor (DSMy. This utility is an interactive on-line program designed
to help identify any malfunctioning hardware units of the INP.

e DSDUMP. When formatted with DSDUMP, instead of CSDUMP, the link trace file created by
CSTRACE can provide additional information on the data link and network levels of the BSC
and X. 25 protocols.

Refer to the DS/3000 HP 3000 to HP 3000 Network Administrator Manual and the INP Diagnostic
Procedures Manual for more information.

Asynchronous SERIAL Network Link. The following tool is available specifically for troubleshooting
Asynchronous SERIAL Network Links:

TERMDSM. The TERMDSM utility is the diagnostic tool for the ATP card used by Asynchronous

SERIAL Network Links. Refer to the TERMDSM On-Line Diagnostic/Support Monitor Reference
Manual for instructions on using TERMDSM.

Installing NS3000/V Links

The installation procedure for each NS3000/V link product specifies responsibilities of the customer and
of HP.

Customer Installation Tasks for All NS3000/V Links

You must complete the tasks listed in Table 2-2 before your HP representative begins to install any
NS3000/V link product: .
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TABLE 2-2. Customer Installation Tasks

Required Steps References

Install modems and phone lines for Refer to the appropriate cabling, modem, or auto-dial
remote NS3000/V links, if any. unit or reference guide.

Install external interconnect cable HP 30020B Intelligent Network Processor (INP)
between HP 3000 system for Installation and Service Manual (30020-90005)
hardwired NS Point-to~Point HP 30244M Intelligent Network Processor (INP)
3000/V connections, it any. Installation and Service Manual (30244-90002)

If installing any of the optional DS Refer to the appropriate cabling, modem, auto-dial unit
Compatible Links, install the reference manual or other guide for any components to

communications line and test that the | be installed.
line is functioning correctly.
For the DS X. 2§ Link, refer to X. 25: The PSN
Connection (5958-3402) and X. 25 Link for the
HP 3000 Reference Manual (32187-90001).

For the DS Point-to-Point Links, refer to DS/ 3000
HP 3000 to HP 3000 Network Administrator Manual
(32185-90002).

If connecting to an HP 1000, refer to the DS/ 3000
HP 3000 to HP 1000 User/Programmer Reference

Manual (32185-90005).
Perform a system backup (including MPE V System Operation and Resource Management
MPE and €. PUB.SYS) and make the Reference Manual (32033-90005)
system available for installation of LANIC Installation and Service Manual (30242-90001)
the data communications software, Option 100 LANIC Installation and Service Manual
interface card(s), and cable. (30242-90100)

LANIC Installation and Service Manual (30240-90001)
Option 100 LANIC Installation and Service Manual
(30240-90100)

StarLAN/ 3000 Link Installation and Service Manual
(30265-90001)

HP 30244M Intelligent Network Processor (INP)
Installation and Service Manual (30244-90002)

HP 30020B INP Installation and Service Manual
(30020-90005)

In addition, if any NS3000/V links will be used to connect personal computers to an HP 3000, the
customer is responsible for installing the personal computers.

It is also the customer’s responsibility to install some hardware and cables for IEEE 802.3 links, as
described below.
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Additional Tasks for IEEE 802.3 Links

Table 2-3 lists the steps you must complete before beginning to install the software for ThinLAN/3000
(or the ThickLAN, option) and StarLAN/ 3000 links:

TABLE 2-3. IEEE 802.3 Link Customer Installation Tasks

Required Steps References

ThickLAN: Install the coaxial cable, LAN/ 3000 Design Guide (5955-7689)

MAU/tap, and AUI cables. Test that LAN Cable and Accessories Installation Manual

the line is functioning correctly. (5955-7680) or Local Area Network Cabling and
Installation Guide (30242-90002)

LAN/ 3000 Diagnostic and Troubleshooting Guide
(30242-90003)

LAN Link Hardware Troubleshooting Manual, IEEE
802. 3 Coaxial Cable LAN (5955-7681)

ThinLAN/3000: Install the thin LAN/ 3000 Design Guide (5955-7689)

coaxial cable and ThinMAU. Test LAN Cable and Accessories Installation Manual
that the line is functioning correctly. (5955-7680)

LAN /3000 Diagnostic and Troubleshooting Guide
(30242-90003)

LAN Link Hardware Troubleshooting Manual, IEEE
802. 3 Coaxial Cable LAN (5955-7681)

StarLAN/3000: Install the Hubs and HP 28647 A Bridge Installation and Reference Manual
unshielded twisted-pair cable. Test (28647-90001)

that the line is functioning correctly.
If necessary, install the HP StarLAN
Bridge.

After the hardware described in Table 2-3 has been installed, you must perform a system backup, as
described in Table 2-2.
HP Installation Tasks
During the installation of NS3000/V links, HP is responsible for:
e Taking the system down and performing a system update to add the product software modules to
the system if the system is on the current release; otherwise a full system update will be

performed.

e Creating the DADCONF.NET.SYS configuration file to allow the initiation of all purchased
network services. See the note on the following page for details.

¢ Verifying that the correct number and version of the software modules have been installed.
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o Installing the link product hardware, with the exception of the IEEE 802.3 link hardware
described in Table 2-3, modems and phone lines. and external interconnect cable between
hardwired HP 3000s.

e Adding the link product hardware into the 1/O software configuration and configuring it in
accordance with the customer’s intended use.

¢ Initially configuring the software in accordance with the network links used.
e Connecting the network link to the communication line (only if the line is available).

o Verifying that a link properly connects a personal computer to the HP 3000. HP can verify this
only if the personal computer has been previously been wired to the HP 3000 and if the personal
computer is available for testing.

o Verifying that the product properly opens the line when started by command.

Installing Network Services

For UB-MIT and later installations of NS3000/V services and link products, an additional configuration
file is required. This file is DADCONF.NET.SYS. Without this file, NS3000/V Network Services will
not operate.

DADCONF.NET.SYS is required to initiate the services purchased, such as VT (virtual terminal)-only for
ThinLAN/3000 Link. These services become available only when NS3000/V recognizes their existence
by means of DADCONF.NET.SYS. This file must be created after product installation because the file
defines the services purchased. A configuration file specifying an incorrect set of services may result in
unusable purchased services or error messages.

The time to create DADCONF. NET.SYS is after the final SYSDUMP tape has been loaded and the system
is fully up (and before NMMGR configuration). Enter the command STREAM CONFJOB.NET.SYS.
Passwords for MANAGER.SYS ,NET should be added to the JOB logon string when appropriate. The job
should take two or three minutes to run and should return a message to the console telling you if your file
has been successfully created. If a failure occurs, try streaming the job again. If another failure occurs,
contact your SE.

You may encounter a situation where you have ThinLAN/3000 Link with incoming VT as your only
service, and then you decide to purchase all services for system-to-system communications. To revert
from having a VT-only service to having all services, restore €.NET.SYS, and then perform STREAM
CONFJOB.NET.SYS.

Configuration and Initialization Overview

Configuration and initialization of an NS3000/V network is a complex process. The configuration
portion of this process is made as easy as possible through the use of NMMGR, a utility that enables you to
interactively enter configuration information. Once each node in the network has been correctly
configured, the network can be initialized. Initialization is accomplished through the use of MPE

network commands.

Configuring and initializing an NS3000/V network involves the following major steps:
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Network and configuration planning

E ' e System Configuration

Configuring the network with NMMGR

Verifying network configuration with software utilities and tests

Maintaining an up-to-date network directory through the use of the NS3000/V network
directory utility

Table 2-4 summarizes the required configuration and initialization steps, which are also briefly described
in the following subsections. Table 2-4 lists the appropriate sections of this manual where you will find
the information required to complete each step. In addition, for each step there is a list of the additional
references that you can consult for more or related information. The sections of this manual are arranged
in an order that closely corresponds to the steps required to configure and operate NS3000/V.
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TABLE 2-4. CONFIGURATION AND INITIALIZATION SUMMARY

Regquired Steps

References

Create the configuration file required
for initiating purchased services.

“Installing Network Services," earlier in this section.

Prepare for network configuration
using worksheets and
network/catenet maps.

Volume I, Section 3, Network Planning and
Configuration

Configure the link hardware devices
and pseudo-devices into the HP 3000
operating system.

Volume I, Section 4, System Configuration
For additional information:

MPE V System Operation and Resource Management
Reference Manual (32033-90005)

Study the use of the Node
Management Configurator, NMMGR.

Volume I, Section 5, NMS Configurator (NMMGR)

Using NMMGR, prepare the
configuration files required for
NS3000/V service and link
operation.

(All of the following are in Volume I of this manual.)
Section 6, Guided Configuration

or

Section 7, Link Configuration

Section 8, Network Transport Configuration

and one or more of

Section 9, IEEE 802. 3 Network Interface Configuration
Section 10, Router Network Interface Configuration

Section 11, Gateway Half Network Interface
Configuration

Section 12, Loopback Network Interface Configuration

Create a network directory for nodes
requiring one; synchronize network
directories among all nodes in
network and catenet.

Volume I, Section 14, Network Directory

Volume I, Section 3, Network Planning and
Configuration




Network Management

TABLE 2-4. CONFIGURATION AND INITIALIZATION SUMMARY, continued

Required Steps References
Configure any installed DS X.25 X.25 Link for the HP 3000 Reference Manual
Link(s) using NETCONF. (32187-90001)

Initialize the Network Transport with | Volume II, Section 1, Commands
NETCONTROL, then the Network
Services with NSCONTROL.

Initialize any optional DS Compatible Volume II, Section 1, Commands
Links with DSCONTROL.

Network and Configuration Planning

Before beginning configuration with NMMGR, you should prepare for the configuration activity by
completing the configuration worksheets included in Section 3. These worksheets will enable you to
collect and consolidate the information you will need to interactively enter via NMMGR.

System Configuration

Before starting a node’s network configuration with NMMGR, you must define to the MPE operating
system all of the peripheral devices and software "pseudo-devices" attached to the HP 3000 required for
input or output of data (I/0). This definition process is referred to as system configuration. System
configuration is accomplished via the interactive SYSDUMP utility. Using SYSDUMP you can configure
software drivers for the INP (for Point-to-Point 3000/V, X.25 3000/V, and DS-Compatible links), the
ATP (for the ASN 3000/V link), and the Lanic Local Area Network Interface Controller (LANIC), for
StarLAN/3000 and ThinLAN/3000 links (including the ThickLAN option of ThinLAN/3000).

HP 3000 data communications connections require pseudo-devices called virtual terminals which consist
of software that simulates the function of terminals. NS3000/V links and DS-Compatible links require
virtual terminals, which can be configured with SYSDUMP.

Finally, NS3000/V and its links may require changes to MPE system tables. This, too, can be
accomplished with SYSDUMP. System configuration for NS3000/V is described in detail in Section 4 of
this manual.
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Network Configuration with NMMGR

The information required for an HP 3000 to function as a network node is stored in a file called a
configuration file. This file can be created and subsequently modified using NMMGR. NM or NA
capability is required to run NMMGR, which uses a series of VPLUS/3000 block-mode screens to display
and accept configuration information. Use of NMMGR can be divided into three kinds of configuration:

¢ Link configuration, which defines link level parameters.
¢ Transport configuration, which defines network transport (OSI layer 3 and 4) information.

o Logging configuration, which enables you to define which information about network activity
should be recorded. This information can be printed displayed on a terminal, or routed to a file.
This information is useful for network analysis and troubleshooting.

You can access NMMGR in two ways: using a function called Guided Configuration, or through what is
referred to as manual configuration. Guided Configuration enables you to configure the network more
quickly by automatically using default values for certain required configuration parameters, and by
automatically bypassing certain optional configuration tasks. To accomplish any of the tasks bypassed by
Guided Configuration, you will need to use manual configuration.

NOTE

HP strongly recommends that you use Guided Configuration to initially
configure each node, and for most network maintenance and updating. Use
manual configuration only if Guided Configuration does not provide access
to the configuration data you need to change.

Guided Configuration is described in Section 6, manual configuration for network links and transport are
described in Sections 7 through 13, and manual configuration for network logging is described in Section
14 of this manual.

Section § of this manual provides a more detailed introduction to NMMGR.

Configuration Verification

After you have completed hardware installation, system configuration with SYSDUMP and network
configuration with NMMGR, you will need to verify that each node is communicating correctly with
other nodes on the network and that all the installed software modules are current and compatible.
Utilties and tests for this software and line verification are described in Volume II, Section 2.
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Network Directory

A network directory is a file containing intormation about other nodes in the network. All nodes with
point-to-point router links must have a network directory: if an IEEE 802. 3 network is part of a catenet,
at least one node on the network must have a network directory. (Section 3 explains the function of the
network directory in more detail; Section 14 fully describes the network directory and the commands you
can use to modify this file.)

One of the tasks of both network managers and catenet administrators is to make sure that the network
directories residing on all nodes in the network and catenet, respectively, are up~to~date. This means that
when node information changes, and when nodes are either added or deleted, all network directories must
be updated to reflect the changes. Updating can be accomplished in several ways: by using the copy
subtree utility of NMMGR, by sending tapes of updated directories to the people responsible for
maintaining a node or network (such as the node manager or network manager), or by relating the
information that must change to each responsible person. Refer to Section 14 for more information about
the network directory.
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This section of the NS3000/V Network Manager Reference Manual explains concepts you will need to
understand before you plan and install an NS3000 network or catenet.

This section will introduce and describe the following topics:

[ J

Software Components, including NS3000/V software subsystems and configuration files.

Configuration concepts, including internet and intranet routing, and the relationship of
symbolic names to network addresses.

Network and catenet configuration and administration tasks. Configuration tasks include
the procedures required to configure software on each network node, verify that the network is
functioning correctly, and start the network. Administration tasks include making sure that
changes to network nodes are recorded and that changes are coordinated among all network
nodes, when necessary.

Network design, including guidelines to follow when designing a network or catenet.

Configuration worksheets. The last section in this chapter contains worksheets that can assist
you in designing a network or catenet, and that you can use to prepare for configuration
with the configuration program NMMGR. The worksheet process includes the creation of a
network or catenet map that shows the placement of nodes and connecting links.
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SOFTWARE COMPONENTS

The following section describes the software components that make up NS3000/V services and link
products.

NS3000/V Software Subsystems

The software and associated protocols that enable an NS3000 network to operate are divided into
units referred to as subsystems. Separate copies of these subsystems reside on each node in the network.
The following subsystems make up NS3000/V services and links:

o Network Services. The Network Services subsystem provides services that include Network File
Transfer (NFT) and Remote File Access (RFA). The Network Services subsystem will be
present on a node only if Network Services have been purchased (separately from the link) for
that node.

e Network Transport. The Network Transport subsystem contains the protocol modules
corresponding to layers 1 through 4 of the OSI model. Network Interprocess Communication
(NetIPC) is part of the Network Transport subsystem.

e Node Management Services. The Node Management Services subsystem provides configuration
file version checking, logging, and tracing. Logging enables network transactions to be “logged,”
or recorded, in a disc file. The recorded information can be used to assist in network
troubleshooting.

o Node Management Configurator., The Node Management Configurator subsystem provides the
software that enables you to configure an HP 3000 as a network node. This subsystem includes
NMMGR, the Node Management Configurator program.

e Link Support Services, The Link Support Services subsystem contains two software modules: the
Link Manager and the PC Link Manager. Both of these modules open, close, and otherwise
control physical linkss. The PC Link Manager performs these functions for NS
Asynchronous SERIAL Network Links; the Link Manager performs them for other NS3000/V
links.

o Communication Services (CS/3000). CS/3000 provides some of the diagnostic and link
management software required for NS3000/V links. CS/3000 is also used by DS-Compatible
links. :

Configuration Files

Part of the network installation process involves configuring the network using NMMGR interactive
configuration software. Through the use of NMMGR, several files containing information about the node
and the rest of the network to which it belongs will be created on each node. The information in these
files is accessed by various network subsystems while the network is operating. It is the information
provided by the configuration files that enables the network software to send and receive data in a
suitable form for each node and network link, and to direct data to the correct destination nodes.
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Three files can be created on each network node: NMCONFIG.PUB.SYS, NSDIR.NET.SYS, and
NSCONF.NET.SYS.

NOTE

The filename NSCONF.NET.SYS is a default filename, and is the name
that HP recommends that you use for this configuration file. However, a
different filename can be used, as long as the file is located in the NET
group of the SYS account. The NSDIR.NET.SYS file that is active, i.e., is
in use when the network is running, must be named NSDIR. NET.SYS.

For purposes of discussion, the names NSCONF.NET.SYS and
NSDIR.NET.SYS will be used to refer to these files throughout this
manual.

Each of the files is described below:

NSCONF.NET.SYS. This file contains configuration information needed by the Network Transport
subsystem. This information enables the system to operate as a network node. Information ranging from
the amount of data buffers to allocate for certain network functions to the telephone number of a
dial-up link are contained in this file. Most of the information configured via NMMGR is contained in
this file.

NSDIR.NET.SYS. This file, also called a network directory, contains information that enables network
software to translate node names (a node name is a symbolic ASCII-character name given to each
system in the network that identifies it to the rest of the network and to network users) into protocol and
address information. NSDIR.NET.SYS is actually the data file of a KSAM data file and key file pair.
The key file that will be created at the same time as the data file will be named using the first 6
characters of the data file, appended with the character K. For example, if the default data file
name is used, the key file will be named NSDIRK.

NMCONFIG.PUB.SYS. This file contains information needed for link level and NetIPC logging.
Parameters such as what network activities to record and where to record them are provided by this file.

NOTE

Another file, called DADCONF.NET.SYS, is required to initialize
NS3000/V Network Services. Refer to Section 2 for information about
this file.

CONFIGURATION CONCEPTS

Before beginning network planning and configuration, you must understand certain terms and
concepts that may influence your network’s design and the values you enter for various configuration
parameters. This section describes the most important of these terms and concepts --and those that you
should understand in order to fully understand NS3000/V networks. (Additional terms not included
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in this section are described in individual network configuration sections of this manual: Sections 7
through 13.)

NS Routing

Routing refers to the process used to determine the path that packets, or fragments of a message, take
through a network or catenet to reach a destination node. Routing between multiple networks in the
same catenet is referred to as internet routing; routing between nodes in the same network is referred to
as intranet routing. The routing mechanism used by a particaiar network is based on its network type.

The NS Network Transport subsystem provides intranet and internet routing. However, a message’s
complete source-to-destination route is not determined before it is sent to its destination (unless the
destination is a logically adjacent node), because each node possesses information about only the path
that should be taken to the next node on the way to a destination.

The information about which node a packet should be directed to next is obtained by the Network
Transport from the NSCONF.NET.SYS configuration file. The information in this file is derived from
values configured using NMMGR. The values entered must therefore reflect the physical design of
your network. (Network design is further discussed later in this chapter.)

Intranet Routing

Intranet routing involves all the processes required to route a packet from one node in a network to
another node in the same network. Intranet routing can be very simple, as for an IEEE 802. 3 network, or
potentially very complex, as for a point-to-point router network.

For an IEEE 802. 3 network, in which each node is attached to a common bus (the cable) that is shared by
all the nodes, routing occurs as follows: Each node that has data to send acquires control of the bus, adds a
subnet address identifying the node (called a station address) to the packet, and sends it on the bus. After
the packet has been sent, the sending node relinquishes control of the bus. Each node will check every
packet that is sent on the bus for a station address that matches its own, and will receive only those
destined for it. Figure 3-1 illustrates an IEEE 802. 3 network; note that the nodes on the network are all
logically adjacent to one another.

Figure 3~1. IEEE 802.3 Network

For point-to-point networks, nodes are connected to other nodes in the network via one or more
point-to-point links. A route may therefore include one or more intermediate nodes through which a
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packet must pass on its way to its destination. The routes to various remote nodes are configured into
nodal routing tables at each node. At an intermediate node, a packet will be received and forwarded to
the next node in the network based on the routing information configured at that intermediate node for
the destination node. Information about more than one route to the same destination node can be
configured into a node’s routing table. If so0, an internal algorithm selects the best possible route to the
destination node. Figure 3-2 shows an example point-to-point network. Note that more than one
possible route exists between nodes

Alternate Routes. At each node, you can configure the name of the link that a packet should take to get
to a given remote node. By configuring multiple alternative links to reach the same destination, you can
provide several routes for packets to take to reach a destination. NMMGR allows you to specify an “entry
priority” for each alternate link to indicate the order of preference for configured outbound links to the
same destination.

Alternate routes can be useful if a link on the network becomes non-operational because of an intentional
shut down or a link failure. Refer to "Non~Operational Links" later in this chapter for information about
how alternate routes can be used to circumvent non-operational links.

Figure 3-2, Point-to-Point Router Network

Intemet Routing

Internet routing involves all the processes required to route a packet from a node on one network to a
destination node on another network. Networks are connected to other networks via gateway nodes,
which are nodes that are configured either as a member of multiple networks or as a gateway half in
addition to another network. Internet routing is therefore concerned with which gateways and which
networks a packet will pass through to reach its final destination.

Internet routing decisions are made at both the node that originates the packet and at intermediate
gateways. The destination network address is checked against a table that contains an entry for each
remote network in the catenet and specifies the gateway(s) on the network that can reach each remote
network. Because the purpose of internet routing is to get the packet to the correct destination network,
the packet will be forwarded to the appropriate gateway. This will be repeated, if necessary, until the
packet reaches the gateway that is a member of the destination network. At this point, intranet routing
takes over to get the packet to the correct (and final) destination node.
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Symbolic Names

A name, when used in the context of NS3000/V networks, is a character string which identifies some
portion or component of a network or catenet. Names, because they can be defined by the user (in this
case, the Node or Network Manager) can be chosen to represent some meaningful and easily recognizable
concept. For example, if you had three networks in a catenet, you vvuld name them NETI1, NET2, and
NET3. Or, perhaps in your installation three nodes "belonged" tv the marketing, finance, and
manufacturing departments, respectively. You might choose tc name them NODEMKTG, NODEFIN,
and NODEMFG.

Configuration of NS3000/V networks requires that you use NMMGR to configure each node. Many of
the items to be entered via NMMGR’s interactive user interface (discussed in detail in Section §) are
names. The following sections describe the names that NMMGR will require you to configure.

Node Names

The node name is used to identify each system that is a node in the network or catenet. Each node name
used to designate a computer in the network or catenet must be unique, although a single node can be
identified by multiple names. Besides being used for configuration, node names are used in Network
Services commands (for example, the :DSLINE command) and intrinsics to designate upon which node a
particular networking activity is to occur. A complete node name consists of three parts, which together
can be no more than 50 characters, as described in detail in the following section.

NOTE

Other HP networking documentation may use the term "computer name"
instead of "node name.” A computer name is the same as a node name.

Node Name Format and Assignment. Each node in the network must be assigned at least one unique
node name. A fully qualified node name consists of three fields, each separated by a period:

nodename .domain.organization

When specifying node names, you must enter the delimiting periods. Each field can be up to 16
characters (alphanumeric, underscore or hyphens); the first character must be alphabetic.

Just as an MPE filename has a singular name, filename, and a fully qualified name,
filename.groupname.acctname, a nodename also has a singular name, nodename, and a fully qualified
name, nodename.domain.organization. The nodename must be unique for each node on the
network. The domain and organization do not need to be unique. You might choose a unique domain
name for each network in the catenet. Note that if the default domain and organization of all the
nodes match they do not need to be specified in commands and intrinsic calls originating from nodes with
the same domain and organization names. If a user does not supply domain and organization fields the
fields will default to the local node’s assigned domain and organization. This allows users to issue
commands or intrinsics with just the single portion of the nodename, nodename.

HP recommends that you use some convention when assigning names; for example, all nodes in the same

network could have the same domain name and all nodes in the same catenet could have the same
organization name.
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Multiple Node Names. A single node can be assigned more than one node name by specifying two (or
more) node names in the network directory. Although the node may have multiple node names, it can
have only one IP address (described in "Network Addresses” later in this section) unless it is a gateway
node, which will have more one IP address configured for each network it belongs to. Using more than
one node name may be useful if you need to isolate sets of network traffic received or generated by the
same node. For example, if you previously had two HP 3000s but have consolidated their activities on a
single, more powerful HP 3000, you might have application software that uses two node names that
correspond to node names of your previous two computers. By using two node names for the single new
system, you couid avoid having to modify existing software to accommodate the change.

Other Names

During configuration with NMMGR, you will be asked for several other names in addition to a node
name. The node name is the only name that is exchanged between nodes and used by software on remote
systems; these additional names are required by only the software within the system being configured.
The names described below must be composed of up to eight alphanumeric characters, and must begin
with a letter.

Network Interface Name. The network interface name is used to identify the software on a node that
provides an interface to a particular network. A useful convention is to name a network interface for the
network to which it provides an interface. For example, if you are configuring a node as a member of a
network named NETI, the name of the network interface to that network should be NET1. The network
interface name is used during configuration and as part of some commands that control network
operation. A node requires one network interface for each network to which it belongs, and one
network interface corresponding to the software loopback function. A node’s multiple interfaces are
distinguishable by the use of a different network interface name for each.

During configuration, you may also be required to enter a home network name, which is simply the name
of one of the node’s network interfaces. A home network name refers to the network interface name
that corresponds to one of the networks to which a gateway half node belongs. One of the networks to
which the gateway half belongs must be designated the home network to establish a source network
address for packets originating from the gateway half.

Link Name. A link name is given to each of the links connecting a node to other nodes on the same
network. Links should be named according to some convention you have defined. For example, for a
relatively simple network, you might choose to use the same name on different connected nodes to refer to
the link which connects them. In a more complex network, you might choose to name the link by a
combination of its protocol and logical device (ldev) number. For example, BSC32 might refer to a link
using the BSC protocol that is assigned ldev 32 during SYSDUMP configuration.

Router Node Name, Static Neighbor Node Name, Gateway Name, Configuration sometimes requires that
you specify the name of a node that belongs to a particular category. For example, a router node
name is the name of a node that can be reached via one or more router links from the node being
configured. A static neighbor node mame is the name of a node that is on the same IEEE 8023
network as the node being configured. A gateway name is a name that refers to a node acting as a
gateway for the node being configured. These names need not be identical with the node name
configured for a node; these names identify subsets of configuration data related to a particular node.
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Network Addresses

An address, in the networking sense, is a numerical identifier defined and used by a particular protocol
and associated software to distinguish one node from another Addresses of different kinds can vary in
complexity depending on the need. For example, two of the protocols used by NS require addresses: the IP
protocol and the IEEE 802.3 protocol. The address used by the IP protocol is hierarchical; it identifies
both individual nodes and the network to which each belongs. The address used by the IEEE 802.3
protocol is not hierarchical; it provides information only about nodes in a particular IEEE 802. 3 network.

IP Address Format and Assignment

An IP address consists of two components: a network portion, which identifies the network, and a node
portion, which identifies a node within a network. The terms network address and node address are
commonly used to describe these two components of the IP address. Together, they uniquely identify a
node within a catenet.

IP Address Classes. There are three IP address classes, each accommodating a different number of
network and node addresses. The address classes are defined by the most significant bits of the address, as
follows:

Class A--

0 7 31

OII1III T T T T T T T T Ty T T T T T 1T TTTrTrrrr
[0 O O I | 1NN TR A R VN U O N N A I N N A A A A

L 1 |

Network Address Node Address

Class B--

01 15 31

1orllll1||l|||l T T T T T P T 7T T T T T iT1
[N N RN U N N NN N I IS IO O N IO TN T T Y TN Y TR T T OO TN O O O |

| Il ]
Network Address Node Address

Class C--

0 2 23 31

110lellllllilllllllllll | I N S G N N |
I O T T N N N W N N N I N N N N O | ) 1 11111

Network Address Node Address

The address classes can also be broken down by address ranges. IP addresses are represented in NS3000/V
software by converting the bits to decimal values one octet at a time and separating each octet’s decimal
value by a period ( . ) except between the node and network portions, which are separated by a space.
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Table 3-1 lists the number of networks and nodes and the address ranges for each address class:

(W\ Table 3-1. IP Address Classes
Class Number of Number of Address Range
Networks Nodes
A 127 16777215 000 000.000.000 - 127 255.255.25S
B 16383 65535 128.000 000.000 - 191.255 255.25S5
C 2097151 255 192.000.000 000 - 223.255.255 255
Reserved -- -- 224.000.000.000 - 255.255.255.255*

*Note: The address 255.255.255.255 is reserved for NS3000/V loopback. Loopback is described in
Section 12.

To determine a network address and node address from an IP address, you must separate the network and
node address fields. For example, the bit representation of IP address 192.006.001 001 is separated as
follows:

indicates
Class C

(W 11000000.00000110.00000001 00000O00O0 1
. ] J L []

Network Address = 192.006.001 Node Address = 1

Assigning IP Addresses. You must assign an IP address for each node on the catenet. To assign IP
addresses, you must determine network and node addresses.

To determine network addresses for each network, you must first determine how many networks your
catenet contains and where your network boundaries are. Each network must be assigned a unique
network address. All nodes in the same network must be assigned the same network address.

HP has obtained a block of Class C addresses from the Defense Advanced Research Projects Agency
(DARPA). Even if you do not anticipate connection to DARPA’s ARPANET (Advanced Research Projects
Agency Network), HP recommends that you obtain IP network addresses from the HP Network
Administration Office (NAO) to guarantee unique network addresses. To do this, contact your HP
representative or write to the NAO at the following address:

Network Administration Office, Department NET
Information Networks Division
Hewlett-Packard Company
19420 Homestead Road
Cupertino, California U.S.A. 95014
(ﬁm (408) 725-8111
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Do not assign any network and node addresses consisting of all 1s or all 0s. In NS3000/V software, the
node address O is reserved for messages that are broadcast to all nodes; the address of all 1s is reserved for
loopback. (Note that the 3-digit decimal address of 255 represents a byte of all 1s.) ARPA standards also
reserve these addresses: all s signifies messages for all nodes on the network, and all Os signifies messages
for the same node that originated the message or the same network as the originating node.

Node addresses must be unique only within each network. For example, you could have a node with node
address S in network 1 and another node with node address § in network 2. You can assign node
addresses according to your own needs, but they must be within the ranges for the IP address class that
you are using.

IEEE 802.3 Station Address Format and Assignment

An IEEE 802. 3 station address is assigned to every node on an IEEE 802.3 network. When a packet is
sent on the network, only the node whose station address matches the destination address in the packet
receives the packet. Hewlett Packard assigns a station address to each IEEE 802. 3 interface card during
manufacturing. The station address is used for network addressing on the IEEE 802. 3 network bus, and
has the following format:

hh=hh=hh=hh=-hh=-hh
where A is a hexadecimal digit (0 - 9, A - F).

For HP 3000s, this factory-configured station address is in ROM on the LANIC interface card. You have
the option of specifying a different station address by using NMMGR (refer to Section 9). Each time the
card is initialized, either the factory-supplied station address or the NMMGR-configured address is
activated for use on the IEEE 802. 3 network.

In addition to checking the interface card, you can find out what your system’s station address is by using
the LANDIAG diagnostic utility. After the HELP command and LANDIAG tests 1, 2, 3and 13 are
performed, the utility displays the station address at the bottom of the display screen. Refer to the
LAN /3000 Diagnostic and Troubleshooting Guide for information on using the LANDIAG utility. Note:
Network Services and the Network Transport must be shut down before using LANDIAG.

Assigning Station Addresses. HP recommends that you use the factory-configured station address
assigned to the LAN interface card. If you decide to assign your own address contact your HP
representative for more information.

Address Resolution

Address resolution in NS networks refers to the mapping of node names to IP addresses and the mapping
of IP addresses to subnet addresses. Two kinds of address resolution can occur on a node in an NS
network: First, the destination node’s nodename must be mapped to the node’s IP address. Second, for
some types of networks, the IP address must be mapped to a subnet address that identifies a node for the
protocols used by the subnet.

Node Name to IP Address Resolution

NS3000/V routes packets throughout catenets and networks based on the internet and intranet addresses
of each message’s destination node. However, network users and application programs use node names to
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designate the destination of a message. As a result, a method is required to map node names to their
corresponding addresses.

The Network Transport uses one of three available methods to determine the addresses that correspond
to a node name:

1. From the network directory (NSDIR.NET.SYS file} that resides on the node from which
communication originates. Every node with a point-to-point link must have a network

directory. This includes all nodes on router networks and any node functioning as a gateway
half.

2. By the use of the Probe protocol. The Probe protocol can be used only on IEEE 802. 3 networks.

3. By the use of a Probe proxy server. This method combines methods 1 and 2 listed above. A
Probe proxy server is a node on an IEEE 802. 3 network that possesses a network directory and is
designated a Probe proxy server during configuration. Other nodes on the IEEE 802.3 network
can use Probe proxy requests to obtain information contained in the network directory that may
not be available elsewhere.

For each node, a choice from the above methods and the preferred order they are used can be configured
with NMMGR.

Name-to-address information for each node is contained in a data structure called a path report. In
addition to a node’s addressing information, each path report specifies the networking protocols used on
the node. When a connection is established between two nodes, the destination node’s path report is
obtained by one of the three methods listed above. Once a node has received another node’s path report,
the node receiving the information retains it so that a path report does not have to be obtained every time
a connection is established with the same destination node.

The network directory. The network directory file NSDIR.NET.SYS, which you can initially create with
NMMGR, contains a node’s network directory. The network directory contains entries for remote nodes
that each include a remote node’s node name and its path report. The first time a connection is initiated
from a node that has a network directory, the Network Transport software searches the NSDIR. NET.SYS
file for the destination node’s node name and associated path report. The path report contains the IP
address(es) associated with the destination node name. Every node having a point-to-point link (every
node on a router network, and every full or half gateway) must possess a network directory. However,
nodes on IEEE 802. 3 networks do not each require network directories. Instead, they can use the Probe
protocol to obtain path reports.

The Probe Protocol. IEEE 802.3 nodes can use the Probe protocol to obtain path reports specifying
the names and corresponding addresses of other nodes on the network. When a node configured to use
the Probe protocol needs to establish a connection, it first multicasts a query to all the nodes on the
network, requesting a response from the node whose name matches the name in the message to be sent.
(Multicasting is similar to broadcasting, except that a message is sent to only a subset of nodes instead of
all nodes on the network.) If the name of a node on the IEEE 802.3 network matches the destination
node name, it responds to the query by sending back its path report. The node sending the message then
uses this information to resolve the destination node’s address, ensuring that messages arrive at the
torrect destination.

Probe Proxy Server Nodes. By itself, the Probe protocol can only obtain information about nodes on the
same IEEE 802. 3 network; to obtain information about nodes on other networks in the same catenet
requires additional help from a network directory. Therefore, if an IEEE 802. 3 network is part of a
catenet, a network directory must reside on at least one of the IEEE 802. 3 network’s nodes for messages
to be sent to nodes in other networks. If another node on the IEEE 802. 3 network needs to establish a
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connection with a destination node that belongs to a different network on the catenet, the node with the
network directory can provide the sending node with addressing information about the destination node.
The node on the IEEE 802.3 network that performs this function is called a Probe proxy server. In
addition to possessing a network directory, the Probe proxy server must be designated as such during
configuration. HP recommends that the IEEE 802. 3 network’s gateway node be used as the Probe proxy
server. HP also recommends that you create more than oue Probe proxy server on each IEEE 802.3
network so that if one of them is shut down, network directory information will still be available.

Figure 3-3 shows an IEEE 802.3 network with two Probe proxy nodes. Probe requests (illustrated by a
dashed line) are sent to nodes that are configured to use the Probe protocol. Probe proxy requests
(illustrated by a dotted line) are sent to nodes that are configured as Probe proxy servers. Node A can
obtain a path report about node E, on another network, from nodes B or D. To send a message to node C,
information is obtained from node C itself; the use of a Probe proxy server is not needed.

IEEE 8023 AN

Figure 3-3. IEEE 802.3 Network Probe and Probe Proxy Requests

IP to Subnet Address Resolution

Once a packet is routed to the correct destination network, it needs to be directed to the correct
destination node within that network. For router networks, the IP address is the only address needed to
route the message within the router subnet. However, in IEEE 802. 3 networks, the destination node’s IP
address must be mapped to its IEEE 802. 3 address.

IEEE 802.3 Address Resolution with Probe Protocol. In addition to providing node name to IP address
resolution, the Probe protocol provides IP to IEEE 802. 3 address resolution. The mapping of a given IP
address to an IEEE 802. 3 address occurs as a result of a Probe request for address information.

IEEE 802.3 Address Resolution for Non-HP Systems. During configuration of IEEE 802. 3 nodes with
NMMGR, you will encounter an interactive configuration display screen that allows you to enter
addressing information about other nodes on the IEEE 802.3 network. This information resides in the
node’s NSCONF.NET.SYS configuration file. It is only necessary to configure this screen if a remote
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node on the network does not support the Probe protocol and the remote node’s IEEE 802. 3 address is
not configured in the network directory of either the source or Probe proxy server nodes. HP computers
support the Probe protocol; therefore, configuration of this information in NSCONF.NET.SYS may be
required only if a non-HP node is part of the network.

Configuration Terminology

The following subsections describe concepts and terms you will encounter during configuration of a
node with NMMGR. You will also need to be familiar with the concepts described when you plan
your network or catenet. Use these subsections to gain general familiarity with the terms and ideas
before beginning to plan or configure the network or catenet; you may also wish to use these
descriptions for reference in later stages of the planning and configuration process.

General Terms

Remote Node and Local Node. The term local node usually means the node that you are configuring or
to which you are logged on. A remote node is any other node in the catenet; that is, any node other
than the local node.

Buffers. A buffer is a logical grouping of a system’s memory resources used by NS3000/V. There are
several kinds of NS3000/V buffers: inbound transport buffers, outbound transport buffers, and store
and forward buffers. The amount of space allocated for these buffers can be specified using NMMGR.

Inbound and outbound buffers are allocated for each network interface on a node, regardless of the type
of network(s) to which the node belongs. Inbound buffers hold data being received by a node until it is
used by a particular protocol or a user process. Outbound buffers hold data that will be sent on a link (or
through loopback) from the originating node. The number of both outbound and inbound buffers can be
specified during configuration with NMMGR.

Store and forward buffers are allocated on gateway nodes (full and half) and on nodes belonging to
router networks. The number of store and forward buffers can be changed (via NMMGR) to allow for
tuning to achieve better network performance.

Loopback. Software loopback enables a node to communicate with itself; in other words, it allows a single
node to be both the source and destination of a message. A network interface (see definition below) must
be configured to provide the loopback function.

Network Interface. The term network interface refers to the software that interfaces a node to a
network. On each node, one network interface is required for each network or gateway half connection,
and for the software loopback function. Most nodes, therefore, require two network interfaces: one for
the network the node belongs to and one for loopback. A full gateway requires a network interface for
every network to which it belongs A gateway half requires a network interface for the gateway of which
it forms a part, and for the other networks to which it belongs. The term network interface is
often abbreviated as "NI" throughout this manual.

Dial Link Terms

You should understand the following terms used to describe dial (also referred to as switched) links:
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Direct Dial and Shared Dial. A direct dial link provides connection to a single remote system over a
phone line. The telephone number dialed by the local node to reach the remote node never changes unless
it is reconfigured with NMMGR. A shared dial link provides connection to more than one remote system,
although to only one at a time. The link is thus shared by more than one remote node.

Autodial and Manual Dial. An autodial link refers to a link using automatic dialing hardware. This
hardware enables a remote phone number to be dialed without requiring a user to manually dial a
telephone number. Instead, the telephone number of the receiving modem 1s entered during a node’s
configuration, and when a connection must be made, the telephone number is read from the
NSCONF.NET.SYS configuration file and "dialed" automatically. In contrast, 2 manual dial link requires
human intervention; the receiving node’s telephone number must be dialed at the sending node’s location.
NS software will display a message at the system console requesting the system operator to dial the
number. Whether or not a link is autodial or manual dial depends on the capabilities of the hardware
(such as the modem or any additional devices) that is used.

Note that whether a link is direct or shared dial is independent of whether the link is autodial or manual
dial.

NOTE

In contrast to any dial linksis a direct connect link, which does not rely
on switched public telephone lines but instead depends on "hard-wired"
cable or leased lines to connect one node with another. Refer to Section 1
for more details about direct connect, leased lines, and dial links for each
NS3000/V link type.

Dial ID Protocol. The Dial ID protocol is a proprietary Hewlett-Packard protocol used to provide
security for dial links. The protocol verifies the identity of nodes dialing in to a receiving node, and
ensures that both the local and remote node have the required security accesss. HP computers support
the Dial ID protocol; however, other computer systems may not support it. The Dial ID protocol must be
disabled (during configuration) if the node being configured will be connecting to a node that does not
support this protocol.

Security String. A security string is an alphanumeric ASCII character string that acts as a password for
dial links. The security string is used by the Dial ID protocol. When a node attempts to connect to
another node via a dial link, security strings are exchanged between the nodes. Each node checks the
security string it receives against a configured list of valid security strings. If a match is found by both
nodes, the link can be used. If one or both of the security strings fail this check, then the link is
disconnected.

Security string checking can be disabled at any node (via configuration) if desired.

Router Network Terms
You will encounter most of the following terms during planning and configuration of a router network:

Hop Count. The term hop count is used in two ways: (1) an intranet hop count is the maximum number
of intermediate nodes that lie between a source and destination node on the same router network;
and (2) an internet hop count is the number of gateways that are used to route a message to its
destination network. Because two partner gateway halves perform the function of a full gateway, they
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are counted together as a single internet hop. Note that if no intermediate nodes lie between a source and
destination, the hop count is zero.

Non-Adjacent and Adjacent. The term adjacent, when used in the context of configuring routing for a
router network, refers to a node that is separated from a given node by no intermediate nodes. In other
words, the adjacent node lies at the other end of a link connected to a given node. A non-adjacent node,
in contrast, is a node that is separated from a given node by intermediate nodes.

Directly Connected. The term directly connected describes nodes that are members of the same network.
For example, if node A is directly connected to node B, A and B must be members of the same network.
Do not confuse the term “directly connected" with the term “direct connect” which describes a
non-switched point-to-point link (hardwired or leased line).

Entry Priority. During configuration of router networks, you must define the route used to
transmit information from the node you are configuring to the other nodes in the network. If
desired, you can configure more than one route to the same node. If you do 50, you can specify which
of the multiple routes should be chosen first. For example, if one route has a greater number of
intranet hops, you might wish to give it a lower priority (specified as a lower numerical value) than
another route with fewer hops. If for some reason the route given the highest priority is not available,
the message will be routed to its destination with the alternate (but lower entry priority and greater
number of hops) route.

If the same value is used for all entry priorities, the Network Transport software chooses the route to be
used. The choice is based on an internal algorithm that selects the best route by taking into account some
of the configured characteristics of the intervening links.

Gateway Terms

You will need to understand the following terms if the node you will be configuring will be part of a
catenet:

Reachable Networks. A reachable network is a2 network that can be accessed (with additional internet
hops possibly required) by a particular gateway.

Neighbor Gateway. A neighbor gateway is a gateway node (full or half) on the same network as the
node being configured.

Gateway Half. A gateway half is a node on which a gateway half network interface has been configured
with NMMGR. Together, two gateway half nodes joined by the same link perform the function of a
gateway, which is to connect two networks.

Gateway Half Pair. Two gateway halves connected by a gateway half link are considered a gateway half
pair.

Gateway Half Link. A gateway half link is a link that joins two gateway halves. A gateway half link
must be either an NS Point~to-Point 3000/V Link or an Asynchronous SERIAL Network Link.
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Non-Operational Links

Network links may be non-operational because of any of the following: (1) the link was intentionally shut
down with the NETCONTROL command, (2) a link failure has occurred or (3) the link has not been started.
A non-operational (or "downed") link can affect the routes that messages take to reach their destinations.

Router networks can automatically reroute packets around a non-operational link. Rererouting will occur
if alternate links to a destination have been configured at the nodes that are the endpoints of the
non-operational (or "downed") link. This rerouting over alternate links is called automatic rerouting.

NS3000/V can also provide rerouting for internet packets. Messages reaching a gateway that are
intended for a downed link (at that gateway) will be redirected to another gateway on the same network
that can reach the remote network.

Router Network Automatic Rerouting

Router network automatic rerouting will reroute packets in a router network around non-operational
router links. This rerouting will occur whether or not the destination node is a member of the router
network.

The two nodes at the ends of a downed link will detect the fact that the link is down. If alternate links
to the destination are configured at nodes that detect a downed link, the nodes will reroute packets over
these alternate links. For router network rerouting, only the nodes that detect the downed link can select
an alternate link. For messages that originate at some other node, configuration adjustments may need to
be made to bypass the link that is not operating.

No immediate indication that a link is not operational will occur at other nodes (besides those directly
connected by the "downed” link) on the network or catenet. However, messages will not reach their
destinations and a timeout error will occur for the connection.

Alternate Links. The link that a router node uses to reach another node in the network is configured via
NMMGR. If the node can use more than one link to reach another node, the link used is the link that is
up with the highest value in the Entry Priority field of the Router Reachable Nodes configuration screen.
The other configured links are the alternate links.

If the destination node is a member of the same network as the node that detects the downed link, the
selected link is an alternate link configured for the destination node. If the destination node is not a
member of the same network, the selected link is an alternate link configured for the appropriate gateway
to the destination node (the local destination).

Example 1: Automatic Rerouting. In Figure 3-4, LINK| has been configured at NODEA ("Node A") as
the first link to use to reach NODEC (because LINK?2 is a slower link than LINK1). LINK2 has been
configured as the second link to use. At NODEB, LINK 3 has been configured as the first link to use to
reach NODEC, with LINK4 as the second link to use. If there is a transaction between NODEA (the
source) and NODEC (the destination), the packets would be transmitted over LINK1 and LINK3. If
LINK 3 is down, NODEB will automatically reroute the packets over LINK 4 (Figure 3-5).
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Figure 3-4. Router Network with Alternate Links
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Figure 3-5. Router Network with Rerouting

Example 2;: Non-Detecting Nodes. As previously noted, only the nodes that detect the downed link can
select an alternate link.

If a packet is rerouted (by a node that detected a downed link) to a node that did not detect the failure,
the node that did not detect the failure will not automatically reroute the packet over a different link
than that used originally. This is because the node that did not detect the failure has no way of knowing
of the downed link.

Figure 3-6 illustrates this situation. Figure 3-6 is similar to Figure 3-§, except that there is only one
link between NODEB and NODEC (LINK3). Again, NODEA has LINK 1 configured as the first link to
use to reach NODEC, with LINK2 as the second link to use. NODEB has LINK3 configured as the
primary link to use to reach NODEC, and LINK! as a secondary link. (LINK3 has a higher number
configured for its Entry Priority than LINK1.) In this network, if there is a transaction between NODEA
(the source) and NODEC (the destination), and LINK3 is down, packets would not reach NODEC.
Although packets will be rerouted from NODEB over LINK1 to NODEA, and NODEA could use LINK2
to reach NODEC, the packets will not be rerouted because NODEA has no knowledge of the failure of
LINK3.

A variation would exist if NODEB did not have an alternate route to NODEC configured (i.e., LINK1).
In this case, no automatic rerouting would occur. Packets would not be rerouted to NODEA from
NODEB.

In both of the above situations, a timeout error would eventually occur for the connection. An error
message indicating this would appear at NODEA, the source node.
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Figure 3-6. Packets from NODEA to NODEC are not rerouted.

Adjusting for Non-operational Links. If a link is either shut down via NETCONTROL or if it fails, the
routing tables used by each affected intermediate node will reflect inaccurate information in that the
tables will indicate that the non-operational link should be used.

To change these routing tables so that messages are not sent out over downed links, you can reconfigure
the routing information entered via NMMGR. The reconfigured routes should include only those links
that are operational. Use the online configuration branch of Guided Configuration to most easily make
required changes.

In the above situations, (Example 2), the node manager could use the online configuration branch of
NMMGR Guided Configuration and the NETCONTROL UPDATE command to change a node’s router
network tables. For the situation in which an alternate route to NODEC is configured at NODEB but not
at NODEA, the manager could change NODEA'’s configuration to indicate that LINK2 should be used to
reach NODEC.,

For the situation in which no alternate route to NODEC is configured at NODEB, the manager could
change NODEB's configuration to indicate that LINK1 should be used to reach NODEC. NODEA would
also need to have LINK2 configured as the link to reach NODEC for packets from NODEB to reach
NODEC.

Effect on Internet Transactions. Packets will be rerouted in a router network even if the source and
destination nodes are not members of that router network.

As noted previously, if the destination node is not a member of the same network, the alternate link will
be another link configured for the appropriate gateway to reach the destination node.

For example, in Figure 3-7, packets from NETX arriving at NODEA to NETZ will be rerouted around
LINK 3 to get to NODEC, the gateway to NETZ.
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Figure 3-7. Packets forwarded through NETY are rerouted.

Router Network Automatic Rerouting Summary. In summary, router network automatic rerouting has
the following characteristics:

o Only the nodes that detect the downed link can select an alternate link.

e Automatic rerouting occurs when the node (or nodes) that detects a downed link can use an
alternate route to reach the destination node or appropriate gateway.

e If other nodes are affected by a downed link and have alternate links that they can use, the
operator can intervene and manually change the routing table at that node.

o Packets will be rerouted in a router network even if the source and destination nodes are not
members of that router network.

Intemet Redirection

Internet redirection is the redirection of packets from one gateway to another gateway. If a gateway’s
link to a remote network is down, and the gateway’s configuration file indicates another gateway on the
local network that can reach the remote network, the first gateway will rebuild its internet routing table
to show the other gateway as the gateway to use to reach the remote network.

This facility can be used to compensate for a gateway’s downed link by redirecting packets to another
gateway. If a gateway receives a packet for a remote network and its internet routing table shows
another gateway (on its network) to use to reach the remote network, IP will redirect packets to the
remote network through the other gateway. The other gateway is called the redirect gateway. This
redirection will occur even if the redirect gateway and the source node are not on the same network.

Example 3: Internet Redirection. For an example of what happens when an internet packet is redirected,
refer to Figure 3-8. :

As shown, NODEC and NODED are gateways to NETZ. At NODEB, NODEC is configured
as the gateway to use to reach NETZ. NODEC is configured as a member of NETY and NETZ, and has
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LINKCE configured as the link to reach NODEE. NODEC also has NODED configured as a gateway to

reach NETZ. /%)
A packet from NODEB to NODEE would take the following path:

NODEB to NODEC
NODEC to NODEE

Figure 3-8. Packets from NODEB to NODEE go through NODEC,

If LINKCE goes down (Figure 3-9), NODEC will rebuild its internet routing table to show that packets to ,%)
NETZ should be routed to NODED. If NODEC then receives a packet with NODEB as the source node ‘
and NODEE as the destination node, NODEC will redirect the packet to NODED. A packet from

NODEB to NODEE would then take the following path:

NODEB to NODEC
NODEC to NODED
NODED to NODEE

Figure 3-9. NODEC redirects packets for NODEE to NODED. ‘%’
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If redirected packets must go through a a node that has no knowledge of the downed link, the packets
may not reach the alternate gateway. For example, if the link between NODEC and NODED did not
exist, packets redirected by NODEC would have to be sent to NODEB. However, NODEB has no
knowledge that LINKCE is down. NODEB will therefore not forward the packets to NODED. Because
no packets will ever arrive at NODEE, a timeout will eventually occur for the connection. An error
message indicating this would be displayed at the source node, NODEB.

In the above situation, the node manager at NODEB could use the online configuration branch of
NMMGR Guided Configuration and the NETCONTROL UPDATE command to change NODEB’s internet
routing tables so that NODEB will route packets for NETZ to NODED.

Redirection of Subsequent Packets on IEEE 802.3 Networks. If a gateway on an IEEE 802.3 network
receives a packet that it redirects to another gateway, it also sends a message to the source node telling it
to route subsequent packets for the remote network through the alternate gateway. Such a message,
informing a node that all future communication should occur through another gateway, is called an ICMP
(for Internet Control Message Protocol) redirect message. Redirect messages will be sent only if the
source, original gateway and redirect gateway are all on the same IEEE 802. 3 network.

When the source node receives the redirect message, it will alter its internet routing table to show the
redirect gateway as the gateway to use to reach the remote network. Subsequent packets from the source
node to the remote network will be sent directly to the redirect gateway.

Alterations to the internet routing table based on redirect messages are temporary. If any event occurs
that causes that node to rebuild its internet routing table (link up, fails, link started or deleted, network
interface started or shut down, NETCONTROL UPDATE command), the node will rebuild the table based on
NMMGR configuration values that were read when its network interfaces were started (or the last
NETCONTROL UPDATE command was entered). If, because a link is still down, a gateway sends a redirect
message to the node, the node will again alter its internet routing table.

Note that the redirect gateway will be entered in the internet table even if the source node did not have
the redirect gateway originally configured as a gateway.

Example 4; Redirect Messages. Refer to Figure 3-10 for an example of a redirect message being sent on
an IEEE 802.3 local area network. As shown in Figure 3-10, NODEB has been configured so that a
packet from NODEB to NODEE would take the following path:

NODEB to NODEC
NODEC to NODEE

If LINKCE were down, NODEC would rebuild its internet routing table so that NODED is the gateway to
NETZ. If NODEC then receives a packet with NODEB as the source node and NODEE as the destination
node, NODEC will redirect the packet to NODED. NODEC will also send an ICMP redirect message to
NODEB. NODEB will update its routing table so that NODED is the gateway to NETZ, and will send
subsequent packets to NODEE through NODED.
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Figure 3-10. Packets from NODEB to NODEE go through NODED.

Note that ICMP redirect messages are sent only when the IP protocol determines that the source, gateway
and redirect gateway node are members of the same IEEE 802.3 network. IP determines network
memberships in this situation according to the IP addresses used for the transaction. If the source node
has more than one IP address (it is a member of more than one network), and it must use a gateway to
reach the destination node, the source node will select its IP address so that the network portion will
match the network portion of the gateway’s IP address.

In Figure 3-11, a packet is sent from NODEA to NODEE, and LINKCE is down. Since NODEA (the
source) is not on the same network as NODEC, no redirect message would be sent. A packet from
NODEA to NODEE would take the following path:

"NODEA to NODEB
NODEB to NODEC
NODEC to NODED
NODED to NODEE
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Figure 3-11. Packets from NODEA to NODEE go through NODEC and NODED.

However, once a message originating from NODEB was sent to NETZ, NODEB would receive a redirect
message and NODEB would update its internet routing table so that it used NODED as the gateway to
NETZ. Subsequent packets originating from either NODEA or NODEB would then be sent to NODED on
their way to NETZ.

Internet Rerouting Summary. In summary, internet rerouting has the following characteristics:

o If a gateway’s link to a remote network is down, and the gateway had another gateway on its
network configured to the remote network, it will rebuild its internet routing table to show the
other gateway as the new gateway to the remote network.

o If a gateway receives a packet for a remote network and its internet routing table shows another
gateway (on its network) to use to reach the remote network, IP will redirect packets to the
remote network through the other gateway (the redirect gateway). This redirection will occur
even if the redirect gateway and the source node are not on the same network.

o If a gateway on an JEEE 802. 3 network receives a packet that it redirects to another gateway, it
also sends a redirect message to the source node if IP determines that the source, gateway and
redirect gateway are all on the same IEEE 802. 3 network.

NETWORK INSTALLATION AND ADMINISTRATION

Many tasks must be completed before a network or catenet is ready to operate. If there is more than one
network (i.e., a catenet is being created), the catenet administrator is responsible for overseeing the
completion of the tasks. If you are the catenet administrator or network manager, it is your
responsibility to make sure that the configuration of network software at each node is consistent and
correct and that software and hardware is correctly installed before catenet or network operation
beging. If you are a node manager, it is your responsibility to make sure that the software and hardware
installed and configured on your node (or nodes) is correct, and consistent with the plans for the network
as determined by the network manager.
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This section provides an overview of the tasks that must be completed to start network or catenet
operation. Details of the steps summarized here can be found in other sections of this manual.

Initial installation can be divided into six main parts:
1. Planning
2. Software and hardware installation
3. Configuration
4. Nodal validation, verification, and synchronization
5. Network startup

6. Line verification

Planning

Planning a network or catenet is an important process that must be done with care to ensure that the
network meets the needs of your organization. Many factors must be taken into consideration when
planning the network or catenet: for example, volume of usage over particular links, volume of
non-network usage of each node, physical layout needs and limitations (such as geographical distances),
and desirability of connections to non-NS3000/V nodes. These and other factors are discussed in
“Network and Catenet Design" later in this chapter.

This manual contains worksheets that you can use to assist in network and catenet planning and
configuration. You should already have a network design (including physical topology and types of
links) in mind before you use the worksheets. However, you will need to draw a plan of the network,
called a network map, before you begin filling out the worksheets. An example of a network map and
specific directions for creating your own map are included in "Configuration Worksheets" later in this
chapter.

Software and Hardware Installation

After you have determined the network or catenet’s design, software and hardware must be installed
on each node. Make sure that each node has the following hardware, as appropriate, for the particular
kind of link:

¢ Hardware interface card(s). For NS Point-to-Point 3000/V links this is an INP; for
StarLAN/3000, and ThinLAN/3000 (including ThickLAN option) links this is a LANIC; for NS
Asynchronous SERIAL Network links, this is is an ATP.

e Cables. For NS Point-to-Point 3000/V and NS Asynchronous SERIAL 3000/V links, this is
hardwire cable for whatever length necessary to reach between every pair of nodes. For
ThinLAN/3000 this is .18 cm. coaxial cable; for ThickLAN this is .4 cm. coaxial cable. For
StarLAN/3000, this is unshielded twisted-pair wire. If any nodes are dial (modem) links, you
will need cable to connect the modem with the HP 3000.

e Modems and other dial link devices. You will need 2 modem for each telephone line that a node
is connected to. If desired, and if it is not a function performed by your modem, you might also
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need a device that performs automatic dialing (usually called an autocall unit). See Appendix B
w for a list of supported modems and autocall units.

e Other hardware. You may need additional hardware, depending upon the types of links you plan
to install. For example, ThickLAN links require devices called MAUs (Media Attachment Units).
Networks using StarLAN/3000 might require a device called a Bridge. Refer to the hardware
installation manuals listed in the Preface of this manual for detailed hardware requirements of
the type of network you are installing.

The node must have the following software installed before configuration and subsequent network startup
can occur:

e The software products that are provided on MPE Fundamental Operating System (FOS) tapes

o The software provided on a subsystem tape containing NS3000/V link product software and
services, if applicable.

Configuration

Network configuration tasks must be completed on each node on the network or catenet. Network
configuration consists of using two utilities: SYSDUMP, which should be installed on your HP 3000, and
is used for configuration of non-network hardware devices as well as network devices, and NMMGR,
which is used to configure NS3000/V software.
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SYSDUMP Configuration
Specifically, SYSDUMP allows you to configure:

e Logical device (LDEV) numbers to refer to hardware peripherals, including communications
cards;

e Virtual terminal (VTERM) numbers to correspond to virtual terminals, software that simulates
the function of terminals;

e MPE system table resources.

NMMGR Configuration
NMMGR allows you to configure items such as:

e Node names and addresses

Link types (so that network software responds in accordance with the hardware providing the
link to another node)

Buffer sizes

e Timeout values

e Preferred point-to-point routes to get from one node to another

¢ Intranet and internet routes

e Network directory entries

e Probe proxy server nodes

e Logging parameters, such as which subsystems should be logged
Guided Configuration and Manual Configurationn. NMMGR provides two methods of configuring a
node: with Guided Configuration, or through manual configuration. Guided Configuration enables you to
configure the network more quickly by automatically using default values for certain required
configuration parameters, and by automatically bypassing certain optional configuration tasks. To

accomplish any of the tasks bypassed by Guided Configuration, you will need to use manual
configuration. Also, to configure the network directory, you will need to use manual configuration.
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NOTE
HP strongly recommends that you use Guided Configuration to initially
configure each node, and for most network maintenance and updating. Use

manval configuration only if Guided Configuration does not provide access
to the configuration data you need to change.

The defaults used by guided configuration are the defaults indicated in Sections 7 through 13 of this
manual.
Manual configuration with NMMGR can be divided into five parts:

e Link configuration.

Configuration of Network Transport parameters that must be completed for every node,
regardless of link type. This is referred to as transport configuration.

e Network Interface (NI) configuration. This consists of configuring parameters used by each of
the node’s network interfaces. These parameters differ for different types of links, so NI
configuration i8 separated from configuration of Network Transport items that must be
configured for all link types. If a node is a gateway (either full or half), separate NI
configuration is needed for each of its links (one for each network or gateway half link).

e Logging configuration. Logging configuration for each NS3000/V subsystem can be configured
during this portion of network configuration tasks.

e Network directory configuration. Configuration of each node’s network directory (for nodes on
router networks, proxy server nodes on IEEE 802. 3 networks, and for full or half gateway nodes)
consists of entering node names, their IP address(es), and the protocols used on each node.

Section § of this manual explains how to use NMMGR. Section 6 explains how to use guided
configuration; sections 7 through 13 illustrate the interface displayed when manual configuration is used.
Section 14 shows and describes the interface used for configuring the network directory. Sections 6
through 14 all explain the parameters you need to configure for each configuration task.

Nodal Validation, Verification, and Synchronization
After a node’s network hardware and software has been installed and it has been configured using
SYSDUMP and NMMGR, certain tests need to be performed to ensure that the software and
hardware are operating correctly. These tests should be performed before the Network Transport is
started.
Each node manager should perform the following tests on his or her node:

e Validation of the configuration files using the NMMGR Validate Configuration File screen.

This validation utility, which is part of NMMGR, is described in Section S. It checks that

certain configuration file items are correct and consistent.

e Synchronize network directories on each node. The network manager (or catenet administrator,
for a multi-network catenet) should make sure that every network directory is the same. HP
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recommends that you accomplish this by physically giving tapes containing copies of a master
network directory to the node managers of every node that will contain a network directory.
This master network directory should be configured by the network manager (or catenet
administrator) on a node that is designated the Central Administrative Node--which means
that it will always contain the most up-to-date version of the network directory. This
node’s network directory should actually be a catenet directory--it should contain entries for
each node in the catenet.

If a protocol and addressing information for a particular node is missing from a network
directory, messages will not be able to reach that node in cases in which their correct transmission
depends on receiving information from that network directory.

NOTE

If configuration files created with a previously released version of NMMGR
currently reside on your system, you must convert the files so that they are
compatible with the current version of NMMGR and other Node
Management Services software. A utility called NMMGRVER can convert
your files; Appendix C of this Volume describes NMMGRVER and explains
how to use it.

Network Startup

After the node manager has determined that the network software on each node is functioning correctly,
the network can be started. To start the network, you must issue the following commands on each node:

e NETCONTROL to start the Network Transport software

e NSCONTROL to start Network Services

The syntax and use of these commands is described in Volume II, Section 1 of this manual.

Line Verification
After each node’s Network Transport software has been started, the network manager (and, if
applicable, the catenet administrator) should perform the line verification tests described in Volume 1II,
Section 2 of this manual. These include:

e Start software loopback.

o Test the operation of Network Transport by performing the IPC and XPT line tests.

e Use the QuickVal utility to check for correct operation of Network Services.
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o Start other network interfaces (either on this node or other nodes); use the NSLOGON diagnostic
to ensure that connectivity exists between network interfaces.

o If desired, perform the IPC, XPT, and QuickVal tests to test for connectivity to remote nodes.

NETWORK AND CATENET DESIGN CONSIDERATIONS

Network and catenet design must take many factors into consideration: the desired physical location of
the computers comprising the network or catenet’s nodes; the volume of projected communications traffic
between nodes; communications traffic patterns; and the possibility of connections to other nodes (such as
those in a public data network) are just some of the criteria to consider.

These factors will affect your choice of NS network type (IEEE 802.3, router) as well as choice of
specific links. You may also want to consider using DS-Compatible links for specific purposes, such as
satellite or X. 25 connections.

Some design decisions depend upon the capabilities of NS links. These capabilities and corresponding
restrictions are described in the following sections.

Line Speed

Line speed is a measure of the rate at which data is transmitted by a physical link (usually measured in
bits or kilobits per second). The maximum line speed varies among different NS links. Line speed
may therefore influence your choice of link. Although line speed does not indicate the exact throughput
of a particular link, it can be used on a comparative basis to indicate relative throughput. ThickLAN
links have the highest line speed, at 10 megabits/second. StarLAN/3000 links have a line speed of 1
megabit/second. In general, an IEEE 802. 3 link will be faster than a point-to-point router link because
the bus topology provides a faster routing mechanism than a series of point-to-point hops. Among
gateway half and router links, Point- to-Point 3000/V links have higher line speeds than Asynchronous
SERIAL Network links due to ASNP protocol limitations. Point-to-Point links using the LAP-B
protocol, which allows full-duplex transmission, are faster than links using the BSC protocol, which
allows only half-duplex transmission. Links using leased lines will have a higher line speed than links
using normal telephone lines.

Consult your HP representative for line speeds and the most up-to-date performance data for various
links.

. Geographical Location

The geographical location of the computers that will be part of your network or catenet will be an
important factor in deciding both the physical topology and the kinds of links comprising the
network or catenet.

If all of the nodes you want to connect are located relatively close to each other (in the same building,
for example), you might choose to connect them via a ThickLAN or ThinLAN/3000 link. If you wish
to connect PCs to the IEEE 802.3 network, you can use ThinLAN/3000 or StarLAN/3000 links to
connect one or more PCs to an HP 3000.
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Another option for nodes located in the same geographic l.cation are hardwired (direct-connect) router
links. You might wish to use a point-to-point router network if the distance between some nodes on
the network will be greater than the maximum distance allowed between nodes on an 1IEEE 802 3
network.

If, on the other hand, you need to connect nodes that are geographically distant--for example, HP
3000s located in different cities--you might choose to connect them via a dial link. For NS dial links,
you can choose either an NS Point-to-Point 3000/V or an Asynchronous SERIAL Network link.

Finally, if you need to use satellite transmission, due to the large geographical distance between nodes, or
if you need to have access to other nodes on a public or private X.25 network, you might choose to use
DS links.

Special Cases

The following sections describe certain design requirements for special situations, such as shared dial
links, personal computers, and using non-HP 3000 minicomputers on an NS network.

Dial Links

Shared dial links have two limitations that must be considered when designing a network. First, a shared
dial link cannot be used as an intermediate link in a router network. Any other kind of dial link can be
used for intermediate links, but shared dial links should only be used to connect leaf nodes--that is,
nodes that only receive messages targeted for themselves. Second, shared dial links cannot be used as
gateway halves.

Personal Computers

Personal computers (PCs) can be used as nodes by being connected to HP 3000s with ThinLAN/3000,
StarLAN/3000, and Asynchronous SERIAL Network links. PCs cannot be used as intermediate nodes
in router (Asynchronous SERIAL Network link) networks. Like a shared dial link, a personal
computer must be used as a node that receives only those messages targeted for itself.

Other Non-HP 3000 Nodes

Non-HP 3000 minicomputers, such as HP 1000s and HP 9000s, can operate as nodes on NS IEEE
802.3 networks. If you want to include one of these computers in your catenet, it must be part of an
IEEE 802.3 network. Router networks must be composed of only HP 3000s (and PCs, if
applicable).

DS-Compatible Links

DS/3000 links cannot be used as store-and-forward links on a router network. An HP 3000 can be

configured to have both a DS link and an NS link; however, HP recommends that nodes with DS links
configured be used as leaf nodes.
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Network Interfaces and Design

The network interface (NI), the software that provides an interface between a node and a network,
specifies the type and maximum number of links that can be configured for a node. Because a node’s
network interface(s) determine what links can be configured for the node, links are said to be
configured underneath network interfaces.

Remember, there are three kinds of network interfaces (in addition to loopback):
e LANBS802.3 for IEEE 802. 3 networks
o Router for networks that use point-to-point routing
o Gateway half for nodes that function as gateway halves

Each HP 3000 must have at least one non-gateway half network interface configured. This network
interface must be associated with the network to which the system belongs.

Number of Network Interfaces

A node can have up to eight network interfaces configured. For each network interface, the maximum
number of links you can configure and the kinds of links possible are determined by the network
interface type, as follows:

e A LANGS802.3 network interface can have only one IEEE 802.3 link configured under it;
however, each IEEE 802.3 link can support a large number of nodes. ThickLAN cable supports
up to 100 nodes per segment; ThinLAN cable can be used for up to 30 nodes per segment; and
each StarLAN should be used for up to 50 nodes.

e A router network interface can have up to 40 links configured under it. Router links can be
NS Point-to-Point 3000/V or Asynchronous SERIAL Network links.

e A gateway half network interface can have only one link configured under it--the gateway half
link. Links connecting two gateway halves can be only NS Point-to-Point 3000/V or
Asynchronous SERJAL Network links.

Gateways

If more than one (non-loopback) network interface is configured on a node, the network portions of
the IP addresses configured for the interfaces should differ to correspond to the multiple networks to
which the node belongs.

A network can have up to 16 gateways (combined number of full gateways and gateway halves).
Full Gateways versus Gateway Halves. NS3000/V allows you to choose between connecting two
networks with a full gateway, and connecting them with two gateway halves. A full gateway is a node

configured as a full member of two (or more) networks. The node is considered a member of each of
the networks for which it is configured.
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A node that is a gateway half is configured as a member of a network and as a partner of another
gateway half. A gateway half link that joins two networks connects two nodes (a gateway half pair) by a
point-to-point link (NS Point-to-Point 3000/V or Asynchronous SERIAL Network link). The gateway
half link and pair is not considered a network itself. Each of the paired gateway halves is configured as a
member of a different network--the two networks to be connected- -and as a gateway half on the same
gateway half link. Together, the two gateway halves function as a full gateway.

The following subsections explain situations in which you might want to use a gateway half pair rather
than a full gateway to connect networks:

Gateways Connecting Router Networks. If you need to connect two router networks, fewer catenet
administrative tasks might be required if the networks are connected via two gateway halves rather than
one full gateway. A full gateway must possess intranet routing information about nodes on all of the
networks to which it belongs; a gateway half, in contrast, needs to possess only intranet routing
information for the network to which it belongs. Making a node a gateway half therefore reduces the
amount of configuration changes that must be made to it. If the change occurs to the network to which
the node’s partner gateway half belongs, the node’s NSCONF.NET.SYS configuration file does not have to
be updated. You might choose to use a gateway half link between two geographically or organizationally
distanced networks for this reason, to reduce the amount of information that has to be passed between
different network managers.

Gateways Connecting IEEE 802.3 Networks. IEEE 802. 3 networks must use gateway halves to connect
to adjacent IEEE 802.3 networks in the same catenet. This is because no more than one LANS8(2.3
network interface can be configured per node.

Network Boundaries

The term network boundary refers to the divisions between multiple networks. For example, you might
think of two networks in the same catenet as being logically disjoint; hence divided from each other by a
network boundary. Nodes in each network, of course, will have the same network address (network
portion of the IP address), which will differ on the two networks. The networks will be connected by
appropriate link or links; by either a gateway half link or a node acting as a full gateway.

The location of some network boundaries is sometimes dictated by the differences in link types used in
two adjacent networks: for example, an IEEE 802. 3 local area network must be logically disjoint from a
router network. Two such networks, connected by a gateway half link or a full gateway, are separated by
a network boundary.

You may wish to establish network boundaries even among links connected by the same link type so that
one group of nodes is isolated from another for administrative purposes. For example, you might divide a
group of nodes into two router networks instead of one network because you want two different
individuals (network managers) to be responsible for each of two smaller groups of nodes. The following
are other situations in which it might be useful to establish additional network boundaries:

e Situations in which you want to place nodes that will frequently communicate with each other
into the same groups. Such groups might reflect your installation’s organization. Separating
nodes that need to communicate infrequently can result in less distance, in terms of intranet hops,
between nodes that do communicate frequently, resulting in improved performance within each
network.

¢ Situations in which the arrangement and configuration of one group of nodes is not expected to

change often, and the arrangement of another group is expected to change fairly often for some
extended period of time. Separating the nodes into two networks can isolate the stable nodes
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from those whose configuration has to change to reflect the addition or deletion of nodes.
m Changes made to the frequently changing network need be reflected in additions to only the
. network directories on the more stable network, instead of to the NSCONF.NET.SYS
configuration file for each node.

e Situations in which you want to restrict access to a group of nodes.

Network Implementation and Support Plan

Once you have designed your network or catenet, your HP representative will submit the design
gpecifications and other information to HP as part of your Network Implementation and Support Plan
(NISP). Networking consultants will review the plans for your network and inform your own HP
representative of any changes that need to be made to the design for the network or catenet to operate
effectively.

Network Maps and Configuration Worksheets

The remainder of this chapter consists of worksheets intended to assist you with both designing your
network and preparing to configure your node. Included in the worksheets are instructions on how to
construct network and catenet maps that illustrate the network and catenet’s design. Creating these maps
will enable you to visually check your design.

w\ NOTE

You may wish to use copies of the network and catenet maps you submitted
with your NISP for use with the worksheets, instead of redrawing them.

Once you have drawn the map, ask yourself the following questions to make sure your design adheres to
the considerations mentioned above:

1. Are all of the nodes in the network within roughly 550 meters of each other?
If so, consider connecting them with ThinLAN/3000 links. The maximum cable length for
gsegments of ThinLAN/3000 cable is 185 meters, with a maximum of three segments connected
by repeaters.

2. Are all of the nodes in the network within roughly 1500 meters of each other?
If so, consider connecting them with ThickLAN (thick coaxial cable) The maximum cable length
for each segment of ThickLAN coaxial cable is 500 meters, with a maximum of three segments
connected by repeaters.

3. Are nodes located at remote sites? (For example, in different buildings in the same city, or in
M\ different cities?)
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If so, consider installing a router network using dial links or leased lines. Choose leased lines if
you have a critical need for clear transmission or if the volume of data to be transmitted is
relatively large.

4. Is the set of nodes you wish to connect composed of some nodes that are in close proximity to one
another (for example, in the same building) and other nodes that are geographically distanced
(for example, in different buildings or different cities)?

If so, you may wish to use a combination of HP StarLAN or HP ThinLAN networks (for nodes
that are located near one another) and dial links (for nodes in different buildings or cities).
S. Do you need to connect personal computers to the network?

If so, proceed to the following questions:

{a) Do you want some personal computers to communicate directly with each other without
having to go through an HP 3000?

If so, consider either HP StarLAN or HP ThinLAN. Networks of personal computers can be
created using HP StarLAN or HP ThinLAN links. One or more of the personal computers

can also be connected to one or more HP 3000s using StarLAN/3000, an HP StarLAN Bridge, or
ThinLAN/3000 links.

(b) Will you need to connect personal computers to HP 3000s over dial links (if, for example,
personal computers are located at remote sites)?

If so, choose the HP SERIAL Network.

6. Will HP 9000s, HP 1000s, or other minicomputers (such as Digital Equipment VAX (TM)
minicomputers) need to be part of the network?

If so, you will need to use them as nodes on a coaxial cable local area network (HP ThinLAN or its
ThickLAN option).

7. Do you need access to nodes on public or private X.25 networks?
If so, consider using DS/3000 X. 25 links.

8. Do you need to use satellite connections (because of distance and speed requirements)?
If so, you will need to use DS/3000 Satellite links.

9, Is a subset of nodes either geographically or organizationally distanced from another subset of
nodes?

If so, you may wish to establish a network boundary between them in order to make them two
separate networks joined by a full gateway or two gateway halves.

10. If you decide to connect two networks via a gateway, would it be administratively easier (and
require less configuration if changes occur) to join the two networks by a gateway half link
rather than a full gateway?
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11. If you have decided you need an IEEE 802. 3 network, do you need to connect any nodes on it
with nodes that are part of another IEEE 802. 3 network?

If so, one of the nodes on the IEEE 802.3 network must be a gateway half which connects to
another gateway half that is a node on the remote IEEE 802. 3 network.

12. If you need to use a gateway half, is the partner gateway half in the same building or further
away?

If the two gateway halves are in the same building, you can use a direct connect link between

them. If the two gateway halves are further away, you will need to use a dial link or leased line
between them.
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CONFIGURATION WORKSHEETS: TERMINOLOGY

Here are brief descriptions of some key terms used in the "Configuration Worksheets: Instructions"
subsection, which follows.

catenet--A set of interconnected networks.

central administrative node--A node on a non-LAN network designated for keeping an up-to-date
network directory.

full gateway--A node that belongs to more than one network and can communicate with each network to
which it belongs by using store and forward. A full gateway has one IP address for each network.

gateway--A term that refers to either a full gateway or a gateway-half pair.
gateway half--A node that belongs to at least one network and also has a gateway half network interface
configured. The gateway half network interface includes a point-to-point link connecting the node to
another gateway half node, called a partner gateway half. Together, the gateway half partners function
as a full gateway by performing store and forward over their connecting link.

gateway-half link--A term that refers to a point-to-point link connecting two gateway-half nodes.

gateway-half pair--A term that refers to two gateway half nodes connected by a point-to-point link
and together functioning as partners to act as a full gateway.

internet hop count--The number of full gateways plus the number of gateway-halif links that a packet

must pass through in moving from one network to another.
internet routing~-The routing of a packet from one network to another network.

intranet hop count--The number of intervening nodes on a router network between a source node and
destination node.

intranet routing--The routing of a packet from one node to another node on the same network.

IP address--A complete IP address comprises a network address and a node address. The network address
identifies a network, and the node address identifies a node within a network. IP addresses are divided
into three classes. Each class accommodates a different number of network and node addresses. IP
network addresses can be obtained from the HP Network Administration Office to guarantee unique
network addresses. IP node addresses can be assigned according to your own needs but they must be
within the ranges for the IP address class you are using.

link name--The name of a gateway-half link or a router link. The link name can contain as many as
eight characters. All characters except the first can be alphanumeric; the first character must be
alphabetic.

network--A group of computers connected so that they can exchange information and share resources.

network directory--A repository with connection information about all nodes in a catenet.

network name--The name of a network in your catenet. This name can contain as many as eight
characters. All characters except the first can be alphanumeric; the first character must be alphabetic.
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node--A computer in a network.
node name--A node name consists of three fields, each separated by a period:
node.domain.organization

When specifying a node name, you must enter the delimiting periods. Each field can contain as many as
16 characters (alphanumeric, underscore or hyphens); the first character must be alphabetic.

point-to-point link--A link connecting either two nodes in a router network or two gateway halves.

proxy server--A node on a LAN which provides network directory information to a requesting node on
the same LAN.
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CONFIGURATION WORKSHEETS: INSTRUCTIONS

You should use configuration worksheets to help you carefully plan your catenet and to make the
NMMGR configuration process as easy as possible. HP recommends that you use all worksheets, even if
you are an experienced user. The term worksheets is used loosely here and pertains to maps, tables, and
sheets where you will list values you plan to configure.

Figure 1 is an overview of the worksheet process and depicts a catenet with a four-node LAN, a
three-node router network, and two gateway halves that form a gateway-half pair. You will need one
set of worksheets for your catenet, one set of worksheets for each network in your catenet, one set of
worksheets for each gateway-half pair in your catenet, and one set of worksheets for each network
interface on each node. Appendix A contains worksheets you will need. Keep the sheets in Appendix A
intact, but make copies of the sheets as needed.

CATENET
NETWORK WORKSHEETS
LAN802.3 ROUTER GATEWAY -HALF
PAIR
NODE WORKSHEETS
NODE | [NODE | [NODE | | NODE NODE | [NODE | [NODE NODE| |NODE

Figure 1. Overview of Worksheet Process
You should complete the catenet worksheets first because the network worksheets and gateway-half pair
worksheets are derived from information on the catenet worksheets. Node worksheets are derived from
information on the catenet, network and gateway-half pair worksheets.

We will illustrate the instructions that follow by completing some sample worksheets. The table numbers
and figure numbers we reference will be based on an example.
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Catenet Worksheets

The catenet worksheets consist of a catenet map, used to show an overview of your catenet, and a catenet
table. You will take the following steps when filling out the catenet worksheets.

e Draw sketches of each network in the catenet (Catenet Map)

e Write network names, IP network addresses and network types (Catenet Map)

Draw gateway nodes (Catenet Map)

Indicate network boundaries (Catenet Map)

Complete Catenet Table (Table 1)

Catenet Map

Figure 2 is an example of a catenet map. We will use this sample catenet throughout the instructions to
help explain the other drawings and tables that make up the configuration worksheets.

Before you can draw your catenet map, you must know how many networks your catenet will contain,
and you must know each network type (router or LAN). The catenet in our example (Figure 2) contains
three networks. NET1 is a LAN, NET2 is a router network and NET3 is a LAN.

You must decide where you want your networks to be physically located and how they will be physically
connected. Therefore, you must determine which nodes will be used as gateway nodes (full gateways or
gateway halves) to communicate with remote networks.

Communication Between Networks

Because the main purpose of the Catenet Map is to show how the networks are connected, gateway nodes
are the only nodes you should draw on the Catenet Map. All other nodes and their networks can be
represented by drawing sketches of the networks, as shown in Figure 2.

In our example, Node C is a full gateway that belongs to NET1 and NET2. Nodes G and H are gateway
halves that belong to NET2 and NET3, respectively. Nodes X and Y are gateway halves that belong to
NET1 and NET 3, respectively.

NOTE

For reasons of simplicity, we have used single letters to represent node
names in our example. Actual node names must be of the form listed in the
terminology subsection. As for addresses, the network portions of IP
addresses used in our examples have been reserved for such use. You should
not use C 192.006.001, C 192.006.250, C 192.006.251, C 192.006.252,C
192.006.253 or C 192.006.254 for your actual network addresses.
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Network Boundaries
Once you have drawn your gateway nodes, you have established network boundaries.

Let us again consider our example and look at Figure 2. Because Node C in our example is a full gateway
and belongs to both NET1 and NET2, the boundary between these two networks is at Node C itself. For
purposes of the map, we have drawn this boundary through the middle of Node C. The boundary between
NET2 and NET3 is along the gateway-half link that connects gateway nodes G and H. The boundary
between NET1 and NET3 is along the gateway-half link that connects gateway nodes X and Y. Network
boundaries can be depicted with dotted lines, as we have done in Figure 2.

IP Network Addresses

Each network in your catenet must have a unique IP network address. Add these IP addresses to your
catenet map.

In our example, we assume that we have been assigned the Class C IP network addresses shown in Figure

2. The specific IP node addresses do not need to be shown until completion of specific parts of the
network worksheets, so we will represent node portions of IP addresses with XXX in some maps and tables.
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CATENET MAP
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C 192.006.001 XXX C 192.006.250 XXX
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Figure 2. Catenet Map

Completing the Catenet Table

Once your catenet map contains the information just described, you are ready to complete the Catenet
Table (Table 1).

The information requested for the first three columns of the Catenet Table can be taken directly from the

Catenet Map, as we have done in our example. As for the Implementation Priority column, consider
which networks must be operational in as little time as possible. You also may want to consider which
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networks will be the easiest to initiate. Analyzing these and other factors important to you, determine
the order in which you plan to initiate your networks, and then enter the information in the ﬂ)
Implementation Priority column of the L atenet Table.

When you have completed both the Catenet Map and the Catenet Table, you have finished the catenet
worksheets.

TABLE 1. CATENET TABLE

NETWORK NETWORK TYPE IP NETWORK ADDRESS | IMPLEMENTATION
(LAN, ROUTER) PRIORITY

NET1 LAN C 192.006.001 XXX 1

NET2 ROUTER C 192.006.250 XXX 2

NET3 LAN C 192.006.251 XXX 3
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Network Worksheets

For each network in your catenet, you are asked to draw a map of the network and to complete two
tables. One table lists node-specific information, and one table lists network routing information.

You also are asked to complete worksheets for each gateway-half pair in your catenet. The worksheets
for a gateway-half pair consist of a map of the gateway-half nodes and their connecting link, and a table
containing information about the gateway-half network interfaces.

For our sample catenet, five sets of network worksheets need to be completed--one set for each of the two
LANs, one set for the router network, and one set for each of the two gateway-half pairs.

You will take the following steps when filling out a set of network worksheets.

e Draw your map, showing all nodes and node names. (For router networks, also show all router
links and link names. For a gateway-half pair, include the link name.)

e Use dotted lines on your map to indicate connected networks.

e Complete the table(s)--two for each network, one for each gateway-half pair.
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LAN Network Worksheets

One set of LAN network worksheets should be used for each LAN in your catenet. The LAN network
worksheets consist of a map of the LAN and two tables. One table contains information about each node
on the LAN, and one table contains network-specific internet routing information. We now refer to
NET]1, one of the LANs in our sample catenet, to describe the ],AN Network Worksheets in detail. Use
the discussion of our sample LAN Network Worksheets as a guide for filling out your own LAN Network
Worksheets.

LAN Network Map. Figure 3 is a drawing of the network map for NET1. The network map is a more
detailed drawing of the same network shown in the Catenet Map (Figure 2). The network name, the IP
network address and the network type are listed at the top of the network map. This information is
derived from the Catenet Map, which should be kept available at all times.

In our example, the Catenet Map shows that nodes C and X are gateway nodes. We mark them as such on
the NET1 network map and draw dotted lines to show the networks that the gateway nodes can reach.
We then add the remaining NET! nodes and their names to the network map. We also indicate that
nodes C and X are proxy servers.

LAN NETWORK MAP

NETY .
C 192,006,001 Y0 :
LAN X
' NET2
[]
]

B

GATEWAY NGDE

GATEWAY NODE
TO NET3;
PROXY SERVER

NET3

Figure 3. LAN Network Map
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e LAN Network Table. We refer to the LAN Network Map to fill in the LAN Network Table (Table 2).
@ We complete the first column by listing the names of all the nodes on NET1. We then assign to each node
an IP address that is unique within the network. We list only the node portions of the IP addresses
because we have listed the IP network address at the top of the table. In the third column of Table 2, we
indicate that nodes C and X are proxy servers. In the fourth column, we indicate that nodes C and X also
are gateway nodes. For the Implementation Priority column, we rank the nodes in the order we think

they should be configured.

TABLE 2. LAN NETWORK TABLE

NETWORK NAME: NET1

IP NETWORK ADDRESS: C 192.006.001 XXX

NODE NAME | IP NODE ADDRESS | PROXY SERVER | GATEWAY NODE | IMPLEMENTATION

(Y/N) (Y/N) PRIORITY
A 001 3
B 002 4
c 003 YES YES 1
X 004 YES YES 2
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LAN Internet Routing Table. The purpose of the LAN Internet Routing Table (Table 3) is to list all
possible networks that can be reached from each gateway node on a LAN, such as NET1 in our example.
As shown on the Catenet Map, NET1 includes two gateway nodes, C and X. We indicate in our LAN
Internet Routing Table that NET1 nodes using Node C as a gateway can reach NET2 in one hop and
NET3 in two hops. In the IP Node Address column of the LAN Internet Routing Table, we list the node
portion of Node C’s IP address.

For Node X, we list the same type of information in the LAN Internet Routing Table.

TABLE 3. LAN INTERNET ROUTING TABLE

NETWORK NAME: NET1

IP NETWORK ADDRESS: C 192.006.001 XXX

THROUGH
GATEWAY NODE IP NODE ADDRESS DESTINATION HOPS NEEDED TO REACH
NETWORK/ADDRESS DESTINATION NETWORK
c 003 NET2/ 1
C 192.006.250 000
NET3/ 2
C 192.006.251 000
X 004 NET3/ 1

C 192.006.251 000

NET2/ 2
C 192.006.250 000

3-46

™



Network Planning and Configuration

NOTE

For NET3, the other LAN in our sample catenet, we follow the same
procedures. Figure 5 shows the network map for NET3, and tables 6 and 7
are the network and internet routing tables for NET 3.

Router Network Worksheets

One set of Router Network Worksheets should be used for each router network in your catenet. The
router network worksheets consist of a map of the router network and two tables. One table contains
information about each node on the router network, and one table contains network-specific internet
routing information. We now will refer to the router network in our sample catenet to describe the
Router Network Worksheets in detail. Use the discussion of our sample Router Network Worksheets as a
guide for filling out your own Router Network Worksheets.

Router Network Map. NET?2 is the router network in our sample catenet. Figure 4 is a drawing of the
network map for NET2. The network map is a more detailed drawing of the same network shown in the
Catenet Map (Figure 2). The network name, the IP network address and the network type are listed at
the top of the network map. This information is derived from the Catenet Map, which should be kept
available at all times.

In our example, the Catenet Map shows that nodes C and G are gateway nodes. We mark them as such on
the NET2 network map and draw dotted lines to show the networks that the gateway nodes can reach.
We then add the remaining NET2 nodes and their names to the network map. We also indicate that Node
G is a central administrative node.

ROUTER NETWORK MAP

Figure 4. Router Network Map
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Router Network Table. We refer to the Router Network Map to fill in the Router Network Table (Table
4). We complete the first column by listing the names of all the nodes on NET2. We then assign to each
node an IP address that is unique within the network. We list only the node portions of the IP addresses
because we have listed the IP network address at the top of the table. In the third column of Table 4, we
indicate that Node G is a central administrative node. In the fourth column, we indicate that nodes C

and G are gateway nodes. For the Implementation Priority column, we rank the nodes in the order we

think they should be configured.

TABLE 4.

NETWORK NAME: NET2

IP NETWORK ADDRESS:

ROUTER NETWORK TABLE

C 192.006.250 XXX

NODE NAME | IP NODE ADDRESS | CENTRAL ADMIN. GATEWAY NODE | IMPLEMENTATION
NODE? (Y/N) (Y/N) PRIORITY
c 001 YES 2
D 002 3
E 003 4
F 004 5
G 005 YES YES 1
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Router Internet Routing Table. The purpose of the Router Internet Routing Table (Table 5) is to list all
W\ possible networks that can be reached from each gateway node on a router network, which is NET2 in our

example.

As shown on the Catenet Map, NET2 includes two gateway nodes, C and G. We indicate in our Router

Internet Routing Table that NET2 nodes using Node C as a gateway can reach NET1 in one hop and

NET?3 in two hops. In the IP Node Address column of the Router Internet Routing Table, we list the node

portion of Node C's IP address.

For Node G, we list the same type of information in the Router Internet Routing Table.

TABLE S. ROUTER INTERNET ROUTING TABLE

NETWORK NAME: NET2

IP NETWORK ADDRESS: C 192.006.250 XXX

THROUGH
GATEWAY NODE IP NODE ADDRESS DESTINATION HOPS NEEDED TO REACH
NETWORK/ADDRESS DESTINATION NETWORK
c 001 NET1/ 1
C 192.006.001 000
NET3/ 2
C 192.006.251 000
G 005 NET3/ 1

C 192.006.251 000

NET1/ 2
C 192.006.001 000
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LAN NETWORK MAP
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C 192.006.257 XXX

GATEWAY NODE
TO NETY;
PROXY SERVER

ONOROCNO

GATEWAY NODE
TO NETZ;
PROXY SERVER

Figure 5. LAN Network Map (NET3 in example)
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TABLE 6. LAN NETWORK TABLE

NETWORK NAME: NET3

IP NETWORK ADDRESS: C 192.006.251 XXX

NODE NAME | IP NODE ADDRESS PROXY GATEWAY NODE | IMPLEMENTATION
SERVER (Y/N) (Y/N) PRIORITY
H 001 YES YES 1
I 002 3
J 003 4
K 004 )
L 005 6
Y 006 YES YES 2
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TABLE 7. LAN INTERNET ROUTING TABLE

NETWORK NAME:

IP NETWORK ADDRESS:

THROUGH
GATEWAY NODE

NET3

C 192.006.251 XXX

IP NODE ADDRESS

DESTINATION
NETWORK/ADDRESS

HOPS NEEDED TO REACH
DESTINATION NETWORK
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Gateway-Half Pair Worksheets

One set of Gateway-Half Pair Worksheets should be used for each gateway-half pair in your catenet.
The Gateway-Half Pair Worksheets consist of a map of the two gateway half nodes and their connecting
link, and one table that contains information about the gateway half network interfaces. We now refer
to one of the gateway-half pairs in our sample catenet to describe the Gateway-Half Pair Worksheets in
more detail. Use the discussion of our sample Gateway-Half Pair Worksheets as a guide for filling out
your own Gateway-Half Pair Worksheets.

Gateway Half Map. Our sample catenet contains two gateway-half pairs, as shown in our Catenet Map.
One gateway-half pair is made up of nodes G and H and their connecting link, and the other
gateway-half pair i3 made up of nodes X and Y and their connecting link. Let us focus on the G and H
gateway-half pair.

Figure 6 is a drawing of this gateway-half pair. We show the two nodes and the networks to which they
belong. In addition, we select a name for the link. We have decided to name the link LINKRL1.

GATEWAY HALF MAP

NET2
@ C 192.006.250 XXX
ROUTER

L i R I I et T T T A e )

C 192.006.251 XXX
LAN

@

NET3 5

Figure 6. Gateway-Half Map
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Gateway~Half Network Interface Table. This table (Table 8) is based on the map we have just discussed.
We list both gateway-half nodes, the full IP addresses of the partner nodes, the connected networks, and
the name of the link. Usually, the link name will be the same from the perspective of each gateway half.
The reason we list the address of the partner gateway half is that the partner’s address is entered during
configuration of a gateway half network interface,

"TABLE 8. GATEWAY-HALF NETWORK INTERFACE TABLE

NETWORK NAMES: NET2, NET3

GATEWAY NODE FULL IP ADDRESS CONNECTED NETWORK LINK NAME
OF PARTNER

G/NET 2 C 192.006.251 001 NET3 LINKRL1

H/NET 3 C 192.006.250 005 NET2 LINKRL1
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NOTE

Figure 7 and Table 8A pertain to the other gateway-half pair in our
sample catenet.

GATEWAY HALF MAP

NET1
C 192.006.001 XXX
LAN

NET3
C 192.006.251 XXX
LAN

Figure 7. Gateway Half Map
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TABLE 8A. GATEWAY-HALF NETWORK INTERFACE TABLE

NETWORK NAMES:

GATEWAY NODE

NET1, NET3

FULL IP ADDRESS

CONNECTED NETWORK LINK NAME

OF PARTNER
X/NET 1 C 192.006.251 006 NET 3 LINKRL2
Y/NET 3 C 192.006.00%1 004 NET 1 LINKRL2
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Node Worksheets

The main purpose of the node worksheets is to determine ahead of time the information you will need to
configure during NMMGR’s Guided Configuration. This information depends on the type of network to
which a node belongs. Guided Configuration includes information for routing, links, and protocols.

You take the following steps when you start to complete the node worksheets.

¢ Fill in the necessary internet routing information (intranet routing information also for nodes on
a router network).

e Determine the values for fields you will configure during Guided Configuration.
e Perform the actual Guided Configuration.

Node worksheets contain routing information, screen names, NMMGR paths, fields you will configure, and
instructions on how to determine values for these required fields. The worksheets list only the fields you
can configure during Guided Configuration, which allows you to configure your nodes as quickly as
possible. Detailed descriptions of all fields are located in other sections. Screen names are given in
uppercase letters, and the NMMGR path used to reach a screen is listed in parentheses following the
screen name. Figure numbers and page numbers are also given.

We will continue to refer to our example as we discuss the node worksheets, and figure numbers and table
numbers still will be based on the example. Descriptions of fields should be applicable to all situations.

NOTE

To demonstrate our example, we have filled out values on the following
node-worksheet pages based on previous worksheet information. In cases
where information could not be taken from previous worksheets, values
have been left blank.
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After you choose to perform Guided Configuration, you select the | | function key to
perform first-time configuration of a node. You then select an NI name and press the appropriate
topology function key. For NI names, use the network names on the network maps. This way, you will
be able to keep track of the NI names you enter. You will then visit the Node Name Configuration
Screen, shown below. (This screen is always visited during loopback guided configuration, but is visited
for LAN, router, PC-router and gateway half guided configurations only if a node name has not already
been configured.)

NODE NAME CONFIGURATION (NETXPORT.NODE.NAME) Fig 8-3,p. 8-§

Node Name

Name of the node you are configuring. Must be in the form node.domain.organization.
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LAN Node Intemet Routing

As an example of a LAN node’s routing worksheet, look at Table 9. This table shows the internet routing
information that we plan to configure for Node B on NET1 in our example. We see from our LAN
Internet Routing Table (Table 3) that NET! includes nodes C and X as gateway nodes. This table also
shows that NET1 nodes can use Node C as a gateway to reach NET2 in one hop and NET 3 in two hops,
and that Node X can be used to reach NET3 in one hop and NET2 in two hops. We decide to configure
each gateway to reach both networks, which means that more than one gateway is available for Node B to
reach the same remote network. We are not required to configure multiple gateways to reach the same
network. It is our choice. When multiple gateways are configured, the software determines which route
to use~—-usually the one with the fewest hop counts.

Internet routing information is not necessarily the same for all nodes on a network. Suppose we do not
want Node A in NET1 ever to communicate with any node on NET3. When completing the internet
routing table for Node A, we would not list NET3 as a destination network and we would not use Node X
as a gateway node because it would route packets to NET 3.

TABLE 9. LAN NODE INTERNET ROUTING

NODE NAME: B
1P ADDRESS: C 192.006.001 002
NETWORK NAME: NET1
DESTINATION NETWORKS/
GATEWAY NODE/IP ADDRESS IP ADDRESSES HOP COUNT
C/ C 192.006.001 003 NET2/C 192.006.250 000 1
NET3/C 192.006.251 000 2
X/ C 192.006.001 004 NET2/C 192.006.250 000 2
NET3/C 192.006.251 000 1
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LAN CONFIGURATION SCREENS

As an example of filling out configuration fields for a LAN node, we have chosen Node B on NET1.
Only information derived from previous worksheets has been filled out.

LINK CONFIGURATION (LINKCONF) Fig. 7-1,p. 7-4

Link Name

Assign a link name that is eight alphanumeric characters or fewer; the first character must be
alphabetic.

IEEE802.3 LINK DATA (LINKCONF.linkname) Fig. 7-2,p. 7-6

Logical Device

The ldev number of the LANIC that will be configured in SYSDUMP.

PROBE PROTOCOL CONFIGURATION (NETXPORT.NI.niName.PROTOCOL . PROBE) Fig. 9-4,p. 9-10

Proxy Enabled N

Answer Y if this node will be a proxy server (will have a network directory). Refer to the LANI
Network Map (Figure 3).

IP PROTOCOL CONFIGURATION (NETXPORT.NI.niName.PROTOCOL.IP)Fig. 9-3,p. 9-7

IP Address C 192.006.001 002

Full IP address of the node being configured. Refer to LAN Network Table (Table 2).
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Note: This page contains information for one gateway. Additional gateways need their own information,
but we will focus on only one gateway for this example. During Guided Configuration, press the
function key when finished configuring information for a gateway. This returns you to
n shown on this page. If you are finished for all gateways, press the

LAN CONFIGURATION SCREENS (cont’d)
NEIGHBOR GATEWAYS (NETXPORT.NI.niName.INTERNET) Fig. 9-7,p. 9-18

Gateway Name GATEC

Assign a name (maximum eight characters) to reference a gateway that is on the network to which the
node belongs. Refer to Catenet Map (Figure 2) and LAN Network Map (Figure 3).

NEIGHBOR GATEWAY REACHABLE NETWORKS (NETXPORT.NI.nitName.INTERNET. gatewayn)
Fig. 9-8,p. 9-19

Neighbor Gateway IP Internet Address _ C 192.006.001 003

Full IP address of the gateway node. Refer to LAN Network Table (Table 2).

IP Network Address

C_192.006.250 000 (1)

C_192.006.251 000 (2)
(3)
(4)

The IP addresses of all reachable networks in the catenet, through the gateway node named above.
Refer to LAN Node Internet Routing Table (Table 9). We have filled in the node portion for each IP
network address with zeroes because the node portion will be ignored in this field during
configuration. A node portion still must be entered, however.

Hops
1 (0
2 (2)
(3)
4)

Refer to LAN Node Internet Routing Table (Table 9) for Hop Count. The numbers in parentheses
correspond to the numbers regarding IP network addresses.
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Router Node Routing Information
Tables 10 and 11 show routing information for Node E on NET2 in our example.

Because NET2 is a router network, intranet and internet routing information is needed. Intranet routing
is shown in Table 10. Using information from the NET2 network map (Figure 4) and the Router
Network Table (Table 4), we obtain the destination node names, the router link names and the IP addresses
needed for completing Table 10. Let us look at some examples from Table 10. Node E can reach Node F
(IP address C 192.006.250 004) by sending a packet over Link3. This is all the information needed in
Node E’s intranet routing table for sending packets to Node F. The reason for this is that, once the packet
crosses over LINK3 and arrives at Node D, Node D will use its own intranet routing information to
continue moving the packet toward its destination node.

Notice the Entry Priority column. This column becomes important when multiple link names are
configured. When multiple link names are configured, the highest entry-priority number is the
top-priority link. For example, we see from our Router Network Map (Figure 4) that Node E can reach
Node D directly by using LINK3 and indirectly by using LINK4 and then LINKS. We decide to
configure this indirect link and list it as entry priority 30 in Table 10. Unless LINK 3 should go down,
LINK4 will never be used because it has a lower priority number than LINK3. We are not required to
configure this secondary link. It is our choice. The reason we have used priority numbers 30 and 50 in
Table 10 is to allow for possible additions with higher or lower priority numbers; 50 is the default.
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TABLE 10. ROUTER NODE INTRANET ROUTING TABLE

NODE NAME: E

IP ADDRESS: C 192.006.250 003

NETWORK NAME: NET2

DESTINATION NODE LINK NAME DESTINATION NODE’S ENTRY
IP ADDRESS PRIORITY

D LINK3 002 50
D LINK4 oo2 30
G LINK4 005 50
G LINK3 005 30
c LINK3 001 50
F LINK3 004 50

Now we proceed to Node E’s Internet Routing Table (Table 11). Remember that Node E belongs to
NET2. We see from our Router Internet Routing Table (Table 5) that NET2 includes nodes C and G as
gateway nodes. This table also shows that NET2 nodes using Node C as a gateway can reach NET1 in one
hop and NET3 in two hops, and that Node G can be used to reach NET3 in one hop and NET1 in two
hops. We decide to configure each gateway to reach both networks, which means that more than one
gateway is available for Node E to reach the same remote network. We are not required to configure
multiple gateways to reach the same network. It is our choice. When multiple gateways are configured,
the software determines which route to use--usually the one with the fewest hop counts.
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Internet routing information is not necessarily the same for all nodes on a network. Suppose we do not

want Node D in NET2 ever to communicate with any node on NET3. When completing the internet

routing table for Node D, we would not list NET3 as a destination network and we would not use Node G
as a gateway node because it would route packets to NET 3.

TABLE 11. ROUTER NODE INTERNET ROUTING

NODE NAME: E
IP ADDRESS: C 192.006.250 003
NETWORK NAME: NET2

GATEWAY NODE/IP ADDRESS| DESTINATION NETWORKS/ HOP COUNT
IP ADDRESSES
c/001 NET1/C 192.006.001 000 1
NET3/C 192.006.251 000 2
G/005 NET1/C 192.006.001 000 2
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ROUTER CONFIGURATION SCREENS

(' h As an example of filling out configuration fields for a router node, we have chosen Node E on NET2.
Only information derived from previous worksheets has been filled out.

LINK CONFIGURATION (LINKCONF) Fig. 7-1,p. 7-4

Link Name LINK3

Assign a link name that is eight characters or fewer. The first character must be alphabetic. This
link name corresponds to one link the node belongs to. After you have been taken to all the necessary
screens for this link, Guided Configuration will bring you back to this screen to configure other links
connected to this node. Refer to Router Network Map (Figure 4). When you are finished configuring
the links for this node, press the N 2 function key.

Type: ASNP, LAP-B or BSC Circle one.

ASNP LINK DATA (LINKCONF.linkname) Fig. 7-12,p. 7-27

Logical Device

The ldev number that will be configured in SYSDUMP.
OR

LAP-B LINK DATA (LINKCONF . Linkname) Fig. 7-9,p. 7-19

Logical device

The ldev number that will be configured in SYSDUMP.
Local Mode (5=DTE, 6=DCE, 11=HP Point to Point) __ __ __

HP recommends that you use the default, HP Point to Point. If so, both sides of the link must be
configured as HP Point to Point.

OR

BISYNC LINK DATA (LINKCONF.linkname) Fig. 7-6,p. 7-11

Logical Device

The ldev number that will be configured in SYSDUMP.
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ROUTER CONFIGURATION SCREENS (cont’d)

NETWORK INTERFACE LINKS (NETXPORT.NI.niName.LINK) Fig. 10-6,p. 10-17

Type

DD--Direct Dial, DC--Direct Connect, or SD--Shared Dial.

DIRECT CONNECT LINK CONFIGURATION (NETXPORT.NI .niName.LINK. linkname) Fig. 10-7, p.
10-19

No fields required to configure.

OR

ROUTER DIAL LINK CONFIGURATION (NETXPORT.NI.niName.LINK. linkname) Fig. 10-8, p.
10-21

No fields required to configure.
ROUTER NETWORK INTERFACE CONFIGURATION (NETXPORT. NI . niName) Fig. 10-1,p. 10-3

Network Hop Count 3

The greatest possible number of intermediate nodes between the two nodes farthest apart on the :
network. See the Router Network Map (Figure 4).

Idle Device Timeout Value (Minutes)

For dial links, this is the number of minutes a device can remain inactive before shutting down. A
value of zero will disable the idle device timer for all devices on this network interface. (Enter O for
Direct Connect links.)

IP PROTOCOL CONFIGURATION (NETXPORT.NI.niName.PROTOCOL . IP) Fig. 10-3,p. 10-8

IP Address C_192.006.250 003

Full IP address of the node being configured. Refer to Router Network Table (Table 4).
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ROUTER CONFIGURATION SCREENS (cont’d)

Note: Mapping configuration is required for each local link the node can use to reach each remote node
on the router network. Therefore, make enough copies of this sheet before you fill in any information.
After configuring mapping information for one node, Guided Configuration will bring you back to the
first screen on thi e. Repeat the process until you have completed all mapping configuration, then
press the Next S function key.

MAPPING CONFIGURATION (NETXPORT.NI.niName.MAPPING) Fig. 10-12, p. 10-30

Router Node Name D1

Assign a name (maximum eight characters) to represent a node you wish to be able to reach from your
node. Refer to Router Node Intranet Routing Table (Table 10).

ROUTER REACHABLE NODES (NETXPORT.NI.niName.MAPPING.mapentry) Fig. 10-13,p. 10-32

IP Internet Address C 192.006.250 002

Full IP address of the destination node named above. Refer to Router Node Intranet Routing Table
(Table 10).

Link Name LINK 3

Name of the link used to reach the destination node. Must match a link name that you configured on
the link configuration screen. If more than one link is required to reach the destination node, list only
the first link to be used.

Adjacent (0)/ Non-adjacent (1) 0

If the destination node is not directly connected to the link just named, enter 1. Otherwise, enter 0.
Refer to Router Network Map (Figure 4).

Entry Priority 50

Important when alternate local links are configured to reach a remote node. Refer to the Router
Node Intranet Routing Table (Table 10). If no alternate links will be configured, use the default of S0
for the priority so that you allow for possible additions with higher or lower priority numbers.

Phone Number

The phone number of the destination node is required if the destination node is directly connected to
the other end of the link and if the link is a direct dial or a shared dial link.
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ROUTER CONFIGURATION SCREENS (cont’d)

Note: This page contains information for one gateway. Before you proceed, make copies of this page for
additional gateways. During Guided Configuration, press the ekt Screén function key when finished
configuring information for a gateway. This returns you to the first screen shown on this page. If you
are finished for all gateways, press the Next Screen key again.

NEIGHBOR GATEWAYS (NETXPORT.NI.niName.INTERNET) Fig. 10-9, p. 10-24

Gateway Name GATEG

Assign a name (maximum eight characters) to a gateway that is on the network to which the node
belongs. Refer to Catenet Map (Figure 2) and Router Network Map (Figure 4).

NEIGHBOR GATEWAY REACHABLE NETWORKS (NETXPORT.NI.niName.INTERNET.gatewayn)
Fig. 10-10,p. 10-25

Neighbor Gateway IP Internet Address C 192.006.250 005

Full IP address of the gateway node. Refer to Router Network Table (Table 4).
IP Network Address

C 192.006.001 000 (1)

C 192.006.251 000 (2)

3)
4)

The IP addresses of all reachable networks in the catenet, through the gateway node na:med above.
Refer to Router Node Internet Routing Table (Table 11). We have filled in the node pprtnpn for egch
IP network address with zeroes because the node portion will be ignored in this field during
configuration. A node portion still must be entered, however.
Hops

2 )]

1 (2)

(3)

(4)

Refer to Router Node Internet Routing Table (Table 11) for Hop Count. The numbers in parentheses
correspond to the numbers regarding IP network addresses.
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As an example of the information needed for every gateway half in the catenet, look at Table 12. This
table shows internet routing information for Nude G, which is a gateway half on NET2. Referring to our
Gateway Half Map (Figure 6) and our Gateway-Half Network Interface Table (Table 8), we indicate in
Table 12 that Node H is a gateway half that is connected to Node G. We also see that we have named the
gateway-half link LINKRL1. We see from our Catenet Map that, from Node G, we can reach NETI in
one hop. The reason NET3 is not included in Table 12 is that Node G can reach NET 3 in zero hops. This
is because Node G is a partner gateway half with Node H, and Node H is a member of NET3. Therefore,
Node G is considered to be directly connected to NET 3 and does not require a hop to reach NET3.

TABLE 12. GATEWAY-HALF NODE INTERNET ROUTING TABLE

NAME OF GATEWAY-HALF NODE: G

IP ADDRESS: 192.006.250 005

NETWORK NAME: NET2

CONNECTED GATEWAY-HALF NODE/ GATEWAY-HALF DESTINATION HOP
IP ADDRESS LINK NAME NETWORKS/ COUNT
IP ADDRESSES
H/192.006.251 001 LINKRL1 NET1/ 1

C 192.006.001 000
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GATEWAY~HALF CONFIGURATION SCREENS

As an example of filling out configuration fields for a gateway half, we have chosen Node G on NET2,
Only information derived from previous worksheets has been completed.

GLOBAL TRANSPORT CONFIGURATION (NETXPORT.GLOBAL) Fig. 8-4, p. 8-7

Home Network Name NET2

Enter the name of a network the node belongs to, which is the same as the corresponding NI name.
Refer to the appropriate maps. If the node belongs to more than one network, the home network
should be the one that will allow the greatest number of destination networks a short return route to
the node.

LINK CONFIGURATION (LINKCONF) Fig. 7-1,p. 7-4

Link Name LINKRL]1]

Assign a link name that is eight alphanumeric characters or fewer; the first character must be
alphabetic. Refer to the Gateway-Half Link Map (Figure 6).

Type: ASNP, LAP-B, BSC  Circle one.

ASNP LINK DATA (LINKCONF . linkname) Fig. 7-12,p. 7-217

Logical Device

The 1dev number that will be configured in SYSDUMP.

OR

LAP-B LINK DATA (LINKCONF .linkname) Fig. 7-9,p. 7-19

Logical Device

The ldev number that will be configured in SYSDUMP.
Local Mode (5=DTE, 6=DCE, 11=HP Point to Point) -

HP recommends that you use the default, HP Point to Point. If so, both sides of the link must be
configured as HP Point to Point.

OR
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GATEWAY-HALF CONFIGURATION SCREENS (cont'd)
BISYNC LINK DATA (LINKCONF . linkname) Fig. 7-6,p. 7-11

Logical Device

The ldev number that will be configured in SYSDUMP.

NETWORK INTERFACE LINKS (NETXPORT.NI.niName.LINK) Fig. 11-6,p. 11-16

Type

DD--Direct Dial, or DC-~-Direct Connect

GATEWAY-HALF DIAL LINK CONFIGURATION (NETXPORT.NI.niName.LINK.linkname) Fig.
11-8,p. 11-19

Gateway Phone

The phone number of the remote gateway-half node.

Security String

Security String of the remote gateway-half node.

OR

DIRECT CONNECT CONFIGURATION (NETXPORT.NI.niName. LINK.linkname) Fig. 11-7,p. 11-17
No fields required to configure.

GATEWAY-HALF NETWORK INTERFACE CONFIGURATION (NETXPORT.NI .niName) Fig. 11-1, p.
11-3

Idle Device Timeout Value (Minutes)

For dial links, this is the number of minutes a device can remain inactive before shutting down. A
value of zero will disable the idle device timer for all devices on this network interface. (Enter O for
Direct Connect links.)

IP PROTOCOL CONFIGURATION (NETXPORT.NI.niName.PROTOCOL.IP) Fig. 11-3,p. 11-7

IP Address C 192.006.251 001

Full IP address of the partner gateway-half node (the node connected to the gateway half being
configured). Refer to Gateway-Half Network Interface Table (Table 8).
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GATEWAY-HALF CONFIGURATION SCREENS (cont’d)
NEIGHBOR GATEWAYS (NETXPORT.NI.niName.INTERNET) Fig. 11-9,p. 11-23

Gateway Name GATEH

Assign a name (maximum eight characters) to represent the partner gateway half whose address was
just listed in the previous field. Refer to the Catenet Map (Figure 2) and Gateway-Half Link Map
(Figure 6).

NEIGHBOR GATEWAY REACHABLE NETWORKS (NETXPORT.NI.niName.INTERNET.gatewayn)
Fig. 11-10,p. 11-24

Neighbor Gateway IP Internet Address __ C 192.006.251 001

Full 1P address of the gateway node named above; same as the address in the IP Address field, listed
previously.

IP Network Address
C 192.006.001 (1
(2)
(3)
(4)

The IP addresses of all reachable networks in the catenet, through the gateway node named above.
Refer to Gateway-Half Node Internet Routing Table (Table 12). We have filled in the node portion
for each IP network address with zeroes because the node portion will be ignored in this field during
configuration. A node portion still must be entered, however.

Hops

(V)]
(3)
4

Refer to Gateway-Half Node Internet Routing Table (Table 12) for Hop Count. The numbers in
parentheses correspond to the numbers regarding IP network addresses.

3-72



SYSTEM CONFIGURATION

o |

System configuration is the means of defining to MPE all of the peripheral devices attached to the
HP 3000 for the input or output of data, or 1/0, as well as defining the system parameters required for
operation. Each device is defined in terms of its associated software, or driver, which controls the device
operation and manages the interface with MPE. Incoming data communications connections also require
pseudo-devices, called virtual terminals, which consist ot software to simulate the functionality of
terminals. Hence, for NS3000/V and associated links, the system configuration consists of configuring the
drivers associated with each device and enough virtual terminals to handle incoming data communications
needs.

System configuration is accomplished by using the System Configurator (or SYSDUMP) dialogue, which
you initiate with the SYSDUMP command. The information provided here is for situations where you need
to change or add to that configuration because of changing circumstances at your installation. This
section, therefore, begins with a detailed explanation of 1/0O configuration for the drivers and virtual
terminals. Recommendations for the modification of system parameters are also provided. This
information is followed by the SYSDUMP dialogue and the specific responses required to configure the
drivers and virtual terminals needed for NS3000/V and associated links. The subsections are:
¢ System Configuration
s I/0 Configuration
» Recommendations for System Parameters
e Virtual Terminal Configuration Dialogue
e LANIC Configuration Dialogue
o INP Configuration Dialogue

s Device Driver (IOINPO)

a Communications Drivers (IODS0 and I0DSX)

ATP (ASNP) Configuration Dialogue

Completing the SYSDUMP Dialogue

Configuration Examples

If you are already familar with I/O configuration, turn to the specific dialogue for the device or virtual
terminal you need to configure. For more information, or if you are making any other changes to the
system configuration, refer to the MPE V System Operation and Resource Management Reference Manual
or the Fundamental Data Communications Handbook.
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SYSTEM CONFIGURATION

The system configuration of NS3000/V and associated links involves configuring the following:

e Local Area Network Interface Controller (LANIC). The LANIC is the MPE-V communications
device used for the IEEE 802.3 links. You must configure the device driver, IOLANO.

o Intelligent Network Processor (INP). The INP is the communications device used for NS
Point-to-Point 3000/V Links, and DS-Compatible Links. You must configure the device driver
(IOINPO) for each such link your node will have. For DS-Compatible links, you must also
configure the communications drivers: IODSO for the Point-to-Point links or I0DSX for the X.25
and Satellite links.

e Advanced Terminal Processor (ATP). The ATP is a communications device that provides data
transfer between HP 30003, or between personal computers and an HP 3000, over the
Asynchronous SERIAL Network Link. It consists of a System Interface Board (SIB) and at least
one Asynchronous Interface Board (AIB). You must configure the device driver (HIOASNPO).

e Virtual Terminals. These pseudo devices are configured in pools. For NS links, the pool of
virtual terminals is shared by all NS communications devices. You must configure as many
IOVTERMO virtual terminals as needed for concurrent access over all NS links combined.

For each DS-Compatible Point-to-Point Link, you must configure a separate pool of IODSTRMO
virtual terminals, back-referenced to the INP for that link. For each DS-Compatible X.2S5 and
Satellite Link, a pool of IODSTRMX virtual terminals must be configured, again with each virtual
terminal back-referenced to the INP corresponding to the specific link.

Note that whereas the pool of virtual terminals for NS links is shared across all NS links, virtual
terminals configured for DS links are dedicated to a specific link corresponding to the
back-referenced INP.

e System Table Changes. Changes may be required for NS3000/V and associated links.
Recommendations are provided that you can use to check your existing configuration.

The drivers and virtual terminals are configured into MPE using the SYSDUMP dialogue. You initiate
the SYSDUMP dialogue by issuing the SYSDUMP command, which requires a user with OP capability. As
the questions or prompts appear on your screen, enter the appropriate replies for the desired system
configuration. In all responses, Y or N can be used for YES or NO. A indicates NO or keeps the
existing value. Explanations for each of the I/O configuration' prompts and recommendations on
modifying the system tables are provided below. If you are familiar with this information, skip ahead to
the specific dialogue you need.

For any data communications subsystem to function, a compatible version of Communications Systems
software (CS/3000) must be present on the system; it is presumed in this configuration description that
CS/3000 is installed. Refer to Volume II, Section 2 of this manual for instructions on how to verify that
the installed version of CS/3000 is the correct version needed for the operation of NS3000/V and
associated links.
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System Configuration

When you enter SYSDUMP you are asked a series of questions. Your answers provide the information
required by MPE for the I/0 configuration of each device as well as general system configuration.

The SYSDUMP dialogue begins as listed below.

Prompts are showr on the left and recommended

responses are underlined and/or explained on the right.

:SYSDUMP
ANY CHANGES?
SYSTEM ID = HP32033v.uu.ff?

MEMORY SIZE= nnnn (MIN=nnn,
MAX=nnnn)?

I/0 CONFIGURATION CHANGES?

LIST I/0 DEVICES?

LIST CS DEVICES?

LIST DEVICE DEFAULTS?

HIGHEST DRT= nnn (MIN=mm,
MAX=ppp)?

LOGICAL DEVICE #?

YES
RETURN

(unless additional main memory has been added for the
products you are configuring).

YES

Enter YES to print a listing of the current I/0 configuration. Enter
NO or to continue. Refer to the example listing at the end
of the section.

Enter YES to print a listing of all the CS devices currently
configured. Enter NO or to continue. Refer to the example
listing at the end of the section.

Check to see if the value listed here as nnn is large enough to
include all the data communications devices you are going to
configure. INPs, LANICs, and ATP devices all use DRT numbers.
Refer to their respective dialogue listings (later in this section) for
more information.

To specify a device to be added or removed, enter the logical device
number (ldev) of that device.

Entering O or RETURN) ends the 1/0 Configuration Changes
procedure; the dialogue skips to the next set of prompts. Refer to
“Completing the SYSDUMP Dialogue" (later in this section) for the
continuation of questions after all devices have been configured.

The set of questions beginning with the LOGICAL DEVICE #7? prompt is the key section of SYSDUMP
dialogue for data communications devices. The dialogue for each type of device or driver is explained

step-by-step later in this section.

Figure 4-1 shows an overview of the components of the Network Links that are used for 1/0 and

therefore must be defined to MPE.

Each communications device requires a device driver tc munage the device operation. Device driver
names are as follows: IOLANO for the LANIC; IOINPO for the INP; and HIOASNPO for the ATP.
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For NS links, the device driver also handles the link-level protocol for the particular device associated
with each link; no additional software driver is required. For the DS-Compatible links, however, the INP
requires a separate communications driver, which must be individually configured and back- referenced to
the Idev number of the INP. The communications driver I0DSO handles the Bisync (BSC) protocol used by
the DS-Compatible Point-to-Point Modem and Hardwired Links, while I0DSX handles the LAP-B
protocol used by the X.25 and Satellite links. The proper communications driver is downloaded to the
INP at the time the DS-Compatible link is activated (that is, when you issue the :DSCONTROL OPEN
command).

NOTE

A single INP can be used by two link products, although not concurrently.
The method used to configure the same INP to be used by two or more link
products (or two references in the same product) is essentially the same.
Any constraints are detailed under “INP Configuration Dialogue" in this
section. An example of an INP used by two NS links is described under
“Configuration Examples” later in this section.

Virtual terminals are also shown in Figure 4-1. The virtual terminal driver used for communication over
every NS link is IOVTERMO. If you have any DS-Compatible Links installed, the appropriate virtual
terminal driver is IODSTRMO for Point-to-Point and IODSTRMX for X. 25.

There are three things to consider for virtual terminals. First, virtual terminals are configured much the
same as actual terminals, although many of the parameters which apply to actual terminals are not used
for virtual terminals. Second, when configuring virtual terminals, consider the maximum number of
terminals supported by your node. Each virtual terminal is added to the total number of terminals
already configured on the system. (Information is available from your HP representative as to the
maximum number supported on your system.) Third, the number of virtual terminals you configure
depends on the number of concurrent in-coming data communications requests your node normally
receives. This means that you must configure a maximum number of IOVTERMO virtual terminals for
concurrent access over all NS links on your node, as well as a maximum number of IODSTRMO and/or
IODSTRMX virtual terminals for any respective DS-Compatible links installed.

4-4
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NS Links 1/0 1/0 DS Compatible Links
! 1 ] (] !

Virtual Terminals i < E E - 5 Virtual Terminals
(IOVTERMO) ; ; : ; (IODSTRMO or IODSTRMX)
A

' E £ ; > Communications Driver
5 i ; + (10DSO or I0DSX)
i i
Device Driver E < E E > E Device Driver
(IOLANO, IOINPO, ; ; : ; (IOINPO)
HIOASNPO) ' ‘ . ‘
1
Communications Device Communications Device
(LANIC, INP, ATP) (INP)

Figure 4-1. 1/0 Contiguration for the Network Links

When configuring each of the drivers and virtual terminals, you must provide the following information:

o LOGICAL DEVICE NUMBER. This is the value by which MPE recognizes a particular device.
You need to assign a unique logical device number, or 1dev, for each device and psuedo-device
you configure. The choice of ldev number is arbitrary; however, many installations follow the
numbering convention that ldev numbers 1-20 are reserved for system use, with all other
numbers assigned in sequence as they are needed.

NOTE

If the same INP card will be used by two different link products, it is not
necessary to configure a separate IOINPO device driver for each link.
When a NETCONTROL START or DSCONTROL OPEN command is attempted
on a device already in use, a "DEVICE UNAVAILABLE" message will be
gent to the console. Refer to Volume II, Section | of this manual for the
proper command sequence in stopping and starting shared devices.

e DEVICE REFERENCE TABLE (DRT) ENTRY NUMBER. The DRT number is only used for the
device driver. You do not enter the DRT number when configuring virtual terminals or
communications drivers. Instead, you enter the ldev of the device driver preceded by a number
gign (#). This is called "back-referencing” and indicates to MPE which device the virtual terminal
or communications driver will use.
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NOTE

For NS links, back-reference the IOVTERMO virtual terminals to the
console; this allows the pool of IOVTERMO virtual terminals to be shared
across all NS links. IODSTRMO and IODSTRMX virtual terminals must be
back-referenced to a specific INP device driver configured as a DS link.

The DRT number is supplied by your CE and is derived from the actual hardware address of the
device. During installation, the CE sets switches and jumpers on the device to correspond to that
hardware address. The formula used for calculating the DRT number is included in the
configuration dialogues later in this section.

DEVICE NAME/DEFAULTS. Device defaults are not defined for the INP or LANIC; these
prompts are not used. They are presented in the 1/0 configuration because many of the devices
configured with MPE can be automatically configured. This means that the device configuration
is created for you, without your actually having to type in values to answer some SYSDUMP
dialogue questions.

UNIT NUMBERS. Enter zero when configuring any of the drivers except the ATP driver
(HIOASNPO), unit numbers are not used for the LANIC or INP communications devices. This is
because the unit number is a hardware-dependent characteristic determined by the physical
connection of a device to its controller. If there is only one device per controller, as is the case
with communications devices, then a unit number of 0 is assigned.

For the ATP driver (HIOASNPO), enter a number between 0 and 95. The exact number to enter
will depend on how many SIBs and AIBs are installed. Refer to the "ATP Configuration
Dialogue” later in this section for details.

e SOFTWARE CHANNEL NUMBER. Enter zero when configuring any of the drivers. The

channel number is used for other products or to deal with special configuration situations; it does
not apply to NS3000/V and associated links.

e TYPE/SUBTYPE. Each device is assigned a device type and a subtype. In general, these numbers

indicate the features the device supports and how MPE can access it. Table 4-1 describes the
type and subtype for each device required by NS3000/V and associated links. The SYSDUMP
dialogue may have additional prompts, depending on the type or subtype entered. The additional
information requested for each type/subtype is described later in this section.

e DRIVER NAME. The driver is the software that serves as an interface between the device and

MPE. Table 4-2 shows the names of the drivers used by each of the Network Links available
with NS3000/V.
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TABI.E 4-1. TYPES AND SUBTYPES
Driver Type Subtype Description
Virtual Terminals 16 0 Virtual terminal. Also used for directly
(IOVTERMO, IODSTRMO, connected terminals with speed-sensing.
IODSTRMX)
Virtual Terminal 16 8 Allows use of block mode when
(IODSTRMO) connecting to a DS/1000-1V node.

Checked by VPLUS/3000.

LANIC device driver 17 9 Indicates a LAN connection -- no CS
(IOLANO) configuration required.
INP device driver 17 0 Indicates communication is with modems
(IOINPO) used over a switched (dial-up) line.

1 Indicates a non-switched (leased or
digital) line with a modem cable ora
direct connection with a modem
eliminator cable.

3 Indicates a hardwired line, synchronous
transmission.

ATP (ASNP) device driver 42 0 Indicates a hardwired line, asynchronous
(HIOASNPOQ) transmission.

1 Indicates communication is with modems
used over a switched (dial-up) or
non-switched (leased or digital) line with
a modem cable. It can also be a direct
connection using a modem cable.

2 Indicates communication is with a CCITT
standard modem.

Communications drivers 41 0 Indicates no data compression.
(IODS0 and IODSX)
1 Indicates data compression is enabled.

4-7
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TABLE 4-2. DRIVERS REQUIRED FOR EACH NETWORK LINK

DRIVERS
Device Virtual Communications
NETWORK LINKS Driver Terminal Driver

ThickLAN
HP StarLAN IOLANO IOVTERMO none
HP ThinLAN
HP Serial Network HIOASNPO IOVTERMO none
Point-to-Point IOINPO IOVTERMO none

(NS/3000)
Point-to-Point IOINPO IODSTRMO IODSO

(DS/3000)
X.25 Link IOINPO IODSTRMX 10DSX
(DS/3000)

NOTE

The DS-Compatible X.25 Link can be used with a Packet
Assembler/Disassembler (PAD). If you are using the X.25 Link with a
PSN-supplied PAD or an HP 2334 Cluster Controller PAD, there are two
virtual terminal drivers used instead of IODSTRMX. These are IOPADO
for PAD to terminal connections and IOPADI1 for PAD to printer
connections. Refer to the X.25 Link for the HP 3000 Reference Manual
for information on using the X. 25 Link with a PAD.

e DEVICE CLASSES. The IOVTERMO virtual terminal driver uses the device class designator

VTERM to define a pool of virtual terminals available for use over NS3000/V links. Because of
this, you must enter VTERM as the device class for each IOVTERMO virtual terminal that you
configure. Additional device class names are allowed.

The device drivers for the NS3000/V Links do not have any special considerations as to the
device class. Any device class designator configured for the device drivers IOLANO, IOINPO, or
HIOASNPO can be used in commands or intrinsics which allow device class designators.

For the DS-Compatible Links, you can configure the device class for the device driver IOINPO,
the IODSTRMO and IODSTRMX virtual terminals, and the communications driver IODS0. These
configured device class designators are used in certain commands and intrinsics, including
DSCONTROL and DSLINE, when any member of a group of devices can be referenced.

The exception is the IODSX communications driver used by the DS-Compatible X.25 and
Satellite Links. It is recommended that device class not be configured and that users or
programmers use X.25 nodenames whenever a dsdevice parameter is required in a command or
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intrinsic. If you do configure device class designators for IODSX, do not use X.25 nodenames as
the device class designators. The X.25 nodenames referred to are those defined in the Remote
Node (RN) Table as part of the network configuration of the DS-Compatible X.2$ and Satellite
Links. The RN Table is configured with the NETCONF utility and stored in a TurbolMAGE
data base. To find out what X.25 nodenames are configured on your node, issue the following
command:

:RUN_NETCONF.PUB.SYS

>LIST

A listing of all configured X. 25 nodenames is displayed. Refer to the X. 25 Link for the HP 3000
Reference Manual for information on DS/3000 X. 25 and Satellite network configuration.

Type 16, Subtype 0, 8 — Virtual Terminals

Additional information required for each virtual terminal for either subtype:

TERMINAL TYPE OR DESCRIPTOR FILE NAME. Enter zero; virtual terminals do not use
terminal types. The terminal type, or termtype, refers to the HP assigned numbers used to
classify actual terminals based on their characteristics. The descriptor filename is used to specify
a user-created termtype, as described in the Workstation Configurator Reference Manual.

SPEED IN CHARACTERS PER SECOND. Enter zero; virtual terminals do not use this item.
The speed refers to the fact that for actual terminals you must enter the transmission speed.

RECORD WIDTH. Enter 40 for virtual terminals. This is a decimal value which specifies words,
not bytes. While virtual terminals are not bound by the physical constraints of CRTs, many
applications do not distinguish between virtual and actual terminals and expect data in the
standard terminal record width of 40 words (80 characters).

OUTPUT DEVICE. Enter the value used for the logical device number. You must specify a
corresponding output device if a device is used to initiate jobs or sessions.

MODE. Each device may have five modes: job/session accepting, data accepting, interactive,
duplicative, and spooled. Configure the virtual terminal in accordance with its intended use,
normally: job/session - YES; data - NO; interactive - YES; duplicative - YES; spooled -~ NO.

AUTO REPLY. Press RETURN). This is not used for virtual terminals. It enables automatic
replies to any tape requests.

Type 17, Subtype 9 — LANIC Driver

No further information (in addition to ldev, type, subtype, and driver name) is required in SYSDUMP.
Refer to Network Configuration in Section §.

4-9
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Type 17, Subtype 0, 1, 3 — INP Driver

Additional information required for the INP for all three subtypes:

4-10

e RECEIVE TIME OUT. For NS Point-to-Point Links, enter (RETURN); the default value will be

overridden by NMMGR. For DS-Compatible Point-to-Point Links, use the default value of 20
by entering RETURN). This means that the INP waits 20 seconds for data to be received from the
remote, following a transmission. Do not enter 0. This timeout is not used for the
DS~-Compatible X. 25 and Satellite Links.

LOCAL TIME OUT. For NS Point-to-Point Links, enter (RETURN); the default value will be
overridden by NMMGR. For the DS-Compatible Links, use the default of 60 seconds. This
timeout refers to the length of time the INP allows between completion of one 1/0 request and
the initiation of the next one. This is used by the INP to determine if the HP 3000 is responding;
if not, the INP will close the link gracefully. The range is 5-900; entering O disables the timer.

e CONNECT TIME OUT. For NS Point-to-Point 3000/V links enter (RETURN), and the default will

be overridden by NMMGR. For the DS-Compatible Links you should enter 300 for Subtype O;
enter 120 for Subtype 1 and 3. This means that the local node waits the configured number of
seconds after one attempt to make a physical connection to a remote node. It applies to the
manipulation of the control lines across the DTE/DCE interface rather than a protocol exchange.
Do not use the default of 900; the range is 60-900; entering O disables the timer. Under most
conditions, you do not need to adjust these timeout values. However, if the timeout is not
sufficient, CS/3000 displays an error.

e TRANSMISSION MODE. For NS Point-to-Point Links, enter zero; any value entered here will

be overridden by NMMGR. For DS-Compatible Links, interpret this question as asking you:
“Is the INP a full-duplex (0) or half-duplex device (1)?"

Since the INP is full-duplex, capable of transmitting and receiving simultaneously, the usual
response is 0 for full-duplex. However, if you are connecting the INP to a half -duplex modem or
to a DS/3000 node using the Synchronous Single Line Controller (SSLC) communications device
you need to enter 1 for half-duplex.
Configure the INP to operate in full duplex if the communications link provides two
simultaneous main channels, one for transmit and one for receive. This is usually the case in one
of the following:

s A leased line with four-wire, point-to-point installation.

® A dial network with two lines (four-wire equivalent).

A dial network with Wide Band Service.

Any direct connect cable between two INPs.

A dial network or a 2-wire leased line with a special 2-wire full duplex modem. Typically
these operate at 1200 bps (bits per second).

Configure the communications interface to operate in half duplex if your communications link
does not provide two simultaneous main channels, one for transmit and one for receive. This is
usually the case in the following:

™
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» A dial network with a half duplex type modem that uses a single line. Usually this is a
2400 or 4800 bps modem.

s A connection to a DS/3000 node that is an HP 3000 Series II or III using a SSLC
communications device.

Your response must agree with the remote system’s configuration and with the characteristics of
the communications line.

SPEED CHANGEABLE/TRANSMISSION SPEED. The speed of the INP is changeable. For NS
links, you must enter YES to the SPEED CHANGEABLE? prompt. Any value you enter for
TRANSMISSION SPEED will be overridden by NMMGR. (Refer to Section 7 for details.)

For DS-Compatible links, the value you enter is determined by whether the INP is used for a
hardwired or modem connection, and the characteristics of the communications line. If you are
configuring an INP connection to a modem (Subtype O or 1), first determine if the modem has
internal clocking signals. If so, the transmission speed is ignored, although you need to enter some
value. This allows modems of different speeds to be used without reconfiguration. If the modem
does not provide internal clocking signals you need to determine the correct speed for the modem.
Enter that value.

If you are configuring an INP hardwired connection (Subtype 3) you need to specify a line speed
appropriate for the connection. The speed you specify becomes the default. For Subtype 3 you
can also specify that the speed is changeable, which is recommended. This allows the Operator to
override the default by including the speed parameter in the DSCONTROL command. (Refer to
Volume II, Section 1 of this manual for details on the DSCONTROL command.)

Note that the value you enter for transmission speed is in byfes, not bits, per second. For
example, 4800 bits/second must be entered as 600 bytes/second. The possible values are 150,
300, 600, 900, 1200, 2400, 3600, 4800, 7000. Your response must agree with the configuration
of the remote node and with the characteristics of the communications line.

BUFFER SIZE. For NS links, enter 1024; any value entered here will be overridden by
NMMGR.

For DS-Compatible Point-to-Point Links, the buffer size must be between 304 and 1024 words.
For best performance, the maximum size of 1024 is recommended. The size of this buffer
determines the maximum amount of data that can be sent or received in a single physical
transmission over the line. Note that although large buffer sizes increase transmission efficiency,
they also use up memory space. (In cases where noisy phone lines contribute to high transmission
error rates, a smaller buffer size may increase efficiency by reducing the error rate.) Match
buffer sizes for sender and receiver whenever possible, since the effective buffer size that can be
utilized is the smaller of the two.

The configured buffer size can be overridden by the first user to issue a DSLINE command (with
the LINEBUF=buffersize parameter) after the line is initialized. Once overridden, the buffer
size cannot be changed again until the first user (and any subsequent users) has closed the
connection. Refer to the NS3000/V User/Programmer Reference Manual for information on
DSLINE.

For DS-Compatible X.25 and Satellite Links, any value entered here is ignored. The buffer size
used for the line is calculated depending on the packet size defined in the network configuration
(using the NETCONF utility). Refer to the X.25 Link for the HP 3000 Reference Manual for
information on X.2$ and satellite network configuration.

4-11



System Configuration

e DRIVER CHANGES. Press [RETURN).

¢ DRIVER OPTIONS. Enter zero.

For Subtype 1, which means the connection is over a nonswitched line with modem cable or modem
eliminator cable, the following additional information is needed:

e DUAL/HALF SPEED. This is to establish if the modem used for this connection operates at

single or dual speed. Many European modems operate with dual speeds. If you are using a dual
speed modem, you are also asked if the modem is to operate at half or full speed. Answer in
accordance with the features available on the modem used for the connection.

For Subtype O, which means the connection is over modems used with a switched line, the following
additional information is needed:

e DIAL FACILITY. The INP20B has auto-dial capability. If you are using this feature, you enter

the Idev of the INP. Otherwise, answer whether the modem requires manual dial-up or not.

ANSWER FACILITY/AUTOMATIC ANSWER. This refers to modems that can answer incoming
calls, manually or automatically. Answer in accordance with the features available on the
modem used for the connection.

PHONELIST/PHONE NUMBER. If you answer that you want to list a phone number, you can
supply one number, usually a frequently dialed number, to be used as the default when the line is
opened. If you configured auto-dial, you must enter a phone number. The phone number is
entered as a string of numbers and hyphens, up to a maximum of 30 characters. The following
special characters may also be part of the phone number:

/ Separator used for automatic call units that have a second dial tone detect.
E Optional end-of -number indicator.

D One-second delay. Used for European modems and automatic call units that require
built-in delays.

# Defined by the local telephone system.
# Defined by the local telephone system.

LOCAL/REMOTE ID SEQUENCE. For NS Point-to-Point Links, enter because this
information is provided through NMMGR in the form of “security strings." Local/remote ID
sequences configured for DS point-to-point links are ignored by NMMGR. ID sequences are not
used for DS X.25 and Satellite Links. Local/remote ID sequences are used with DS
point-to-point links as part of the DSLINE command. For more information, see the DS manuals
listed in the Preface of this manual.

This additional information for Subtype 0 is necessary due to the complexity of establishing a connection
using a dial-up modem. The typical sequence of steps is as follows:

4-12

1. The user issues a DSLINE command. Refer to the NS3000/V User/Programmer Reference

Manual for information on this command.
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2. The command contains a phone number (PHNUM). If not, the phone number supplied during
@ system configuration is used. i

3. Without auto-dial, the phone number is displayed at the console; the Operator dials the number
at the modem and then enters YES at the console The kevboard of the user terminal is disabled
until the Operator responds. With auto-dial, meaning the INP or the modem has auto-dial and
the line is configured for auto-dial, the number is dialed immediately.

Notice that the configured phone numbers are used as defaults; users may or may not supply the required
numbers as parameters on the command used to request the connection. It is strongly recommended that
you configure default phone numbers for any diai-up lines installed on your node. If neither defaults nor
supplied values are available then the remote connection cannot be made successfully. This means that
the INP and the terminal are tied up during the length of time configured for the connect timeout.

Type 41, Subtype 0, 1 — Communications Drivers
Additional information required for the communications drivers for both subtypes:

e RECORD WIDTH. Enter 128 for communications drivers. This is a decimal value which must
be specified in words, not bytes.

e OUTPUT DEVICE. Enter 0.

e MODE. Each device may have five modes: job/session accepting, data accepting, interactive,
duplicative, and spooled. Configure the communications driver in accordance with its intended
use, normally: job/session - YES; data - NO; interactive - YES; duplicative - YES; spooled -

o

e AUTO REPLY. Press RETURN). This is not used for communications drivers. It enables
automatic replies to any tape requests.

The configured subtype establishes the default data compression for the line, where subtype 0 is no
compression and subtype 1 is compression enabled. Compression is allowed only if both nodes are capable
of performing compression. The default established during configuration can be overridden with the
DSCONTROL used to open the line by specifying COMP or NOCOMP, as described in Section 1, Commands, in
Volume II of this manual set.

On a non-exclusive line, a user can specify data compression without affecting any other users of that
line. This is done by specifying COMP or NOCOMP on the DSLINE command, as described in the NS3000/V
User/Programmer Reference Manual. Note that the default for DSLINE is NOCOMP. If you configure the
line for data compression you need to notify users to specify COMP. Otherwise, the configured default is
always overridden by the default on the DSLINE command.

Compression can increase throughput by reducing redundancy in the data, which results in a reduction in
the number of characters being transmitted over the link. The compression technique compresses any
occurrence of three or more consecutive characters. Obviously, the savings depends on the amount of
redundancy in the files, which may vary significantly. Source or listing files may be compressed by as
much as 75 percent, but a savings of 25 percent is more usual. The savings also depends on the system
load. Using compression and decompression increases the system overhead at both ends of the link.

The decision on whether to use compression or not depends on the communications link data rate, system

(W\ load, and the amount of redundancy in the data being transmitted. Often a test of relative throughput
with normal system load and typical data provides an indication of the benefits of using compression.
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Type 42, Subtype 0, 1, 2 — ATP Devices

Additional information is required for each device used by the ASNP driver:

NOTE

These values will be overwritten by information in the configuration file as
specified through NMMGR.

RECORD WIDTH. Enter 40 for ATP devices. This is a decimal value expressed in words, not
bytes. ’

OUTPUT DEVICE. Enter 0.

MODE. Each device may have five modes: job/session accepting, data accepting, interactive,
duplicative, and spooled. Press for each of the five modes.

AUTO REPLY. Press RETURN). This is not used for ATP devices. It enables automatic replies to
tape requests.

The configured subtype (0, 1, or 2) indicates the type of line and modem being used on the ports associated
with this device driver.

4-14

NOTE

For the Asynchronous SERIAL Network Link, you must also configure as
many virtual terminals (IOVTERMO) as will access the HP 3000
concurrently over this link. These are in addition to those virtual terminals
configured for any other NS links. Remember to back-reference
IOVTERMO virtual terminals to the console.
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Recommendations for System Parameters
Before configuring and activating NS3000/V services and links, check the limits on your system tables.

Since DS/3000 is included with NS3000/V, the additional table resources for NS3000/V depend on
whether you already have DS/3000 on the system. Similarly, since the node management services
provided with NS3000/V link products are also provided with the SNA Link, the additional table
resources depend on whether you already have the SNA Link on the system.

The following guidelines indicate the additional entries needed in the Code Segment Table (CST), Data
Segment Table (DST), Process Control Block Table (PCB), and 1/0 Queue Table (I0Q). An explanation of
the items shown in italics follows the list of guidelines. Refer to "Configuration Examples" later in this
section for some practical examples.

One or more NS3000/V Link Products:

CST: 26
DST: 10 + (1.2 * NumConn)
PpcB: 3
IoQ: O

If you do not already have products using Node Management Services:

CST: 7

DST: 14 + (12 » NumlLinks)
PCB: 4 + NumlLinks

I0Q: O

For each Network Interface configured:

CST: O
DST: NumBuff/40
PCB: O
I0Q: O

For each concurrently active NS link device:

CST: ©
DST: O
PCB: O

10Q: 2 + NumReads + NumWrites

NS3000/V Services or the OfficeShare family of products (Asynchronous SERIAL Network Link,
ThinLAN/3000 Link, or StarLAN/3000 Link):

cST: 10

DST: 7 + (3 * NumConn)
PCB: 1 + NumConn

I0Q: O
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If you do not already have DS/3000:;

CcST: 10 ‘%3
DST: 2 + (3 » NumLinks) + NumPads&Terms + NumSess + NumDSlines -
PCB: WNumlLinks

I0Q: S + NumSess

Note that in the case of DST and PCB entries, additional entries are used for active traces and for active
users of node management services (NMMGR, NMDUMP, NMMAINT, NMMGRVER).

NOTE

The number of PCB entries should never be less than (NumConn/2) + 4.

An explanation of the items shown above in italics follows:

o NumConn is the number of TCP connections. The maximum number of TCP connections is
configured through NMMGR on the Network Transport TCP screen
(Maximum Number of Connections). You may want to use the maximum value for NumConn
when calculating table entries in order to ensure that sufficient resources will always be
available. The HP default value for the maximum number of connections is 128.

e NumBuff is the number of buffers used by each Network Interface.

For the LOOPBACK NI, NumBuff is simply the value configured in the Loopback Network j
Interface data screen (Number of Buffers). The NMMGR default value is 256.

For the 802. 3, Router and Gateway NIs, NumBuff is calculated by the addition of the two buffer
values in the Network Interface data screens (Number of Inbound Buffers and Number of
Outbound Buffers) added to the Number of Buffers in the LINKCONF data screen. The
NMMGR default for inbound buffers and outbound buffers is 256 for the 802.3, Router and
Gateway NIs.

The default number of buffers for each link is as follows:

Link Number of Buffers
802.3 42
LAP~B 12
BSC 12
ASNP 20

For an 802. 3 link, only one link is configured. Using the defaults, the Numbuf f would be:

Number of Inbound Buffers + Number of Outbound Buffers + Number of
Buffers (for the 802.3 1link)

256 + 256 + 42 = 554 buffers
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NumBuff for a Router NI with two associated LAP-B links would be:
Number of Inbound Buffers + Number of Outbound Buffers +
Number of Buffers (for first LAP-B link) +
Number of Buffers (for the second LAP-B link)
Using the default values, this would be:
256 + 256 + 50 + 50 = 612 buffers
o NumReads and NunmW/rites are the number of outstanding reads and the number of outstanding
writes, respectively. Both are configured through NMMGR in the LINKCONF IEEE 802.3 and
ASNP data screens (Maximum Outstanding Reads and Maximum Outstanding Writes).

The NMMGR default values for each link are:

Link Maximum outstanding Maximum outstanding
Reads Writes
802.3 16 T
ASNP 5 5
BSC 3 (not configurable) 3 (not configurable)
LAP-B 3 (not configurable) 3 (not configurable)

For BSC and LAP~B use the value 3 for both the number of outstanding reads and writes in the
SYSDUMP dialogue.

Numl inks is the maximum number of links concurrently open.

NumPads&Terms is the maximum number of pads and virtual terminal devices.

NumSess is the average number of jobs or sessions using DS/ 3000.

e NumDSlines is the average number of open DS lines on the system.

In addition to the above, the following are recommended for NS3000/V services and links:
System Table Microcode: The Expanded System Table Microcode is required.

Memory: A minimum of two megabytes of memory is required.
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Virtual Memory: If you use the default number of TCP connections, 128, configure 60K sectors of
virtual memory. If the number of TCP connections is more than or less than 128, use the following
table to estimate the total virtual memory required for the system. These figures take into account
the requirements of MPE, the transport, and the network services.

In the following table, Sectors takes into account one NI plus one loopback NI For each
additional NI, add in the amount listed under Sectors per Additional NIs.

Number of Sectors for
Connections Sectors Each Additional NI
64 35K 1.2K
128 60K 2.5K
512 200K 10.0K
1024 400K 20.0K

Maximum Extra Data Segment Size: Increase to 32764 words.

Interrupt Control Stack: Configure the maximum value for your system.

™
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VIRTUAL TERMINAL CONFIGURATION DIALOGUE

For more information on virtual terminal configuration, refer to 1/0 Configuration earlier in this gsection.
In the dialogue below, prompts are shown on the left, and recommended responses are underlined and/or

explained on the right.

LOGICAL DEVICE #?

DEVICE NAME?
DRT #?

UNIT #?

SOFTWARE CHANNEL #?
TYPE?

SUBTYPE?

ENTER [TERM TYPE #],
[DESCRIPTOR FILENAME] ¢

SPEED IN CHARACTERS
PER SECOND?

RECORD WIDTH?

OUTPUT DEVICE?
ACCEPT JOBS/SESSIONS?
ACCEPT DATA?

To specify a device to be added or removed, enter the logical device
number (ldev) of that device.

Entering 0 or (RETURN) ends the 1/0 Configuration Changes
procedure; the dialogue skips to the next set of prompts, shown later
under “"Completing the SYSDUMP Dialogue.*

For any of the IEEE 802.3 links, the Asynchronous SERIAL
Network Link, or the NS3000/V Point-to-Point Link (all of which
use the IOVTERMO virtual terminal), enter the ldev number of the
console preceded by a number sign (#).

For DS-Compatible links, which use IODSTRMO or IODSTRMX
virtual terminals, you must enter the ldev number of the
corresponding INP preceded by a number sign (#).

To remove a device, enter 0; the dialogue returns to the LOGICAL
DEVICE #? prompt.

1o

o

16

Enter 0 in all cases except when connecting a DS-Compatible Link
to a DS/1000-1V node, in which case enter 8. Subtype 8 is checked
by VPLUS/3000.

0

Enter 0 for virtual terminals.

Default: 240.

40

Enter the same ldev as the LOGICAL DEVICE ¢# requested above.
YES

NO
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INTERACTIVE?
DUPLICATIVE?
INITIALLY SPOOLED?
AUTO REPLY?
DRIVER NAME?

DEVICE CLASSES?

LOGICAL DEVICE #?

4-20

YES

YES

NO

NO

Enter the appropriat: name:

IOVTERMO virtual terminal for: IEEE 802. 3 Links,
NS Point-to-Point 3000/V Link,
Asynchronous SERIAL Network Link

IODSTRMO virtual terminal for: Point-to-Point
Modem or Hardwired Link (DS-Compatible)

JODSTRMX virtual terminal for: X. 25 or Satellite
Link (DS-Compatible)

For all NS links, enter device class VTERM for each configured
IOVTERMO virtual terminal. Additional device class names are
allowed.

For the virtual terminals used with the DS-Compatible Links, enter
a list containing a device class name (up to eight alphanumeric
characters, beginning with a letter). Class names are separated from
each other by commas. Note that VTERM and other class names
that are reserved for system devices are not permitted.

If all I/0 configuration is complete, press and the 1/0
configuration portion of the SYSDUMP dialogue will end.
Subsequent prompts in the dialogue are discussed under "Completing
the SYSDUMP Dialogue” later in this section. If I/0 configuration
is not yet complete, enter a logical device number and repeat the
above configuration procedure (or one of the other procedures listed
on the following pages).
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LANIC CONFIGURATION DIALOGUE

For more information on LANIC configuration, refer to I/O Configuration earlier in this section, or to
the LANIC Installation and Service Manual. In the dialogue below, prompts are shown on the left, and
recommended responses are underlined and/or explained on the right.

LOGICAL DEVICE #? To specify a device to be added or removed, enter the logical device
number (Idev) of that device.

Entering 0 or ends the I/0 Configuration Changes
procedure; the dialogue skips to the next set of prompts, shown later
under "Completing the SYSDUMP Dialogue.”

DEVICE NAME?

DRT #? To add a device, enter its DRT entry number. This number is
supplied by your C.E. The formula used to calculate the DRT
number from the hardware address is:

(IMB# » 128) + (channel# » 8) + device #

To remove a device, enter 0; the dialogue returns to the
LOGICAL DEVICE #7 prompt.

UNIT #? 0

SOFTWARE CHANNEL #°? 0

TYPE? 17

SUBTYPE? 9

DRIVER NAME? IOLANO

DEVICE CLASSES? Enter a list containing a device class name (up to eight
alphanumeric characters, beginning with a letter). Class names are
separated from each other by commas.

LOGICAL DEVICE #? If all 1/0 configuration is complete, press and the 1/0

configuration portion of the SYSDUMP dialogue will end.
Subsequent prompts in the dialogue are discussed under “Completing
the SYSDUMP Dialogue" later in this section. If I/O configuration
is not yet complete, enter a logical device number and repeat the
above configuration procedure (or one of the other procedures in
this section).
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INP CONFIGURATION DIALOGUE

For more information on INP configuration, refer to I/0 Configuration earlier in this section, or to the

INP Installation and Service Manual.

Device Driver (IOINPO)

In the dialogue below, prompts are shown on the left, and recommended responses are underlined and/or

explained on the right.

LOGICAL DEVICE #?

DEVICE NAME?

DRT #?

UNIT #?

SOFTWARE CHANNEL #?
TYPE?

SUBTYPE?

RECEIVE TIMEOUT?

LOCAL TIMEOUT?

4-22

To specify a device to be added or removed, enter the logical device
number (ldev) of that device.

Entering 0 or ends the I/O Configuration Changes
procedure; the dialogue skips to the next set of prompts.

To add a device, enter its DRT entry number. This number is
supplied by your C.E. The formula used to calculate the DRT
number from the hardware address is:

(IMB# » 128) + (channel# » 8)+ device#

To remove a device, enter 0; the dialogue returns to the
LOGICAL DEVICE #? prompt.

{=)

°
17

For NS links, any value is overridden by NMMGR. For
DS-Compatible links, 0, 1, or 3 where:

0 = switched line with modem

1 = non-switched line with modem cable or direct connection
using modem eliminator cable

3 = hardwired line, synchronous transmission

Default: 20 (Do not enter 0.) For NS links this default is
overridden by NMMGR.

Default: 20. For NS links, this default is overridden by NMMGR.

Range: 5-900 seconds; 0 disables the timer.



CONNECT TIMEOUT?

DIAL FACILITY?
(Subtype 0 only)

ANSWER FACILITY?
(Subtype O only)

AUTOMATIC ANSWER?
(Subtype 0 only)

DUAL SPEED?
(Subtype 1 only)

HALF SPEED?
(Subtype 1 only)

SPEED CHANGEABLE?

TRANSMISSION SPEED?

TRANSMISSION MODE?

PREFERRED BUFFER SIZE?

DRIVER CHANGEABLE?
DRIVER OPTIONS?

DRIVER NAME?

System Configuration

For NS links, enter- (the default value is overridden by
NMMGR). For DS-Compatible links, enter 300 for Subtype 0; 120
for Subtype | and 3.

Default; 900
Range: 60-900 seconds; 0 disables the timer.

Enter the ldev number ot the INP if the AUTO DIAL feature is
used.

Enter YES if manual dial-up is required.

Enter NO if no dial facility is required.

Enter YES if the local modem can answer calls, either manually or
automatically.
Enter NO if it cannot. A NO response causes the next step to be

skipped.

Enter YES if the local modem can automatically answer calls.
Enter NO if manual answering is required.

Enter YES if the local modem is dual speed (European models).
Enter NO if it is single speed. A NO response causes the next step to
be skipped.

Enter YES if the local modem is to operate at half speed.
Enter NO if it is to operate at full speed.

For all NS Point-to-Point 3000/V Links, you must enter YES. For
DS-Compatible links, you must enter YES to allow the speed of the
line to be changeable with the DSCONTROL command.

Enter NO for fixed line speed.

Enter the transmission speed of the line in characters per second (Bit
Rate/8). (For NS links, this value is overridden by NMMGR.)

Default: The speed specified is ignored for connections with modems
that provide internal clocking signals. For all other connections, the
speed you specify becomes the default. (Note also that for NS links,
this default is overridden by NMMGR.)

Speeds: 150, 300, 600, 900, 1200, 2400, 4800, 7000

Enter 0 for full-duplex or 1 for half-duplex. (For NS links, always
enter 0.)

1024 words. (For NS links, this value is overridden by NMMGR.)
NO
0

IOINPO
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PHONELIST?
(Subtype 0 only)

PHONE NUMBER?
(Subtype O only)

LOCAL ID SEQUENCE?
(Subtype 0 only)

REMOTE ID SEQUENCE?
(Subtype O only)

DEVICE CLASSES?

LOGICAL DEVICE #?

4-24

Enter YES to enter a phone number -~ required for auto-dial. A
NO response causes the next step to be skipped.

Enter the phone number.

Up to 30 characters are allowed, consisting of a string of numbers,
hyphens, and special characters (/, E, D, #, #).

For NS Point-to-Point Dial links, this information is configured
through NMMGR as security strings, press (RETURN).

For a DS point-to-point link, enter a valid local ID sequence or
press for a null ID sequence.

For NS Point-to-Point Dial links, this information is configured
through NMMGR as security strings, press (RETURN).

For a DS point-to-point link, enter a valid remote ID sequence or
press for a null ID sequence.

Enter a list containing a device class name (up to eight
alphanumeric characters, beginning with a letter). Class names are
separated from each other by commas.

If all I/0 configuration is complete, press and the 1/0
configuration portion of the SYSDUMP dialogue will end.
Subsequent prompts in the dialogue are discussed under "Completing
the SYSDUMP Dialogue* later in this section. If 1/0 configuration
is not yet complete, enter a logical device number and repeat the
above configuration procedure (or one of the other procedures in
this section).
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Communications Drivers (IODSO and IODSX)

In the dialogue below, prompts are shown on the left, and recommended responses are underlined and/or

explained on the right.

LOGICAL DEVICE #?

DEVICE NAME?

ORT #?

UNIT #?

SOFTWARE CHANNEL #7?
TYPE?

SUBTYPE?

RECORD WIDTH?
OUTPUT DEVICE?
ACCEPT JOBS/SESSIONS?
ACCEPT DATA?
INTERACTIVE?
DUPLICATIVE?
INITIALLY SPOOLED?
AUTO REPLY?

DRIVER NAME?

DEVICE CLASSES?

To specify a device to be added or removed, enter the logical device
number (Idev) of that device.

Entering 0 or ends the 1/0O Configuration Changes

procedure; the dialogue skips to the next set of prompts, shown later
under "Completing the SYSDUMP Dialogue."”

You must assign the ldev number of the corresponding INP preceded
by a number sign (#).

1o |o

|2

Enter 0 for No data compression or 1 for data compression.
128

For a communications driver, enter 0.

YES

NO

YES

YES

NO

NO

Enter the appropriate name:

10DS0: Point-to-Point communications driver

IODSX: X.25 and Satellite communications driver

Enter a list containing a device class name (up to eight

alphanumeric characters, beginning with a letter). Class names are
separated from each other by commas.
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LOGICAL DEVICE #?

4-26

If all 1/0 configuration is complete, press and the /O
configuration portion of the SYSDUMP dialogue will end.
Subsequent prompts in the dialogue are discussed under "Completing
the SYSDUMP Dialogue” later in this section. If I/O configuration
is not yet complete, enter a logical device number and repeat the
above configuration procedure (or one of the other procedures in
this section).
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ATP CONFIGURATION DIALOGUE

For more information on ATP (ASNP) configuration, refer to I/O Configuration earlier in this section.

In the dialogue below, prompts are shown on the left, and recommended responses are underlined and/or
explained on the right. Do not configure your remote support ATP port as an Asynchronous SERIAL

Network Link.

LOGICAL DEVICE #?

DEVICE NAME?

DRT #?

To specify a device to be added or removed, enter the logical device
number (ldev) of that device.

Entering 0 or ends the I/O Configuration Changes
procedure; the dialogue skips to the next set of prompts.

To add a device, enter its DRT entry number. For the ASNP driver,
enter the DRT number that results from the following formula,
making sure that the number you enter is less than or equal to the
current highest allowable DRT number.

For Series 6x/70: (IMB# # 128) + (channel# » 8)
For Series 39/58: (channel# # 8)

The channel number is the number set on the SIB’s thumbwheel
switch. For Series 6x and 70, the first ATP is channel number 1,
the second is 4, and additional ATPs are channel numbers greater
than 4. The ATP’s Device number is always 0 and is not included
in the formula. (The SIB always returns Device number 0 to the
IMB.) The first IMB number is O, the second is 1, and so on.

For Series 37, Micro 3000, Micro 3000 XE: (channel# # 8)

For the ATP37, the channel number is the number of the slot in the
cabinet where the ATP37 board is placed. The first ATP37 is
channel number 1, and a maximum of four ATP37 boards are
allowed. The ATP’s Device number is always 0 but is not included
in the formula.

NOTE

Another way to find the DRT
number of the ATP is by giving a
“yes" response to the IOMAP prompt
during system startup.

To remove a device, enter 0; the dialogue returns to the LOGICAL
DEVICE #? prompt.
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UNIT #2

SOFTWARE CHANNEL #?
TYPE?

SUBTYPE?

ENTER [TERM TYPE #],

[DESCRIPTOR FILENAME] ?

SPEED IN CHARACTERS
PER SECOND?

RECORD WIDTH?

OUTPUT DEVICE?
ACCEPT JOBS/SESSIONS?
ACCEPT DATA?
INTERACTIVE?
DUPLICATIVE?
INITIALLY SPOOLED?
AUTO REPLY?

DRIVER NAME?

4-28

0 - 95 for ATP. Unit numbers 0 through 11 correspond to ports
0 through 11 on AIB number zero, unit numbers 12 through 23
correspond to ports 0 through 11 on AIB number one, and 50 on.

0 - 7for ATP37. Unit numbers O through 7 correspond to ports 0
through 7.

o

42

0, 1, or 2 where

0 = hardwired direct connection

1 = switched or non-switched line with modem cable or
direct connection with modem cable

2 = line with a CCITT standard modem

NOTE

These subtypes will be overwritten by
information in the network
configuration file as specified
through NMMGR.

Eg@gg%mls lo.o
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DEVICE CLASSES?

LOGICAL DEVICE #?

System Configuration

Any non-reserved device class names are allowed, up to eight
alphanumeric characters each (beginning with a letter), separated by
a comma.

If all 1/0 configuration is complete, press and the 1I/0
configuration portion of the SYSDUMP dialogue will end.
Subsequent prompts in the dialogue are discussed under "Completing
the SYSDUMP Dialogue” on the following page. If 170
configuration is not yet complete, enter a logical device number and
repeat the above configuration procedure (or one of the other
procedures in this section).

NOTE

For the Asynchronous SERIAL Network Link, you must also configure as
many virtual terminals (IOVTERMO) as will access the HP 3000
concurrently over this link. These are in addition to those virtual terminals
configured for any other NS links. Remember that all IOVTERMO virtual
terminals should be back-referenced to the console.
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COMPLETING THE SYSDUMP DIALOGUE

After all I/0 Configuration Changes are complete, the dialogue proceeds as shown below. Refer to the
“Recommendations for System Parameters® earlier in this section to check if any other changes are

required.

LOGICAL DEVICE #?

MAX # OF OPENED SPOOLFILES
= nnn (MIN=nn, MAX=nnn)?

LIST OF I/0 DEVICES?

LIST CS DEVICES?

TERMINAL TYPE CHANGES?
CLASS CHANGES?

LIST 1/0 DEVICES?
ADDITIONAL DRIVER CHANGES?
1/0 CONFIGURATION CHANGES?
SYSTEM TABLE CHANGES?

CST = nan (MIN=mm,
MAX=pppp) ?

EXTENDED CST = nnnn (MIN=
mm, MAX=pppp)?

DST = nnnn (MIN=nm,
MAX= pppp)?

PCB = nnn (MIN=mm,
MAX=pppp)?

1/0 QUEYE = nnn (MIN=mm,
MAX=pppp)?

DISC REQUEST QUEUE = nnn
(MIN=mm, MAX=ppp)?

TERMINAL BUFFERS PER PORT =

n (MIN=m, MAX=pp)?
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RETURN

RETURN
Enter YES to print a listing of the new 1/0 device configuration.

Enter YES to list the characteristics of the new CS device
configuration.

RETUR!

2 A [
118k
'2222

YES

Increase the number listed here as nnn to match the number of
additional CST entries needed (calculated earlier in this section
under "System Parameters").

:

Increase the number listed here as nnnn to match the number of
additional DST entries needed (calculated earlier in this section
under "System Parameters").

Increase the number listed here as nnn to match the number of
additional PCB entries needed (calculated earlier in this section
under "System Parameters").

Increase the number listed here as nnn to match the number of
addtional 1I/0 Queue entries needed (calculated earlier in this
section under “System Parameters").

EETURN
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SYSTEM BUFFERS = nn (MIN=
m, MAX=ppp)?

SWAP TABLE = nnnn (MIN= RETUR
mmm, MAX=pppp)?

PRIMARY MESSAGE TABLE = nnn
(MIN=mm, MAX=pppp)?

SECONDARY MESSAGE TABLE = RETURN
nn (MIN=mm, MAX=pppp)?

SPECIAL REQUEST TABLE = nnn
(MIN=mnm, MAX=pppp)?

1CS = nnann (MIN=mm<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>