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PREFACE

This document describes those Multics Commands specifically designed for use by
individuals filling the roles of (1) system administrators, (2) system maintainers, or (3)
system operators.

System administrators provide their sites with a particular Multics operating environment.
They are responsible for such tasks as controlling and allocating resources; registering
projects and users; creating load control groups; setting prices on resources; setting
limits on, and billing for, resource usage; scheduling system activities such as hours of
operation, shift change times, and unattended service; describing site parameters and
setting site options; and assuring system security.

System maintainers configure and tune the operating system to make it comply with
the special requirements of their sites. They are responsible for such tasks as backing
up and recovering the system, salvaging and scavenging, analyzing crashes, balancing
disks, setting up I/0 daemons and the message coordinator, metering and tuning, and
maintaining system databases.

Operators are responsible for everyday central site services such as system startup and
shutdown, mounting and demounting of storage devices, operation of the 1/0O daemons,
communication with remote users, and first-level maintenance.

A detailed description of the procedures associated with each of the three user groups
(administrators, maintainers, and operators) is found in the following three manuals:

System Administration Procedures (Order No. AKS0)

System Maintenance Procedures (Order No. AMS81)
Operator’s Guide to Multics (Order No. GB61)

The information and specifications in this document are subject to change without notice. Consult
your Honeywell Marketing Representative for product or service availability.

© Honeywell Information Systems Inc., 1986 File No.: 1L13
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This manual is designed as a reference work to be used together with one of the
procedural manuals specified above. Those manuals function as "how to" documents,
making reference, as needed, to the specific commands required to implement the
various procedures. This manual complements the procedural manuals by providing a
detailed description of the commands.

Each command description in this manual provides, minimally, the long and short
name, syntax line, and function of the program. Standard headings, in the order in
which they appear, when present, are as follows:

SYNTAX AS A COMMAND

SYNTAX AS AN ACTIVE FUNCTION
FUNCTION

ARGUMENTS

CONTROL ARGUMENTS

ACCESS REQUIRED

NOTES

EXAMPLES

Syntax lines give the order of required and optional arguments accepted by a
command or active function. Optional portions of syntax are enclosed in braces ({}).
The syntax for active functions is always shown enclosed in brackets ([]), which are
required for active function use. To indicate that a command accepts more than one
of a specific argument, an "s" is added to the argument name (e.g., paths, {paths},
{-control_args} ).

A series of arguments enclosed in nested braces (e.g., {argl f{arg? {arg3}}}) indicate
that, while you can omit all the arguments, if you give any one of them, you must
also give the ones preceding it in the list. -

Significant Changes in GB64-00A

In the following lists, the number in parentheses is the section where the command is,
or was, documented. '

The following commands are new; they contain no change indicators.

adddev (4) edit_project (2)
copy_disk (9) lock_mca (2, 4, and 9)
debug_fnp (2) restore (9)

deldev (4) save (9)
display_log_segment (2) set_process_audit_flags (2)

display_proc_audit_flags (2)  unlock_mca (2, 4, 9)
edit_process_audit_flags (2)

The following commands are not privileged; they have been removed from the manual.
They belong in the Commands manual (AG92).

compare_configuration_deck (2)
print_configuration_deck (2)

11/86 iii GB64-00A



The following commands were accidentally left out for MRI11.0:

display_disk_label (2)

read_cards (6}
The following command is obsolete:
bos (9)

Section 10 and its 36 commands are obsolete.
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SECTION 1
INTRODUCTION

ORGANIZATION OF THE COMMANDS

The commands in this document are organized into eight sections (Section 2 |
through Section 9), as described below. |

The commands in Section 2 do not require you to be in a "special”
environment. They do, however, require that you have access to the segments and
directories they reference. At most sites, required access are set only for those
individuals on the SysAdmin, SysMaint, or Opr projects.

The commands in Section 3 are entry points (labels) in master.ec. The
registration and accounting administrator issues a limited set of entry points in
master.ec. The system administrator can act in the role of registration and accounting
administrator.

The commands in Section 4 can be used only when communicating with the
initializer process.

The commands in Section 5 can be used only when communicating with the
initializer process. These commands are also contained within admin.ec and require
that you type "exec" (x) prior to typing the command.

The commands in Section 6 can be used only when communicating with the
1/0 daemons (i.e., the I/O daemon coordinator and drivers).

The commands in Section 7 are contained within a Honeywell-provided
limited—service  subsystem and are used for communicating with the
Volume_Dumper.Daemon, the Volume_Reloader.Daemon, or the Volume_Retriever.Daemon.

The commands in Section 8 are contained within a Honeywell-provided

limited—-service subsystem and are used for communicating with the Backup.SysDaemon
and the Dumper.SysDaemon.
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The commands in Section 9 can be executed only within the restricted
environment of the Bootload Command Environment (BCE).

COMMAND ENVIRONMENTS

The Multics system "handles” each command by first interpreting the request
and then invoking the necessary system software components to perform the required
function. The commands in this manual are organized according to the system
software components (the environment) required for execution.

It is the presence of the different software components that forms the
"command environment." The way in which you enter a specific command environment
is described at the beginning of each command-specific section. The system software
components required for command execution are automatically made available when you
perform the required actions.

MOVING FROM ONE COMMAND ENVIRONMENT TO ANOTHER

In some cases you can log in in one environment and move to another
environment. The Multics system includes various transitional commands that permit
you to enter two or more command environments while logged in at a single session.
Figure 1-1 shows the commands that you can issue to move from one command
environment to another; that process is described below.

BCE Command Environment

The first activity in starting or bringing up a Multics system involves the
« loading of the BCE (Bootload Command Environment) software. While BCE is
running, you can enter and execute only BCE commands.

Once the Multics operating system software is bootloaded and the initializer
process is active, it is not possible, without executing the shutdown command, to
« reenter the BCE command environment.

Initializer Command Environment

The initializer process is the system control process for Multics. The initializer
process is created automatically as a result of a successful Multics bootload operation.

The initializer process can be active in ring 1 or 4. If the "star" argument was

« used with the BCE boot command, then the initializer process moves directly to rmg 4

without pausmg in ring 1. The system is also made ready for normal user sessions
(users can log in from remote terminals).
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If Multics is not booted with the boot star command, the initializer is first
brought to command level in ring 1. The initializer remains in ring 1 until the
operator moves it to ring 4 using the standard command or the multics command.
The operator must then issue the startup command or the go command to make the
system available for normal user sessions (users can log in from remote terminals).

You use the initializer commands and the initializer exec commands to
communicate with the initializer process. Certain initializer commands can be used
only when the initializer process is operating in ring 1. Others can be used only when
the initializer process is operating in ring 4. Some can be used at either time. The
description of the initializer commands in Section 4 indicates when the individual
command can be used. The initializer exec commands can be used only when the
initializer is operating in ring 4.

The initializer process remains active as long as the system is running. In its
normal mode of operation the initializer responds only to initializer commands or
initializer exec commands. Sometimes, however, it is desirable to use the initializer
process to execute a "normal” Multics command (i.e., any command that is not an

~ initializer command, an initializer exec command, or a BCE command). To use the,
initializer to execute a "normal” command you must enter the initializer admin mode
by issuing the admin command. When in admin mode the initializer process responds
to "normal" commands instead of to the initializer commands or the initializer exec
commands.

Once in admin mode you can shift back to the initializer command
environment by issuing the admin_mode_exit command. Alternatively, if you want to
remain in admin mode but want to execute a single initializer command from time to
time, you can do the following:

i. If you want to enter an initializer command (excepting the exec commands), you
must use the sc_command together with the desired initializer command, as in

sc_command force_reset

2. If you want to enter an initializer exec command, you must use the ec admin
command together with the desired exec command, as in

ec admin attended

While in the initializer command environment, you can communicate with the
system daemon process{es) by the initializer reply command. You use the reply
command together with the daemon driver label and the daemon command, as in

reply prta go

If you want to interrupt daemon execution while in the initializer process, you
must issue the initializer quit command (and not press the ATIN or INTERRUPT
key).
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User Command Environment

Once the bootload/initialization sequence is complete the system becomes
available for normal user sessions. Users log in at remote terminals to perform
assigned work. In a normal session you can use a wide variety of commands,
including the privileged commands (see Section 2) as well as the commands described
in the Commands manual (AG92).

While in the user command environment, you can’t use any of the "special”
environment commands described in this manual, you can, however, move to those
special environments by using transitional commands:

1. If you want to enter an initializer command (excepting the exec commands), you
must use the send_admin_command command (which enters initializer admin mode)
and the sc_command command together with the desired initializer command, as in

sac sc__command maxu auto

2. If you want to enter an initializer exec command, you must use the send_admin_command
command and the ec admin command together with the desired exec command, as
in

sac ec admin attended

3. If you want to submit a "normal” command to the initializer process, you must
enter initializer admin mode by using the send_admin_command command together
with the selected "normal” command, as in

sac sei_system_consoie -reset -

4. If you want to enter a daemon command, you can use the send_daemon_command
command, as in

send_daemon_command quit bk

Alternatively, you can use the send_admin_command command and the sc_command
command together with the initializer reply command, the daemon driver label, and
the desired daemon command, as in '

sac sc_command reply prta go

5. If you are a system administrator, you can enter an accounting command by
changing your working directory to >udd>SysAdmin>admin (see Section 3) and using
the ec master command together with the selected accounting command, as in

| ec master bill prepare
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Registration and Accounting Command Environment

A registration and accounting administrator is restricted by a special process
overseer to a limited set of commands and cannot move tc another command
environment. If you are a system administrator, you can move into, or out of, the
registration and accounting command environment by changing your working directory
(see Section 3).

Daemon Command Environment

The 1/0 daemon command environment uses a special process overseer
(iod-overseer) and a special set of search rules; you can’t shift from this environment
to another. The commands in the volume backup daemon command environment are
contained within a Honeywell-supplied limited-service subsystem; you can’t shift from
this environment to another. The commands for two of the hierarchy backup daemons
(Backup.SysDaemon and Dumper.SysDaemon) are also contained within a
Honeywell-supplied limited-service subsystem; you can’t shift from this environment to
another.

GETTING ONLINE HELP WITH COMMANDS

There are information segments (info segs) for the commands in this manual in
the following directories:

Commands Directories
Commands in Section 2 >doc>privileged
. Commands in Section 3 _ >doc>ss>accounting

mmands in Section &4 >doc>ss>operator

ommand
Ring 4 commands only)

Commands in Section &4 >doc>ss>r1_initializer
(Ring 1 commands only)

Commands in Section 5 >doc>ss>operator
Commands in Section 6 >doc>ss>io_daemon
Commands in Section 7 >doc>privileged
Commands in Section 8 >doc>privileged
Commands in Section O >doc>ss>bce
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If you're in the user command environment, the volume backup limited-service
subsystem, or the hierarchy backup limited-service subsystem, you can use the user
help command to look at the above info segs. When using the help command,
however, you must specify the absolute pathname of the info seg, as in the following
example.

help >doc>privileged>set_system_console

Alternatively, you can add one or more directories to your info search list by adding
a line to your start_up.ec; for example,

asp info >doc>privileged

Then, you can look up info segs in the directories without having to specify the
absoiute pathname; for example,

help set_system_console

If you're in the ring 4 initializer command environment, you can look at info
segs for ring 4 initializer commands by using the initializer help command; for
example,

help down

If the info seg you want to look at is for an exec command, you must specify
the name in the format "X.command," as in

help x.attended

If you're in the ring 1 initializer command environment, the registration and
+ accounting command environment, the I/0 daemon command environment, or the BCE
command environment, you can’t look at info segs.
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Figure 1-1. Moving From One Command Environment to Another

1-7 GB64-00



SECTION 2
PRIVILEGED MULTICS COMMANDS

The commands in this section do not reguire vou to be in a "special”
environment. You can use these commands while logged in at a remote terminal in a
normal user session. However. these commands do perform operations on "privileged”
dala bases and tables and. consequently. can be used only by selected personnei
(administrators, operators. and maintainers). Thus, while these commands are potentially
available to all users, thev can be executed only by personnel who have previously
been given access 1o the segments and directories referenced by the commands. Before
using any of these commands. vou should check with vour system administrator 1o
determine if vou are permitted to perform the desired operation.
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add_mail_table_entry add_mail_table_entry

Name: add__mail__table__entry

SYNTAX AS A COMMAND

add_mail_table_entry name {address} {-control_args}
FUNCT/ON

adds an entry to the mail table and specifies the entry’s mailing address. This
command is used by system administrators to specify names. usually names of users on
other systems, that can be used to designate mailboxes (Person_id.Project_id). mailing
lists. and Forum meetings. The name must not already exist in the mail table or the
person name tlable (PNT). Names are not distinguished by case (e.g.. Sackman and
sackman are the same name).

ARGUMENTS

name
is a string that specifies the name 10 be given 1o this mail table entry. It must
be enclosed in quotation marks if it contains blank spaces.

address
is a destination specifier. that is. a mailing address in the form used by the
-mailbox or -user control arguments (see below). It can be used instead of the
-mailbox or —user conirol arguments.

CONTROL ARGUMENTS

—acs_path path
specifies the Access Control Segmen! (ACS) which controls who mayv update the
entrv’s mail address. rw access 10 the ACS indicates that a user mal updale the
entrv. If this is not specified or is the null string, only users with access 1o
mail_table_priv_ may updale the entry.

-alias name
specifies an alternate name for the name being defined. If this control argument
is specified multiple times, all the names are defined as aliases for the entry.

—-log path
specifies the pathname of a logbox and is equivalent to:

-mailbox >udd>Project_id>Person_id>Person_id.sv.mbx

—=mailhAavy nath —mh
MaucGi paul, nioe

specifies the pathname of a mailbox. The suffix "mbx" is added if necessary.

Y mat
A pGLli

-mailing_list path. -mls path
specifies the name of a mailing list. The suffix "mis" is added if necessary. The
archive component pathname convention is accepted.

2-2 GBo64-00



add_mail_table_entry add_mail_table_entry

-meeting path, —-mtg path
specifies the pathname of a Forum meeting. The suffix "control" is added if
necessary.

-save path, -sv path
specifies the pathname of a savebox. The suffix "sv.mbx" is added if necessary.

STR -at FSystem {-via RelayN...-via Relayl}
specifies an address on another computer system. STR identifies the user (or
group of users) to receive the message and is not interpreted in any way by the
local system. FSystem is the name of the foreign system where the address is
located. If you give no -via, FSystem must be one of the names of a foreign
system in the local system’s network information table (NIT). If, however, you
give -via, the foreign system name does not need to be known to the local
system. :

If you specify -via, they identify an explicit route to be used to reach the
foreign system. In this case Relayl must be one of the names of a foreign
system in the local system’s NIT. Mail destined for this foreign address is
forwarded to the system identified in Relayl. From there it is forwarded to the
system identified as Relay2, and so on until it reaches the system identified as
RelayN, where it is delivered to the system on which the foreign address actually
resides. When the NIT is querried for either FSystem or Relayl, the query is
performed in a case-insensitive manner.

-user Person_id.Project_id .
specifies the given user’s default mailbox under the specified project. This control

argument is equivalent to

-mai lbox >udd>Project_id>Person_id>Person_id.mbx
EXAMPLES
The command line
add_maii_table_entry "Mary Lutyens’ MLutyens.Mktg -at SystemA
links the name John Jones to MLutyens.Mktg on SystemA so that any time the name
Mary Lutyens appears in an address used by the send_mail command, Executive Mail,
or Emacs Mail, the message is sent to MLutyens.Mkig on SystemA.

The command line

add_mail_table_entry "Mary Lutyens'" MLutyens.Mktg -at SystemA
-alias ML

links the name ML, as well as Mary Lutyens, to the mailbox MLutyens.Mktg on
SystemaA.
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add_volume_registration

To add an entry for a mailing list, you must use -mls instead of the address

argument:

add_mail_table_entry mix -mls mixed_list
ACCESS REQUIRED

You must have e access to the gate mail_table_priv_.

Name: add__volume__registration, avr

SYNTAX AS A COMMAND

avr -control_args

FUNCTION

registers a new physical volume. If the specified logical volume does not exist, it is

registered as well.

CONTROL ARGUMENTS

The following control arguments pertain to the registration of a physical volume.

~device_model N, -model N
specifies the Honeywell model number for the disk device. The following values

are valid for N:

VALUE

00
402
51
500
501
3380
3381

(Required)

DEVICE

MSUoL0oOo
MSU0LO2
MSUOL51
MSU0500
MSUO501
MSU3380
MSU3381
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-location STR, -loc STR
specifies the current location of the disk pack. This is for administrative
information only. STR can be any 32 characters (e.g., "offline-—in cabinet 13").
(Default: "uninitialized")

-logical_volume LVNAME, -lv LV_NAME
specifies the logical volume name. If the given logical volume is not already
registered on the system, you are queried if the new logical volume should be
registered. (Required)
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admin_mode_exit admin_util

Name: admin__mode__exit, ame
SYNTAX AS A COMMAND

ame

FUNCTION

returns to initializer command level from admin mode.

Name: admin__util
SYNTAX AS A COMMAND

admin_util {args}
FUNCTION

sets and prints values in the segment sys_admin_data in the working directory. This
segment is normally kept in >udd>SysAdmin>lib (with a link to it in
>udd>SysAdmin>admin). It contains a number of values used by system administration
procedures. One of these values is a lock, which prevents two system administrators
from modifying the system administration databases simultaneously. This command also
sets several values in the header of the administrator’s copy of the SAT (smf.cur.sat,
in the working directory). You can use the print_sat command to print information in
either »scl>sat or >udd>SysAmin>admin>smf.cur.sat.

ARGUMENTS

lock wait_time
attempts to lock the lock in sys_admin_data. If the lock is already locked (by
another process) and remains locked for more than the specified wait_time (in
seconds), then an error message is printed and the program_interrupt condition is
signaled. (Default: 60)

print
prints all values in sys_admin_data.

set key value, default key value, dft key value
sets the variable indicated by key to the given value, Since some of the settable
variables are default values of project parameters, used when a new project is
created, the words "default” and "dft" are accepted as synonyms for "set." The
keys correspond to three classes of variables: installation—dependent items, project
parameters, and the SAT header.
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unlock :
attempts to unlock the lock in sys_admin_data. If the lock was not locked by the
process that is executing the command, an error message is printed. If it was
locked by an existing process (other than the one executing the command), it is
not unlocked.

LIST OF INSTALLATION-DEPENDENT VARIABLES

The following variables contain installation—dependent items that are printed on
monthly bills and other administrative documents. Enclose the values of these items in
quotes if they contain any blanks or other special characters.

| user_accts XX, user_accts_office XX
where XX is the official name of the office responsible for Multics billing, for
example: "Fiscal Office” or "Accounting Department.” It is the first line of a
return address printed on bills by the mailing_page_ subroutine. It can be up to
64 characters long.

user_accts_addr XX
where XX is the address of the above office, for example, a building and room
number or a mail station. It is the second line of a return address printed on
bills. It can be up to 64 characters long.

user_accts_phone XX
where XX is the phone number of the above office. It is also printed on bills.
It can be up to 16 characiers iong.

bl XX, b2 XX, b3 XX .
where XX strings, each of which can be up to 10 characters long, are printed in
large letters by the mailing_page_ subroutine, as a set, below and to the left of
the address of the bill recipient. For example,

INTER
DEPARTMENT
MAIL

LIST OF PROJECT PARAMETER VAR/IABLES

The following variables contain default values for several project parameters. They are
used by the new_proj command when the accounting administrator does not specify
values for these parameters.
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attributes XX

admin_util

where XX, enclosed in quotes if it contains any blanks, must be acceptable to the
parse_attributes_ subroutine. This string sets the default attributes for a new
project. The anonymous (anon) attribute, which allows anonymous users to be
registered on a project, can only be assigned by a system administrator. For a
more detailed description of registration of anonymous users done by the Project
administrator see the Multics Project Administrator’s manual (AKS51). The other
attributes can be assigned by a project administrator if the system administrator
has set them for his project. For convenience, all the valid attributes are listed

below.

administrator

admin

anonymous
anon

brief

dialok
dial

disconnect_ck

guaranteed_login

guar
igroup
multi_login

multip

audit XX

where XX is the default audit flags to be used when new projects are created or
new users registered. For a description of the audit flags see the new_user

command.

grace N

no_primary
no_prime

no_secondary

no_sec

no_start_up

no_warning

nowarn
nobump
nolist

none
null

nopreempt

op_login
daemon

preempting
bumping

save_pdir

save_on_disconnect
save

v_home_dir
vhomedir

v_process_overseer

vinitproc

where N is the default grace time (in minutes) for a new project. The grace time
specified by N is the length of time primary users retain their primary status
(protected from preemption). (Default: 2880 minutes or 48 hours, which really

" 1 q "
means "never to be subject to preemption”)

3wV Wi

group XX

where XX identifies the default load control group for new projects. It can be

up to eight characters long. (Default: "Other")

init_ring N

where the ring number specified by N must be a single digit from 1 to 7,
inclusive. This is the default initial ring for new projects. (Default: 4)
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max_ring N
where the ring number specified by N is the default max_ring for new projects.
(Default: 5) .

LIST OF SAT HEADER VARI/ABLES
The following variables are in the header of the SAT.

uwt weight XX
is the load control weight for the corresponding process overseer named XX,
which can be up to 64 characters long. The weight must be an integer, equal to
10 times the actual weight. For example, users with the standard process overseer
(process_overseer_) have a weight of 1, which is expressed as 10; users who have
a process overseer that restricts them to an edit-only environment (for example,
clerical personnel engaged in typing tasks) might have a weight of 0.5, which is
expressed as 5. The default value of uwt depends on the process overseer, for

example:
Weight Overseer
10 process_overseer_
10 >system_library_tools>iod_overseer_
10 >system_library_tools>card_overseer_
5 >limited_service_system

You can give the word "deleie” {di) instead of weight to delete the process
overseer XX from the list. The maximum number of unit weight table entries is
24,

administratorl User_id

administrator2 User_id
These two items are the User_ids of two persons who are permitted to act as
system administrators. They may be specific people or, more general, User_ids.
For example,

JBSmith.%
*,SysAdmin

permits anyone on the SysAdmin project, plus JBSmith when logged in on any
project, to act as a system administrator.
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max_units N
The N is the load limit, which is 10 times the actual user weights. For example.
if the system can handle 80 users of weight 1, the N should be 800. The default
value of max_units is 750.

This limit is usually overridden by the per-shift values from the configuration
table in the installation_parms segment. However. when automatic Joad control is
disabled (in a special session. for example). the max_units figure in the SAT
header is used. *

Name: adopt__seg
SYNTAX AS A COMMAND

adopt_seg pvname vtocx path
FUNCT/ON

reconstructs a directory branch for a segment or directoryv whose branch has been lost
but whose VTOCE exists. Individual segments may be adopted by the use of the
adopt_seg command.

ARGUMENTS

pvname
is the physical volume name of a mounted phyvsical volume. on which the VTOCE
for a branch that is to be constructed exists.

viocx
is the VTOC index. in octal. of that VTOCE.

path
is the pathname of the entry io be construcied for the segment or directory.
directory portion of this pathname must specify an existent directory.

i 1

e

ACCESS REQUIRED
Use of the adopt_seg command requires access to the phcs_ and hc_backup_ gates.
NOTES

Segments whose branches are to be constructed by adopt_seg can only be returned to
their original position in the hierarchy; the superior directory must exist.
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The new branch that is created is lacking certain attributes, these atiributes can be
reconstructed either manually or by use of the rebuild_dir command. Default values
are supplied for the following attributes:

ACL null

name entry portion of path

ring brackets validation level of caller

safety switch of f

copy switch of f

access class from VTOCE

bit count 3685L4%current length as determined from VTOCE
TPD switch of f

The fix_quota_used command and exec_com have to be used on directories that adopt
segments in this way to correct quota used totals. This is always necessary if quola
has been corrected since the branch was first lost

i Name: alarm__clock__meters
SYNTAX AS A COMMAND
alarm_clock_meters {-control_arg}
FUNCT/ON

displays information about the behavior of the simulated alarm clock used within the
Multics system.

CONTROL ARGUMENTS

-report_resel. -1T
generales a report and then performs the resel operation.

-teset. -1
resels the metering interval for the invoking process so that the interval begins at
the last call with -reset specified. If -reset has never been given in a process, it
1s equivalent to having been specified at process inilialization time.

ACCESS REQUIRED

This command requires access to phcs_ or metering_gate_.

NOTES

If the alarm_clock_meters command is given with no control argument, it prints a full
Teport.
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The following are brief descriptions of the variables printed out by alarm_clock_meters.

No. alarm clock sims
is the total number of times that an alarm clock wakeup was generated.

Simulation lag
is the average value of the simulated clock delays (i.e, the time difference
between when the alarm should have gone off and when it was actually
processed).

Max. lag
is the largest of the simulated delays that has occurred since the time of
bootload. This value is not affected by the -reset control argument.

Priority boosts
is the number of times the alarm clock went off indicating a priority scheduling
process on the ready list should be granted high priority, i.e., have its waiting
time before rescheduling set to 0. This variable is not printed if zero.

Priority elig. lost
is the number of times the alarm clock went off indicating a priority process that
had been running lost its eligibility because it had used up its eligible time. This
variable is not printed if zerc.

EXAMPLES

The following is an example of the information printed when the alarm_clock_meters
command is invoked with no control argument.

Total metering time 1:36:35

No. alarm clock sims. 2274

Simulation lag 91.676 msecs.
Max. lag 2305.883 msecs.
Priority boosts 6
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Name: analyze__multics, azm
SYNTAX AS A COMMAND
azm {-control_args}

FUNCTION

analyze_multics

invokes a subsystem that aids in system crash analysis. It can analyze dumps created
by the bootload command environment (BCE) dump command and copied into >dumps
in the Mulitics hierarchy by the copy_dump command. It can also analyze processes
saved by the answering service after a fatal process error and copied by the

copy_deadproc command.
CONTROL ARGUMENTS

-abbrev, -ab
enables abbreviation expansion of request lines.

-no_abbrev, -nab
does not enable abbreviation expansion of request lines. This is the default.

-no_prompt
suppresses the prompt for request lines in the request loop.

-no_start_up, -nsu :
does not execute any startup exec_com. This is the default.

~-profile PATH, -pf PATH

specifies the pathname of the profile to use for abbreviation expansion.
suffix "profile” is added if necessary. This control argument implies —abbrev.

-prompt STR
sets the request loop prompt to STR. The default is the ioa_ STR:
Ajazm? [ (Ad)A]:A2x

-request STR, -rq STR
executes STR as an azm request line before entering the request loop.

-start_up, -su

executes the exec_com "start_up.azmec" upon invocation of azm. This start_up
exec_com is first searched for in your home directory, then in your project
directory (>udd>Project_id), and last in >site. The first exec_com found is used.

—quit
exits azm after execution of other arguments Can be used with —reguest
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NOTES

This command uses the standard search list mechanism to locate dumps. If it does not
find a "dumps” search list. it creates one, placing >dumps and >dumps>SAVE_pdrs in
the search list as the default. If additional search paths are desired, the add_search_path
command can be used to define them.

VIRTUAL ADDRESS CONSTRUCTS

Accessing data requires some pointer value to define an address space. The generation
of the pointer value is performed by resolving a virtual address (virtual-addr). A
virtual-addr consists of two paris: a segment number and a word offsel.

The command resolves virtual-addrs from the foliowing types of information:

Symbol:
is a symbolic name for a segment number and an offset that can be resolved by
data in definitions_ (i.e.. sst$ptl can be resolved to the correct segment number
and offset of the page table lock).

Segment name:
a segmen! name can be resolved in many wayvs., but it can onlv provide one part
of the virtual address: azm uses 0 as the default offset for this pointer value
(i.e.. tc_data is resolved to SEGNO|0).

Segment number:

a segment number needs no resolution. but a default action needs to be taken for
the offset (the default is 0. ie.. SEGNO|0).

Segment name/number and offset:
the virtual-addr in this case can be a segment name or segmen! number and an
octal offset (i.e.. the construct of pds|20 is translated to SEGNO|20 or dsegl|5 is
0/5). The notation "|" and "$" must be used without spaces (e.g.. 244|0 or
sstscmp).

Temporary poiniers:
azm keeps a set of 11 temporary pointers per translation. (See the set request for |
a list of these pointers.) A translation is one complete entity such as a "dump". [
These pointers can be set with the set request (e.g.. set sp 230|100). They can be |
referenced by other requests as another type of "symbol" in a virtual-addr
expression. after they have been set. If not setl. these pointers are null

Offset operators:
the operators "+N" and "-N" immediately preceding an octal number or
virtual-addr construct can be used ito alter the offset of a virtual address. N is a
number interpreted in octal. No spaces are allowed between the operator and the
N. For example. sst$ptl +30 are resolved 1o be the SEGNO for ssi_seg with the
offset of ptl plus 30 octal locations; sst$ptl+30 1s also valid.
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Indirection:
a virtual-addr can implv indirection. The indirect word can be used as an ITS
pair if it is a valid ITS word pair: if nol. the upper half of the word is used.
The following virtual-addr construct is used to specify indirection {(sst$cmp.*). The
format of an indirect pointer value is:
segno|offset,* segname|offset,* symbol,s
temp_ptr,% temp_ptr |of fset,*
EXAMPLES OF INDIRECTION
17]230,% sst]230,% sstScmp,*+2
sp,* sp|230,%

LIST OF REQUESTS

absolute__address, absadr
SYNTAX
absadr virtual-addr
SYNTAX AS AN ACT/VE REQUEST
[absadr virtual-addr]
FUNCT/ON
translates a "virtual address” 10 an absolute memory address.
ARGUMENTS
virtual-addr
can be a segmenl number. name, or svmbolic address (e.g., 64, prds, prds$am_data).

See "Virtual Address Constructs"” above.

ACTIVE REQUEST EXAMPLE

! display_absolute [absadr sstScmp] 2

displavs the first two words of the absolute address of sst§cmp.
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add__request__table, argt
SYNTAX

argt path

FUNCTION

adds a user—defined request table in the list of request tables being searched by the
current azm invocation.

ARGUMENTS

path
is the pathname of the request table to be added. This request table must be
consistent for use with the subsystem utility. {Refer to the Multics Programmer’s
Reference Manual, Order No. AG91. for request table structure.)

apply. ap
SYNTAX
ap virtual-addr {range} command_line

FUNCTION

extracts all or part of a segment specified by VIRTUAL-ADDR from the selected
dump. and places a copy in a temporary segment. This pathname is passed as the last |
argument in the command_line.

ARGUMENTS

virtual-addr
may be a segment number, name or symbolic address (e.g.. 64, prds, prds$am_data).
See "Virtzal Address Construcis” above.

range
specifies the number of words in octal to be copied. The default is the entire
segment.

command_line
is any command.

(3]
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NOTES

The offset in the virtual address specifies where the copying of the segment begins.
When only part of a segment is extracted, it goes at the beginning of the temporary
segment. For example:

ap pdsSam_data 400 dump_segment

puts 256 (decimal) words at the beginning of the segment.

apte

SYNTAX

apte {proc_indicator} {-control_args}
FUNCT/ON

displays active page table entrv (APTE) information for processes in a dump whose
states match the states specified.

ARGUMENTS

proc_indicator
used for specifying individual processes. 1t can take one of three forms:

The decimal index (starting at zero) of a process in
the dump.

The octal APTE offset of the process.

The octal process_id of the process.

CONTROL ARGUMENTS

-all. -a
displays APTE information for all processes in any state. This is the default.

~blocked, -blk
displays APTE information for all processes in the blocked state.

-count, —ct
specifies the total number of processes meeting the criteria specified by
control_args. With -all, it gives the counts of each process stale.

-current. —cur
displays APTE information for the current process.

—-page_tbl_lock, -ptl
displavs APTE information for all processes marked as page table locking.
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diSpla}'§ APTE information for all processes in

=run

displays APTE information for all processes in

-stopped. -stop

displays APTE information for all processes in

-wait

displays APTE information for all processes in

EXAMPLES

apte 2

displays information for process 2 in a dump.

apte 10600

the

the

the

the

ready state.

running state.

stopped slale.

waiting slate.

displays information for the process with APTE offset 10600 (octal).

apte 3500555555

displays information for the process with octal process_id 003500555555.

associative__memory, am
SYNTAX
am {-control_args}

FUNCTION

displays SDW and/or PTW associative memories.

LOCATION CONTROL ARGUMENTS

~dump

analyze_multics

displays the "dump” associative memories from the bootload CPU at the time the |

dump was taken. This is the default.

-prds

displays associative memories that have been stored in the prds of the processor
on which the current process is running.
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CONTROL ARGUMENTS

-all. -a
displays all entries in the associative memories. The default is to display only
those entries that are valid (i.e., the full bit is on).

-ptw
displavs only the PTW associative memories.

-pageno PAGENO
displays only those entries in the PTW associative memories that have a page
number that matches the value of PAGENOQO (which is an octal page number).

-sdw
displays onlv the SDW associative memories.

-segno SEGNO
displavs only those entries in the SDW and PTW associative memories that have a
segment number that maitches the value of SEGNQ. which is an octal segment
number. (See assoc_mem.incl.pil.)

NOTES

If no control arguments are given. both the SDW and PTW associalive memories are
displayed for the "dump” associative memories.

aste

SYNTAX

aste segno/segname {-control_args}

FUNCT/ON

displays active segment lable (AST), page table. and trailer information. The default
isplays active segment table entry (ASTE) and page table information only.

ARGUMENTS

segno/segname
is the segment number or segment name of interest.

CONTROL ARGUMENTS

-aste
displays AST information for the selected entry.

-at offset. —at virtual-addr
displays ASTE information starting at the offset or virtual address specified.
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~-brief, —bf
displays evervthing excluding the page table information.

—long, -lg
displays evervthing. that is. the ASTE. page lable. and trailer information.

—page_table. -pt
displays page table information for the sclected segment.

—trailer. -tr
displays trailer information about the selected segment.

configuration__deck. cd

SYNTAX

cd {card_names} {-control_args}
FUNCT/ON

displays the contents of the configuration deck in the selected dump. This request
works exactly like the standard pcd command. except that it gels the configuration
deck from the dump.

ARGUMENTS

card_names
are the names of the particular configuration cards to be displaved. Up to 32
card names can be specified (separaled by spaces). If no card names are given.
the complete configuration deck is printed.

CONTROL ARGUMENTS

-brief. -bf

presses the error message when 2 requesited card name is not found. This is

-exclude FIELD_SPECIFIERS. -ex FIELD_SPECIFIERS
excludes particular cards or card types from being displaved. One to 14 field
specifiers can be supplied with each -exclude. and up to 16 -exclude control
arguments can be specified. To be eligible for exclusion, a card must contain
fields that match all field specifiers supplied with any -exclude argument.

~long. -lg
prints an error message when a requested card name is not found.
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-match FIELD_SPECIFIERS
selects particular cards or card types to be displaved. One to 14 field specifiers
can be supplied with each -maich. and up to 16 —match control arguments can be
specified. To be eligible for selection, a card must contain fields that match all
field specifiers supplied with any -match argument.

NOTES

Field specifiers can consist of a complete card field or a partial field and an asterisk
(x). An asterisk matches any part of any field. Specifiers for numeric fields can be
given in octal or decimal. but if decimal thev must contain a decimal point. Asterisks
cannot be specified in numeric field specifiers. All numeric field specifiers are
converted to decimal and matched against numeric card fields. which are also
converted to decimal. Hence. the field specifier "1024." maiches a card containing the
octal field 2000. and the field specifier "1000" matches a card containing the decimal
field 512. Note that all card names must be specified before the first -maich or
-exclude argument. Field specifiers following a -match or —exclude argument include
all arguments until the next -maich or -exclude argument.

display, d

SYNTAX

d virtual-addr {exp} {range} {-control _args}

SYNTAX AS AN ACTIVE REQUEST

[d virtual-addr {exp} {range} {-control_args}]

FUNCT/ON

dispiays a selected portion of a segment in a dump or a saved process.

ARGUMENTS

virtual-addr
specifies the initial offset of the virtual address space 10 be dumped. May be a
segment number. name. or symbolic address (e.g.. 64. prds. prds$am_data). See
"Virtual Address Constructs” above.

exp
15 an expression. which is either an octal value or a virtual-addr construct vielding
an octal value. This value can be posilive or negalive, specified by the plus or
minus sign.

range
specifies the number of words 1o be dumped in octal. If a range is not specified,

the default action is to display one word. If the data is an ITS pair. two words
are displaved.
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MODE SPECIFICATION CONTROL ARGUMENTS

-character, —ch, —ascii
displays the selected number of characters in ASCII. Characters that cannot be
printed are represented as periods. As an active request, —character returns the
character representation of the requested address.

-instruction, —inst
displays the selected number of words as instructions. Read-only segments that are
not part of the dump are located using the hardcore search paths. The default
directory for hardcore search paths is >ldd>hard>e. However, sites that have
modified hardcore can place the directory containing modified bound segments
before >ldd>hard>e in their hardcore search paths. Usage as an active request is
not allowed.

-octal, -oc
displays the selected number of characters in octal. When used as an active
request, it returns the octal value of the requested address. This is the default.

-pir, -p
displays the selected number of word pairs as pointers. When used as an active
request, it returns the octal value in the form SEGNO|OFFSET.

~pptr, -pp
displays the selected number of words as a packed pointer. When used as an
active request, it returns the octal value in the form SEGNO|OFFSET.

-pptrx, -ppx
displays the selected number of words as packed pointers and expands the
SEGNO|OFFSET to a segment name. Usage as an active request is not allowed.

-pirx, -px
displays the selected number of word pairs as pointers and expands the
SEGNO|OFFSET to a segment name. Usage as an active request is not allowed.

CONTROL ARGUMENTS

-as STRUCTURE_NAME

displays the data as a PL/I structure defined by STRUCTURE_NAME. The
STRUCTURE_NAME is an inner ring system-defined include file. See the info
file structure_name.info for a list of available structures and their short names.
The address given in the display request is taken as the address of the beginning
of the structure. If the whole structure is being dispiayed, that is the address
where display begins. If only certain elements are being displayed, that is the
address used to compute offsets of the elements. The structure reference following
-as must be a single string, containing no spaces, and must follow the syntax
described below. The single string is used to specify structure elements, array
indexes, and substring matching. Usage as an active request is not allowed.
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-long, -lg
displays each element of the structure on a separate line. This control argument is
only implemented with -as.

STRUCTURE SYNTAX

The structure reference is made up of two parts: a structure element reference and an
optional set of match strings. If no match strings are supplied, no string matching is
done. The structure element reference syntax consists of one or more element names,
separated by periods, and may contain subscripts following some of these element
names. The first name in a structure element reference must be a level-one structure
reference; partially qualified top—level references are not permitted. Intermediate levels
of qualification may be omitted as long as there is no ambiguity.

All subscripts must be supplied as decimal integers. The subscripts can be cross—section
references such as "(1:4)" to reference elements one through four. Asterisk bounds
cannot be used: if a cross section is desired, its upper and lower bounds must be
given as decimal constants. If an element has more subscripts than are supplied, the
complete cross section is printed for the remaining subscripts. To eliminate the need
for quoting, subscripts may be surrounded by braces instead of parentheses.

To specify that only certain elements be displayed (such as all those with names
containing the string "time"), a set of match strings can be given after the structure
element reference. Each match string begins with a slash and is followed by the string
itself. The final match string can be followed by a slash, but this is not required. If
maich sirings are specified, any element that matches at least one string is displayed.

EXAMPLES OF STRUCTURE REFERENCES

pvt
the whole structure "pvt".

pvt.n_entries
the single element "n_entries" in the structure "pvt".

sst/time/, sst/time
any elements in the structure "sst" containing the string "time". Note that the
final slash is optional.

sst/time/meter/
any elements in the structure "sst" containing either the string "time" or the string
"meter".

sst.space {3}
element three of “sst.space".
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sst.space {2:4}
elements two, three, and four of "sst.space”.

sst.space
all elements of "sst.space”.

sst.level {1}
both elements of the "level" array for "sst.level {1} "
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sst.level {1} .ausedp. sst.level.ausedp{l}
the single element "ausedp” of the "level" array for "sst.level{1}"

STRUCTURE OUTPUT FORMAT

The default output format is a compressed form, which places as many values on a
line as will fit within the line length. The -long control argument places one value on
a line. The short form, additionally. collects all bit{1) flags and displays them, at the
end of the display for each substructure or array element. in two groups: one listing
all the flags that were on ("1"b) and one for all the ones that were off ("0"b).

All PL/l data types are displaved in the same representations used by probe.
Additionally. the following special formats are used:

1. Bit strings are displayed in octal if the length is divisible by three, in hex if
divisible by four, and as bit strings otherwise.

to

Character strings are displayed as a siring concatenated with a repeated constant if
the string is padded on the right with more than 16 nulls, spaces. or octal 777
characters.

Large—-precision (> 51) fixed binary values are also displayed as clock readings if
their values represent clock readings within 10 years of the present.

w2

D/ISPLAY REQUEST EXAMPLES

d 75|560 2
displays the two words in seg number 75 starting a! offset 560.
d pds|560 2

displays the two words in the segment named pds starting at offset 560.

d pdsStrace

displays one word in the pds segmen! beginning at the offset specified by S$trace.

display 244|260 +20 L

displays four words of segment number 244 starting at offset 300 octal

d sp 20

displays 20 octal words starting with the segment offset defined in the azm internal
lemporary pointer (see set request).
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d sstScmp,* +sstScmesize sstdstrsize

causes the word at sst$cmp to be used as an indirect word. or an indirect pointer if
the resultant address has ITS modification, to develop the starting virtual address. The
value derived from sst$cmesize is then added to the sitarting offset for the "final"
starting address. The range. or number of words to be displayed. is specified by the
value contained in sst$strsize.

d sst|2 -as apte
displays the APTE entry at the given offset in the SST as it is defined by
apte.incl.pll.
display__absolute, da
SYNTAX
da abs-addr {range} {-control_args}
SYNTAX AS AN ACT/VE REQUEST
[da abs-addr {range} {-control_args}]
FUNCT/ON

dumps an absolute memory address space in the dump.
ARGUMENTS

abs-addr
is the starting absolute memory address. in octal.

range
specifies the number of words to be dumped in ocial. If a range is not specified.
the default is one word. If the data 1o be dumped is an ITS pair. two words are
dumped.

MODE SPECIFICATION CONTROL ARGUMENTS

For a description of the mode specifications. see the display request.

-character, -ch, -ascii
-instruction, =-inst
-octal, -oc

-ptr, -p
-pptr, -pp
-ppPtrx, -ppx
-ptrx, -px

ro
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events, ev

SYNTAX

ev {-control_args}

FUNCTION

displays significant events, in reverse chronological order. from a dump (see "Notes™).
CONTROL ARGUMENTS

-last N, -1t N
specifies the number of events to print. The default is to print 10 events. |

-long. -lg
displays disk queue events.

-time NSECS. -tm NSECS
specifies the time in seconds before the dump was taken when events were
significant. The default is 10 seconds.

NOTES

The following events are considered as significant: machine conditions (from BCE. |
prds. pds. and the mc_trace_buf). traffic control state change time, system error |
messages, Fim frames in any stack. and connects by device and disk queues (long 1
report only). If neither -lime nor -last are specified. the default action is equivalent |
to "ev —time 10". i

history__regs, hregs

SYNTAX

hregs {hregs_specifier} {-control_args}

FUNCTION

displays a composite analysis or octal dump of the processor history registers. This
request is useful for people who are knowledgable of the hardware. The default action

is to display the AU, CU, DU. and OU history registers for the pds in a threaded
order and interpreted format.
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ARGUMENTS

hregs_specifier
| may be chosen from the following:

| ~condition virtual-addr. -cond virtual-addr
displays history registers from a condition frame. the location of which is
described by virtual-addr.

~dump
' displays the "dump" history registers from the bootload CPU at the time the
dump was taken.

-pds
displavs the history registers that have been stored in the current processes
pds. This is the default.

virtual-addr
displays the history registers that have been stored at the address space
specified by virtual-addr.

CONTROL ARGUMENTS

-au
displayvs the AU history regisiers only.

-cu
displays the CU history registers only.

-du
displavs the DU hislory registers oniy.

-ou
specifies that only the QU history regislers are 1o be displaved.

—-interpret
displays the interpreted form of the history registers only (default), or. if -octal
is given. includes the octal representation also.

-octal, -oc
displays the octal values of history registers onlyv, or, if -interpret is also selected,
displays octal and interpreted form. If neither -octal nor -interpret is specified.
the default action is to display the interpreted form only.

-thread
dispiays the seiecied history registers in the “correct” order. This 1s the default.

-no_thread

displays the selected history registers in serial order. without attempting to sort
them.
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list__dumps, lsd
SYNTAX

Isd {path} {-control_args} l
FUNCTION

lists the dumps and/or the dead processes in the selected dump directory. If path is
not given, it lists all dumps and/or dead processes in the dump directories specified |
in the dumps search list. |

ARGUMENTS

path
is the pathname of the dump directory to be checked. Starnames are acceptable. |

CONTROL ARGUMENTS |

—deadproc, -dp
specifies that only dead processes are to be listed. If path is not given. it checks
all dump directories specified in the dumps search list for dead processes.

~fdump. -fd
specifies that onlv dumps are to be listed. If path is not given. it checks all
dump directories specified in the dumps search list for dumps. This is the
default.

NOTES l
If no -arguments are given, the default is to list onlv dumps. |
Analyze_muitics will use the searc'n_list_defaplts_ mec_hanism 1o ]ocatg and sel up the |
dumps search Vlist, which, by default, will contain the directories >dumps and |
>dumps>save_pdirs. !
list__processes, Isp

SYNTAX

1sp {proc_indicator} {-control_args}

SYNTAX AS AN ACTIVE REQUEST

[1sp {proc_indicator} {-control_args}]
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FUNCT/ON

lists all known processes in the selected dump. As an aclive requesi, il returns the
| process_ids meeting the control argument criteria, otherwise it returns a null string. If
| —count is specified only the total is returned.

ARGUMENTS

proc_indicator
used for specifying individual processes. It can take one of three forms:
- The decimal index (starting at zero) of a process
in the dump.

- The octal APTE offset of the process.
- The octal process_id of the process.

CONTROL ARGUMENTS

-all, -a
lists all processes in the dump. This is the default.

—blocked, -blk
lists processes marked as blocked.

—count, —ct
counts all processes. With -all. it gives the counts of each process state.

—current, -cur
lists the current process.

-page_tbl_lock, -pitl
lists processes marked as page lable locking.

-teady, -tdy
lists processes marked as ready.

-Tun
lists processes marked as running.

-stopped. -stop
lists processes marked as stopped.

-wait
lists processes marked as waiting.

EXAMPLES
! do "select_process &l;sdw 0" ([list_processes])

displays the SDW for DSEG for all processes in the dump.
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machine__conditions, mc

SYNTAX

mc {mc_specifier} {-control_args}

FUNCT/ON

displays all or parts of machine conditions based on the given pointer.
ARGUMENTS

mc_specifier
may be chosen from the following:

-dump
specifies the dump for the bootload CPU registers at the time of the dump. |

-pds {STR1} |
where STR1 can be "all", "fim" ("fim_data"), “page_fault”™ ("pgf", |
"page_fault_data”), “signaller™ ("signal”. "sig". "signal_data”). It defaults to |

"all" if STR1 is not given.

-prds {STR2}
where STR2 can be "all”, "fim" ("fim_data"), "interrupt” ("int", “"interrupt_data"). |
"svstern_trouble” ("sys". "svs_trouble_data"). It defaults to "all" if STR2 is not |
given. |

virtual—addr

is the virtual address construct used to define the address space containing
machine conditions.

The virtual address can point directly to the machine conditions or to the !

frame that contains the machine conditions. In the latter case. the offset is |

calculaied for the user. |
CONTROL ARGUMENTS

—eis
displays the EIS pointers and lengths (interpreted).

—faults, -flt
displays the fault register.

-long, -lg
displays all elements of the MC.

—-mc_err
displays the mc_err data word.
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—-misc
displays the miscellaneous data (i.e.. mc_err, fault reg, time).

-octal, -oc
displays the eis info, SCU data. or pointer registers, in octal. This control
argument is used with -scu, -eis. or -regs.

-pointers {PR_LIST}. -prs {PR_LIST}
displays pointer registers selected by PR_LIST (from 0 to 7. separated by spaces).
If PR_LIST is not specified, all the pointers are displayed.

~ppr
displays only the PSR and IC from the MC.

-registers {REG_LIST}. -regs {REG_LIST}
displays only the basic OU registers. REG_LIST can be anv of the following:

X0 x1 x2 x3 xb x5 x6 x7 a q all.
If REG_LIST is not specified, all of the basic QU registers are displaved.

-scu
displavs only the SCU data of the MC.

—-lime., -im

displays the MC time.

-tpr
displays only the TSR and the CA from the MC.

NOTES

If no MC specifiers are given, the temporary pointer prmc is used. The default
« control arguments are -fault, -mc_err. -pointers. -scu. -time. and -tpr. The
machine_conditions request sels all azm-defined temporary pointers as seen in the
machine_condition frame.
EXAMPLES
mc -pds fim -scu

displays the SCU data found in the fim frame of the PDS currently being referenced
in the dump.
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page__trace, pgt

SYNTAX

pgt {-control_args}

FUNCTION

displays the contents of the page trace table in the current process data segment
(PDS). The default is to display the last 15 trace entries. Trace entries are always
displaved in reverse chronological order.

CONTROL ARGUMENTS

-all. -a
displays all trace entries.

-last N. -It N
specifies the number of trace entries, where N is a positive decimal integer. to be
displayed.

replace, rp

SYNTAX

rp segno/segname path

FUNCT/ON

replaces the segment designated by segno/segname in the current translation table with
another segment designated by path.

ARGUMENTS

Segno/segname
the segment number or segment name within the translation table to be replaced.

path
is the pathname of the segment. The equal convention can be used. For example:

rp bound_system_faults [e wd]>=.new

NOTES

Both per-process and per—system segments can be replaced. For example, if the PDS
is replaced in a process, it affects only the current process: whereas if tc_data is
replaced in a process. it affects the whole dump.
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scus

SYNTAX

sSCus

FUNCTION

prints the memory address space (in octal) of each SCU from the registers saved in

| the dump.

sdw

SYNTAX

sdw {segno/name} {segno/name}

FUNCTION

displavs the SDWs in the current processs DSEG.

ARGUMENTS

5€gno/name
is the segment number or name of interest. The first is the starting segment
number and the second is the ending segment number. If only one is given. only
one is displaved; if none are given, all are displaved.

search, srh

SYNTAX

srh virtual-addr {range} search_string

SYNTAX AS AN ACTIVE REQUEST

[srh virtual-addr {range} search_string]

FUNCTION

searches a segment starting at virtual-addr matching on search_string. The search is

performed on a 36-bit-word boundary. As an active request. the virtual addresses
matching the criteria specified are returned.

ARGUMENTS

virtual-addr
is the pointer to the address space to search.
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range
specifies the number of words to be searched from the starting offset. where
range is an octal value. The default is the rest of segment. The search is staried
from virtual-addr.

search_string
is a 12-character string representing the 12 octal digits that make up a machine
word (36 bits. 3 bils per digit). This forms both the search data and search mask
by using the hyphen (=) as a "don’t care character” in the string. The "do care
digits" are octal "from 0 to 7." Any other charactier is illegal.

EXAMPLES

To search for

1. all words in segment 76 that have the last two digits of 43:

2. all words in tc_data where the upper half = 070707:

srh tc_data 070707------

3. words that end in 1234 in sst_seg starting at 1000. but onlv searching for 200
octal words:

srh sst_seg|1000 200 -------- 1234

4. words that start with 45 and end with 77. starting at ssi_seg$ptl for 100 words:

srh sst_segSpt]l 100 45-=--=---- 77

segment__name, name
SYNTAX
name arguments

SYNTAX AS AN ACTIVE REQUEST

[name arguments]
FUNCTION

prints the segment name given either a virtual address or a segment number.
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ARGUMENTS

virtual-addr
is the virtual address construct used to define the segment.

numli):rthe segment number of the segment to be referenced. Thus, "name 230" returns
j the name associated with the segment number 230. which (in MR11.0) is "stack_0".

segment_number, number

SYNTAX

number arguments

SYNTAX AS AN ACTIVE REQUEST

[number arguments]

FUNCTION

prints the segment number given either a virtual address or a segment name.

ARGUMENTS

virtual-addr
is the virtual address construct used to define the segment.

name
is the name of a segment. e.g. stack_0. Thus. "number ssi_seg” returns the
segment number associated with the segment sst_seg.

select__deadproc. sldp

SYNTAX

sldp {name}

FUNCTION

selects and translates a dead process which has been copied into the Multics hierarchy
via the copy_deadproc tool. The dead process is located by means of the dumps
search list. Bv default, copied dead processes are found in >dumps>save_pdirs.
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ARGUMENTS

name
is the pathname of the process directory of interest. This can be a relative or
absolute pathname. The dead process directory name is of the form person.pdir
or person.N.pdir. where N is a numeric number. N=1 for the most recently
copied dead process. The suffix "pdir" is assumed if not given.

NOTES

When sldp is invoked with no arguments. it prints an identifying message.

select__dump, sld

SYNTAX

sld {name} {-control_args}
FUNCT/ON

selects and translates a dump of a system crash. The dump is found via the dumps
search list. *

ARGUMENTS

name
is the ERF number or the pathname of the zero component of the dump. It can
also be the form path>35. where 35 is the ERF number. Several control
arguments are also acceptable if name is nol specified.

CONTROL ARGUMENTS

-first. -ft
selects the first dump (by ERF number) in the dump directory found via the
dumps search list.

-last. -It
selects the last (most current) dump in the dump directory according to ERF
number.

-next, —nx
selects the next dump in the dump directory. This is relative to the dump
currently being looked at.

—previous, —prev

selects the previous dump in the dump directory. This is relative to the dump
currently being looked at.
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t NOTES
The sld command attempts to select the process as indicaied by scs$trouble_processid.
[ If this cannot be done, the default is the first running process found in the dump.
select__process, slp
SYNTAX
sip {proc_indicator} {-control_args}
FUNCTION

selects a process for examination. When invoked with no arguments, the current
process is listed.

ARGUMENTS

proc_indicator
used for specifying individual processes. It can take one of three forms:

- The decimal index (starting at zero) of a process in the dump.
- The octal APTE offset of the process.
- The octal process_id of the process.

CONTROL ARGUMENTS

-brief, -bf
suppresses the message about changing processes.

-cpu TAG
selects the DBR for the process running on the CPU identified by TAG {where
TAG is one character in the range a through h).

~-dbr dbr_value
selects the process defined by the dbr_value.

-long, -lg
prints a message announcing the new process selected. This is the default.
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set

SYNTAX

set ptr_n virtual-addr
FUNCTION

sets an internal temporary pointer like a CPU pointer register (i.e.. "pré6” or "sp").
These pointers can then be used as a virtual-addr by other azm requests.

ARGUMENTS

ptr_n
can be either the name or number of a "temporary pointer.”

There are eight temporary pointers and two special-case pointers:

NUMBER NAME NUMBER NAME
pr0 ap pri 1p
prl ab pr5 1b
pr2 bp pré sp
pr3 bb pr7 sb

prmc intended tc be a pointer to the current MCs.
prfr intended to be a pointer to the current stack frame.

virtual-addr
can be a segment number, name, or symbolic address (e.g., 64. prds, prds$am_data).
EXAMPLES
set pré 240|100
sets a temporary pir named pré (sp).
set sb 240
sets the temporary ptr (sb) to the base of seg 240 (240]0).
NOTES
The value of a temporary pointer can be displaved via the value reguest:

v {ptrn | -all}
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stack, sk

SYNTAX

sk virtual-addr {-control_args}
FUNCTION

traces a given stack.
ARGUMENTS

virtual-addr
is the virtual address construct defining the stack to be traced.

CONTROL ARGUMENTS

—arguments, -ag
prints the arguments for the stack frames traced. Analyze_multics {(azm) does not
interpret the descriptors in an argument list passed 1o an internal procedure
declared options (variable) because azm has no knowledge about arguments for
internal procedures.

-for N
traces for N stack frames. If no valid stack frames exist (stack_begin_ptr =
stack_end_ptr). a -force must be used.

—force. -fc
forces a forward stack trace. This should be used when there are no valid frames
for this stack (stack_begin_ptr = stack_end_ptr).

~forward, —-fwd
traces in a forward manner.

~long. -lg
prints the arguments and an octal dump of the stack frames traced.

NOTES

The default is to trace the stack in reverse order unless —-force or —forward are
specified. If the virtual-ADDR has a zero offset. then the trace starts at the offset
of the first stack (stack_header.stack_begin_ptr). If it has a nonzero offset, then the
trace starts from that offset in the given stack.
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syserr__log, siog
SYNTAX

slog {-control_args}
FUNCTION

displavs all or parts of the syserr_log and syserr_data segments from the dump. It
does not examine the perm_syserr_log. The default is to print the entire log.

CONTROL ARGUMENTS

—-action A
displavs messages starting at action 0 to the action code specified by A. where A ‘
is a decimal integer in the range 0 to 9.

—-exclude STR -ex STR
excludes any message that contains STR. where STR is a string that is matched
against messages in the log.

~-last N. -It N
starts the scan N messages back from the end of the log. where N is a decimal
integer.

~match STR

displays any message that contains STR. where STR is a string to be matched
against messages in the log.

SaES

—expand. -exp
interprets the binary data of messages. The format is generally dependent on the
text of the message.

traffic__control__queue. tcq

SYNTAX

tcq {-control_args}

FUNCTION

displays process DBR. process state, process ID, current CPU. and user ID from the

traffic controller's eligible queue, as well as the "process number” in the dump. The |
default is to display only the eligible queue.

2-41 GB64-00



analyze_multics analyze_multics

CONTROL ARGUMENTS

-all

displays the eligible, real-time. interactive, and work-class queue entries, including
the unthreaded entries.

-ready. -rdy
displavs the eligible. real-time, interactive, and work-class queues. excluding the
unthreaded entries.

value. v

SYNTAX

v ptr_ni...ptr_nn

or

v -all

FUNCTION

displays the current value of one or all of the temporary pointers.
ARGUMENTS
ptr_n
specifies which of the temporary pointers is to be displayed. Refer to the set
request for a list of the azm-defined pointer names.
-all. -a
specifies that all of the pointers are to be displayed. This is the default.
verify__associative__memory, vfam
SYNTAX
vfam {-control_args}
SYNTAX AS AN ACTI/VE REQUEST
[vfam {-control_args}]

FUNCTION

performs a consistency check on the associative memories stored at the time of a
dump by comparing them to the appropriate entries in the "dump dseg” and page
tables. When used as an active request, returns "true” if anv inconsistencies are found,
"false" otherwise.
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CONTROL ARGUMENTS

restricts the verification to the PTW associative memories.

-sdw
restricts the verification to the SDW associative memories.

NOTES

If you give no argument, both SDW and PTW associative memories are checked.

why

SYNTAX

why

FUNCTION

tries to find the stack that has a call to syserr_real$syserr_real or call_bos$call_bos
and sets the temporary pointers pr6 and prfr to the stack frame. This request searches
the stacks for a frame that has a return_to_ring O_ frame and sets the temporary
pointers from this set of machine conditions that called this entry.

NOTES

if the crash is due to fim_utiicheck_fauit finding a probiem, the machine condition
CU data is displayed and all temporary pointers are set from these machine conditions.
If this is an execute fault, then some lock info is printed and the process selected is
lock ordered: sst_seg$ptl followed by sst_seg$asit, then scs$connect_lock followed by
tty_buf$slock and tty_bufS$timer_lock.

If this dump is due to a manual return to BCE, then some pertinent lock information
Standard Subsystem Requests

prints a line describing the current invocation of azm.

prints a list of requests available in azm.

abbrev, ab
controls abbreviation processing of request lines.
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answer
provides preset answers to questions asked by another request.

do
executes/returns a request line with argument substitution.

exec_com, eC
executes a file of azm requests that can return a value.

execute, e
executes a Multics command line.

| execute_string, exs
| substitutes arguments into a control string.

help
prints information about azm requests and other topics.

if
conditionally executes/returns one of two request lines.

list_help, 1h
displays the name of all azm info segs on given topics.

list_requests, Ir
prints a brief description of seiected azm requesis.

quit, q
exits azm.

ready, rdy
prints a Multics ready message.

ready_off, rdf
disables printing of a ready message after each request line.

ready_on, rdn
enables printing of a ready message after each request line.

substitute_arguments, substitute_args, sbag
substitutes arguments into a control string and prints the result on user_output.

subsystem_name
prints/returns the name of this subsystem.

Tamerat acue <
SUUSysii__ version

prints/returns the version number of this subsystem.

The standard escape convention for executing Multics command lines (.) is also
supported.
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Name: as__who

SYNTAX AS A COMMAND

as_who {-control_args} {User_ids}
SYNTAX AS AN ACTIVE FUNCTION
[as_who {-control_args} {User_ids}]
FUNCTION

lists the contents of the answering service’s user tables answer_table, absentee_user_table,
and daemon_user_table in the directory >scl. As an active function, it returns
Person_id.Project_id for the processes selected for output, separated by spaces.

ARGUMENTS

User_ids
can be the access control names

Person_id.Project_id
lists all users logged in with the specified Person_id and Project_id.

Person_id
lists ali users logged in with the specified Person_id.

Project_id
lists all users logged in with the specified Project_id.

You can use the star convention.
CONTROL ARGUMENTS

—-absentee, -as ‘
prints the ratio of absentee users logged in to the number of absentee slots
currently available and then lists the absentee users.

—channel chn_id, —chn chn_id
lists only interactive users whose tty ID matches chn_id, daemon users whose
source name (e.g., prta, vinc, etc) matches chn_id, or absentee users whose
absentee name (e.g., absl) matches chn_id. The chn_id argument can be a
starname (1o cause several users i be listed).

-connected |
prints a list of connected (interactive) processes only. |

-cpu
shows CPU usage (in seconds) for the listed processes. You need access to
metering_gate_ or phcs_.
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—-daemon, -dmn
prints the number of currently active daemon processes and then lists them.

—disconnected, -disc
prints a list of disconnected processes only.

-group {name}, -gp {name}
prints a list of users that fall under the specified load control group (see "Notes"
below).

-idle
shows how long (in seconds) the listed processes have been idle. You need access
to metering_gate_ or phes_.

-interactive, —ia
prints a list of all users having current interactive processes.

-long, -lg
prints the long form of output inciuding log-in time and tty ID. If you give no
-lg, the command prints the User_id (Person_id.Project_id) and flag for each user
(see "Notes" below).

-name, -nm
sorts the users by name.

-no_header, ~nhe
suppresses column headings and load control heading from the printed output.

-pdir_volume {lv_name}, -pdv {lv_name}
either includes in the output the name of the logical volume containing the user’s
process directory segments (if you supply no lv_name) or prints information about
only those users whose process directory segments are on the volume specified by
lv_name.

| -process_id, -pid
| includes the process_ids for the listed processes.

-project, —pj
sorts the users by project.

-secondary, —sc

prints a list of all users having currently active secondary user processes (see
"Notes" below).
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NOTES

Access to the user table segments is usually restricted. If you lack access to these
tables, use the who command (see the Commands manual, AG92) to list the whotab
segment in >scl, which is a public list of logged-in users.

The default sort is by login time.

Anonymous users’ true log-in names are shown, preceded by a =.
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Specification of the -long control argumeni returns time of login, ity ID, weight,
device channel, load control group, flags indicating special variables. and a User_id for
each user.

Included in the output next to the User_id are flags, indicating preemption attributes
(primary or secondary status). and the current status of that user’s process (these
attributes vary according 1o the login instance and the discretion of the project
administrator). When this command is invoked with the -long contro! argument. the
column listing these flags has the heading "PNDS." The flags in these four column
positions indicate the user’s status with tespect to: Preemption, Nolist, Disconnected,
and Suspended status. Additionally. if the -idle control argument is specified, R and
W flags can occur. An R flag indicates the process is ready: a W flag indicates the }
process is waiting for another event. ,

Possible preemption attribute flags are:

<blank>
indicates that the user has primary status.
S
indicates that the user has secondary status.
+
the user has the nobump attribute (cannot be preempted).
>
the user is subject to bumping (preemption) by other members of his project,
whose grace period has not yet run out
X
the user has been bumped but has not yet logged oul.
D

identifies a daemon user.

<"blank>"
the user does not have the nolist attribute.

N
the user has the nolist attribute.

Possible disconnected flags are:

<blank>
the user is not disconnected.

D
the user is disconnected.
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Possible suspended flags are:

<blank>
the user is not suspended.

the user is suspended.

EXAMPLES

In the following esample, the as_who command is invoked with the -long control
argument. and the resulting output is printed:

! as_who -iong

Multics mpp03221; Development Machine.

Load = 11.0 out of 70.0 units; users = 11 out of 70

Absentee users = 1 background, 1 foreground; Max background absentee users = 3
Daemon users = 7

System up since 0L/23/8L 1308.3

Scheduled shutdown at 0L/23/84 2300.0

Last shutdown was at OL/22/8L4 2307.7

Login at TTY Load Chan Group PNDS User 1D

2119.1 none 1.0 a.h018 SysProg > D Smith.Multics

2150.3 001 1.0 a.h0i1g Admin > Jones.SysAdmin

2200.1 Q1 1.0 abs1 Admin Jones.SysAdmin (crank)
2207.4 Q FG 1.0 abs2 SysProg Doe.Multics (load_tape)
1308.4 cord 1.0 cord 10 D 10.SysDaemon

1308.6 bk 1.0 bk System D Backup.SysDaemon
1308.6 prta 1.0 prta i0 D 10.SysDaemon

1308.6 puna 1.0  puna 10 D 10.SysDaemon

1308.7 vinc 1.0 vinc System D Volume_Dumper.SysDaemon
1308.7 nw 1.0 nw System D Network_Daemon.Daemon
1308.7 ns 1.0 ns D Network_Server .Daemon

The following example invokes the as_who command to list all users on projects that
begin with "Mi".

! as_who .Mi%

The following example invokes the as_who command to list all users on the CompBar
project whose names begin with "A".

! as_who A%.CompBar
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Name: backup__dump

SYNTAX AS A COMMAND
backup_dump path -control_args
FUNCTION

either dumps a single segment, directory, or subtree or uses a dump control file to
dump a set of segments, directories and subtrees. It is one of the commands used to
control hierarchy dumping of storage system segments and directories to magnetic tape.
The other commands are:

catchup_dump
complete_dump
end_dump
start_dump
wakeup_dump

The backup_dump command 1is the most general of all the hierarchy dumping
commands. It is called by the start_dump, catchup_dump and complete_dump
commands to perform the actual dumping. after they have set certain perprocess static
switches. In addition. vou can use various control arguments to make the backup_dump
command imitate the kind of dumping done by the start_dump, catchup_dump and
complete_dump commands.

The backup_dump command allows cross dumping. a feature not allowed by the other
hierarchy dumping commands. That is, it allows a specified segment, directory or

& “is il

subtree lo be dumped to tape and recorded on the tape as coming from a different
location in the hierarchy.

You should note that argument processing for all of the hierarchy backup commands
is performed by a common argument processing procedure. The values of all
arguments are remembered in static storage and remain in effect for the life of the
process. unless changed by arguments given in subsequent invocations of backup
commands. it should aiso be noied that the dumping commands and the reloading/retrieving
commands are all part of the same hierarchy backup system, and argument values set
by the dumping commands remain in effect for the reloading/retrieving commands and
vice versa, unless overridden. However. dumping and reloading cannot be done in the
same process; use the new_proc command between dumping and reloading. See "Notes
on Default Arguments" below.

ARGUMENTS

path
is the absolute pathname of the segment, directory or subtree to be dumped.
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CONTROL ARGUMENTS

-all
causes all directory entries (in the specified subtree) to be dumped. regardless of
their dates modified or dates dumped. This argumen! overrides a previously given
—-did control argument or DATE argument. This is the default.

-brief_map. -bfmap
1 creates a map file that lists the processed entries.

—control path
indicates that path is the pathname of a dump control file. The suffix "dump” is
assumed. For example, "-control sys_dirs” specifies a control file named
sys_dirs.dump. in the working directory. See "Notes on Format of a Dump
Control File" below.

~debug
disables those phes_ and hphes_ calls that deactivate dumped segments and set
| quotas. This allows nonprivileged users to use backup_dump to save copies of
| their hierarchies on tape.

—destination STR, -ds STR
specifies a destination for printing maps and error files. The default is
* "incremental” for maps and "error file" for error files.

-did

tests and dumps each segment only if the segment or iis branch has been
modified since the last time it was dumped.

-error_of
writes error messages into a file rather than online. The name of the error file
is printed when the first error is encountered. This is the default.

—-error_on
writes error messages on the user’s terminal.

-header STR. -he STR
specifies a heading for dprinting maps and error files.

-hold
leaves the current hierarchy dump tape or tapes mounted and inhibits rewinding
after the current hierarchy dump cycle is completed.

—-map
writes a list of the segments and directories processed into a file. This is the
default.
*

-nodebug

enables hphes_ calls to set quotas and the transparency switches. This is the
default.
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-nohold
rewinds and unloads the hierarchy dump tape or tapes at the end of the current
dump pass. This is the default.

~nomap
inhibits listing of the names of processed segments and directories and -turns the
tape switch on (see —tape below).

—nooutput
inhibits writing hierarchy dump information even if the tape switch is on. This is
used for a test run or debugging.

—noprimary, —npri
uses each pathname as given. The default is —primary.

-notape
inhibits writing of a hierarchy tape. This argument also causes a map to be
created even if it was previously inhibited. (See -map above.)

-only
indicates that only the requested segment or directory and its branch are to be
dumped. This is the opposite of -sweep.

—operator STR
indicates that STR is the user’s name or initials (up to 16 characters in length).

—output
writes hierarchy dump information onto the tape if the tape switch is on. This is
the default.

—primary. -pr
replaces all directory names in each pathname with the primary names. This is
the default.

-pvname STR
indicates that segments and directories may only be dumped if they reside on the |
physical volume specified by STR. |

~-request_type STR, -rqt STR
specifies an output request type for printing maps and error files. Available
request types can be listed by using the print_request_types command (described in
the Multics Commands and Active Functions manual, Order No. AG92). The
default is "printer.” *

—-sweep
indicates that the whole subtree beginning with the given directory is to be
dumped. subject to the criteria of the -ditd control argument or the DATE
argument if either has been invoked. This is the default.
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—tape
allows writing of a tape. This is the default.

—-tapes N
indicates that N is the number of output tape copies to be made where N can be
either 1 or 2. The default is 1.

—-1tape

sets the number of tape copies to 1 as an alternative to the —tapes argument.
~21apes

sets the number of tape copies to 2 as an alternative to the —tapes argument.
DATE

an argument beginning with a character other than "-" or ">" is assumed to be a

date, in a format acceptable to the convert_date_to_binary_ subroutine. If the
argument can be converted to a date, then only segments and directories modified
after that date are dumped.

NOTES ON DEFAULT ARGUMENTS

The values of arguments given to any of the hierarchy backup commands are
remembered in static storage and remain in effect for the life of the process. unless
explicitly changed during the invocation of a subsequent backup command.

The following defaults are in effect for the dumper before anv backup commands are
given: they are not. however, reset o these values at the start of each backup
command, except as noted.

-all
-contin
-error_of
-map
-nodebug
-nohold
-output
-primary
-sweep
-tape
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The following defaults are set automatically at the time the respective commands are
execuled:

catchup_dump
-tape
(default date yesterday at midnight)

complete_dump
-all
-tape

start_dump
-dtd
-hold
-tape
-wakeup 60

NOTES ON FORMAT OF A DUMP CONTROL FILE
The control file specified by "—control path” is an ASCII segment containing absolute
pathnames of entries (segments, MSFs, and directory subtrees) to be dumped. each on
a separate line. Cross-dumping is specified by "=new_path” following a pathname, with
no intervening spaces, where new_path is the pathname of the new parent directory if
the string contains >’s: otherwise, it is a new entryname 1o replace the entryname
portion of the pathname dumped. The entry is placed on the tape as if its pathname
were the resulting new pathname.

Name: backup__load

SYNTAX AS A COMMAND
backup_load {path} {-contrecl_args}
FUNCTION

either reloads the entire contents of one or more hierarchy dump tapes into the
hierarchy. leaving it looking exactly as it did when ‘the dump tape was made. or uses
a retrieval control file to reload a set of segments, directories and subtrees. It is one
of the commands used for hierarchy reloading and retrieving of storage system
segments and directories. The other commands are:

reload (initializer command)
reload (Multics command)
reload_system_release
retrieve
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The backup_load command is the most general of all the hierarchy reloading/retrieving
commands. It is called by the reload and retrieve Multics commands. and by the
reload and reload_system_release initializer commands. It places its maps in the
working directory and doesn’t automatically dprint them.

You should note that argument processing for all of the hierarchy backup commands
is performed by a common argument processing procedure. The values of all
arguments are remembered in static storage and remain in effect for the life of the
process, unless changed by arguments given in subsequent invocations of backup
commands. It should also be noted that the dumping commands and the reloading/retrievin
commands are all part of the same hierarchy backup system. and argument values set
by the dumping commands remain in effect for the reloading/retrieving commands and
vice versa. unless overridden. However, dumping and reloading cannot be done in the
same process. use the new_proc command between dumping and reloading. See "Notes
on Default Arguments” below.

ARGUMENTS

path
is the absolute pathname of a retrieval control file (see "Notes on Format of a
Retrieval Control File" below). This argument is optional. It can be given
anvwhere on the command line.

CONTROL ARGUMENTS

-all
causes segments to be retrieved from the tape regardless of their date/time
dumped. This control argument overrides a previously given DATE argument. This
is the default.

-brief_map. -bfmap
| creates a map file that lists the processed entries.

—debug
disables those hphcs_ calls that set quotas and transparency switches.

—destination STR. -ds STR
specifies a destination for printing maps and error file. The default is
* "incremental” for maps and "error file” for error files.

—error_of
writes error messages into a file rather than printing them. The name of the
error file is printed when the first error is encountered. This is the default

—error_on
writes error messages on the user’s terminal.

—first

prevents searching a tape for additional copies of a requested segment or subtree
after the first copy has been retrieved.
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-header STR. -he STR
specifies a heading for printing maps and error files.

-last
indicales that the last copy of a given segment or subtree on a tape or set of
tapes is to be retrieved. This is the default.

-map
writes a list of the segments and directories processed into a file. This is the
default.

-nodebug
enables hphes_ calls to set quotas and the transparency switches. This is the
default.

-nomap
inhibits listing of the names of processed segments and directories.

-noprimary. -npri
uses each pathname as given. The default is —primary.

-nogcheck
causes the hierarchy reload to be done with quota checking suspended. Access to
hphes_ 1s required. This is the default.

-noquota
inhibits resetting of quotas. See —quota. This 1s the default.

—-noreload
inhibits actual hierarchy reloading. of segments into the hierarchy. This control
argument can be used with -map to create a table of contents of the tape. The
-noreload control argument also causes the names that would have been reloaded
to be pul into the map.

-nosetlvid
inhibits the setting of the logical volume identifiers for each directory 1o be
reloaded.

-notrim
inhibits deletion of entries in a directory. Entries can only be added or modified.

-operator STR
indicates that STR is the user’s name or initials (up to 16 characters in length).

-primary, -pri

replaces all directory names in each pathname with the primary names. This is
the default.
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-pvname STR
| indicates that segments and directories may only be reloaded onto the physical
| volume specified by STR.

—qcheck
causes quola restrictions 1o be enforced during the reload.

~quota
causes the quotas on directories being reloaded to be set to the values thev had
when the directories were dumped. Access to hphcs_ is required.

—-reload
enables actual reloading of segments into the hierarchy. This is the default.

-request_type STR. -rqt STR
specifies an output request tvpe for printing maps and error files. Available
request types can be listed by using the prini_request_types command (described in
the Multics Commands and Active Functions manual, Order No. AG92 ). The
default is "printer”.

—setlvid
enables setting of the logical volume identifier for reloaded entries inferior to
each directory reloaded. This is the default

-Irim
enables deletion of all entries in a directory not found in the copv of that
directorv being reloaded. This causes entries deleted from an earlier version of
the directory to be deleted when a later version is reloaded. It has effect only in
the case of a directory that is both on the tape and in the hierarchy. This is the
default.

DATE
an argument beginning with a character other than "-", or ">" is assumed o be a
date in a format acceptable to the convert_date_to_binary_ subroutine. If it can
be converted successfully, then the hierarchy retriever only retrieves segmenis and
* directories dumped at or after the given date/time.

NOTES ON DEFAULT ARGUMENTS

The values of arguments given to any of the hierarchy backup commands are
remembered in static storage and remain in effect for the life of the process, unless
explicitly changed during the invocation of a subsequent backup command.
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The following defaults are in effect for the reloader and retriever before any backup
commands are given: they are nol. however, reset to these values at the start of each
backup command, excep! as noted below.

-all
-error_of
-map
-nodebug
-nohold
-noquota
-primary
-reload
-setlvid
-trim

The following defaults are set automalically at the time the respective commands are
executed:

reload (initializer command), reload (Multics command), |
reload_system_release: !
-quota
-trim

retrieve:
-all
-noquota
-notrim

All of the above commands:
-map

NOTES ON FORMAT OF A RETRIEVAL CONTROL FILE

The hierarchy retrieval is controlled by an ASCII segment containing one line for each
object to be retrieved. A line can contain a single pathname or two pathnames
separated by an equal sign. The left—hand side specifies the segment or directory
sought and the right-hand side, if present, specifies the new name under which that
entity is to be retrieved. The sought pathname must begin with a > aud end with
either an eniryname or the characters >**. If an entryname is specified, a single

object of that name is retrieved.

If >%x is specified. the entire directory hierarchy, beginning at the point indicated in
the pathname. is retrieved. In this case, the right_hand pathname, if present, ends in
the name of the directory under which these entries are to be reloaded. For example:

>udd>one_dir>%*x=>udd>two_dir

If a new name 1is specified on the right, it can be either a pathname or an
entryname. If an entryname is given, the single object found is loaded with its former
pathname and the new entryname.
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If two pathnames are specified, both are checked against the current hierarchy and a
new pathname consisting only of the primary entrvname is created. This new
pathname, as well as the original, is then used in searching the hierarchy. For
example, >udd>sd is translated into >user_dir_dir>SysDaemon and both versions are
sought. Primary names are used unless the —noprimary control argument is in effect.
A hierarchy retrieval control file can contain a maximum of 256 lines.

EXAMPLES
A hierarchy retrieval control file containing the line:
>udd>Mul tics>®%

searches the tape for directories and segments whose first two pathname components
are >user_dir_dir>Multics. These items are retrieved as found.

A hierarchyv retrieval control file containing the line:
>ldd>a>b>c

searches the tape for the segment >library_dir_dir>a>b>c. This item 1is retrieved as
found.

A hierarchy retrieval control file containing the line:

>ldd>a>b=c

searches the tape for the segment >library_dir_dir>a>b. This item is retrieved under
the name >ldd>a>c.

A hierarchy retrieval control file containing the line:
>idd>x>y>%i=>1dd>z>y

searches the tape for directories and segments whose first three pathname components
are >library_dir_dir>x>y. These ilems are retrieved in the subtree >ldd>z>y.

2-58 GB64-00



bind_fnp bind_fnp

Name: bind__fnp
SYNTAX AS A COMMAND

bind_fnp pathname {-control_args}
FUNCTION

produces a core image segment that can be loaded into the FNP. It uses two control
segments: a bindfile, which specifies the configuration that the FNP will support, the
names and ordering of the object segments included in the core image. and the size
of certain software tables; and an optional search rules segment, which specifies which
directories are searched to find the object segments.

ARGUMENTS

pathname
specifies the pathname of the bindfile. If pathname does not have a suffix of
bind_fnp. one is assumed.

CONTROL ARGUMENTS

-cross_ref, —cref
adds a symbol cross reference to the listing segment. If -cross_ref is specified,
the listing is generated regardless of whether -list is also specified.

-list. -ls
produces a listing segment whose name is derived from the name of the bindfile,
with the suffix changed to list. The listing segment is a record of the binding. It
contains a copy of the bindfile, a load map, and any error messages generated
during binding.

—-search, —se
indicates that the user wishes to specify the rules used to search for Multics
Communications System object segments being bound into the core image. If
given, there must be a segment in the working directory containing an ASCII list
of relative pathnames of directories to be searched in the order in which the
search is desired. By default, the working directory is searched. This segment
must have the same eniryname as the bindfile, but with the suffix changed to
search.

-version STR
assigns a version of STR to the core image. The maximum length of STR is four
characters. If this control argument is given, it overrides the version keyword
specified in the bindfile.

NOTES
A default bindfile is supplied with the system. In general, the only fields that a site

administrator would change are: hsla, Isla, version, order, and the size keyword for
the trace module.
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When creating a new FNP core image. object segments that are unchanged must be
extracted from the object archive (see the Mul/tics Commands and Active Functions
manual, Order No. AG92) into a directory in the search list before executing the
bind_fnp command.

The syntax of the bindfile is described in the Mu/tics Communications Administrator’s
manual, Order No. CC75.

| Name: before__journal__meters. bjmt
‘ SYNTAX AS A COMMAND

| bjmt {paths} {-control_args}

‘ FUNCTION

| displays metering information about data management before journal activity. The
| information provided summarizes activity on a per—system and per—journal basis. The
| Tesel capability sets the meters to zero for the process only.

I ARGUMENTS

| paths . L . .

| are pathnames of before journals for which metering information is to be
| displaved. If the .bj suffix is not present, it is added. If no pathname is
| specified. metering information is displaved for all journals currently active in the
| system.

| CONTROL ARGUMENTS

-brief. -bf
selects the brief format for reporting on before journal usage. This is the default

~long., -lg
selects the long format for reporting on before journal usage. This format
includes a breakdown of each before journal manager operation performed during
the current invocation of DMS.

-Teport_reset, -IT
reports on the meters and then resets them.

~-teset, -TS
resels the meters to zero without printing a report.

| ACCESS REQUIRED

Some portions of the long report require re access to dm_admin_gate_. Nonprivileged
users can display the unrestricted portions of the report.
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EXAMPLES

Two sample invocations of this command appear below. The first displays the brief |
format (default). the second. the long format. |

bimt |

Total metering time: 3:09:5] |

Journals in use 1 of 64
Pages held 0 of 700 (700 per journal).
Segments active in

LK pool 0O of LOO

16K pool 0 of 150

64K pool 0 of 60

256K pool 0 of 25

>site>dm>system_low>system_default.bj

journal size 4000

before images written O

before image bytes written O
times journal filled O
successful recycles 0

control intervals recycled O
transactions started |

non null transactions 0O

avg before image/transaction O
avg bytes/before image 0

avg bytes/transaction 0

avg control intervals/recycle O
time stamp 11/12/84 18L45.7 est Mon

bjmt -1g

Total metering time: 3:09:19 I

Journals in use 1 of 64
Pages held O of 700 (700 per journal).
Segments active in

LK pool O of LOO

16K pool 0 of 150

6LK pool 0 of 60

256K pool O of 25
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Calls to
begin transaction 1
write before image O
write abort mark O
write commit mark 1
write fm post commit O
write fm rollback handler 0
write rollback mark O
rollback O

Synch write
attempts O
holds 0 '
invalid - null DM stamp O
invalid - bad DM stamp O
invalid - bad BJ index O
invalid - bad time stamp O
tosses 0O

Other ring zero calls
uniink O
activate 0 (0 denied)
deactivate 0
set stamp O
allocate 3
free 2

>site>dm>system_low>system_default.b]

journal size L0OOO

before images written Q
before image bytes written O
times journal filled 0
successfutl recycles 0
control intervals recycied O
transactions started |
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non null transactions 0O

avg before image/transaction O

avg bytes/before image O

avg bytes/transaction 0O

avg control intervals/recycle O
time stamp 11/12/84 1845.7 est Mon
pages currently held O

Name: bootload__fs
SYNTAX AS A COMMAND
bootload_fs operation {args}

FUNCTION

bootload_fs

allows you to operate on a copy of the bootload command environment (BCE) file
system. This includes the ability to extract the real BCE file system and to replace it

with this working copy.
ARGUMENTS

operation :
is an operation listed below under "List of Operations.”

args
are arguments required by the designated operation.

LIST OF OPERATIONS

The operations are grouped into two categories. The first group determines the
location of your copy of the BCE file system; operations in this group can also
extract the real BCE file system and overwrite it with your copy. The second group

operates on objects in your working copy of the BCE file system.
OPERATIONS ON PARTITIONS
discard_partition, dpart”

Syntax: bootload fs discard partition {-control_arg

discards the contents of the working copy of the BCE file system. Follow this

operation by a read_partition, use_partition or init_partition operation.

2-63

GB64-00A



bootload_fs bootload_fs

The control arguments is
—force, -fc
discards the contents of the working copy of the BCE file system without
querying you first.
init_partition, ipart

| Syntax: bootload_fs init_partition {-control_arg}

clears out the contents of the working copy of the BCE file system. The result

of init_partition is a file system containing no files; the result of discard_partition

is no file system at all

The control arguments is

—-force, -fc
clears out the contents of the working copy of the BCE file system without
querying you first.

| read_partition, rpart
Syntax: bootload_fs read_partition pv_name part_name

reads the BCE file system from a specified disk partition into your working copy
of the file system, overwriting the previous contents of vour copv. You need
access to hphcs_.

The arguments are

pv_name
is the name of a mounted physical volume.

part_name
is the name of a partition on the specified volume to be read.

save_partition, svpart, spart

Syntax: bootload_fs save_partition path

saves the current contents of your working copy of the BCE file system into a
segment.

The arguments is
path

is the pathname of a segment that is overwritten with your working copy of
the BCE file system.
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use_partition, upart

Syntax: bootload_fs use_partition path

copies the contents of a user-specified segment to become your working copy of
the BCE file system.

The arguments is

path
is the pathname of a segment that overwrites the current contents of your

working copy of the file system.

write_partition, wpart

Syntax: bootload_fs write_partition {pv_name {part_name}}
{-control_args}

replaces the BCE file system found in the specified disk partition with your
working copy. You need access to hphcs_.

The arguments are

pv_name
is the name of a mounted physical volume.

part_name
is the name of a pariition on the specified voiume to be read.

The control arguments is

-force, —fc
overwrites the old partition without querying you first.

If you supply no arguments, write_partition uses the identity of the partition last
specified in a read_partition operation.

OPERAT/ONS ON FILES

delete_files, delete, dl

Syntax: bootload_fs delete_files file_name

deletes files from the working copy of the BCE file system.
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The arguments is

file_name
is the name of a file that is to be deleted from the BCE file system.

list_files, list, Is
Syntax: bootload_fs list_files
lists the names and lengths (in characters) of the files in the working copy of the
BCE file system.

read_file, read, r

Syntax: bootload_fs read_file file_name path

extracts a file from the working copy of the BCE file system and places it into a
Multics storage system file.

The arguments are

file_name
is the name of a file within the working copy of the BCE file system.

path :
is the pathname of the Multics file into which the BCE file is to be copied.

rename_file, rename, ™

Syntax: bootload_fs rename_file old_file_name new_file_name

renames a file within the working copy of the BCE file system.
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The arguments are: |

old_file_name |
is the name of an existing file in the BCE file system. . |

new_file_name |
is the new name to be given to the old file. i
write_file, write, w , |

Syntax: bootload_fs write_file path file_name i

places a copy of a Multics storage svstem file in the working copy of the BCE |
file system. [

The arguments are: |
path |
is the name of a file in the Multics hierarchy to be copied into the BCE |
!
I

file system.

file_name |
is the name the copy is to have within the BCE file system. |

Name: cache__meters |
SYNTAX AS A COMMAND |

cache_meters {-control_args} i
FUNCTION |

interprets and prints per—system metering information on central processor, hardware |
recoverable, cache memory errors. !

CONTROL ARGUMENTS |

-brief, -bf
inhibits the display of lines that are all zero. The default is to display all
counters even if they are all zero.

-cpu {tagl...tagN}
displays fault counts for those processors specified by tagi. Tag mayv be one of
the letters a through h or A through H. If tag is omitted, all processors are
selected.

2-67 GB64-00



cache_meters cache_meters

| —repori_reset. -Ir
| generates a full report and then performs a reset operation.

-resel, -Is
resets the metering interval for the invoking process so that the interval begins at
the last call with -reset specified. If ~reset has never been given in a process. it
is equivalent to having been specified at system initialization time. The metering
interval is reset for ALL processors.

—-total., -tt
displays total error counts for all processors. This is the default.

| NOTES

| If all of a processor's cache counters are zero. that processor is omitted from the
] display.

| The following is a Dbrief description of the variables printed by the cache_meters
| command.

| CPU Tag
| 1s the tag or name of the processor.

Cache Type
1s the type of processor cache and cache size.

Primary Dir Parity/MultiMaich
the processor detected a parity or multiple match in the primary cache directory.
This condition causes the processor 1o abort the cache cycle and go to backing
store for the data. Ths counter is valid for all processors and cache tvpes.

| The following counters are valid only for DPS 8 processors:

PT X Buffer OVFL/PAR/SEQ Err
either the processor's Write-Notify buffer logic could not keep up with
Write-Notify signals for the port specified by X (A. B. C or D), or the processor
detected a parity or sequence error on the specified port. Detection of this
condition causes the processor to flush cache.

Primary DIR/PT Buffer Overfiow
the processor’s primary cache directory or port Write-Notify buffer logic could
not keep up with Write-Notify signals. This condition forces the processor to
flush cache.

WNO Parity ANY Port
the processor detected a parity error on the data or address protion of the
Write-Notify signal for port A, B, C or D. This condition forces the processor
to flush cache.
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Level N Dup Dir Parity
the processor detected a parity error in the duplicate cache directory match logic
for the level specified by N (0, 1. 2 or 3). This condition forces the processor to
flush cache.

Dup Dir MultiMatch
the processor detected a multiple match condition in the duplicate cache directory.
This condition forces the processor to flush cache.

Name: change__kst__attributes

SYNTAX AS A COMMAND

change_kst_attributes {-control_arg} target attribute
FUNCTION

allows a user to change selected per—process attributes of a segment.
ARGUMENTS

target
specifies the segment whose known segment table (KST) attributes are to be
changed. Either a relative pathname or an octal segment number can be supplied.

CONTROL ARGUMENTS

-name. —-nm
is only used if the target is a relative pathname that looks like a segment
number.

LIST OF ATTRIBUTES
One or more of the following must be given:

allow_deactivate
if set, permits explicit deactivation of the segment.

allow_write
if set, the user is not prevented from writing into the segment or directory if she
or he has permission to do so. x

tms
if set, date-time-modified is not updated on the account of the user.
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tpd
if set, pages of this object are not placed on the paging device on the account of
the user.

tus
if set, date-time-used is not updated on the account of the user.

ACCESS REQUIRED

This command requires access to the hphes_ gate if the tms or tus attributes are to
be set: otherwise. access to the phcs_ gale is required.

NOTES

Because directories are activated when their segment numbers are assigned. it is not
possible 1o set meaningfully the tpd. ums. tus, or allow_deactivate attributes for a
directory.

If an attribute is preceded by the circumflex character (4). then the attribute is reset:
otherwise, the attribute is sel. Attributes not mentioned are unaffecied.

Name: change__tuning__parameters, ctp

SYNTAX AS A COMMAND

ctp namel valuel {... nameN valueN} {-control_arg}
FUNCTION

used to change the value of several tuning parameters within the system.

ARGUMENTS

namei
is the name of a tuning parameter whose value is to be changed. It can be either
the long name or the short name of the parameter.

valuei
is the representation of the value to which the tuning parameter is to be set. It
tvpically can be an integer. a decimal number of seconds, either "on" or "off,” a
decimal number, or a fullword octal value. The data type of the value depends
on the individual tuning parameter being set. The data type of each valid tuning
| parameter is described in the Mu/tics System Maintenance Procedures manual,
[ Order No. AMS&I1.
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CONTROL ARGUMENTS

-silent
causes the message normally printed on the operator’s console to announce the
change not to be printed but only to be logged. You can use =-silent only in the
Initializer’s process.

ACCESS REQUIRED

You need access to metering_gate_ and to hphes_. If you give -silent, ctp requires
access to initializer_gate_ also.

NOTES

Before making any change, you are shown the change and asked if it is correct. The
first pair of values represent the old and new values of the parameter, while the
second pair of values (parenthesized) represent the octal contents of the word in the
database where that parameter is kept. You must respond "yes" followed by a newline
character for the change to be made. Invalid parameters are rejected. The current
values of the parameters can be obtained by using the print_tuning_parameters
command. (For comprehensive descriptions of the tuning parameters and their effects,
see the Multics System Maintenance Procedures Manual/, Order No. AMS1.)

Name: change__volume__registration, cvr

SYNTAX AS A COMMAND

cvr -control_args |
FUNCTION

changes the registration information for a physical or logical volume.

CONTROL ARGUMENTS

The -pv or the -lv control argument is required and must immediately follow the
command name.

The following control arguments change the registration of a physical volume. They
are fecognized only when the firsi coniroi argument is =pv.

—date_registered DT_STR, -date DT_STR
specifies the date the physical volume was registered on. Normally this is
generated by the software automatically. Use —date only in correcting registration
data after a system failure.
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! —device_model N, -model N
specifies the Honeywell model number for the disk device. Use -model only in
correcting registration information before volume initialization or after a system
failure. Inconsistancies between medium label information and the registered
information causes difficulties in volume mounting. The following values are valid

for N:

VALUE DEVICE

koo MSU0L00

Lo2 MSUOLO2

L5 MSUOL51

500 MSU0500

501 MSU0501
| 3380 MSU3380
i 3381 MSU3381

-location STR, =-loc STR
specifies the current location of the disk pack. This is for administrative
information only. STR can be any 32 characters (e.g., "offline——in cabinet 13").

-manufacturer_serial STR, -serial STR
specifies the serial number of the physical medium. This is for administrative
information only. STR can be any 32 characters (e.g., "Memorex——M234634").

-name PV_NAME, -nm PV_NAME
specifies that the name of the physical volume is to be changed. Use -—nm only
in correcting registration information before volume initialization or after a system
failure. Inconsistancies between medium label information and the registered
information causes difficulties in volume mounting.

—physical_volume PV_NAME, -pv PV_NAME
specifies the name of the physical volume for which the registration data is to be
changed. (Required, if physical volume registration changes are desired)

—physical_volume_uid UID, -pvid UID
specifies the new unique ID of the physical volume. A UID is a string of one to
12 octal digits. Use -pvid only in correcting registration information before
volume initialization or after a system failure. Inconsistancies between medium
label information and the registered information causes difficulties in volume
mounting,
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The following control arguments periain 10 changing the registration of a iogical
volume. They are recognized only when the first control argument is "-logical_volume"
(or n_l\.n)’

—access_class MIN_AUTH {:MAX_AUTH}

specifies the AIM authorization of users allowed to attach the volume. The
authorization can be specified by a minimum authorization value and a maximum
authorization value. in which case users at any authorization in the range are
allowed to attach the volume. Alternatively, the authorization can be specified as
a single value, in which case only users at the specified authorization are allowed
to use the volume. The authorization values must be specified using valid
site—defined authorization strings. Use the print_auth_names command for a list
of valid authorization values. This control argument should only be used in
correcting registration information before volume initialization or after a system
failure. Inconsistancies between medium label information and the registered
information will cause difficulties in volume mounting.

—-acs_path PATH, -acs PATH

specifies the pathname of the access control segment (ACS) for the volume. The
ACS itself is not created. but must be created at the specified path and the
desired access control list set (see "Notes" below). The name of the entry must
be {lv_name}.acs. If this control argument is not given when registering a public
volume. onlv the volume owner will have executive privileges (evervone will have
read/write privileges, given proper access (o the hierarchy). If this control
argument is not given when registering a non-public (i.e. a private) volume, the
default ACS  pathname  will be: >udd> {owner’s  project_id} > {owner's
person_id} > {1v_name} .acs>

~logical_volume LVNAME, -lv LV_NAME
specifies the name of the logical volume for which to change the registration
data. This control argument is required and must immediately follow the
command name (if logical volume registration changes are desired).

—logical_volume_uid UID. -lvid UID
specifies the new unique ID of the logical volume. A UID is a string of 1 to 12
octai digits. This conirol argument should only be used in correciing registration
information before volume initialization or after a system failure. Inconsistancies
between medium label information and the registered information will cause
difficulties in volume mounting.

-name LV_NAME. -nm LV_NAME
specifies that the name of the logical volume is to be changed. This control
argument should only be used in correcting registration information before volume
initialization or after a system failure. Inconsistancies between medium label
information and the registered information will cause difficulties in volume
mounting.
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—owner USER_ID. -ow USER_ID
specifies the user who is to act as the primary volume administrator. This user
has the privilege of granting executive access to other users via the ACS, granting
read/write access to others via the ACS (for private volumes), and for setting up
volume quota accounts. The person_id or project_id may be specified as "x".

-public STR
specifies whether the new logial volume is to be private or public. The value of
STR can be ves (public) or no (private). This control argument should only be
used in correciing registration informaiion before volume initialization or after a
system failure. Inconsistancies between medium label information and the registered
information will cause difficulties in volume mounting.

EXAMPLES

cvr -pv pub3k -serial c886 -loc dskc_13

This command will change the registered serial number and location of the physical
volume "pub34".

cvr =lv ZenDisk -owner Jones.Zen_Res

This command will change the registered owner of the logical volume "ZenDisk".
NOTES

Physical volume names are restricted to lowercase letters, digits, and the underscore

)

If any of the following control arguments are given, the user is queried to determine
if the changes are intentional. This is 1o avoid problems in volume mounting due 1o
errors in the registration. They are:

-logical_volume_uid
-physical_volume_uid
-access_class
-device_model

-name

Please note that these control arguments should be used onlv to correct the volume
registration data before the volume in question is actually initialized or after system
failure. The medium label information is not changed. Inconsistancies between the
label and registration data will cause difficulties in mounting the volume.

ACCESS REQUIRED

The user of this command is required to have "re” access to the mdc_rpiv_ gate and
"s" to -lv. Also, if any name or UID is to be changed, "sm" is required 1o >lv.
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Name: channel__comm__meters
SYNTAX AS A COMMAND

channel_comm_meters channel_name {-control_args}
FUNCTION

prints out metering information for a specified communications channel or channels.

ARGUMENTS

channel_name
is the name of the channel for which information is to be printed. If it is the
name of an FNP, totals for that FNP are reported. If channel_name is a
starname, information for every channel matching the starname is printed.

CONTROL ARGUMENTS

~brief, -bf
causes a reduced amount of information to be printed for each specified channel.

-error
causes only those meters to be printed that reflect error conditions.

-since_bootload. —boot
prints the meters accumulated since each channel's parent multiplexer (or, in the
case of an FNP, the system) was last loaded. This control argument is
incompatible with -since_dialup (below).

—since_dialup, —dial
prints the meters accumulated since the channel last dialed up. This is the
default. This control argument is incompatible with -since_bootload {above).

-summary, -sum
causes a one-line summary 1o be printed for each specified channel. This control
argument may not be specified if either —brief or —error is specified.

ACCESS REQUIRED

If a single channel is specified, the caller must either be the current user of the
specified channel or have access to either the metering_gate gate or the phcs_ gate.
If a starname is specified, the user must have access to one of the above-named
gates.

NOTES

If -brief and -error are both specified. then only those error indications that would
be printed with -brief are printed. See the example below.
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EXAMPLES

In the example below, code characters appear at the beginning of some lines; these
characters do not appear in the actual output of the command. The interpretation of
the characters is as follows:

A -- this line appears for asynchronous channels only

S -- this line appears for synchronous channels only

B ~- this line is among those printed if -brief is specified
E -- this line is among those printed if -error is specified

Only lines marked with both B and E are printed if -brief and -error are both
specified.

channel_comm_meters a.h000
Total metering time 01:45:13
a.h000

[The following meters are printed for all nonmultiplexed channels:]

before conversion after conversion ratio

B Total characters input 984 935 0.95

B Total characters output 10,540 11,400 1.09

B Average length of input 8.7 8.3

B Average length of output 63.1 69.4

read write control total

Number of calls 175 194 53 422
Average time per call (msec.) 2.3 5.8 1.7 L.
Average chars. processed per call 5.6 56.1
Number of software interrupts 113
Average time per interrupt (msec.) 1.6

B Effective speed {(bps) 1.6 17.5

[The following meters are printed for physical FNP channels only]

input output

SB Messages transmitted 240 224

SB Minimum message length 5 12

SB Maximum message length 143 508

SB Average message length 10.3 57.6

SBE Invalid input messages 6 (2.5% of total)

SBE Output messages retransmitiied 8 {1.6% of total)

SBE Timeout waiting for acknowledge 2 (0.4% of output messages)
Output overlaps in FNP 127
Average length of DIA request queue 1.7 entries
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Pre-exhaust status 1
Exhaust status

Software transfer timing errors
Bell/quits

Echo buffer overflows

Parity errors

T» I» > X» >
mmmmm
O N OO N

Avg. number of pending status events 1.9
E Software status gqueue overflows 1
E Hardware status queue overflows 0
E Input buffer allocation failures

p—

[The following meters are printed for an entire FNP]

FNP has been up for Okh:15:12
B Number of channels configured 88
B Average number dialed up L3.7
B FNP idle 74.9%
B Idle at peak load 8.0%
input output
B Characters transmitted 71,966,400 94,934,400
B Characters per second L,700 6,200
E Abnormal DIA status events 3
E Memory EDAC errors 0
B Memory size 64K
B Total available buffer pool 6,360 words
B Avg. amount of free space 21,876 words
B Average % of buffer pool available 354.7
BE Buffer allocation failures 12
E OQutput restricted by space 24

Number of interrupts from this FNP 1,964,208
Avg. time/interrupt (ms) 3.1
% of total CPU time 1.1

Mailbox transactions:

Input data 220,349

Qutput data 543,210

input controi T, 111

Qutput control 23,L56

Total 801,126
Average inbound mailboxes in use 1.1
Average outbound mailboxes in use 3.1
Maximum outbound mailboxes in use 16

E No outbound mailbox available 37
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N
o N

nput rejects

E i
E % of input transactions rejected .01

The following example shows the format of the output of the command when the
-summary control argument is specified.

channel_comm_meters a.h00% -summary

cps cpsi cpso iotxXsbepQga err ABE name user
120 0.2 5.4 xX b Q 12 aB a.h000 Coren

600 2.1 102.1 t X a 73 s a.h005 ABClone
30 0.5 2.6 e 2 a E a.h009 Parrish

The column headings are interpreted as follows:

cps

is the nominal speed of the channel, in characters per second.
cpsi

is the effective speed of input over the channel, in characters per second.
cpso

is the effective speed of output over the channel, in characters per second.

The following flags are printed if the corresponding condition has occurred at least
once on the channel. '

invalid input message

0
output message retransmitted
{
timeout waiting for acknowledge
X
pre—exhaust status
X

exhaust status
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software transfer timing error

b
bell/quit
e
echo buffer overflow
p2
parity error
Q
software status queue overflow
q
hardware status queue overflow
a
input buffer allocation failure
err -
is the total number of errors of all kinds that have occurred on the channel
A
is "a" for an asynchronous channel or "s" for a synchronous channel.
B
is the channel is in breakall mode.
E
is the channel is in echoplex mode.
name
1s the name of the channel.
user

is the Personid of the current user of the channel. If the channel is not in use,
or the user’s name is not available, this field is left blank.
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Name: charge__disk

SYNTAX AS A COMMAND
charge_disk {path} {-control_arg}
FUNCTION

is used by the daily disk accounting job (diskreport in the master.ec segment) 10
record the disk usage figures for each project in the project’s projfile eniry. The
figures are obtained from the disk_stat file that is produced by the sweep command.
Figures are recorded only for directories in the subtree below >udd. Within that
subtree, charging may be enabled or disabled on a per-logical-volume basis.

ARGUMENTS

path
is the pathname of the disk_stat file from which the disk usage figures are
obtained. The default is the segment. disk_stat. in the working directory.

CONTROL ARGUMENTS

-logical_volume namel namel ... nameN
-Iv namel name2 ... nameN

where namei is one or more logical volumes for which charging is to be enabled.
Charging for all other logical volumes is disabled. If this argument is not given.
it is assumed that all directories under >udd have their segments on the same
logical volume. and charging for this volume is enabled. The sons logical volume
identifier of the first project directory encountered is used as the logical volume
identifier of the volume for which charging is enabled.

NOTES

Dollar charges are not computed by charge_disk. It records the total month-to-date
time-page product (tpp) for all directories inferior 1o each project directory in the
project’s projfile entry. The corresponding dollar charge is computed by the print_disk
command for printing only. The disk charge actually billed is computed during
monthly billing, using the disk price in effect at that time. {Thus a change in the
disk price made before billing is retroactive o the beginning of the billing period.)
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If the total tpp for a project, as computed from the figures in disk_stat. is less than
the previous day's month—-to-date ipp recorded in projfile, an error message is printed,
and the projfile figure i1s not changed. This situation can arise in several ways.
through system or human error. If a project directory is destroved and then
re-created in a way that sets its tpp integrator back to zero instead of to the
previous value. charges start accruing from the date of the re—creation and the charges
for the portion of the month preceding the destruction are lost. When this happens.
the set_tpp command can be used to add the charge in projfile to the tpp integrator
of the project directory. Before this is done. however. the svstem administrator should
analyze the situation carefully. to be sure that adding this charge to the project is the
correct thing to do. If it is determined that the projfile figure is the one in error,
the edit_projfile command can be used to correct it.

Name: check__cpu__speed

SYNTAX AS A COMMAND

check_cpu_speed {cpu_tags}

FUNCT!ON

performs a relative check of the speed of a currently running CPU on the system.

ARGUMENTS

cpu_lags
are the tags of CPUs configured on the system. If more than one is supplied. the
values must be separated bv spaces. The default is to run on all CPUs listed by
the list_proc_required command that are currently marked as ON in the
configuration deck.

ACCESS REQUIRED

This command requires access to the phcs_ gate to rum.

NOTES

Your process is left running with the original set of system CPUs.

The command runs on a CPU ouiside of vour original set of CPUs if the CPU tag is
given on the command line.
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Name: check__dir

SYNTAX AS A COMMAND
check_dir dir_name {User_ids}
FUNCTION

scans a directory and reports the names of all segments whose bit count author is not
equal 1o any one of the specified User_ids.

ARGUMENTS

dir_name
is the directory to be scanned.

User_ids
are access names of the form Person_id.Projeci_id.tag. Any component may be

x" and omitted components are assumed to be "x". If no User_ids are specified,
the User_id of the caller is assumed.

NOTES

For each segment whose bit count author does not match anv of the specified
User_ids. a line is printed giving:

entryname date/time modified author

Name: check__mdcs

SYNTAX AS A COMMAND

check_mdcs volume

FUNCTION

checks for valid format and invalid unique identifier (UID) pathnames in the master
directory control segment (MDCS) for a given volume. These segments are found in

>lv, and are sometlimes damaged by system crashes. Any errors found are reported via
the syserr log and. if possible, corrected.
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ARGUMENTS

volume
is the name of a storage sysitem volume.

ACCESS REQUIRED

Access to the mdc_priv_ gate is required.

Name: check__mst

SYNTAX AS A COMMAND

check_mst REEL_NAME {-control_args}
check_mst -file MST_FILE_NAME {-control_args}
check_mst -tape REEL_NAME {-control_args}
check_mst OUTPUT_FILE_NAME

FUNCTION

scans a Multics system tape (MST). producing a report on the segments it defines and
checking for certain errors and inconsistencies.

ARGUMENTS

REEL_NAME
is the name of the reel t0 be checked containing an MST written with
generate_mst.

MST_FILE_NAME
is the pathname of the file created by generate_mst —file.

OUTPUT_FILE_NAME
is the name to be given to the output file if the input file has already been
attached by generate_mst -hold.

CONTROL ARGUMENTS

—-density N, —den N
specifies the recorded density of the MST.

—-severity N, -sv N
specifies the minimum severity of errors to be printed.
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NOTES

After the segments have been listed a cross-reference is run over the contents of the
tape, to detect links to nonexistent segments or eniry points or types of links that the
hardcore prelinker cannot snap. The cross-referencer produces messages for links
between temporary segments (temp segs) and other segments that do not exist: for
example. a collection 1 temp seg cannol legally reference a collection 2 segment
because the first is guaranteed to have been deleted before the second is loaded from
the tape.

Next, the cross-referencer produces four sorted lists:

1. A list of references 1o entrypoints that cannot be found in segments. These are
usually errors.

2. A list of links to segments that cannot be found on the MST, but are present in
your search rules. This is a normal occurrence, since many hardcore programs
check their ring of execution and make appropriate calls. When producing a
modified system tape, check this list.

3. A list of segments that cannot be found at all. Unless the code that uses them is
not executed, or unless they are installed online. they produce linkage errors.

4. A list of links to special star segnames (*system, *symbol. etc.): #*system links
cannot be used in the hardcore. and the symbol section of hardcore programs is
not retained; thus investigate any entries in this list.

NOTES ON OUTPUT FORMAT

This command  produces an output file named REEL_NAME.ckrout (or
OUTPUT_FILE_NAME.ckrout) that contains a list of the segments on the tape, as
well as diagnostic information. For each segment there is an entry of the form:

PRIMARY_NAME SEGNO (W, R, E) ATTRIBUTES!

NAME 2 ATTRIBUTES2
NAME 3 ATTRIBUTES3
NAMEL PATHNAME
NAMES
ACL LIST
where:

PRIMARY_NAME
is the primary name of the segment.

NAMEL.NAMEN

are additional names of the segment. Names that are not printed to the left of
ATTRIBUTES are printed in a third column,
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W, R, E
are the segment ring brackets, in the conventional order.

ATTRIBUTES1
are the standard SDW access attributes for the segment: read, execute. write,
privileged, encacheable, gate. and wired. The gate attribute is derived from the
ring brackets.

ATTRIBUTES2
are chosen from

init seg
a segment that is deleted at the end of system initialization.

temp seg
an init seg that is deleted when its coliection is complete.

per process
segments in the Initializer’s process directory.

firmware
segments that contain MPC firmware images.

ATTRIBUTES3
indicate that the segment has one of the following types of storage allocated or
that no storage is allocated:

wired length
is the amount of memory used rounded up to an even 16-word boundary.
This attribute is only meaningful for segments loaded before paging has been
initialized.

paged iength
is the length in pages of a segment that is either loaded after paging is

initialized or that is made paged. The latter results in entries for both wired
length and paged length.

max length
is a standard file system max length, and is set for segments that grow
dynamically.

PATHNAME
is the pathname the segment gets, if any.

ACL LIST
1s a standard access control list.
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NOTES ON ERROR MESSAGES

The checker detects and reports on several classes of errors:

SEVERITY 4--FATAL
the tape is malformed and cannot be read. This can be due to a logic error in
generate_mst or tape 1/0 errors.

SEVERITY 3--SEVERE ERROR
a segment has run out of space or the rules for the system tape have been
violated. The checker keeps track of the amount of space used in the linkage
segments, definitions_, and name_table. If an error indicates a wired overflow,
then increase the cur_length specified in the header file to the size given in the
total summary in the output file; if the error indicates a paged overflow. increase
max_length.

SEVERITY 2--ERROR
the cross-referencer finds references to entrypoints that were undefined in their
containing segments or segments that cannot be found.

WARNING
other errors detected by the cross-teferencer.

Checker errors are reported by com_err_ and are written 1o the output file.

There is a severity indicator that is zero, or one if there were no errors detected. It
is accessible with the severity active function:

! [severity check_mst]

Name: check__sst__size

SYNTAX AS A COMMAND

check_sst_size {-control_args}

FUNCTION

displays the sizes of the system segment table (SST) header, active segment table (AST)
hash table, and each of the 4 pools that are found in sst_seg along with the total size
of the sst_seg.

CONTROL ARGUMENTS

-4k N
specifies that the 4k AST pool is to have N entries.
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-16k N
specifies that the 16k AST pool is to have N entries.

-64k N
specifies that the 64k AST pool is to have N entries. |

-256k N
specifies that the 256K AST pool is to have N entries. |

-pathname STR, -pn STR
specifies that the configuration deck with a pathname of STR is to be used.

NOTES

If you use no -4k, -16k, —-64k, or -256k, a configuration deck sst card is used to
supply the missing value(s).

The configuration deck, if needed, is found with your search rules if you don’t use |
-pn on the command line. |

Name: check__te__data__size

SYNTAX AS A COMMAND
check_tc_data_size {-control_args}
FUNCTION

displays the sizes of the active process table (APT) and inter-process transmission table
(ITT) that are allocated in the tc_data segment. !

CONTROL ARGUMENTS

-apt N
specifies that the APT is to have N entries. |

-itt N
specifies that the ITT is to have N entries. |

-nathname STR, -pn STR

P vacsitraiis W adly L PN

specifies that the configuration deck with a pathname of STR is to be used.
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IV

The sizes of the APT and ITT databases are controlled by the values found on the
tcd configuration card. You can use this command to determine if a proposed change
to the tcd values will cause the tc_data segment to become larger than 255 pages. You
can also use it to fill in the last page of the tc_data segment through manipulation of
either of the values on the tcd card.

If you use neither —-apt nor -itt, a configuration deck is used to supply the missing
value(s).

The configuration deck, if needed, is found with your search rules if you don’t use
-pn on the command line.

Name: clean__card__pool

SYNTAX AS A COMMAND
clean_card_pool -age n {-control_arg}
FUNCTION

deletes inactive card image segments, in the >daemon_dir_dir>cards subtree, created by
the system card reading process.

ARGUMENTS

-age N
deletes all segments in person directories in the pool and all person directories

| whose date-time-modified (dtm) is older than N.

CONTROL ARGUMENTS

-quota N
indicates that N pages of unused quota are to be left on each remaining access
class directory. If N is 0, the quota is set to the "Number of pages used."
(Default: 0)

ACCESS REQUIRED

You must be able to call the system_privilege gate.
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NOTES

After the pool is cleaned. all empty person directories and access class directories are
deleted. Al links and directories contained in a person directory are deleted regardless
of age. All links and segmenis in an access class directory are deleted regardless of
age.

Name: clear__partition

SYNTAX AS A COMMAND

clear_partition pvname partname {control_args}
FUNCT/ON

overwrites the contents of a disk partition with zeroes or optional user-supplied
pattern words.

ARGUMENTS

pvname
is the name of the physical volume on which the partition to be cleared exists.

partname
is the name of the partition to be cleared. It must be four characters or less
long.

CONTROL ARGUMENTS

-brief, -bf
produces brief format messages.

-long. -lg
produces longer format messages. (Default)

-pattern word
overwrites the partition with data consisting of the specified octal patiern word.
The specified word is written into every location in the partition. If you give no
—-pattern, a default of all zeroes is used.

ACCESS REQUIRED

You need access to the phcs_ and hphcs_ gates.
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NOTES

You are always queried whether the partition should be overwritten; by default the
contents of the first eight words in the partition are displayed (in octal and as ASCII
characters) as part of this question, to aid in preventing accidental overwriting of the
wrong partition.

See also dump_partition and list_partitions.

Name: clear__projfile
SYNTAX AS A COMMAND
clear_projfile {path}
FUNCTION

is used after monthly billing to remove the entries for deleted projects from the
project file.

ARGUMENTS

path
is the pathname of the project file. The default is the segment. projfile. in the
working directory.

Name: clear__reqfile
SYNTAX AS A COMMAND
clear_reqfile {path}
FUNCT/ON

is used after monthly billing to remove the entries for deleted projects from the
requisition file.

ARGUMENTS
path

is the pathname of the requisition file. The default is the segment, reqfile, in the
working directory.
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Name: clear__resource. clr
SYNTAX AS A COMMAND

clr type STR1 ... STRN
FUNCT/ON

specifies that a resource has been manually cleared (degaussed) and should be returned
to the free pool.

ARGUMENTS

type
is the resource type defined in the RTDT.

STRi
is the unique identifving name of the particular resource being cleared. If STR is
specified in control argument format (i.e.. if it is preceded by a hvphen). then it
must be preceded by —name or —nm.

ACCESS REQUIRED

The use of this command requires execuie access 10 the rcp_sys_ gate.
NOTES

The Manual_clear: statement in the RTMF specifies the operation of the resource data
security features of automatic acquisition and release. If "ves" is specified, volumes of
the designated type are locked {(when released by an accounting owner) in a way that
does not allow another user to acquire them until the operator certifies that the
volume has been cleared of all residual information. If "no" is specified (or if the
statement if omitted). locking does not occur.
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Name: command__usage__count. cuc
SYNTAX AS A COMMAND
cuc operation {command_names} {-control_args}

FUNCTION

provides a record of the number of times commands are used and the User_ids for
each invocation of them. The commands to be metered in this way must be listed in
a segment named command_usage_list_. Usage totals are stored in a segment named
command_usage_totals_. This command actuallv performs three operations: it prints
and clears the meters. adds commands to command_usage_list_, and deletes commands
from command_usage_list_.

ARGUMENTS

operation
can be one of the following:

print. pr
prints {(and clears) the metered data (subject to any restrictions the specified
control_args impose).

add
adds commands to the list (command_usage_list_) of commands to be
metered. Commands added to the list in a single invocation of the "cuc add"
command form a command “group”. which can be manipulated as a whole.

delete, dl

deletes command groups (see above) from the list of commands to be
metered.

command_names

are long or short names of commands. If given with either the print or delete
operation. onlyv one command name from each group to be printed or deleted
need be given, and all the commands in each group so tepresented are acted
upon. If no names are given with the print or delete operation, all command
groups are prinied/deleted. Command names (long and/or short) must be given
with the add operation. and all the names added in a single invocation are added
as a single group to the list. Short names of commands can only be used with
the print and delete operations if thev were specified with the add operation.

CONTROL ARGUMENTS

-all, -a
prints meters for all the command groups, or deletes all command groups from
the list. This is the default for the print and delete operations if no
command_names are given. This control argument cannot be used with the add
operation.
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~brief, -bf
omits column headings from the printout (can onlv be used with the print
operation). The default is to print column headings.

-clear. —cl
clears the usage counters and user list when meters are printed (can only be used
with the print operation). It ciears the user list even if the -total control
argument is also specified.

-first N. -ft N
prints only the N greatest users of the specified commands (can only be used
with the print operation). This control argument cannot be used in conjunction
with the —total control argument.

~total. -t
prints only the total use of the commands in the specified command groups. when
used with the print operation. When used with the add operation. meters only the
total usage of commands specified. The default with both of these operations is
lo print/meter the users of the commands as well as total usage. See "Notes"
below. This control argument cannot be used with the delete operation.

NOTES

In order 1o add and delete commands. and to clear meters. the user must have 1w
access to the command_usage_list_ segment. Otherwise. all users should have r access
to command_usage_list_. and rw access 10 command_usage_totals_. Both segments are
found using object search rules and most commonly are in >sss {sysiem_library_standard
directory). If thev are not in >sss. a link in >sss points to them.

For each group of commands added without the -total control argument. this
command creates a segment named command_name.usage in >sss (or, if a link is there.
wherever the link points). The user must put the link in >sss before the first usage
of cuc add. since the melering program creales the command_name.usage segment in
the same directory in which 1t finds command_usage_list_. The command_name.usage
segmen! contains the list of User_ids for those using the commands in the group.
User_ids are printed in the order of greatest usage. When the —first control argument
is given. in addition to printing the user count and name for the N greatest users.
this command prints an additional line giving the user count for "all others.”

At sites using the access isolation mechanism (AIM), only the usage of system_low
users is recorded.
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EXAMPLES

In the following example. assume that no commands are lisled in the command_usage_list_
segment. The user adds two commands (in two separale command groups) by typing:

command_usage_count add set_search_rules ssr
cuc add enter_abs_request ear -total

The next time a process is created. those commands can be metered by typing:
cuc print

The following lines are then displayed:

USAGE COMMAND USER USER
COUNT GROUP COUNT NAME
3 set_search_rules 2 Baker.Multics
ssr 1 Green.SysMaint
1 enter_abs_request
ear

Note that user count and user name are not provided for the command group added
with the -total control_arg.

To delete these commands from the list, the user tvpes:
cuc delete -all
or the equivalent:

cuc dl
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Name: compact__mail__table, salvage__mail__table
SYNTAX AS A COMMAND

compact_mail_table {size}

FUNCTION

used by a system administrator to fix the mail table after it has been damaged or has
become full. Because the mail table and the person name table (PNT) contain a
parallel set of entries, any time the PNT needs to be compacted (using salvage_mstb)
the mail table should also be compacted. When thls is done, the old mail table is
renamed to mail_table MM/DD.HHMM.

ARGUMENTS

size
specifies the size of the new mail table. If not specified, size defaults to the
number of used entries (both regular and alias entries) multiplied by three, which
is close to optimum for the accessing algorithm. In general, it is best to keep the
mail table the same size as the PNT. If the size specified is not large enough to
hold the existing eniries, an error will be generated.

NOTES

This command should be run before the Answering Service is started by the multics
or startup command.

salvage_mail_table is an alternate name.

Name: compare__mst
SYNTAX AS A COMMAND

compare_mst reel_idl reel_id2 {-control_arg}

FUNCTION
reads two Multics system tapes (MSTs) and lists all differences between them.
ARGUMENTS

reel_idl, reel_id2
are the reel identification numbers of the two tapes being compared. The reel
identification number, which is site dependent, can be up to 32 characters long.
The reel_id can also include a density specification to indicate the density of the
tape being compared, as in "060341,den=1600".
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CONTROL ARGUMENTS

—-save
saves the contents of corresponding segments with discrepancies in the user’s
working directory under the names tpl.<segment_name> and tp2.<segment_name>.
An added segment is saved under the name tp2.<segment_name>.

NOTES

Differences in segment headers and the starting address of any inequalities or differing
lengths of segment contents are noted. Additions, deletions, and moves of segments are
handled. One can optionally save the contents of differing segments in the user’s
working directory for further detailed comparisons. Any number of collections can be
handled, but a warning message is’ printed if a tape does not end in a collection
mark. If the active_all_rings_data segment is found on the first tape, a message
containing the system identifiers of both tapes is printed.

Name: compute__bill

SYNTAX AS A COMMAND
compute _bill sat_path pdt_dir
FUNCTION

is used by biller.ec to generate billing information as part of the monthly billing
process. It totals the usage figures in the PDTs, the miscfile, and the projfile
segments, and places the totals in the reqfile entry for each project. It is also used
by crank.ec as part of the daily accounting job to update these same segments.

ARGUMENTS

sat_path
| is the pathname of the SAT: >udd>SysAdmin>admin>safe_pdts>sat.

pdt_dir
| is the pathname of the directory containing the PDTs: >safe_pdts. Generally this
directory contains the copies of the PDTs that were copied from the live PDTs
during an earlier part of the daily accounting job.
Entry: compute__billSupdate__pdts__from__reqfile sat__path pdt__dir
FUNCTION

This entry is used by the daily accounting job to write the latest per—project
information from the reqfile, projfile and SAT into the live PDTs.
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ARGUMENTS

sat_path
is the pathname of the SAT: >udd>SysAdmin>admin>safe_pdts>sat. [

pdt_dir
is the pathname of the directory containing the PDTs: >safe_pdts. |

NOTES

The reqfile, projfile, and miscfile segments are assumed.to be present in the working
directory, and are implicit inputs to compute_bill.

Name: console_reporf

SYNTAX AS A COMMAND

console_report {as_log_paths} {-control_args}
FUNCTION

creates and displays metering of terminal usage on the system based on the
information obtained from the answering service logs.

ARGUMENTS

as_log_paths
are pathnames of answering service logs. The pathnames can be absolute or
relative,

CONTROL ARGUMENTS

-print
causes a display of the metering on user_output.
-repori_reset, -Ir

causes a display of the metering on user_output and resets the metering in the
data base. :

=reset, =Ts
resets the metering in the data base.

~sort
sorts the data base alphanumerically by terminal answerback identifiers.
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NOTES

console_report

Control arguments and pathnames can appear anywhere in the command line. They are
processed from left to right, one at a time.

The header in the display produced when the -print and

-report_reset control

arguments are used is obtained from the system titles. This header may be too wide

for the user’s terminal and the user may wish to use the file_output command.

The command creates and stores data into two segments, termseg and termuseg, in the
current working directory when pathnames of answering-service logs are specified.
These segments are the data bases that the command expects to find in the current

working directory when any of the control arguments are used.

EXAMPLES

Multics terminal usage

Period from 08/26/8L4 1407.9 to 09/25/84 1600.2

Type

2741
TN30C
Daemon
ASCI |
TELNET
LA36
VvT100
LA120

Count

247
385
101
1077
13
93
I
5

Logins

28
632
873

9563
0

60
L9
112

Nologins

17
48

L
1423
324
11
k5

S

2-98

CPU

0:05
18:47
38:08

531:45

0:00

0:34

6:10

2:24

Connect

25.22
604:18
Qh56:06
7954:30
0:00
15:40
367:53
89:51
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ID Type Location Logins Nologins CPU
User
002 ASCIHI 1 3 0:04
Derek.Multics ] 0:04
004 ASCIH | 2 L 0:01
Aulin.Multics 2 0:01
LO5 LA120 73 26 L6
MKane.Network - 38 :31
Marcus.Network 8 s 04

Inada.Network 11

[eNeNoNoNoNeoNoNe
(@]
~J

SBWeber .Network 9 05
Ducot.FlexMan 5 :01
Yip.Network 1 :01
Feinstein.Network 1 :01
LO> ASCIHI 2 0 0:01
Stanzel.ARCS ] 0:01
AWhite.ARCS 1 0:01
Lo> VT100 2 0 0:01
HSPP-BASIC.Student 1 0:01
Soley.ARCS 1 0:01
etc.

Tyvpe
is the terminal type.

Count
1s the number of different terminals of that type.

Logins
are the number of completed logins.

Nologins
the number of logins atiempted and not completed.

CPU
is the amount of CPU time used.

Connect
is the amount of time actually logged in.

ID
is an identification number assigned to a specific terminal.

2-101

Connect

3:03
3:03

1:16
1:16

75:54
532:07
6:09
5:53
6:37
3:L3
0:02
0:27

0:26
0:03
0:24

0:38
0:16
0:23

console_report
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Type User
the terminal type and ID is shown on a hecading. followed by a line for each
user of the terminal giving usage statistics.

Location
is not used.

| Name: convert__configuration__deck

l SYNTAX AS A COMMAND

] convert_configuration_deck ascii_path binary_path
| FUNCTION

converts an ASCIl source form of a configuration deck, as produced by the
print_configuration_deck command. into a binary {(system) form.

| ARGUMENTS

ascii_path
is the pathname of an ASCII source form of a config deck. Both labeled and
unlabeled fields may appear on the config cards. The archive convention is
| allowed.

binary_path
is the pathname of the resultant binary form of the config deck. This form is
compatible with the system config deck.

' NOTES

| This command is intended to be used to perform a level of validation on a proposed
| new ASCII config deck. It may also be used tc convert an ASCII config deck into
| the form required by the compare_configuration_deck command.
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Name: copy__as__meters
SYNTAX AS A COMMAND
copy_as_meters path

FUNCTION

copies the system metering information maintained by as_meter_ from the segment
>scl>stal_seg into a specified data segment. and resels the index in stal_seg.

ARGUMENTS

path
is the pathname of the copy 1o be created.

NOTES
The statistics are placed in the segment path.
This command is executed by the crank (in master.ec). which is usually run once each

day, to enable statistical tools to analyze the system’s performance. The system_total
command uses the segment created by the copy_as_meters command.

Name: copy__deadproc
SYNTAX
copy_deadproc {deadproc_name} {-control_args}

FUNCTION

sets up a dead process directory in preparation for use by the analyze_multics
command. It copies a dead process directory specified by deadproc_name into the
directory under the >dumps>save_pdirs directory. Several hardcore segments needed by
analyze_multics are also copied into the directory. Two segments are created by the
copy_deadproc tool, pdir_info and uid_hash_table. These are used by analyze multics
when examining a dead process. The dead process directory is renamed 10 person.pdir,
where "pdir" is the standard suffix. If person.pdir already exists, it is renamed. before
copying the new directory. to person.N.pdir, where N=1. If person.l.pdir already
exists, it is renamed to person.N+l.pdir, and so on. Access 1o the new pdir is
determined by the initial dir_acl of the save_pdirs directory.
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ARGUMENTS

deadproc_name
is the name of the dead process directory 1o be copied. If deadproc_name is not
an absolute pathname. the default path is >process_dir_dir>deadproc_name. The
names of dead process directories in the >process_dir_dir are of the form
person.project.f.tty_name. A name of this form and the full name must be
specified.

CONTROL ARGUMENTS

—-delete, -dl
deletes the original dead process. Status and modify access to the containing
directory is needed. If access 1s lacking. the user is queried about whether to
continue copyving.

-name deadproc_name. —-nm deadproc_name
specifies the name of the process to be copied.

—-no_delete., —ndl
specifies that the dead process directorv is not to be deleted after copying is
complete. This is the default

~OWner. —Ow
specifies that access be set appropriately for the owner of the fatal process. This
access is status on the dead process directory.

ACCESS REQUIRED

The use of this command requires access to phcs_. A user can copy his own process
if he has "sma” on the save_pdirs directory and access to phes_. If the dead process
doesn’t belong to the process doing the copving. access Lo the hphcs_ gate is required.
When copyving tlerminated processes of a different authorization level than the process
| doing the copying. access to the svsiem_privilege_ gate is required.

Name: copy__dump
SYNTAX AS A COMMAND
copy_dump
FUNCTION
| copy a dump image taken by BCE out of the DUMP partition into the Multics

hierarchy. It creates as many segments (up to ten) in >dumps as necessary to held the
dump image.
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NOTES

The name of each segment has the form
mmddyy.tttt.s.eee

where

mmddyy
is the date the dump was taken.

et
is the time the dump was taken.
is a sequence number (0, 1, 2....9).

nnnn
is the dump number assigned when recording this dump.

Entries: copy__dump$set__fdump__num, copy__dump$sfdn
Usage: copy_dump$sfdn dmpno
FUNCTION

This entry point sets the value of the next dump to be taken by changing the value
associated with the dump number in the DUMP partition.

ARGUMENTS

dmpno
| is the dump number for the next dump to be taken.

ACCESS REQUIRED

This command interfaces to hphes_$copy_fdump and to hphcs_$set_fdump_num and
requires access to hphcs_.

NOTES

The DUMP partition is modified only after the last dump taken has been copied. If |
vou attempt to change the dump number before a dump has been copied, an error
message is returned.

This command does not allow a particular dump to be copied twice; therefore it
returns an error code if you attempt to recopy a dump.
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Name: copy__mst, cpm

SYNTAX AS A COMMAND
cpm reel_idl reel_id2
FUNCTION
+ copies a system tape (BCE/Multics bootload tape) onto another reel of tape.
ARGUMENTS

reel_idl
is the reel identification number of the tape from which information is to be
copied. The reel identification number, which is site dependent, can be up to 32
characters long. The reel_id can also include a density specification to indicate
the density of the tape being copied, as in "060341,den=1600".

reel_id2 '
is the reel identifier number of the tape onto which the copy is to be made.

Name: copy_ registry
SYNTAX AS A COMMAND

| copy_registry pathl {path2} {-control_arg}
FUNCTION

makes checkpoint copies of RCP Resource Management registries. You can use these
copies as a basis for the reconstruction of registries destroyed by catastrophic system
failure.

ARGUMENTS

pathl
| is the pathname of the registry to be copied. If you give no rcpr suffix, it is
assumed. You can use the star convention.

path2
| is the pathname of the copy to be created. The equals convention is accepted. If
the suffix rcpr is not given, it is assumed. If to_path is not supplied, the copy
will be placed in the working directory and will have the same name as the
original. (See "Notes.")
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CONTROL ARGUMENTS

-reset
specifies that the contents of the registry journal are to be discarded after the
copy operation has been successfully completed. (See "Notes" below.)

NOTES

The RCP Administrator must not copy registries into >scl>rcp (for reconstruction
purposes or otherwise) except under special session.

The registry journal contains a record of all operations performed against all registries
since the time its contents were last reset via the use of the -reset control argument
described above. Since a successful reconstruction operation depends on the journal
containing a record of all operations performed since the copies of the registries were
created, it is important that the -reset control argument only be specified for
invocations which result in the copying of all registries. The copying of any number
of registries and the resetting of the journal within one invocation of the
copy_registry command is performed as an indivisible operation, which guarantees that
no operations can be performed against any of the regisiries involved until the copying
operation is complete and the journal has been reset. Since this cannot be guaranteed
between multiple invocations of the copy_registry command, the -reset control
argument should never be used without copying ali active registries.

When -reset is specified, the journal is reset only if the copy operations are
completed successfully. .

Copies of system registries are automatically made each night by the system accounting
facility (crank) using this command.

ACCESS REQUIRED
This command requires access to the rcp_admin_ gate.
EXAMPLES

To make checkpoint copies in the current working directory of all RCP Resource
Management entries and discard journal entries made since the last checkpoint, type:

copy_registry %% -reset
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Name: create__daemon__qucues, cdq
SYNTAX AS A COMMAND

cdq {path} {-control_args}
FUNCTION

creates the I/0 daemon queues. It determines which queues to create by examining
the iod_tables segment. ,

ARGUMENTS

path .
is the pathname of an iod_tables segment created by the iod_tables_compiler. The
queues are created in the containing directory of path, using the request types
specified by the iod_tables segment. This argument is optional.

CONTROL ARGUMENTS

~directory path, —dr path
queues are created in the directory whose pathname is path. This control
argument is provided for testing purposes only; normally, it should be omitted.
When not specified, the queues are created in the >daemon_dir_dir>io_daemon_dir
directory. This argument may not be given with a path specification.

-reset_access
resets the ACLs on each queue to the default value, if the queue already exists.

NOTES

The I/0 daemon tables segment, called iod_tables, is expected to be found in the
same directory in which the queues are to be created. For each request type defined
in iod_tables, one to four queues are created, depending on the maximum number of
queues for that request type (as defined in iod_tables). The name of each queue is of
the form XXX_N.ms where XXX is the associated request type name and N is the
priority number of the queue. The ms suffix indicates that each queue is a message
segment.
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Name: create__mail__table
SYNTAX AS A COMMAND

create_mail_table
FUNCTION

used by svstem administrators to create thé initial mail table. The mail table is
initially populated with information taken from the person name table (PNT).

ACCESS REQUIRED

The user must have e access to the gate mail_table_priv_. r access to the PNT, and
sma access to >site>mail_system in ring-2. In addition, the access class of the mail
table will be the current authorization of the creator, so this user should be logged in
at system_low (this may be ignored if the site does not use multiple AIM levels): the
command will attempt to set dir and seg privileges, in which case the mail table will
be created at system low, regardless of the authorization of the creator.

NOTES

Generally. this command should only be needed once, the first time the system is
booted when it is delivered, or when the site first upgrades to MRI10.2 (or a later
release. The mail table was first implemented in MR10.2). It must be used after the
PNT has been created. but before the system is brought up for regular service: the
safest way is to run it before the Answering Service is started.

Name: create__pnt |
SYNTAX AS A COMMAND |
create_pnt pathname {-size N} l
FUNCTON |
creale a pnt segment. |
ARGUMENTS I
pathname

specifies the pathname of the pnt segment. If the ".pnt" suffix is not included in }
the segment name, it is automatically added. |
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I CONTROL ARGUMENTS

-size N
specifies that the pnt is to be created with sufficient space for N entries, where
N is a decimal number. (A user registration uses one eniry and an alias uses one
entry.)

| ACCESS REQUIRED

| This command requires access to the pnt_fs_gate_.

l NOTES

| This command is automatically executed by the accounting startup exec_com

| (acct_start_up.ec) when a new Multics site is initialized. This command is useful for
| administrators who want to create an alternate pnt for testing purposes.

| Name: create__urf

| SYNTAX AS A COMMAND

| create_urf path {-size N}
l FUNCTION

| creates a user registration file.
| ARGUMENTS

| path
I specifies the pathname of the urf segment.

| CONTROL ARGUMENTS
| -size N
| specifies that the urf is to be created with sufficient space for N entries, where

| N is a decimal number. A user registration uses one entry.

| NOTES

| This command is normally executed by the accounting startup exec_com (acct_start_up.ec)
| when the site is initialized.
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Name: cv__cmf

SYNTAX AS A COMMAND

cv_cmf cmf_path {-control_args}
FUNCTION

converts an ASCII channel master file (CMF) into a binary channel definition table
(CDT). The binary table can be installed using the install command.

ARGUMENTS

cmf_path
is the pathname of the channel master file. If path does not have a suffix of
cmf, one is assumed. However, the suffix cmf must be the last component of the
name of the source segment. The channel master file is normally located at |
>udd>SysAdmin>admin>CMF.cmf. ‘

CONTROL ARGUMENTS

—brief, -bf
uses short form of error messages.

-long, -lg
uses long form of error messages.

-severity N, —sv N
causes error messages whose severity is less than N (where N is 0, 1. 2, 3, or 4)
not to be written to the user_output switch. If this control argument is not
specified, a severity level of 0 is assumed (i.e., all error messages are written to
the user_output switch).

NOTES

If no control arguments are given, each error message is printed in long form the
first time it occurs and in short form thereafter.

The converted channel master file is given a name corresponding to the entryname of
the source segment, with the cmf suffix replaced by cdt. It is placed in the working

directery.
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LIST OF SEVERITY VALUES

The cv_cmf command associates the following severity values to be used by the
severity active function:

Value Meaning
0 No compilation yet or no error.
1 Warning.
2 Correctable error.
3 Fatal error.
N Unrecoverable error.
5 Couid not find source.

| Name: cv__dmcf

| SYNTAX AS A COMMAND
| cv_dmef path

| FUNCTION

| converis a configuration source file into a DMS configuration table, used to shape the
! run-time environment at DMS initialization. The source file is an ASCIl segment
| composed of source statements as described below. The table must be installed by the
1 administrator in the per—AIM directory to enable the DM daemon to boot DMS.

' ARGUMENTS

path
{ is the pathname of the configuration source file. The file must have the suffix
| .dmcf as part of its entryname. The suffix is added if not present.

‘ NOTES ON SOURCE STATEMENTS

| Source file statements take the form <keyword:> <value;>. Any number of statements
| can be specified in any order, but a keyword can only appear once. The last
| statement must be <end:>.
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LIST OF KEYWORDS |

system_before_journal_size N
sets the size of the system default before journal to N control intervals. The
number of transactions processing concurrently, their average time, and rate of
modification are factors to be considered in establishing optimal journal size.
Analyzing metering information and other performance criteria will enable you to
fine-tune this value over time. The default is 4000.

max_processes N
sets the maximum number of processes that can use Data Management concurrently
to N. Unless there is reason to restrict the number of users, this value should be
keyed to the number of processes that can log in to the AIM classification being
configured for DMS. The default is whatever the load control for a given
Multics configuration can support. up to 256.

max_transactions N
sets the maximum number of transactions that can be in progress concurrently to
N. Ideally, this value should equal the number of processes that can use DMS.
The default is 128.

default_before_journal path

specifies the location of the system default before journal. Path is composed of
one or both of dir=DIR and entry=ENTRY. If both values are specified, they are
separated by a comma. DIR is either an absolute pathname of the directory in
which the default before journal is to reside, aim_dir (the per—AIM directory of
the DMS being initialized). or bootload_dir (the DMS per-bootload directory).
ENTRY is either the entryname of the default before journal or system_default.bj.
The default is dir=aim_dir.entry=system_default.bj and is the recommended location
of the system default before journal.

idle_timeout N
sets the frequency of wakeup calls to the DM daemon to every N minutes. Upon
receiving a wakeup call, the daemon performs its caretaker function of adjusting
unfinished transactions. Independent of this mechanism. the daemon is on call
(through process termination notifications. for example) to perform this function
as needed. The idle timeout is provided to ensure that the daemon is periodically
stirred to action in the absence of any other notification. The default is 15.

begin_shutdown_delay N
sets the delay between the user warning and begin shutdown stages of DMS
shutdown to N minutes. The default is 5.

user_shutdown_delay N
sets the delay between the begin shutdown and user shutdown stages of DMS
shutdown to N minutes. The default is 5.

user_bump_delay N
sets the delay between the user shutdown and user bump stages of DMS shutdown
to N minutes. The default is 5.
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daemon_logout_delay N
sets the delay between the user bump and daemon logout stages of DMS
shutdown to N minutes. The default is 5.

prev_bootload_status list
determines the disposition of the previous DMS per~bootload directory when
initializing DMS in the same AIM directory. Options in the list are separated by
commas; they are as follows:

hold
specifies that the previous bootload directory is to be renamed and retained
(usually for debugging or test purposes). The default is ~hold.

adopt
specifies that if there is already a DMS bootload directory for the current
Multics system bootload, the DM daemon should take it over. The
implication is that the deamon process for that DMS invocation died. The
default is adopt.

recover
specifies that recovery of DM files associated with the previous DMS
invocation should be attempted. The default is recover.

recovery_check_mode
specifies that before journals are to be searched completely for uncommitted
transactions. The implication is that there is a discrepancy between the
number of indicated and actual transactions requiring recovery. This is a
debugging tool, to be turned on only at the direction of Multics System
Support . The default is ~recovery_check_mode.

The default values in effect for these options are the recommended
operational settings.

current_bootload_enable STR
specifies whether to force enabling of the current invocation of DMS, despite
being unable to recover from a crash of the previous invocation. STR is force 1o
enable DMS whether or not there are errors in recovery. or “force to enable
DMS only if recovery was successfully completed. A value of force should be
specified only at the direction of Multics System Support. The default is ~force.

log_proc_terms STR
specifies whether the DM daemon is to log each occurrence of adjusting a
transaction because the owner process has died. Some sites may consider this type
of notification benign and wish to turn it off to conserve log space. STR can be
on or off. The default 1s on.
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NOTES I

The output from this command is a segment table that takes the same entryname with
the suffix .dmct. To install this table in the per-AIM directory. use the copy
command, giving the new segment the name dm_configuration. See the section éntitled
"Data Management Administration” in the Mu/tics System Administration Procedures
manual, Order No. AKS50, for details on installing and bringing up Data Management
on Multics.

You should not attempt to install dm_configuration in a per-AIM directory when the
DM daemon is initializing the system. A lockword is set in dm_configuration to
prevent multiple daemons from attempting initialization with the same segment at the
same time. If the copy overlaps initialization, this protection may be subverted, with
unpredictable results. As a safeguard, perform the copy only when the daemon is
logged oul.

EXAMPLES |

The sample source file is presented below as a guide to proper formatting. It is not
intended as a suggested DMS configuration.

max_processes: 100;

max_transactions: 100;

system_before_journal_size: 2000;
default_before_journal: dir=bootload_dir;
begin_shutdown_delay: 10;

user_shutdown_delay: 10;

prev_bootload_status: hold, adopt,recovery_check_mode;
log_proc_terms: off;

current_bootload_enable: force;

end;

Name: cv__pmf

SYNTAX AS A COMMAND

cv_pmf pmf_path {-control_args}
FUNCTION

converts an ASCII project master file (PMF) into a binary project definition table
(PDT).
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ARGUMENTS

pmf_path
is the pathname of the PMF. If path does not have a suffix of pmf, one is
assumed; however. the suffix pmf must be the last component of the name of the
! source. The PMF is normally stored in the hierarchy of the project administrator.

CONTROL ARGUMENTS

-brief, -bf
prints error messages in the short format.

-long. -lg
prints error messages in the long format.

-severity N, -sv N
causes error messages whose severity is less than N (where N is 0, 1. 2, 3. or 4)
not to be writiten to the user_output switch. If not specified. a severity level of
0 is assumed; i.e.. all error messages are written to the user_output switch.

NOTES

The newly converted PDT is placed in the current working directory. The entrvname
of the new PDT is the same as the entryname of its source PMF. with the pmf
suffix replaced by pdt. This command associates the following severity values to be
used by the severily active function:

Value Meaning
0 No compilation yet or no error.
1 Warning.
2 Correctable error.
3 Fatal error.
L Unrecoverable error.
5 Could not find source.

EXAMPLES

cv_pmf >udd>Project_id>projfile

converts the PMF >udd>Project_id>projfile.pmt and creates a PDT named projfile.pdt
in the project administrator’s working directory.
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Name: cv__prt__rqti

SYNTAX AS A COMMAND
cv_prt_rqti path {-control_arg}
FUNCTION

converts an ASCII printer request type info source segment into a printer request type
info segment (rqti segment) for use by the 1/0 daemon. The newly converted rqti
segment is placed in the current working directory. The entryname of the new rqti
segment is the same as the entryname of its source segment without the rqti suffix.
The ASCII source segment is created by the administrator. See the Multics System !
Maintenance Procedures manual, Order No. AMS81 for additional information on the |
creation of rqgti source segment. i

ARGUMENTS

path
is the pathname of the request type info source segment. The source segment
must have a rqu suffix. although the suffix may be omitited in the command
invocation.

CONTROL ARGUMENTS

-brief, -bf
prints error messages in the short format.

-long. -lg
prints error messages in the long format. This is the default.

EXAMPLES
The command line:
cv_prt_rqgti printer_info.rqti

creates a request type info segment named printer_info in the working directory.
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Name: cv__rtmf

SYNTAX AS A COMMAND

cv_rtmf rtmf_path {-control_args}
FUNCTION

converts an ASCII resource type master file (RTMF) into a binary resource type
description table (RTDT). The binary table is installed using the install command. If
the user has made any errors in the RTMF, this command prints error messages while
performing the conversion.

ARGUMENTS

rtmf_path
is the pathname of the resource type master file. If path does not have a suffix
of rtmf, one is assumed. However. the suffix rtmf must be the last component
of the name of the source segment. The ASCII RTMF is normally located at
>udd>SysAdmin>admin>RTMF.

CONTROL ARGUMENTS

-brief, -bf
prints short form of error messages

-long. -lg
prints long form of error messages

—-severity N, =sv N
causes error messages whose severity is less than N (where N is 0. 1, 2, 3. or 4)
not to be written to the ~user_output swiich. If this control argument is not
specified, a severity level of 0O is assumed (i.e, all error messages are written to
the user_output switch).

NOTES

If no control arguments are given. an error message is printed in long form the first
time it occurs, and in short form thereafter.

The converted resource type master file is given a name corresponding to the
entryname of the source segment, with the rtmf suffix replaced by ridt. It is placed
in the working directory.

The syntax of an RTMF is described in the Systermm Administration Procedures
manual, Order No. AKS0.
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EXAMPLES

The cv_rtmf command associates the following severity values to be used by the
severity active function:

Value Meaning
0 No compilation yet or no error.
1 Warning.
2 Correctable error.
3 Fatal error.
4 Unrecoverable error.
5 Could not find source.

Name: daily__summary

SYNTAX AS A COMMAND
daily_summary {-control_args}
FUNCTION

prints a summary of system usage for the current billing period and a list of projects
with overspent accounts. It also places a flag in the SAT for each project that has an
overspent account or has passed its termination date.

CONTROL ARGUMENTS

—-nocutr
do not print a list of projects to be cutoff.

—nosat

do not flag SAT entries.

-nosum
do not print a syslem usage summary.

-warn
for all projects to be cutoff, use a warning flag that permits users to login.

NOTES

The segments reqfile and smf.cur.sat are assumed (0 be present in the working
directory and are implicit inputs to the daily_summary command.
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This command writes the system usage of each project in the reqfile on the sumry
1/0 switch. The usage figures are cumulative from the time that billing was last run.
It also writes a list of projects that have run out of funds or are past the termination
date and flags their SAT entries on the cutrpt 1/0 switch.

The information about the closeness of a project to its limits. that is used to decide
whether to print a cutoff warning message when users on the project log in, is placed
in the SAT by this command.

The cutrpt and sumry I/0 switches must be attached by the caller.

EXAMPLES

The command line:

daily_summary -nosum -nocutr

should be used before each installation of the SAT. to update cutoff information. The
entries in master.ec that install the SAT do this.

Name: deactivate__seg

SYNTAX AS A COMMAND

deactivate_seg path {-control_arg}

FUNCTION

allows vou 1o deactivale a segment or directory.

ARGUMENTS

path
is the pathname of the segment or directory to be deactivated or a segment
number.

CONTROL ARGUMENTS

-force, —fc
deactivates the segment or directory, if possible, by using the highly privileged

demand_deactivate entry.

ACCESS REQUIRED

This command requires access (o the phcs_ gate; if you use —force, it requires access
to the hphcs_ gate.
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NOTES

If you don’t supply -force, the segment or directory is only deactivated if all
processes connected to it have the allow_deactivate attribute set (see the
change_Xkst_attributes command). If you give -force, the segment is deactivated unless
its entry hold switch is set and the directory is deactivated unless it has active
inferiors.

Name: debug__fnp, db__fnp
SYNTAX AS A COMMAND
db_fnp {request}
FUNCTION

is a debugging aid intended to be used by FNP software developers and in FNP dump
analysis. You can use it to patch or dump memory in a running FNP, to examine a
dump from a crashed FNP or a core image segment before it is loaded, to set
breakpoints in a running FNP, and to display symbolically FNP control blocks,
buffers, etc.

ARGUMENTS

request
is the first request(s) to be executed. Once the initial request(s) is compieted,
debug_fnp reads request lines from user_input. Each line can contain multiple
requests, separated by semicolons. If an error occurs in any request, the remaining

requests on that line are not be executed. You can abort any request by typing
"quit" followed by a "pi" (program_interrupt).

NOTES ON debug fnp MODE SELECTION

This command can operate on a running FNP, a dump segment, or a core image
segment; with few exceptions, most requests work the same regardless of the selection.
When first invoked, the command is set up to examine the first configured FNP. You
can switch between dumps, core images, and running FNPs at any time.

LIST OF MODE SELECTION RECQUESTS

fnp
Usage: fnp tag

selects a running FNP, where tag can be "a", "b", "c¢", "d", "e", "f", "g", or "h".
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image
Usage: image path

selects a core image, where path is the Multics pathname of a segment containing
the core image. Core image segments and dump segments have a different format,
so the image and dump requests are not interchangeable. The pathname on this
request can also be a starname, provided it matches only one entry in the
directory specified.

dump
Usage: dump path

selects a dump, where path is the Multics pathname of a segment containing the
dump. Core image segments and dump segments have a different format, so the
image and dump requests are not interchangeable. The pathname on this request
can also be a starname, provided it matches only one entry in the directory
specified.

In most cases, it is not necessary to know the pathname of the dump to be
examined, as special requests are provided for selecting dumps.

dumps
Usage: dumps

lists all the dumps currently in the dump directory. The default dump directory
is >dumps.

dump_dir
Usage: dump_dir {path}

changes the default dump directory, where path is the pathname of the new dump
directory. If you omit "path,” the name of the current dump directory is printed.

last_dump
Usage: last_dump

selects the latest dump.

prev_dump
Usage: prev_dump

selects the next earliest dump. You can use this request to peruse any or all the

dumps in the dump directory, going in either direction. You can use it repeatedly
as long as there are more dumps.
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next_dump
Usage: next_dump

selects the next latest dump. You can use this request to peruse any or all the
dumps in the dump directory, going in either direction.

select_fnp
Usage: select_fnp tag

selects which FNP in the dump is examined, when dealing with a dump that
contains multiple FNPs, such a BOS fdump; tag can be "a", "b", "c¢", "d", "e",
"f”, "g“’ or "h".

what
Usage: what

prints the fnp tag or the pathname, to find out what FNP, dump, or core image
is selected.

NOTES ON EXPRESSIONS

Many of the following requests take numeric arguments such as addresses, lengths, etc.
You can express any of these arguments as a generalized FNP expression. Expressions
can be arbitrarily complex, containing "(", ™", "+", "-", ™", ‘and "/" with their
normal meanings and precedence. The symbol "|" is synonymous with "+, as in
module |offset. You can specify indirection by. ",*", following the address to indirect
through. Numeric constants are interpreted as octal unless they are followed by a ".",
in which case they are decimal. You can use "#+" for the current location counter,
which is generally the Iast address used in a display or patch request. You can also
use many common FNP symbols, including all fields in the system comm region, the
hardware comm region, the software comm region, and the TIB. (Before you can use
TIB, hwem, and sfcm addresses, establish the addresses of these control blocks. See
the line and set reguests.) A symbol can also be any opblock mnemmonic, the name
of any FNP object module, or a machine instruction (enclosed within apostrophw) In
addition, you can define user symbols. For example,

hslaiSOO
t.icp,*
%*+30
tib[]h,*+10
goto

i
trophe not needed if there is no operand)
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LIST OF FNP MEMORY DISPLAY REQUESTS

display, d
Usage: display address {length} {mode}
d address {length} {mode}

displays the contents of FNP words, where address is the starting address, length
is the number of words, and mode is the display mode. The symbol "*" is set to
the address specified. You can use the following display modes:

octal, oct

character, c¢h

address, addr (in form module|offset)
clock, ck (&4 FNP words as a Multics clock)
instruction, inst (355 instruction format)
opblock, op (pseudo-opblock format)
decimal, dec

bit

ebcdic, ebc

If you omit length, it defaults to 1 unless address is a predefined FNP symbol, in
which case the appropriate length for that symbol is used. Similarly, if you omit
mode, octal is used unless address is a predefined FNP symbol, in which case the
mode appropriate for that symbol is used.

buffer, buf :
Usage: buffer {address} {mode} {-brief, ~bf}
buf {address} {mode} {-brief, -bf}

displays a buffer, where address is the address of the buffer, mode is the mode
to display it in (see the display request), and -brief means display only the first
two words of the buffer. If you omit address, the next buffer pointer from the
previous buffer displayed is used. If you omit mode, character mode is assumed.
If you omit -brief, the entire buffer is displayed. The length is determined
automatically by reading the buffer header.

buffer_chain, bufc
Usage: buffer_chain {address} {mode} {-brief, —bf}
bufc {address} {mode} {-brief, -bf}

displays a buffer chain.
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block, blk
Usage: block {address} {-offset, —o offset} {-length, -1 length}
blk {address} {-offset, —o offset} {-length, -1 length}

displays a control block at the address specified. Use this request if the data
being displayed is in the form of threaded control blocks. The default offset to
the forward pointer in the block is 0. The default block length is eight words.
If you specify no address, the next block in the chain is displayed (using the
forward pointer from the previous block).

block_chain, blkc
Usage: block_chain {address} {-offset, —o offset} {-length, -1 length} -
blkc {address} {-offset, —o offset} {-length, -1 length}

displays the entire chain of control blocks until one with a zero forward pointer
is encountered. Use this request if the data being displayed is in the form of
threaded control blocks. The request follows the threads in the buffer chain,
displaying each buffer. The default offset to the forward pointer in the block is
0. The default block length is eight words. If you specify no address, the next
block) in the chain is displayed (using the forward pointer from the previous
block).

flags
Usage: flags address {type}

shows the setting of individual bits. Use this request if the data being displayed
is a word of flags. The argument address is the the address of the word
containing flags; type can be:

t.stat tib status word

t.flg first tib flag word

t.flg2 second tib flag word

t.fi1g3 third tib flag word

sf.flg hsla sfcm flags

istat interpreter status word

hs.1 first word of hsla hardware status
hs.2 second word of hsia hardware status

If you omit type, it is assumed to be the same as "address,” which then must be
one of the items in the above list. The flags are listed by name, as they appear
in the macros.map355 source file. You can use the explain request for help on
unfamiliar names. Occasionally, the value of a flag word is known (from a trace,
for example), without knowing an address of it In this case, you can use the
following form:

flags =expression type

where expression is any valid expression and type is one of the types shown
above.
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LIST OF FNP MEMORY-PATCHING REQUESTS

patch
Usage: patch address argl...{argn}

patches the contents of FNP memory, where address is the starting address to
patch and argi represent patch data. Each argi can be an expression representing
the value to be stored in one FNP word or a character string in quotes (which
can contain more that one word of data). The total number of words patched
cannot exceed 32. Before the patch is applied, the effects of the patch are
displayed (old and new contents of every word) and you are asked to verify that
the patch is correct. The symbol "*" is set to the address specified. Examples of
patch requests are:

patch 43102 203456 -1 2
patch .crver "3.1x"

patch ctrl1|1400 goto ctri1|1600
patch hsla|1541 'tze 13' cax3 'lda 0,2,b.1'

A shorthand form of this request is
=argl...{argn}
which is equivalent to
patch * argl...{argn}
set_flag
Usage: set_flag flag_symbol

sets the bit associated with the flag_symbol specified in the appropriate word.
Use this request to manipulate individual flag bits in words of flags.

clear_flag
Usage: clear_flag flag symbol

clears an individual bit. Use this request to manipulate individual flag bits in
words of flags. This request is not an indivisible operation; this means if other
flag bits in the word are dynamically changing, this request may change their
value if they happen to have been changed between the time the word was read
and when it was rewritten.

L/IST OF DUMP ANALYS!/S REQUESTS

The following requests are valid only when using debug_fnp on a dump.
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11/86

why
Usage: why

finds out the cause of a dump. It prints the type of fault that caused the crash
and, if the crash was caused by a "die" opcode in the FNP, interprets the reason
for the crash.

regs
Usage: regs

prints the contents of all machine registers at the time of the fault.

call_trace
Usage: call_trace address {-long, -lg}

starts at the address specified and perform a backward trace of all subroutine
calls. The subroutine must be as defined by the map355 "subr” macro. If you
give -lg, the registers saved at each subroutine level are also printed. You can
also use this request on a running FNP, but the information is probably changing
too fast for the request to be useful

LIST OF FNP TRACE TABLE REQUESTS

A running FNP or a dump contains a trace table of the most recent events occurring

_in the FNP.

print_trace

Usage: print_trace {start} {count}

displays the trace table, where start indicates the starting trace message and count
is the number of messages to display. If you supply no arguments, the entire
trace table is printed. If you give no count, the trace table is displayed from the
starting point specified to the end. If the start number is positive, it is counted
from the oldest message; if negative, it is counted from the most recent. For
example, '

print_trace 200.
skips the 199 oldest entries and print the rest.
print_trace -50.
prints the 50 most recent messages.
Note that the start and count, like all other numeric values, are octal unless followed

by a decimal point. Printing the trace table of a running FNP is only meaningful if
tracing has been suspended; otherwise the table is changing too fast to be interpreted.
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stop_trace
Usage: stop_trace

suspends tracing in a running FNP.

start_trace
Usage: start_trace

restarts tracing in a running FNP.

Tracing can alsc be stopped and started with some of the breakpoint requesis
explained below.

Which modules in the FNP are traced is determined by the trace mask, kept in FNP
memory.

trace_mask
Usage: trace_mask {modules}

examines or updates the trace mask. If you give no modules, trace_mask displays
and interprets the current trace mask. If you give modules, they represent
modules to be added to, or deleted from, the current mask. Specify the module
as "name" or "+name" to set the tracing bit for the module and as "-name" or
"Aname" to turn off the corresponding bit. In addition, you can specify all and
none. For example,

trace_mask hsla “dia -util
turns on tracing for hsla_man and turn off tracing for dia_man and utilities.

Turning tracing on for a module for which tracing was not enabled when the
core image was bound has no efect.

NOTES ON FNP BREAKPOINT FACILITY

The control table interpreter in the FNP allows breakpoints to be set in the
interpreted control tables. A breakpoint causes the line encountering it to stop
execution in the interpreter until you give a request to restart it.

You can use breakpoints only if the module breakpoint_man is included in the core
image.

Breakpoints are often a useful tool, but be careful in their use. The following points
are important:

1. Breakpoints can only be set in interpreted opblocks. They cannot be set at
machine instructions.
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2. While at a break, the line is executing an opblock equivalent to

wait 0,0,0

followed by no status blocks. This means that timers can run out unnoticed,
status can be ignored, hangups can be missed, etc. For this reason it may be
difficult to restart a channel after a breakpoint.

3. Breakpoints cannot be set at subroutine levels where waits would be illegal.
4. Breakpoints cannot be set when a restart may execute a wait opblock.
5. Breakpoints cannot be set at a status opblock.

6. If a breakpoint is set at a wait opblock, it must be reset before the line is
restarted. In addition, a breakpoint cannot be set at a wait if any channels are
currently waiting at that block.

7. Control tables that use local internal variables (as opposed to variables in the TIB
extension) cannot depend on these variables being preserved during the break
unless other channels that may use the same control tables are not running.

8. No notice is given when a channel encounters a breakpoint. The list_break request
lists all breakpoints and shows what channels are stopped at each one.

L/IST OF FNP BREAKPOINT FACILITY REQUESTS

set_break, sb
Usage: set_break address —line- {-siop_trace}
sb address -line- {-stop_trace}

sets a breakpoint at the address specified. If you give a tty channel, the
breakpoint applies to that line only, and any other channel encountering the
breakpoint continues execution; otherwise, the breakpoint applies to any channel
that encounters it. If you supply -stop_trace, the FNP automatically suspends
tracing if any channel stops at that breakpoint.

reset_break, rb
Usage: reset_break address, rb address
reset_break -all, rb —all

resets a break at the address specified. Any lines stopped at the break are not

+ +a 1 + et sl e H 11
automatically restarted. I7 you give —all, all breaks are reset
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start, st :

Usage: start line {address} {-reset} {-start_trace}
st line {address} {-reset} {-start_trace}
start -all, sr -all

restarts the line specified. If you supply an address, the line restarts at the
address given, instead of where it was stopped. If you supply -reset, the break is
reset before the line is started. If you supply -start_trace, tracing resumes as the
line is restarted. If you supply -all, all lines at breakpoints at the time you issue
the request are restarted.

list_break, Ib
Usage: list_break
. Ib

lists all FNP breakpoints and the channels stopped at each.
LIST OF PERFORMANCE ANALYSIS REQUESTS

The FNP software periodically samples the instruction counter to determine whether
the FNP is running or idling.

idle_time
Usage: idle_time {-reset, -rs}

prints the percentage of time the FNP has been idling since bootload or the last
time you invoked the request with -rs.

sample_time
Usage: sample_time {new_time}

prints or sets the sampling interval used by the FNP for metering data, where
new_time is the new sampling interval in milliseconds (between 1 and 1000). If
you supply no argument, the current sampling interval is printed. (Default when
the FNP is booted: 50 milliseconds)

You can collect more detailed information on FNP usage by configuring the
module "ic_sampler” in the FNP core image. This module periodically samples the
instruction counter (at the rate set by sample_time) and adds 1 to a bucket,
which represents a small range (typically 16) of FNP addresses. With this data
you can determine with some precision where the FNP is spending its time when
it is running.
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ic_sample

This request is only accepted if the ic_sampler module is configured in the FNP.
It has the following options:

Usage: ic_sample start

starts the ic sampling feature. Sampling is normally disabled when the FNP is
booted.

Usage: ic_sample stop

stops ic_sampling.

Usage: ic_sample reset

zeroes all the sampling buckets.
Usage: ic_sample module

prints a table showing each module in the core image and what percentage of
samples collected occur in that module.

Usage: ic_sample histogram, hist {fraction}

prints a histogram showing each bucket address that has data and the percentage
of nonidle time that bucket represents. The fraction must be a floating point
number between 0.0 and 1.0. With this option, the histogram only contains the
mosi frequenily used buckets. Enough buckeis are printed so that the fraction
specified of the total data collected is printed. For example, if the fraction is .9,
10% of the data collected is not displayed by discarding infrequently referenced
buckets. This option is useful in deleting "noise” from the histogram.

LIST OF MISCELLANEQOUS REQUESTS
line
Usage: line {line}

locates the TIB, software comm region, and hardware comm region of the line
specified. Once these addresses are set, you can reference fields in these control
blocks by name in any expression in other requests. You can specify the line
cither in Multics form {a.h012) or as an FNP line number (1014). If you give no
line, the name of the current line is printed. If the line selected is not on the
current FNP, the proper FNP is selected automatically. You can specify the line

as -login_channel, in which case your login channel is selected.
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buffer status, bstat

- s B rhvemS, VS

Usage: buffer_status {-brief, -bf}
bstat {-brief, -bf}

prints a table showing each line and how much buffer space in the FNP it is
using. If you use -bf, only summary information is printed.

set
Usage: set symbol value

sets a symbol, where symbol is "+", "tib", "hwem", "sfcm"”, or any user—defined
symbol. Seiting control block addresses (tib, hwcm, sfcm) is more easily done
with the line request, but can be manually done with this request in case internal
FNP tables have been damaged. Note that setting any of these control block
addresses has no effect on the current value of other control blocks. Setting "*"
is also done by any dump or patch request. Once set, a symbol can be used in
any expression in any other request.

map
Usage: map

displays a list of modules, their addresses in the core image, and their dates of
compilation.

convert_address, cva
Usage: convert_address {addressl}...{addressn}
cva {addressi}... {addressn}

displays the address in any other meaningful forms that can be derived. For
example, octal values are converted to module|offset, and vice versa.

explain
Usage: explain syml {sym2}... {symn}

finds the explanation of any FNP symbol (usally the output of a flags or
convert_address request), where symi are symbols to be explained. It prints the
comment from the line in macros.map355 that defined the symbol.

e
Usage: e command_line
executes any Multics command by passing "command_line” to the command
processor.
quit, q
Usage: q

exits from debug_fnp.
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Name: define_work__class, dwc
SYNTAX AS A COMMAND

dwc pct_wecl {pct_wec2...pct_wen}
FUNCTION

assigns percentages of CPU time to various work classes independently of what is
specified in the master group table (MGT).

ARGUMENTS

pet_wei
is the percentage of CPU time to be assigned to the ith work class. If pct_wci is
zero, the ith work class is not defined. If you don’t specify pct_wci (there is no
ith argument), the ith work class is not .defined.

NOTES

The effect of dwc is temporary, since the answering service defines the work classes
specified in the MGT at the next shift change or the next time the operator issues
the "maxu auto" command. The percentages are ignored if the scheduler is in deadline
mede. : :

The percentages specified are normalized to a sum of 100% by the hardcore scheduler.

This command does not allow work classes defined in the MGT to be undefined; it
can create, however, undefined work classes. No changes made by dwc are recorded in
the MGT. No work class containing active processes can be undefined. You can use
dwc to change all work classes out of real-time mode, although you can also use the
tune_work_class command after dwc to change some work classes into real-time work
classes.

You can use this command in the following cases:

1. While testing or tuning the priority scheduler, to rapidly change the percentages
assigned to different work classes.

2. If the percentages specified in the MGT are temporarily out of balance, to handle
the transient condition gracefully without installing a new MGT.

W

To establish special or ad hoc work ¢l , at the administrater’s discretion, for
the duration of a shift. You can then use the set_work_class command to move
certain processes into the new work class.
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EXAMPLES

The following three command lines are equivalent and define work classes 1, 2, 3, 4,
and 6, each with 20% of available CPU time.

dwc 20 20 20 20 0 20

dwc 20 20 20 20 0 20 O

dwe 111101
Assume work classes 1, 2, and 3 already exist with 50%, 30%, and 20% of CPU time,
respectively. To temporarily create a special work class and give it approximately 10%
of available CPU time, while holding the relative amounts of CPU time received by
the other work classes constant, type:

dwc 50 30 20 10

The actual effect is to give the four work classes 46%, 27%, 18%, and 9%, respectively.

Name: delete__mail__table__entry

SYNTAX AS A COMMAND

delete_mail_table_entry name

FUNCTION

removes entries from the mail table that are not associated with a registered user.
ARGUMENTS

name

is a string that specifies a mail table entry that is to be deleted. Enclose it in
quotation marks if it contains blank spaces.
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NOTES

In order to maintain consistency with the person name table (PNT), this command will
not permit entries which are associated with registered users to be deleted. If the mail
table entry has aliases then the alias entries are also deleted.

ACCESS REQUIRED

The user must have e access to the gate mail_table_priv_.

Name: delete__old__pdds

SYNTAX AS A COMMAND
delete_old_pdds {-control_args}
FUNCT/ON

deletes old copies of >process_dir_dir and system_library_1 created during bootload.

This command is intended mainly for use in the Utility.SysDaemon’s start_up.ec. If i
the system is unable to boot for lack of quota. boot to standard and run from the |
initializer process in admin mode. |

CONTROL ARGUMENTS

—exclude_first N
specifies that the first N old copies of >process_dir_dir and >system_library_]
(that is, the N oldest ones) are not to be deleted.

—exclude_last N
specifies that the last N old copies of >process_dir_dir and >system_library_]

(that is, the N most recent ones) are not to be deleted.
ACCESS REQU/IRED
This command requires access to the hphcs_ gate.
NOTES
The old copies of >process_dir_dir are named pdd.[unique], and branch directly
off the root. The old copies of >system_library_1 are named s1l.[unique], and
also branch directly off the root.
The control arguments for specifying that some old >process_dir_dir copies are not

to be deleted are useful when it is necessary to have the process directory contents of
processes at the time of a crash, in order to debug system problems.
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If the process running delete_old_pdds has access to the soos privilege, it will be
enabled 1o allow salvaging of soos directories. It is recommended that the
« delete_old_pdds command be run in a process with access to the soos privilege.

Name: delete__proj
SYNTAX AS A COMMAND
delete_proj Project_id

FUNCTION

is used by the dproj command in the master.ec segment. It does a portion of the
work of deleting a project. (Other commands called by master.ec do the remainder.)

ARGUMENTS

Project_id
is the name of the project to be deleted.

NOTES

The entries for the specified project are marked as deleted in the administrator’s copy
of the SAT (smf.cur.sat) and in the projfile and reqgfile segments. Those entries are
not physically removed however. In addition. the name "delete.Project_id.pdt" is added
to the Project_id.pdt segment in >scl>pdt as a reminder that this PDT should be
deleted (by the system administrator) after the next monthly bills are run.

Name: delete__registry
SYNTAX AS A COMMAND
delete_registry paths

FUNCTION

deletes old unused RCP Resource Management registries. These registries must have
been previously removed from service via the remove_registry command.

ARGUMENTS
path

is the pathname of an old registry to be deleted. The star convention is accepted.
If the suffix old is not given, it is assumed.
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ACCESS REQUIRED

You need access to the rcp_admin_ gate.

Name: delete__volume__registration, dvr

SYNTAX AS A COMMAND

dvr =-contrcl_args |

FUNCTION

deletes the registration information for a physical or logical volume.

CONTROL ARGUMENTS

You can supply only one of these two control arguments:

-logical_volume LV_NAME, -lv LV_NAME
specifies that the registration information for the given logical volume is to be
deleted.

-physical_volume PV_NAME, -pv PV_NAME
specifies that the registration information for the given physical volume is to be
deleted.

NOTES

You can’t delete the last physical volume registered to a logical volume. You must
delete the whole logical volume registration.

When deleting a logical volume, all physical volumes in that logical volume are
deleted.

There is no reason to delete and reregister volumes. If there is an error in
registration, use change_ volume_registration to correct it.

ACCESS REQUIRED

You need re access to the mdc_priv_ page and sm to >lv.
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Name: deregister__resource, drr
SYNTAX AS A COMMAND

| drr type STR1...STRn
FUNCTION

makes a particular resource unknown to the system. The deregistration process informs
the system that the resource is no longer available for use.

ARGUMENTS

type
| is a resource type defined in the resource type description table “(RTDT).

| STRSis the unique identifying name of the particular resource being deregistered. If
you specify STR with a leading hyphen, precede it by -name (-nm).
ACCESS REQUIRED
You require execute accws to the rcp_admin_ gate.
NOTES

To be deregistered, the resource must be in the free state. A resource owned by a
user (or belonging to the system pool) must be released (see the release_resource
| command in the Commands manual, AG92) before you deregister it.

If you give multiple resource names to drr and an error occurs in the deregistration
of any of these resources, none of the resources are deregistered.

Name: disk__meters

SYNTAX AS A COMMAND

disk_meters {subsystem_name} {-control_args}
FUNCTION

prints statistics for each disk subsystem. A disk subsystem is a set of channels and
devices where every channel can reach everv devic
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ARGUMENTS

subsystem_name
is the name of a disk subsystem {(dska, dskb, dskc, etc.) for which information is
to be printed. If not specified, information for all subsystems is printed.

CONTROL ARGUMENTS

~channels. —chn
requests subsystem channel information.

—-detail, —dil
requests detailed drive information.

-long, -lg
requests all information obtained by the -channels, -detail, —queues, -system
control arguments.

—-queues. —-q
requests drive queue information.

-repori_reset, —It
generates a full report and then resets the metering interval to begin at the
current point in time.

-reset, -TS
resets the metering interval to being at the current point in time. No report is
generated. A rteset is accomplished by making a copy of the statistics as of the
reset time. Future invocation of the command will display the difference between
current statistics and the copy.

-system, —Sys
requests system statistics and optimizing information.

=1nreget —117<
LR SR e e L3N]

resets the metering interval to begin at system initialization time.

ACCESS REQUIRED
This command requires access to phcs_ or metering_gate_.
NOTES
The following are brief descriptions of each of the variables printed by disk_meters.
call locks
are lockings of a disk subsystem in order to queue read or wrile operations.
Information displayed includes the number of lockings (Count). the number of

waits for the lock (Waits), the percentage of Ilockings that needed to wait
(%Waits), and the average wait time (Avg. Wait (ms.)).
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run locks
are lockings of a disk subsystem in order to check the status of all devices and
channels. Run is called by page control on all subsystems when too many write
transfers are pending. Information displayed is the same as for call locks. If the
number of run lockings is greater than a tenth of the number of call lockings, a
transfer bottleneck probably exists at the subsystem, channel, or device level.

interrupt locks

are lockings of a disk subsystem at interrupt time. Information displayed is the
same as for call locks.

allocations

are metered whenever a transfer request is queued within a disk subsystem.
Information displayed includes the number of allocations (Count), the number of
times queueing of the request had to wait for the completion of a previous
request. ie., no free queue entry was available for use (Waits), the percentage of
allocations which had to wait (%Waits), and the average time in milliseconds until
a queue entry became available (Avg. Wait (ms.)). If the allocation %Waits is
greater than 2%. a transfer bottleneck probably exists at the subsystem, channel.
or device level.

For each drive in the subsystem, the following meters are displayed.

Reads

is the number of page or volume table of contents {VTOC) reads from the
device.

Writes
is the number of page or VIOC writes from the device.

Seek Distance
is the average seek distance in cylinders on the device. If this average is greater
than a third of the number of cylinders, then the pages are probably poorly
distributed on the pack.

connects
number of channel connections made.

int w/0 term
number of interrupts without terminate status.

run polls
number of IO's seen by RUN polling.

gel_io w/o term
number of io_manager calls not returning terminate.

term not active
number of interrupts with terminate on an inactive channel.
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101

the channel has been released to IOI use.
INOP

the channel is deemed to be inoperative.
BROKEN

the channel is deemed 1o be broken.

EXAMPLES I

The following is an example of the information printed when the command is invoked
with the —channels control argument specified.

dska: Channel information.

A8: 42530 connects, 163 int w/o term, 385 run polls
Al2: LE5Q connects, 13 int w/o term, 129 run polls
A9: 1307 connects, 15 int w/o term, 225 run polls

The following is an example of the information printed when the command is invoked
with the -detail contro! argument specified.

dska_OL #Seeks AveSeek Queue-wait Channel-wait Queued Multiplier

PageRd 11338  70.38 Li.5 0.8%  27.3 0 119.8
PageWt 1482 51.98 1153.7 0.1%  32.h 0 50239.2
VtocRd 1712 90.71 26.3 0.1%  2k.b 0 23.8
VtocWt 1518  89.38 26.4 0.1%  20.8 0 43.9

TEST 0 UNLOCADs, 39 TESTs
Channels 1.05% busy, 212 Combs.

The following is an example of the information printed when the command is invoked
with the —queues control argument specified.

dska_OL Queue: Ave 16.1, Alloc 99, Max Depth 50/280, Cur Depth O |

This indicates the average queue depth for the specified number of queue allocations, |
the maximum depth since max_depth_meters were last reset and the current depth in |
the queue. Requests are only queued if a drive is busy and/or it already has requests |
queued. |
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The following is an example of the information printed when the command is invoked
with the -system control argument specified.

FREE Queue: Ave 6.2, Alloc 60237, Max Depth 99/280, Cur Depth 1
System Factors: stagnate time 5.000 seconds, 378 bail outs.
Maximum Depth Meters reset at:

PageRd Max
PageWt Max
VtocRd Max
VtocWt Max

Load
Load
Load
Load

6,
210,
6,
12,

Depth
Depth
Depth
Depth

06/07/84

2207.7 mdt Thu

0 (PageRd), Fraction 1
0 (PageWt), Fraction 1
0 (VtocRd), Fraction i
0 (VtocWt), Fraction 1

This indicates FREE Queue use, stagnation time beyond which the
combing and the number of times that the ALM driver had to call the PL1 driver to
process complex interrupt information. The time that max_depth meters were last reset
at is given, as is the current status of the system-wide load optimization algorithm.

.0000
.0000
.0000
.0000

system does disk

The following is an example of the information printed when the command is invoked

with no control arguments.

Subsystem dski:

Cail Lock:
Int Lock:
Run Lock:

Alloc Lock:

Metering Time:

Locks
11768
11764

3091
11755

Drive Reads

3064
729

]
2
3 3065
L

922

Wai

Writes

1831
36
1934
26

ts

w O oo

[oNeoNeoNe

%Calls
.0000%
.0000%
.0000%
.0255%

Seek

Distance

This indicates the metering period.
sub-system, and individual drive IO information for all drives which have performed
I0 in the metering period. Typically 0 counts are suppressed to highlight useful

information.

the sub-system and lock

68

9
77
1

2-130

11:23:01

Average

0.000

0.000
0.000
12.223

ATB
Reads

13375
56216
13370
LLLLB

%CPU
0.00000%
0.00000%
0.00000%
0.00009%

ATB ATB
Writes 1/0
22382 8372
1138375 53570
21190 8197
1576212 L3229

information for the

GB64-00
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Name: disk__queue, dq
SYNTAX AS A COMMAND
dg subsytem_name
FUNCTION

prinls out the subsystem channel activity and the waiting 1/0 requests queued for a
given secondary storage subsystem.

ARGUMENTS

subsytem_name
is the subsystem name and can be of the form dska, dskb, dskc, etc.

ACCESS REQUIRED

This command requires access to phcs_ or metering_gate_.

NOTES

The disk_queue command accepls only one subsystem name at a time; therefore,
multiple subsystem names should be enclosed in parentheses. For the subsystem
specified, the number of connects on each of its channels is printed. For each waiting
request, the following information is printed:

P
is the priority of the request (1=high: O=low).

RW
indicates the type of request (R=read; W=write).

VP
indicaies the type of request {P=page. V=volume table of contenis eniry).
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DV

represents the device to which the request is directed.
SECTOR

is the sector to or from which input/output is done.
MEM

is the main memory address to or from which input/output is done.

Name: disk__stat__print

SYNTAX AS A COMMAND
disk_stat_print {path} {-control_args}’
FUNCT/ON

prints the disk_stat segment that is created by the sweep command. Optional control
arguments cause the information to be presented in a variety of ways. to facilitate
analysis of disk usage patterns. By default, a header is printed. followed by one line
for each directory in the disk_stat segment, and a totals line.

ARGUMENTS

path
is the pathname of the disk_stat file to be printed. If path is not given, the
disk_stat segment in the working directory is assumed.

CONTROL ARGUMENTS

-level N, -lev N
summarizes each subtree that begins at level N: prints no lines with level numbers
greater than N (where N is an integer from 0 to 16). The effect of this
argument is to make the output appear as if no directories with quotas existed
below level N in the hierarchy since the direciories below level N have their
usage figures included in those of whatever level N directory they are inferior to.

The default value for N is 16, causing all directories in disk_stat to be printed
individually. The root’s level is 0. A directory is said to be below level N if its
level number is greater than N. A value of 2 for N causes the disk usage of
each project to be displayed in a single line; a value of 3 causes the usage of
each user to be displayed (provided that the user directories have quotas).
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—logical_volume, -lv

prints the name of the logical volume on which segments contained in each
directory reside and prints the usage figures for each logical volume. An extra
column is printed in the directory line, giving the logical volume index (lvix).
This i1s merely the line number in the table of logical volume totals that is
printed after the regular totals lines. An Ivix of 0 indicates that the subtree
summarized by the line contains segments that reside on more than one logical
volume: an lvix of -1 indicates a logical volume not known to the system.

—subtotal, -stt
prints subtotal lines giving the totals for each subtree. Each time a directory is
encountered whose level number is less than that of the preceding directory. one
or more subtotal lines are printed. This argument causes the maximum amount of
subtotal information to be printed. Some users may find the resulting output too
cluttered to be easily read. To produce less information. but in an easier to read
format, see the -level control argument.

—total. -tt
does not print a line for each directory; rather prints a totals line (plus any other
lines specified by other arguments).

NOTES

The first date printed in the header is the date of the last billing. It is filled in by
charge_disk if the disk_stat file is the one used by the daily disk accounting job.
This date is 0 in files created separately (e.g., for use in disk usage analysis).

Although the output of disk_stat_print is designed to be printed on a line printer
(using the file_output and dprint commands, described in the Mu/tics Commands and
Active Functions manual, Order No. AG92), it can be printed on a terminal if the
carriage is wide enough. Each line consists of approximately 10 characters followed by
a pathname. Pathnames can be up to 168 characters long but are typically less than 50
characters long.

disk_stat_print Alpha.disk_stat -level 3

prints one disk usage line for each user on the Alpha project, assuming that the
segment Alpha.disk_stat was created as shown in the example under the sweep
command.

disk_stat_print Alpha.disk_stat -total

prints a single line giving the disk usage for the entire Alpha project.
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Name: disk__usage__stat
SYNTAX AS A COMMAND
disk_usage_stat path
FUNCT/ON

gathers statistics on a hierarchy subiree. It produces a report describing: (1) the
number of segments, links, directories, and names by hierarchy depth, (2) the
distribution of segments by date of last reference and last modification,(3) the
distribution by segment size, (4) the distribution by number of names, (5) the
directory distribution by number of names, and (6) the counts by starname (see the
Multics Programmer’s Reference Manual/, Order No. AG91. for a discussion of
starnames).

ARGUMENTS

path
1s the pathname that specifies the hierarchy inferior to path to be scanned. The

"

default is ">".
NOTES
The report is typed on the user’s terminal.

The listing by starname is controlled by the contents of the segment starname_list in
the user’s working directory. This segment consists of starnames. one per line. If the
starname_list segment does not exisl. a single starname. **. which maitches all entries.
is assumed.

Name: disklow
SYNTAX AS A COMMAND
disklow {n_left {pct}}

FUNCTION

scans the projfile segment and reports on each project whose remaining disk storage
(difference between quota and used) is low. The control arguments allow the system
administrator to check the disk storage by either number of free records or percent
of disk occupied or both.
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ARGUMENTS

n_left
prints a line for all projects with less than n_left free records, where n_left is an
integer value.

et
prints a line for all projects occupying more than the specified percent of their
disk storage quota. (pct is a value in the range 01 through 99).

NOTES

A value for n_left must be given in order to give pct. The default values for n_left
and pct are 20 and 90, respectively. If the system administrator wants to receive only
percentage information, n_left must be specified as 0.

The projfile segment is assumed to be in the working directory and is an implicit
input to disklow.

Name: display__account__status, das

SYNTAX AS A COMMAND

das {Project id} {-control_args}

FUNCTION

prints the latest accounting information for a project. The information is stored in the
PDT of that project and is correct as of the last time the daily accounting job was
run; it is usually run every night.

ARGUMENTS

Project_id
is the Project_id of the project. If this argument is not given, the project under
which the project administrator is currently logged in is assumed.

CONTROL ARGUMENTS

-brief, -bf
prints a one-line summary of the account information.

-long, -lg

prints all information found in the projfile (project registration segment) entry
and the reqfile (requisition segment) entry.
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-no_header, —-nhe
suppresses printing of the header.

ACCESS REQUIRED

The user must have read access to the PDT to use this command; usually only project
administrators have such access.

NOTES

If neither the -brief nor
charges is printed.

-long control argument is given. all information about

See also the proj_usage_report command to get a brief summary of each user's
resource consumption and the print_pdt command to get more detailed information
about each user.

EXAMPLES

The following exampie illustrates the output of the das command when it is used with
the -long control argument:

das Multics.pdt -long

Multics.pdt 12/0L4/84 0855.3
Account information copied 12/03/84 2130.7

Projectid: Multics;

REQFILE

account: SYSPROG

reqno: Muitics

rate structure: default

gflag:

date on: 03/13/75 1254.L4 est Thu

date off:

billing name: System Administration

billing addr: Accounting Office

charge this month: § 57285.74

charge this req: $  24L14583.92

req amount: S 0.00 balance: OPEN

cutoff date: 01/01/99 125L4.4 est Fri

PROJFILE
title:
investigator:
inv address:
supervisor:

Worker Bees

John Gintell
Right Here
CT7C
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sup addr: There

sup phone: phone_no

date on: 03/13/75 1254.5 est Thu
date off:

disk page-months: 29296, S 87.89

disk quota: 67538

disk use: 27329

dir disk use: 2214

misc charges: $ 0.00

# misc charges: 0

SAT

attributes: primary_line, guaranteed_login, anonymous, nopreempt,

dialok, multip, bumping, brief, vinitproc, vhomedir,
nostartup, daemon, igroup, save_pdir, disconnect_ok;

ring: 1,5

alias: m

default group: SysProg

authorized groups: %,Admin

max grace: 2880

audit flags: seg_init, dir_init, mc_seg_init, no_access, ipr_fault,
acv_mode, acv_ring, no_wakeup, sys_priv

authorization: system_low : system_high

days to cutoff: 5143

percent balance: 100%

dollars to cutoff: $ 0.00

The following example illustrates the output of the das command without the -long
argument:

das Multics.pdt

Multics.pdt 12/04/84 0857.7
Lccount information copied 12/03/8L 2130.7

Projectid: Multics;

charge this month: $ 57285.74

charge this req: S 24L14583.92

req amount: S 0.00 balance: OPEN

cutoff date: 01/01/99 125L4.4 est Fri

disk page-months: 29296, S 87.89

disk quota: 67538

disk use: 27329

dir disk use: 2214

misc charges: $ 0.00

# misc charges: 0
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Name: display__anst
SYNTAX AS A CONMMAND
display_anst {channel_name} {-control_args}

FUNCTION

displays the Answer Table, which contains information about interactive users. The
Answer Table resides in >scl>answer_table.

ARGUMENTS

channel_name
names a channel whose Answer Table entry is to be displayed.

CONTROL ARGUMENTS

-active
displays entries in Answer Table for active communications channels (channels that
have been hung up, are listening for a user to dial up. are connected to a user
(dialed). have logged in a user, or are attached to a running a process). This is
the default.

-all, —a
displays all table entries.

—channel channel_name, -chn channel_name
names a channel whose Answer Table entrv is to be displaved. The channel_name
argument has the format described above.

-dial
displays entries in Answer Table for dialed communications channels (channels that
are connected to a user (dialed). have logged in a user, or are attached to a
running process).

—in
displays entries in Answer Table for logged in users.

-lock
displays entries in Answer Table which are locked.

-name Person_id, -nm Person_id
displays entry or entries associated with the given Person_id.

-no_header, -nhe

suppresses display of the heading information contained at the beginning of the
Answer Table.
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-octal, -oc
displays header and entries in an octal dump, as well as in interpretive format.

-pathname path, -pn path
gives the pathname of the table to be displayed. If omitted, the system Answer
Table in >scl>answer_table is used.

NOTES

The -all, -active, -dial, -in, -lock, —-name and -channel control arguments and the
channel_name argument select entries to be displaved. If more than one is given, an
entry is displayed if it matches any of the conditions specified by the arguments. If
none are given, the entries for all active communications channels are displayed.

EXAMPLES

To display the entire Answer Table, type:
display_anst

To display only the Answer Table entry for user Apple on any project, type:
display_anst -nhe -name Apple

To display the Answer Table entry for the user on channel "a.l008", type:

display_anst -nhe a.1008

Name: display__aste |
SYNTAX AS A COMMAND
display_aste {pathname} {-control_args} !
FUNCTION l

displays the Active Segment Table Entry (ASTE) and, optionally, the file map of an l
active segment. !

ARGUMENTS |
pathname

is the pathname of the desired segment. If a pathname is not specifiéd, the |
-hardcore control argument must be used. |
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‘ CONTROL ARGUMENTS

-hardcore NAME, -hc NAME
display the ASTE and, optionally, the file map of the hardcore segment
indentified by NAME, where NAME is the octal segment number or SLT name
of the desired segment.

-offset OFFSET, -at OFFSET
specifies that the ASTE at sst_seg/OFFSET will be displaved.

-file_map, ~fm
specifies that the file map will be displayed.

-no_file_map, ~nfm
specifies that no file map will be displaved. This is the default.

-no_octal, —noc
specifies that the ASTE is not to be displaved in octal format. This is the
| default.

-octal, -oc
specifies that the ASTE is to be displayed in octal format.

| ACCESS REQUIRED

| This command requires access to ring_zero_peek_, phcs_, and mdc_.
| EXAMPLES

| display_aste >

ASTE for > at 76530 in sst_seg
fp: 7664, bp: 15076L4, infl: 0, infp: 7520
strp: 30300, par_astep: 0, UID: 777777777777
msl: 205, c¢sl: 6, records: 6, np: 5
DTU: 1984-01-23 08:44:18
DTM: 198L-01-23 09:02:09

ON: usedf gtms ngsw dirsw master_dir tgsw(S) tgsw(D) dnzp fms

OFF: init gtus hc hc_sdw any_access_on write_access_on
inhibit_cache explicit_deact_ok deact_error hc_part fm_damaged
dius nid ehs volmap_seg npfs ddnp synchronized fmchanged
fmchanged] damaged pack_ovfl

quota: (137171, 147361), used: (11141, 1019)
pvtx: 7, vtocx: O
pvname: rpv disk name: dska_07

| display_aste > -file_map
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ASTE for > at 76530 in sst_seg
fp: 7664k, bp: 15076L4, infl: 0, infp: 7520
strp: 30300, par_astep: 0, UID: 777777777777
msl: 205, csl: 6, records: 6, np: 5
DTU: 1984-01-23 08:44:18
DTM: 1984-01-23 09:02:49

ON: usedf gtms nqsw dirsw master_dir tgsw(S) tgsw(D) dnzp fms

OFF: init gtus hc hc_sdw any_access_on write_access_on
inhibit_cache explicit_deact_ok deact_error hc_part fm_damaged
dius nid ehs volmap_seg npfs ddnp synchronized fmchanged
fmchangedl damaged pack_ovfl

quota: (137171, 147361), used: (11141, 1019)
pvtx: 7, votex: O
pvname: rpv disk name: dska_07

File mape: O Memory address 16704000 “er,phu,phul,”pmh,”phml,”wired, ~os,valid
Disk address: Disk page 14504

1 Memory address 12342000 "er,phu,phul,”pmh,” phml, wired, os,valid
Disk address: Disk page 14506

2 Memory address 12336000 “er,phu,phul,”pmh,”phml, wired, os,valid
Disk address: Disk page 14510

3 Memory address 12340000 "er,phu,phul,”pmh, phml, wired,os,valid
Disk address: Disk page 14512

L Memory address 12344000 “er,phu,phul,”pmh,” phml, wired,~os,valid
Disk address: Disk page 14514

5 Disk page L2021
6 Null address from fill_page_table

Name: display__aut

SYNTAX AS A COMMAND
display_aut {absN} {-control_args}
FUNCTION

displays the Absentee User Table (AUT), which contains information about absentee
users. The Absentee User Table resides in >scl>absentee_user_table.

ARGUMENTS
absN

names the absentee process whose Absentee User Table entry is to be displayed
(e.g., absl, abs2).
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CONTROL ARGUMENTS

~active
displays entries in Absentee User Table for absentee processes that are currently
running a job (this is the default).

-all, -a
displays all table entries.

-lock
displays entries in Absentee User Table which are locked.

-name Person_id, -nm Person_id
displays entry or entries associated with the given Person_id.

-no_header. —nhe
suppresses display of the heading information contained at the beginning of the
Absentee User Table.

—-octal, -oc
displays header and entries in an octal dump. as well as in interpretive format.

—pathname path, -pn path
gives the pathname of the tfable to be displayed. If omitied. the system Absentee
User Table in >scl>abseniee_user_table is used.

NOTES

The -all, -active, -lock and -name control arguments and the absN argument select
entries 10 be displayed. If more than one is given. an entry is displayed if it matches
any of the conditions specified by the arguments. If none are given. the entries for
absentee processes which are currently running a job are displayed.
EXAMPLES
To display the entire Absentee User Table, type:
display_aut
To display only the Absentee User Table entry for user Apple on any project, type:
display_aut -nhe -name Apple

To display the first absentee process, type:

display_aut abs]
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Name: display__branch

SYNTAX AS A COMMAND
display_branch {-control_arg} target
FUNCT/ON

prints out information about directory entries that is not returned by the status
command and lists the segment UID and the location of the branch. It does not
access the VTOCE of the segment for any information.

ARGUMENTS

target
indicates the segment whose branch is to be displaved. Any of the following
forms can be used to specify the target segment: the pathname of the segment,
the octal segment number of the segment, or the octal pointer representation of
the branch address to be displayed (e.g., 260]|1664).

CONTROL ARGUMENTS

-name, -nm
must be specified before any pathname that is, or that can be construed as. a
valid octal number.

ACCESS REQUIRED

This command requires access to the phecs_ gate.

Name: display__cache__threshold

SYNTAX AS A COMMAND
display_cache_threshold {-control_args}
FUNCT/ON

displays the current cache error threshold values.
CONTROL ARGUMENTS

-system
displays the threshold values in the per—system data base.

—per_process
displays the per—process threshold values. This is the default.
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Name: display__cdt

SYNTAX AS A COMMAND

display_cdt {channel} {-control_args}
FUNCTION

enables a qualified user to display the contents of a channel definition table (CDT).

ARGUMENTS

channel
is the name of the communications channel for which the CDT entry is to be
displayed. The star convention is allowed.

CONTROL ARGUMENTS

-all, —a
displays names and CDT indices for all channels in the CDT.

-brief, -bf
displays only channel names and CDT indices (without channel or FNP details).
This is the default for the -all and -subtree control arguments.

-cmf path
creates a CMF in the segment named path in a form suitable to cv_cmf, based
on the contents of the CDT.

-header. -he
displays the CDT header variables in addition to other requested information.

-long, -lg
displays detailed information for the specified channel or FNP. This is the default
unless —all or -subtree is specified, in which case —brief is the default.

-no_header, -nhe
suppresses display of the CDT header variables. This is the default.

-pathname path, -pn path
displays the CDT whose pathname is path. By default, the CDT in the segment
>scl>cdt is displayed.

-subtree

displays the names and CDT indices for all subchannels (if any) of the specified
channel.
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NOTES

If display_cdt is specified with no channel name and no control arguments, a usage
error notification is returned. Specifying channel name only, with no control
arguments, resuits in a -long display.

The display_cdt command enables the user to check for inconsistencies in a CDT
before unnecessarily undertaking corrective action.

The user must have r access to the CDT to invoke the display_cd! command.
EXAMPLES
To display the entire system CDT. specify:
display_cdt -all -header
To display the system CDT entry for channel a.h000 only, specify:
display_cdt a.h000
To display all the subchannels of multiplexer a.h026.1, specify:

display_cdt a.h026.1 -subtree -long

Name: display__cpu__error

SYNTAX AS A COMMAND

display_cpu_error {-control_args}

FUNCTION

scans the syserr log and displays machine conditions and history registers.
CONTROL ARGUMENTS

-from DT, -fm DT
starts scanning the log at the date/time given.

-to DT
stops scanning the log at the date/time given.

-for T
computes the ending time from the starting time, where T is a relative time (such
as "lhour").
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-cpu CPU_LIST
displays information for the CPUs specified, where CPU_LIST is a list of CPU
tags (e.g., "a c").

-nothread
specifies that the history registers are not to be threaded. The history registers
will be output in octal with no interpretation. The default is off.

-expand, —exp
specifies that the history registers are not to be threaded but that they are to be
interpreted.

-match STR...STRn
maitches strings against messages in the log. where STR is a text string. Messages
are defined to contain process or machine condition information. Any message
that contains a STRi is displaved.

—-exclude STR1...STRn, -ex STR1...STRn
matches strings against messages in the log as -match, where STR is a text string.
Any message that contains a STRi is NOT displayed.

-all
specifies that all log entries that are defined to contain processor machine
information can be displayed.

l ACCESS REQUIRED

| Read permission is required on the log segments themselves and status permission is
| tequired on their containing directories.

NOTES

If -from DT is not given, the scan starts with the earliest entry in the syserr log.
The ending time can be specified by using -for or -to. but not both. If both are
omitted, the scan terminates with the last entrv in the log. All dates and times must
be in a format acceptable to the convert_date_to_binary_ subroutine described in the
Multics Subroutines and //0 Modules manual. Order No. AG93.

| Unless the control arguments -all, -match, or —exclude are specified, only hardware_fault
] entries will be processed.
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Name: display__disk__label, ddl
SYNTAX AS A COMMAND
ddl DEVICE {-control_args}
dd1 {PVNAME} {-control_args}
FUNCTION
displays information recorded in the physical volume label for a storage system disk
volume and optionally displays information recorded in the physical volume table entry
(PVTE) for the associated disk unit.
ARGUMENTS
DEVICE .
specifies the disk subsystem and unit on which the volume is mounted (e.g.,
dska_05 or dskk_00a).

PVNAME
is the physical volume name (e.g., rpv).

CONTROL ARGUMENTS

-long, -lg '
displays information recorded in the P

e pwm—~

-pvﬂp:c‘;t{ilés the disk unit by the unique identifier assigned to the physical volume
when it was registered (PVID), a 12-digit octal number.

ACCESS REQUIRED

You need access to phes_.

NOTES

Specify a disk unit by only one of the following: DEVICE, PVNAME, or "-pvid
PVID". The requested unit must represent a mounted storage system volume.
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EXAMPLES

ddl fpdir0l -long

display_disk_label

Label for Multics Storage System Volume fpdirOl on dskk_00a 3380

PVID

Serial

Logical Volume
LViID

Subvolume a 1 of 2
Registered
Dismounted
Map Updated
Salvaged
Bootload
Reloaded
Dumped
Incremental
Consolidated
Compliete

Inconsistencies

Minimum AIM
Maximum AIM

535341556672

fpdirOl
fpdir_1

535341556533

05/24/86
11/07/86
11/08/86

11/08/86

2031.3 mst Sat
2105.9 mst Fri
0558.6 mst Sat

0556.6 mst Sat

o

+00C000

0
1:777777

PVTE for Multics Storage System Volume fpdir0Ol on dskk_00a 3380

at pvt|5374

PVID
LVID

VTOCEs
Number
Left

Records
Number
Left

Subvolume Info
sv_num
num_of_svs
record_factor
records_per_cyl

Inconsistencies

11/86

535341556672
535341556533

10204
10131

51024
L9k3k

o ~NOonNnO
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Volume Map
volmap_seg ASTE 1021120
record stock 1041440
Page 0 - Base 11766
free 70712
Page 1 - Base 105766
Free L7520
Page 2 - Base 205766
free 0
vtoce siock 104|1703
ON: used is_sv storage_system
OFF: root_lv rpv permanent testing being_mounted being_demounted

11/86

removable_pack check_read_incomplete device_inoperative
scav_check_address deposit_to_volmap being_demounted2
pc_vacating vacating hc_part_used volmap_lock_notify
volmap_idle_notify vtoc_map_lock_notify dmpr_in_use (incr)
dmpr_in_use (cons) dmpr_in_use (comp)

Volume Map from PVTE

First Record
Oo

100

117660
1555060

Size
100
117560
1435200
15570ko
1555060

Label Region
VTOC Region
Paging Region
Partitions
Total Size

Name: display__dut

SYNTAX AS A COMMAND

display_dut {source_name} {-control_args}

FUNCTION

displays the daemon user table (DUT), which contains information about daemon users.
The system DUT resides in >scl>daemon_user_table.

ARGUMENTS

source_name

is the message coordinator source name associated with the daemon process whose
DUT entry is to be displayed (e.g., cord, prta, vinc, and vcomp).
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CONTROL ARGUMENTS

-active
displays entries in the DUT for all daemon processes that currently exist.
(Default)

-all, -a
displays all table entries.

~lock :
displays entries in the DUT that are iocked.

-name Person_id, —nm Person_id
displays the entry or entries associated with the given Person_id.

-no_header, -nhe
suppresses display of the heading information contained at the beginning of the
DUT.
-octal, -oc
displays the header and entries in an octal dump, as well as in interpretive
format.
—pathname path, -pn path
gives the pathname of the table to be displayed. If omitted, the system DUT is
used, :
NOTES
The -a, -active, -lock, and -nm control arguments and source_name select entries to
be displayed. If you give more than one, an entry is displayed if it matches any of
the conditions specified by the arguments. If you give none, entries for active daemon
processes are displayed.
EXAMPLES
To display the entire DUT, type:
display_dut -all
To display DUT entries for the daemon processes that currently exist, type:
display_dut
To display only the DUT entry for user IO on any project, type:

display_dut -nhe -name 10
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To display the DUT entry for the process using the message coordinator source name
vinc, type:

display_dut vinc -nhe

Name: display__fnp__idle

SYNTAX AS A COMMAND

display_fnp_idle {fnp_names} {-control-args}
FUNCTION

displays information on the Front-End Network Processor (FNP) idle time stored by
the meter_fnp_idle command. The display can be either a summary or a line graph
{histogram).

ARGUMENTS

fnp_names
are the names of the FNPs for which idle time information is to be displayed.
If you supply no fnp_names, the display covers all FNPs for which information
has been stored. :

CONTROL ARGUMENTS

-directory path, —dr path
specifies that information is to be taken from segments in the directory with
pathname path (see meter_fnp_idle). (Default: to display information from idle
time segments in the working directory)
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-from DT, -fm DT
specifies that the display is to cover a period beginning no earlier than the
date/time value (DT). (A description of valid DT values is provided in the
Multics Programmer’'s Reference Manual/, Order No. AG9Y91.) The default is to
start the display from the most recent idle time segment.

-histogram, -hist
causes output in the form of a histogram, where a line shows the busy percentage
for each FNP at a given time interval. The -histogram and -summary control
arguments are mutually exclusive. but one or the other must be specified.

—-interval N
specifies that each line in the histogram represents an N minute interval. This
control argument is ignored if -summary is specified. The default is 15 minute
intervals.

-line_length N, -1 N
specifies the line length of the histogram as N columns (N cannot be less than
38). This control argument is ignored if -summary is specified. The default is the
user’s terminal line length (or 80 if output is directed to a file).

—summary, -sum
requests a summary display of FNP idle information for the specified time period.
The -summary and -histogram control arguments are mutually exclusive, but one
or the other must be specified.

-to DT
specifies that the display is to cover a period ending no later than the date/time
value (DT). (A description of valid DT 'values is provided in the Mu/tics
Programmer’'s Reference Manual/, Order No. AG91.) The default is to end the
display with the latest available information.

EXAMPLES

The following command and resultant display represent 2 sample display_fnp_idle
summary request in which FNP "a" was found to be 90.3% idle for the specified
period (i.e., starting from the beginning of the most recent idle time segment and
including the latest available information). Note that the busiest interval within the
period is identified.

display_fnp_idle a -summary
FNP A idle from 01/04/84 0600. to 01/06/84 1436%.: 90.3%

Busiest sample interval:
01/05/8L 1423, to 142L.: L43.7% idle
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The following command and resultant display represent a sample display_fnp_idle
histogram request for all FNPs for which idle time has been recorded. The time
period starts no earlier than noon on 01/06/84 and includes the latest available
information. The busy percentage for each FNP is given at 10-minute intervals.

display_fnp_idle -from "01/06/84 1200." -hist -interval 10

%busy 0 10 20 30 40 50 60
e Y e R
01/06/84 1330. A B C
1340. A C B
1350. A CB
1500, A B
1410. A c
1420. A B C
1430, A B c

Name: display__ioi__data

SYNTAX AS A COMMAND
display_ioi_data {-control_args}
FUNCTION

displays the ring0 data base ioi_data. It can be used on a running system, an fdump,
or a copy of ioi_data made with the copy_out command.

CONTROL ARGUMENTS

-all. -a
causes all the channel table entries (cte's) and device table entries (dte’s) associated
with the group(s) selected to be displayed. This control argument can be used in
conjunction with -group or -gte.

-force, -fc
forces the display of certain control blocks and/or fields that the command might
not otherwise display. For example, "-gte" displays only allocated group table
entries (gte’s); "-gte -force" displays all gte’s, allocated or not.

-header, -he

causes the ioi_data header to be displayed. This is the default if no control
blocks are selected.
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-no_header. -nhe
suppresses the display of the ioi_header. This is the default when a control block
is selected.

CONTROL ARGUMENTS FOR SELECTING

The following control arguments are used to select where ioi_data is to be found.
Only one control argument can be selected from this list. If none are specified,
ioi_data is copied from ring_0 of the running system.

-erf erfno
specifies the number of the fdump to be analyzed.

—-segmen! path, -sm path
specifies the pathname of the segment containing ioi_data. Normally, this segment
is obtained from the running system using the copvy_out command or from an
fdump using the extract command.

CONTROL ARGUMENTS FOR DISPLAYING

The following control arguments specify which control blocks in ioi_data are to be
displayed. Only one contro! argument can be selected from the following list. If none
of these control arguments are specified, all control blocks are displayed.

—-channel {channel_name}. —chn {channel_name}
displays the channel table entry (cte) for the channel specified. If channel name
is omitted. all cte’s are displayed. The channel name argument is in the form
{tag} number, where tag is an IOM tag (a through h) and number is an octdl
channel number. If tag is omitted, IOM a is assumed.

-cte {octal_offset}
displays the cte at iom_data|octal_offset. If offset is omitted, all cte’s are
displaved.

-device {device_name}, —-dv {device_name}
displays the device table entry (dte) for the device specified. If device_name is
omitied, all die’s are displayed.

-dte {octal_offset}
displays the dte at iom_data|octal_offset. If offset is omitted. all dte’s are
displayed.

~-group {device_name}, —gp {device_name}
displays the group table entry (gte) for the device specified. If device_name is
omitted, all gte’s are displayed. The device_name can be either the full name of
a nonmultiplexed device, such as prta, or the full name or first four characters in
the name of a multiplexed device, such as tape or tape_02.
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-gte {octal_offset}
displays the gte at ijom_data|octal_offset. If offset is omitted, all gte's are
displayed.

-user {Person_id.Project_id}
displays the dte’s of all devices assigned to the specified user. If Person_id.Project_id
is omitted. the user’s Person_id is assumed. Either Person_id or Project_id can be
omitted or an asterisk (*) can be used in their place. This argument is not
allowed for -erf and will not work with -segment if the segment was created
during a previous Multics bootload or if the users have since logged out.

ACCESS REQUIRED

To use this command on a running system, access to the phcs_ gate is required.
NOTES

The default action of this commmand, when invoked with no arguments, is:

! display_ioi_data -group -all -header.

Name: display__kst__entry

SYNTAX AS A COMMAND

display_kst_entry {-control_arg} target

FUNCTION

prints the contents of a KST (known segment table) entry. The KST entry 1o be
dumped can be indicated by either a segment number or a relative pathname of the

associated object.

ARGUMENTS

target
is either a segment number or a relative pathname.

CONTROL ARGUMENTS

-name, -nm
must appear if target is a relative pathname that looks like a segment number.
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EXAMPLES

! display_kst_entry start_up.ec

segno:
usage:
entryp:
uid:
dtbm:
mode:

ex mode:
infcount:
hdr:
flags:

256 at 155|470

0, 0, 0, 0, 2, 0, 0, O
2435452

033100743603
416334652254

7 (4, &, )
000000000000 (0, O, 0)
0.

4

write

Name: display__log__segment
SYNTAX AS A COMMAND

display_log_segment log_segment_ptr {%ontro!_args}

FUNCTION

displays the internal information of a log segment.

log_segment_ptr

display_log_segment

is a virtual pointer to the log segment to be displayed. It must be in a format
acceptable to cv_ptr_ (this includes log segment entrynames and pathnames). You
can supply only a log pointer.

CONTROL ARGUMENTS

~brief, -bf

selects a short form for output.

-header, -he

displays the log header. (Default)

-long, -Ig

selects a long form for output. (Default)

-no_header, -nhe

does not display the log header.
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=no_print, =npr
does not displays the status and contents of message entries. (Default)

-no_trace
does not display the status of messages. (Default)

—print, -pr
displays the status and contents of message entries. The information displayed is a
superset of that displayed by -trace.

~trace
displays the status of message entries.

NOTES

This command is meant for analysis. Log perusal should be performed with
monitor_sys_log, print_sys_log, or summarize_sys_log.

If you use -nhe, -npr, and -no_trace together, you get an error message and no
display.

Name: display__mstb

SYNTAX AS A COMMAND

display_mstb path

FUNCTION

displays information about the status of a multisegment table (MSTB).
ARGUMENTS

path
is the pathname of the multisegment table. The PNT and URF are multisegment
tables.
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EXAMPLES
The command
! display_mstb >sci>PNT

displays

MSTB >sc1>PNT is of type PNT.
9 components, 10718 entries, 3943 used, 28 deleted,
6747 free. (37% full)

entry size = 45, header size = 16, component size = 65536.

Name: display__process__audit__flags

SYNTAX AS A COMMAND

display_process_audit_flags {-control_args}

FUNCTION

displays the current state of the process security audit control flags.
CONTROL ARGUMENTS |

~brief, -bf
specifies that the short format is to be displayed. (Default)

~long, -lg
specifies that the long format is to be displayed.

ACCESS REQUIRED
You must have re access to access_audit_gate_.

NOTES

For a description of the process audit flags, see the new_user command in this section
and the section "Security Auditing" in the System Administration Procedures (AKS50).

See also the set_process_audit_flags and edit_process_audit_flags commands.
EXAMPLES
! display_process_audit_flags

fsobj=N/N,fsattr=MA/MA,rcp=R/R,admin=R/R,special=R/R,...
«..other=MA/R,admin_op,priv_op,fault,small_cc,moderate_cc
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! display_process_audit_flags -long

Object Grant Level Deny Level
File_System_Object No_Audit No_Audit
File_System_Attribute Modify_Access Modify_Access
RCP_Object Read Read
Administrative_Object Read Read
Special_Object Read Read
Other_Object Modify_Access Read

Audited Events:
Administrative_Operation
Privileged_Operation
ACV/IPR_Fault
Small_Covert_Channel
Moderate_Covert_Channel

Name: display__psp
SYNTAX AS A COMMAND
display_psp {-control_args}
FUNCTION
displays selected information about distributed software found installed in online system
libraries. The information includes marketing identifier, Software Technical Identifier
(STI), copyright notice, and titles for the software requested.
CONTROL ARGUMENTS
-all, -a
returns selected information of all products found installed in the system libraries.
{Default)

-brief, -bf
prints only the STI. (Default)

—copyright
returns the copyright notice for selected products if found installed in the system
library.

-long, -lg
prints the marketing identifier, STI, copyright notice, and titles selected.
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-match STR
returns selected information for a specific product if it is installed in the system
library, where STR is the marketing identifier.

-name, -nm
returns selected information about a named product. The name of the product
will be the long name by which the product is most commonly referred, i.e.,
compose, cobol, or ted.

NOTES

The -brief and -long control arguments are mutually exclusive; the -match, -name,
and -all control arguments are mutually exclusive.

Name: display__pvte

SYNTAX AS A COMMAND

display_pvte {dskX_NN} {-control_args}
display_pvte {PVNAME} {-control_args}
FUNCTION

prints information recorded in the Physical Volume Table Entry (PVTE) for a storage
system disk volume and optionally displays information recorded in the physical volume

label.

ARGUMENTS

dskX_NN
specifies the disk subsystem and unit on which the volume is mounted {e.g.,
dska_07).

PVNAME

is the physical volume name of the disk volume (e.g.. rpv).
CONTROL ARGUMENTS

-long, -lg
causes information from the volume label to be printed also.

-pvid PVID
specifies the disk volume by the unique identifier assigned to the volume at the
time it was registered (PVID). PVID is a 12-digit octal number. which can be
obtained by using the list_volume_registration (lvr) command. This contro}
argument cannot be used if either dskX NN or PVNAME is specified.
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ACCESS REQUIRED

display_rtdt

This command requires access to metering_gate_. If the -long control argument is

specified, then access to phecs_ is required.

NOTES

The disk volume specified must be a mounted storage system volume.

Name: display__rtdt

SYNTAX AS A COMMAND

display_rtdt {typel ... typeN} {-control_args}
FUNCTION

displays a resource type description table (RTDT).

ARGUMENTS

typet

is the name of a resource type whose RTDT entry is to be displayed.

not given, all RTDT entries are printed.
CONTROL ARGUMENTS

-no_header. —-nhe
does not print the RTDT header comment.

~pathname path, -pn path

If type is

displays the contents of the RTDT specified by path. If this control argument is

not specified, the RTDT residing in >system_contrel_1 is displayed.
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Name: display__syserr__log__part

SYNTAX AS A COMMAND
display_syserr_log_part {args} {-coentrol_args}
FUNCTION

displays portions of the syserr logging partition that exist on the disk, in order to
diagnose and correct problems that might occur in the syserr logging partition.

ARGUMENTS

header. he
prints the syserr log partition header.

check D, ¢k D
checks message threads in direction specified by D and validates message formats.
Direction is specified by one of the following:

forward, f forward checking only
reverse, r reverse checking only

message N, msg N
displays a single message with message header information, message text and
expanded binary output. and octal message words. The message to be displayed is

;;;;;;;;;;;;; S § 8 {7 111w llie AT AV O

specified by appending a positive or negative integer 1o the message argument:

N displays the log message that is N from the top
=N displays the log message that is N from the last
CONTROL ARGUMENTS

—-offset ADDR. -ofs ADDR
displays message at word offset ADDR from the beginning of the syserr log.

-number N, -nb N
displays the syserr log message whose message number is N (decimal).

ACCESS REQU/IRED

Read permission is required on the log segments themselves and status permission is |
required on their containing directories. l
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| Name: display__system__audit__flags
| SYNTAX AS A COMMAND

| display_system_audit_flags

l FUNCTION

| displays the system parameters that control auditing of user access t0 system resources.

| NOTES

| See also the set_system_audit_flags command.

Name: display__vtoce

SYNTAX AS A COMMAND

display_vtoce PATHNAME]PVNAME VTOCX -control_args
FUNCTION

displays the vioce of a specified segment.

ARGUMENTS

PATHNAME
is interpreted as the pathname of a segment or directory whose VTOCE should be
displayed if you supply one noncontrol argument.

PVNAME
if you give two noncontrol arguments. the first is the physical volume name of
the segment or directory whose VTOCE should be displayed.

VTOCX
if you specify two noncontrol arguments, the second is the octal vtoce index of
the segment or directory whose VTOCE should be displayed.

CONTROL ARGUMENTS

-file_map, -fm

displays the VTOCE file map.

—header, -he
displays the commonly used attributes of the segment stored in the VTOCE.
(Default
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-long, -lg
displays the commonly used attributes ( as in -header) as well as additional
attributes with less commonly used information.

-no_file_map, -nfm
does not display the VTOCE file map.

-no_header, —nhe
does not display the commonly interesting atiributes of the segment stored in the
VTOCE.

-no_octal
does not dump the entire VTOCE in octal.

-octal
dumps the entire VTOCE in octal.

ACCESS REQU/IRED
You need access to phcs_.
EXAMPLES

display_vtoce >
vtoce '">" (Directory), vtove O on pvtx 7 (rpv) - 01/23/8k 0908.9 est Mon

D =

“i

77777777 , msl/csl/rec = 205 6 6

uota (S D) = (137171 147361)

Quota used (S D) = (11413 1006)

Quota received (S D ) = (260543 0)

Time-record product (S) 7.99551ell page-seconds
updated at 01/21/84 1801.2 est Sat.

~J

7 717
i i1
t )

Q ~d

o

Created 05/21/76 18L46.3 est Fri
Dumped 01/23/84 08LL.3 est Mon
Used 01/21/84 1801.2 est #Mon
Modified 01/21/84 1801.1 est Sat

Switches: ngsw master_dir dnzp gtpd fm_checksum_valid

Access class: system_low

display_vtoce > -long
vtoce '>!" (Directory), vtove O on pvtx 7 (rpv) - 01/23/84 0908.9 est Mon
display_vtoce >

vtoce ">'" (Directory), vtove 0 on pvtx 7 (rpv) - 01/23/84 0908.9 est Mon
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Ulb = 777777777777, msl/csl/rec = 205 6 6
Quota (S D) = (137171 147361)
Quota used (S D) = (11413 1006)
Quota received (S D) = (260543 0)
Time-record product (S) 7.99551ell page-seconds
updated at 01/21/84 1801.2 est Sat.

Created 05/21/76 18L6.3 est Fri
Dumped 01/23/84 08LL.3 est Mon
Used 01/21/84 1801.2 est Mon

Modified 01/21/84 1801.1 est Sat
Switches: ngsw master_dir dnzp gtpd fm_checksum_valid

Access class: system_low

UID path: >

Parent vtocx -1 -of rpv of LV root

Last incremental volume dumped on volume v-1h
Last consolidated voiume dumped on volume v-1231
Last complete volume dumped on voiume v-2

display_vtoce > -file_map -nhe
vtoce ">'" (directory), vtocs 0 on pvtx 7 (rpv) - 01/23/8L4 0910.3 est MMon

File Map:
0 Record 14504
1 Record 14506
2 Record 14510
3 Record 14512
L Record T1L514
5 Record 42021
6 Undocumented null address 777020

255 Null address from update_vtoce
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Name: dm__Jock__meters ‘
SYNTAX AS A COMMAND |
dm_lock_meters {-control_args} |
FUNCT/ION |
displays metering information about data management locking. The long version of the

report provides information on locking for the entire system. The reset capability sets |
the meters to zero for the process only. ‘

CONTROL ARGUMENTS |

-brief, -bf
selects the brief format for reporting on locking. (Default)

-long. -lg
selects the long format for reporting on locking.

-Teport_resel. -TT
reports the current meters and then resets them.

-reset, -Ts
resets the meters to zero without printing the report.

ACCESS REQUIRED |
This command requires e (execute) access to dm_admin_gate_. |
EXAMPLES |

Two sample invocations of this command appear below. The first dis