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Five Davs

Perscnnel reguiring analysis-level knowledge «c:
Multics wvirtual memory implementation, metering and
tuning. Especially wuseful <for personnel concerned
with maximizing system performance..

The Mul:tics supervisor is logically divided into seven
distinct subsys:tems. This course detzils the
functions pericrmed (ané the catz bases maintained) by
five cof these subsystems: Volume Manacemen:, Name znc
Address Space Management, Directory Control, Segment
Control, and Page Control. Rnowledge of the virtual

memory implementation gives the stucdent insicght into
the metering ané tuning cf the system. Other tepics
include overviews ¢f the Multics system hardware, :the
Multics Superviscr, and a comparison with other memory
management <technigues., Question zné answer pericis
ere given Zaily tc reiniorce the ate:zal Crecentec.

Upen completion ¢ this courss, the student should Dde
cD"e te:

Multics Supsystem Programming
Debugging & Th
eguivalent experience.

System Hardware Components

Volume (Disk) Management

Name Scace/Acdéress Space Management
Directery, Secment ané Page Centrol
Memory Management Technigues
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MAJOR DESIGN GOAL

]
[1
‘3
"
"y
l-i
r
i
t
|0 1
2z
1)
D
=z
5
3
[ =]
O
z.
)n
&
ul
10

OMPUTING SERVICE (MULTICS)

MULTICS WAS ONE OF THE FIRST OPERATING SYSTEMS: -TO BE THOROUGHLY

DESIGNED FROM THE TOP DOWN, THE DEVELOPERS:

I CREATED A SYSTEM WEICH WOULD SATISFY THESE GOALS

I DEVELOPED GENERAL SOLUTICNS  INSTEAD OF SPECIFIC SOLUTIONS.
(MARING THE PRODUCT ESXTENDABLE) -

=
'

ROZUCZD A VIABLE AND MARKETABLE PRODUCT
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MAJOR DESIGN GDOALS

g THISZ GOALS WIZRE CAREFULLY CHOSZIN TC CHARACTERIZE A 'UTILITY-GRADZ'
COMPUTER SYSTEM, AND ARE QOUTLINEZDZ BELOW:

f VIRTUAL MEZMORY ORGANIZATION
I SELECTIVE, CONTROLLED SHARING

I SECURITY

3

OPEN-INDED, MCDULAR SYSTEZM

[ DEZCENTRALIZED ADMINISTRATION

©wTy
"

[ CONTINUQOUS OPZRATION -

[ RELIABLE FILE SYSTEIM

Py
in
'-<
Q
+3
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[ ZFFICIEZINT SERVICE TO LARGE AND SMALL USER
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VIRTUAL MZIMORY ORGANIZATION

g8 MOTIVATION

INFORMATION STORED ON-LINE IN LARGE INFORMATION UTILITIES OFTEN
EXCEEDS THE SIZE OF AVAILABLE MAIN MEMORY A : _

b THIS INFORMATION SHOULD BEE DIRECTLY (AND CONTINUQUSLY
ACCESSIBLE BY THE USER COMMUNITY

f THE SIZZ OF MAIN MEMORY SHQULD CNLY AFFECT PROCESSING TIME, NOT
PROCESSING CAPABILITY

[ MAIN MEMORY MANAGEMENT SHOULD BE A& TASK FOR THE.OPERATING
SYSTEM, NCT THE PROGRAMMEIR - T o

| ALL ON-LINZ INFORMATION IS PROCZSSOR ADDRESSABLE

] ALL INFORMATION (PROCEDURE AND DA”A) IS COMPARTMENTALIZED INTO
UNITS CALLED "SEGMENTS" ALLOWING THE ASSOCIATION OF ATTRIBUTE
WITH EACH SEGMENT(1)

=S TO "SEGMENTS" INCLUDE
E SIMPLY & SPECIAL XKIND

- e

(1) THROUGHCUT THIS DOCUMENT, CGINERIC REFEZ
DIRECTORIZS AS W=ZLL, SINCZI DZIRZCTCORIES AR

OF SEZGMENT

27}
o
o
h

Not To Be Reproduced i-3



.

Not To 3e Reproduce

VIRTUAL MEMORY ORGANIZATION

SEGMENTS ARZ MADE PROCESS ADDRESSABLE AS THEY ARE REFERENCED

AZL SEGMENTS ARE DIVIDED INTC AN INTEGRAL NUMBER O?: 024 WORD .
PAGES. THESE PAGES ARE BROUGHT INTO MAIN MEMORY IF AND ONLY IF
THEY ARE REFERENCED (NEZEDED)~AT THE TIME THEY ARE R:FSRENC D -BY -
ANY PROCESS e

TH

= LTICS HARDWARE INTERPRETS ALL ADDRESSES AS OFFSETS WITHIN
S? B'*F;LD SEGMENT (SZGNO|OFFSET)

>

THE HARDWARE MAKES NO DISTINCTION BETWZIN PROCEDURE AND DATA
SEGMINTS. BOTH ARE PAGED IN THE SAME MANNEZIR, BOTH ARE ADDRESSED
IN THE SAME MANNER -

ALL COMPILERS PRODUCE LOAD MODULES - NO MODIFICATICN IS REQUIRED
T0C ZXEZCUTE PROCEDURE CODE

[o]]
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!
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2Y]
o
o
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SELECTIVE, CONTROLLED SHARING

2 MOTIVATION

| USERS SHOULD BE ABLE TC USE COMMON PROCEDURE AND DATZ SEGMENTS
DIRECTLY (NOT COPIES)

" |~ USERS- SHOULD BE ABLE TO SHARE PRIVATE CODE IN & SELECTIVE_MANNER

g IMPLEMENTATION

 THE- COMPILERS

-] PURE, REENTRANT CODE IS ALWAYS GENERATED BY-
- IN A MULTI-PROCESS

(ALLOWING SHARING OF PROCEDURE CODE

ENVIRONMENT)
[ EVERYTHING THE USER TOUCHES (ZXECUTE OR RETFZRENCE) WILL 3E &
SEGMENT HAVING ITS OWN ATTRIBUTES

] THE ACCESS ATTRIZBUTES Of EACH SEGMENT ARE ESTABLISHEED BY THE-
OWNER OF THAT SEGMENT .

A
'
(§1]

Not To Be Reprocuced b
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SECTRITY

g8 MOTIVATICON

] IN AN ENVIRONMENT OF SEZVERAL COEXISTING PROCESSES, USERS MUST BE
: PROTECTED FROM ACCIDENTALLY OR INTENTIONALLY 4NTERFZR’NG WITH
EACH CTHER ) o

f THE SUPZRVISOR MUST BE PROTECTED FROM DAMAGE BY USERS -

| CEANGES IN ACCESS TO INFORMATION MUST BE IMMEDIATELY EFFEZICTIVE

[ DISCLOSURE OF INFORMATION SHOULD BE ALLOWED 1IN 2 SELECTIVE AND
CONTROLLED MANNER (VERSUS ALL-OR-NONE APPROACH)

{ UNWARRANTID DENIzL OF ACCESS TO INFORMATION MUST BE PROHEIBITED

g IMPLEMENTATION

[

PER-SEGMENT ACCESS CONTROL LIST (ACL) - SPECIFYING BY WHOM AND
HOW T=HE -HCV“N“ MaY B3 ACCESSZD

[ RING PROTECTION MECHANISM - ISCLATES SEGMEINTS AND PROCESSZS

[ ACCEZSS ISOLATION MECHANISM ({

AIM) - ISOLATES SEGMENTS ACCORIING
TO CATZGORIES AND SECURITY LEVELS

[ PASSWORDS AND AUDIT TRAILS

Vi
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SECURITY

Jones.ProjA.a

-~ Top Secret/NATO
Ring 4
F
acL } - v (Y es)
=
| 2
AlIM h-—,..iﬁ {No)
o .
2
=5
RING b_*ﬁ (Yes)
-
<l

i rw  *“.ProjA. *
~e—————4  SeCret/Air Force
Rirg Bracketss 1,7,7
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QPEN-ZNDED, MODULAX SYSTEM
g MCOTIVATION
I SOFTWARE SHOULD BE ZASY TC MODIFY AND EXTEND
- -4~ THEEZ OPZRATING SVS EM SHOULD BE MODULAR, AND TEE JODU&ES SHOUdD
BZ COMPRE H:NS 3L
g IMPLEMENTATION

=

MODULAR DESIGN OF OPERATING SYSTZM AND USER PROGRAMS (COMP

ILERS,
PROGRAMMING ENVIRONMENT ENCOURAGE MODULAR DESIGNY T

UNIFTCORM PROGRAMMING CONVEZNTIONS ARE TFOLLOWZD THROUGHCUT MOST
SYSTZM CODE

MORE . THAN S2% OF THE

OPERATING SYSTEM O0OBSECT CODE ORIGINATED

"FROM PL/I SOURCE

DYNAMIC LINKING (ZLIMINATE RE-COMPILI WHEN

UN-30UND MODULES ARE RIPLACED)

NG, RE-ZDITING

ON-LINE MDDITI CATIOV TESTING AND INSTALLATIONK OF SYSTEM MODULES
(MTLTICS INSTALLATION TACILITY - MIS)

ZIBRARY MANAGEMENT TOOLS AND LIBRARY CTONVENTIONS

1-8 F80A
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DECINTRALIZED ADMINISTRATION

MOTIVATION

| SYSTEM RESCURCES MUST 3E EFFECTIVELY ADMINISTEIRED

I RESCURCE ALLOCATION, ACCOUNTING, REGISTRATION, BILLING
TOO MUCH FOR SINGLE INDIVIDUAL

[ 4]

| DIFFERENT GROUPS OF USERS HAVE DIFFERENT ADMINISTRATI

§ GROUPING OF USERS, BY FUNCTION OR MANAGEMENT, INTO PRCS

=
I
u
[}
[}
!
-
(Y]
<
[y
t

HIZRARCEY OF ADMINISTRATICON

§ SYSTEM ADMINISTRATOR: DISTRIZUTES RESOURCES 2AND
ATTRIBUTES TC PRCJECTS

§ PROJECT ADMINISTRA
ATTRI3UTES TO USERS

| USZRS: EAS FULL CONTROL OVER ALLOCATED RESCURCES,
BY ASSIGNED ATTRIBUTES

[ THE PROSECT ADMINISTRATOR MAY PASS DOWNWARD ONLY
AND ATTRIBUTES THAT HAVE BEEZN GIVEN TOC THEE PROJECT

To Be Reproduced -5

’

-
"
—

TCRS: DISTRIBUTES RESOURCIS AND
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DECENTRALIZED ADMINISTRATION

PROCESS ATTRIBUTES

ATTRIBUTES
ASSIGNED

TO

PROJECT ABC

ATTRIBUTES
ASSIGNED

TC

PROJECT DEF

o~

SYSTEM ADMINISTRATION TABLE
{>s¢c1>sat)

CREATED AND MAINTAINED
BY SYSTEM ADMINISTRATOR

>'\

- - ]

INTERSECTION
OF ATTRIBUTES
(COMPUTED AT
LOGIN TIME)
GIVEN TO May's

PROCESS

PSSR

ADDITIONAL DATA
ABOUT May's
PROCESS

e

PROCESS INITIALIZATION TABLE
(ipd] > pit)

ANSWERING SERVICE

TABLE ENTRY

(ANSWER_TABLE,
ABSENTEE_USER_TABLE,
DAEMON_USER_TABLE)

CREATED AT LOGIN
DESTROYED AT LOGOUT

[
'
[
Q

/“<

% SRR

- ATTRIBUTES
ASSIGNED
TO
USER May

ATTRIBUTES
ASSIGNED
TO

USER Jones

PROJECT DEFINITION TABLE
{>8C1>pdt>ABC.pdt)

CREATED AND MAINTAINED
BY PROJECT ADMINISTRATOR

"y
w
o
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FLEXIBLE USER INTERFACES
2 MOTIVATION
-} - THE -- STANDARD  USER ENVIRONMENT  SHOULD B§  EZXTENSIVELY
USER-MODIFIABLE -
1 THE CAPABILITY SHOULD EXIST TO DEVELOP AND IMPOSE CLOSED
SUBSYSTEMS WHICH CAN PROVIDE ANY DESIRED ENVIRONMENT
g IMPLEMENTATION
~ ] USER HAS ABILITY TO CHANGE OR REPLACE CONTROL PROGRAMS IN THE
USER'S RING -
| PROJECT ADMINISTRATOR CAN IMPOSE A CLOSED SUBSYSTEIM EINVIRONMINT
OR A DIFFESRENT process_overseer ON USZIRS
|  start_up.ec, ABBREV PROCESSOR, general_ready, ready_oii,
add_search_rules, CONDITION HANDLING, ETC.
] OTHER TOOLS  PROVIDE SIMULATION, ENCAPSULATION CAPABILITY
(enter_lss, project_start_up_) )
| STANDARD INTERFACE TOR INTEZRACTIVE SUBSYSTEMS (ssu_) INCOURAGES
UNIFORM, FAMILIAR BEHAVIOUR OF USER SUBSYSTEMS.
Nct To 3e Reproduced 1-11 FECA



CONTINUQUS OPERATION

i CUTILITY CONCEPT: SYSTEM SHOULD BE AVAILABLE ON DEMAND 2T ALL
TIMES .

I ON-LINZ SOFTWARE INSTALLATION

f ON-LINE MAINTENANCE: MOVE MORE AND MORE BOS CAbABILITY INTO
MULTICS (EG: RE-BOOT NP FROM MULTICS) -

O
Z
]
t 1
4
Z
(1]
ty)
-1
t_ 1
&)

BACKUP? AND RECOVERY

I ON-LINZ ACCCUNTING AND BILLING

] DYNAMIC RECONFIGURATION

[ DYNAMIC TAILSOFT DEZCONTIGURATION OF FAILING HARDWARE

[ UNATTENDZID SIRVICE

[ AUTOMATIC RE30Q0T
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|
[
N
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o
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I
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e MOTIVATION

ﬂv fCST PROVIDE USERS SOME ASSURANCE THAT THEIR ON-LINE INFORMATION
IS SAFE

UE_MUST PROVIDE CEECKPOINT CAPABILITY FOR RECOVERY FROM USER ERROR
OR SYSTEM DISASTER : - .-

& IMPLIMENTATION
| AUTOMATIC BACKUP/RETRIEVAL FACILITY
[ CONSOLIDATED STORAGE SYSTEM DUMPS
| PHYSICAL AND LOGICAL SAVE/RESTORE
] ALL STORAGE SYSTEM RECOVERY pROC‘:‘:DURBé RUN WHILE SYSTEM IS UP

I DSAMAGE RECOVERY RUN AUTOMATICALLY FOLLOWING SYSTEM FAILURE

|
§-»
w
471
[§ 0]
o
N
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UTILITY CONCEPT: FULL ACCESS TROM ANY PHONEZ IN THE WORLD VIA
ANY REMOTE DEVICE - -

- WISH TC PROVIDE ONE "COMMAND LANGUAGE", TO SERVE ALL USERS,

WHETHER LOCAL OR REMOTE, INTERACTIVE OR BATCH

IMPLEMENTATION

[

MULTICS COMMUNICATION SYSTEM (MCS)

IN PRINCIPLE, ANY REMOTE DEVICE/TERMINAL IS CONNECTABLE

SINGLE COMMAND LANGUAGE

REMOTZ JOB ENTRY (RJE) AND BULK I/0 CAPABILITIES

DIRECT ATTACHMENTS TO PUBLIC DATA NETWORKS VIA X.25
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STFICIENT SERVICE TO LARGE OR SMALL USERS

® MOTIVATION

[~ UTILITY CONCZIPT: SYSTEM SHOULD BE AVAILABLE FOR,-AND CAPA3LEI
OF, ANY SIZE TASK -

[ RUNNING BOTH LARGE AND SMALL TASKS TOGETHER SHOULD NOT IMPACT-

THE ZFFICIENCY OF EITHZR

& IMPLEMENTATION

1 DYNAMIC RESOURCE ALLOCATION (DON'T HAVE TO  PRE-ALLOCATE CR
GUESS-TIMATE RESOURCES REQUIRED) - : z

[+
(7]
1
o
<3
-0
O
[
O
4
v
m
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»
A
o

[ DYNAMIC SYSTEM TUNING TO ACCOMMCDATE CHANGING SYSTZIM WORKZLOADS

ny
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STRUCTURE OF THE OPERATING SYSTEM

[ SUBROUTINES (550)

[ DESCRIBED IN THE MPM MANUALS "Multics Subroutines" (AG93) AND
"Subsystems Writer's Guide"™ (OFTEN ABBREVIATED AS "SWG")

{AKS2)

J TOOLS (220)

[ DESCRIBED IN THE MPM MANUAL "Multics Commands and Active
Functions"™ (aG%2)

I ADMINISTRATIVE ROUTINES (200)

| DESCRIBED IN THE MAM MANUALS "System Administrator” (AKSO),'
"Registration & Accounting Administrator”™ (AS68), "Project
Administrator™ (AK51)

[ OPERATOR COMMANDS (150)

f DESCRIBED IN THE MANUAL "Operator's Handbook" (AMB1)

Not To Be Reproduced
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WHAT IS THE MULTICS SUPERVISOR

® WHAT IS THE MULTICS SUPERVISOR?

[ A COLLECTION OF MANY LOGICAL SUBSYSTEMS WHICH IMPLEMENT THE
FUNCTIONS OF MULTICS

] THE PRIMARY PURPOSE OF MULTICS IS TO RUN PROGRAMS, WHICH ACCESS
DATA, AND THUS THE MAJOR PURPCSE OF THE MULTICS SUPERVISOR IS TO
MAKE THAT DATA ACCESSIBLE

| THESE SUBSYSTEMS FALL INTO FOUR MAJOR GROU?S:
| THE FILE SYSTEM
[ SUPPORT SERVICES FOR THE FILﬁ SYSTEM
ﬂ. MISCELLANEOUS SUPERVISOR SERVICES

] SUBSYSTEMS RELATED TO, BUT NOT STRICTLY PART OF THE
SUPERVISOR : ‘

| THESE DIVISIONS ARE SOMEWHAT ARTIFICIAL, BECAUSE THE SUBSVYSTEMS
ARE ALL INTIMATELY RELATED TO EACH OTHER. THE DIVISIONS
REPRESENT A PARTICULAR VIEWPOINT OF SYSTEM FUNCTION.

I A MULTICS SUBSYSTEM IS A SET OF PROGRAMS PERFORMING A SPECIFI
SERVICE FOR THE USER COMMUNITY - AND FOR THE OPERATING SYSTEM
ITSELF

|~ TOGETHER, ALL THESE SUBSYSTEMS IMPLEMENT THE FUNCTIONS DESCRIBED
IN THE MPM SUBROUTINES AND SWG MANUALS, (ESSENTIALLY hcs_ AND
THE VIRTUALS MEMORY). '

Not To Be Reproduced 2-3
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THE MAJOR SUPERVISOR SUBSYSTEMS

8 MAJOR MULTICS SU?ERVISOR SUBSYSTEMS: FOUR GROUPS OF ABOUT.FOUR
SUBSYSTEMS EACH

2 T

H ARE CONCERKED WITH
T AVAILABLE TO USERS.

[t

THE FILE SYSTEM - THOSE SUBSYSTEMS WHIC
STORING DATA, MANAGING DATA, AND MAKING I
FIVE MAJOR COMPONENTS:

[ NAME SPACE / ADDRESS SPACE CONTROL
I DIRECTORY CONTROL

‘5 VOLﬁME MANAGEMENT

[ . SEGMENT CONTROL

| PAGE CONTROL

[ SERVICES TO SUPPORT THE FILE ©SYSTEM, WHICH MULTIPLEX 1ITS
FACILITIES BETWEEN DIFFERENT USERS, AND ENSURE ITS RELIABILITY,
FOUR MAJOR COMPONENTS:

I TRAFFIC CONTROL -
f FAULT AND INTERRUPT HANDLING
| SYSTEM INITIALIZATION

[ THE FILE SYSTEM SALVAGERS

Not Tc Be Reproduced 2-4 _ F80A



THE MAJOR SUPERVISOR SUBSYSTEMS

I MISCELLANEOUS SUPERVISOR SERVICES - THESE ARE THINGS DONE IN THE
SUPERVISOR FOR REASONS OF ACCESS CONTROL AND SHARING, BUT NOT
DIRECTLY RELATED TO THE FILE SYSTEM

[ BECAUSE THEY ARE NOT DIRECTLY RELATED, THEY WILL NOT BE COVERED
IN ANY DETAIL

| MULTICS COMMUNICATIONS SYSTEM
| RESOURCE CONTROL

] USER DEVICE 1/0 - ioi_

| LOW LEVEL SUPERVISOR I,/0

| RECONFIGURATION

| SYSTEM ERROR HANDLING (syserr / verify_lock)

ﬂ. RELATED SUBSYSTEMS - THESE ARE NOT ACTUALLY PART OF THE
SUPERVISOR, BUT ARE CLOSELY RELATED <

§] METERING AND TUNING

| THE Initializer.SysDaemon

@ THE MULTICS SUPERVISOR 1S DESIGNED AROUND THE . "LAYERED MACHEINE"
CONCEPT ' .

Not Tc Be Reprocduced 2-5
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g THE

THE MAJOR SUPERVISOR SUBSYSTEMS

CONSTRUCT A SIMPLE SET OF OPERATIONS CALLED A "KERNEL" WHICH
IMPLEMENTS THE MOST FUNDAMENTAL (PRIMITIVE) OPERATIONS REQUIRED

CONSTRUCT A SLIGHTLY MORE SOPHISTICATED SET OF OPERATIONS WHICH
ASSUMES AND RELIES ON THE CORRECT FUNCTIONING OF THE KERNEL -
ANCTHER "LAYER"

CONSTRUCT A MORE SOPHISTICATED LAYER WHICH ASSUMES AND RELIES ON
THE CORRECT FUNCTIONING OF THE PREVIOUS MACHINES

ETC

"LAYERS" OF THE MULTICS SUPERVISOR PARTIALLY MAP INTO THE ABOVE

SUBSYSTEMS

® THE FOLLOWING DIAGRAM REPRESENTS THIS MAPPING:

Not To
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THE MAJOR SUPERVISOR SUBSYSTEMS

NAME SPACE/ADDRESS SPACE
MANAGEMENT

TRAFFIC
CONTROL

PAGE CONTROL

DIRECTORY CONTROL

THE MULTICS SUPERVISOR

COMPONENTS ARE ASYNCHRONOQUSLY INVOKED

Not To Be Reproduced 2-7
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Not

NAME SPACE/ADDRESS SPACE MANAGEMENT

UNCTION

IMPLEMENT THE PER PROCESS VIRTUAL MEMORY

BASIC PHILOSOPHY

AS A NEWLY LOGGED IN USER ATTEMPTS TO TOUCH VARIOUS SEGMENTS A
CONSIDERABLE AMOUNT © OF MANAGEMENT INFORMATION MUST BE
(TRANSPARENTLY) FOUND AND/OR COMPUTED BEFORE THE USER'S
REFERENCE IS ACTUALLY ACCOMPLISHED '

FOR EVERY SEGMENT REFERENCED BY THE USER, THE SUPERVISOR:

I ASSIGNS A SEGMENT NUMBER (FOR REASON OF HARDWARE ADDRESSING),

AR
Ex 23 o)

I RECORDS (REMEMBERS) ThE MANAGEMENT INFORMATION (FOR REASON OF
SO TWARE EFFICIEZNCY AND CONTROL)

SUCH SEZIGMENTS ARE SA;D TO BE "KNOWN TC THE PROCESS"

THE MANAGEMENT INFORMATION IS MAINTAINED ON A PER PROCESS BASIS
IN THREZE COMPLEMENTING AREAS: DSEG, KST, AND RNT

To Be Reproduced 2-8 F8QA



NAME SPACE/ADDRESS SPACE MANAGEMENT

| MANAGES TWO DISTINCT SETS OF INFORMATION:

ﬂv ADDRESS SPACE - CORRESPONDENCE BETWEEN SEGMENT NUMBERS AND
THE SEGMENTS THEMSELVES

I NAME SPACE - CORRESPONDENCE BETWEEN SEGMENT NUMBERS AND NAMES
THE USER REFERS TO THEM BY

§ CALLS DIRECTORY CONTROL TO LOCATE SEGMENTS INITIALLY

f NAME SPACE / ADDRESS SPACE MANAGEMENT IS INVOKED. BY SUBROUTINE
CALLS, AND BY LINKAGE FAULTS (THE "DYNAMIC LINKER")

& PRINCIPAL USER INTERFACES

] COMMAND LEVEL

I initiate, terminate, terminate_segno, terminate_ref_name,
terminate_single_ref _name, list_ref_name

i THE COMMAND PROCESSOR ITSELF - WHICH USES THEZSE SERVICES 70
LOCATE COMMANDS

| SUBROUTINE LEVEL

I hcs_sinitiate, hes_sinitiate_count_, hcs_sterminate_£file,
hcs_sSterminate_seg, hcs_Sterminate_name,
hcs_sterminate_noname, term_

Not To 3e Reproduced 2=
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NAME SPACE/ADDRESS SPACE MANAGEMENT

& MAJOR DATA BASES

I DESCRIPTOR SEGMENT (DSEG) - ONE PER PROCESS
| SEGMENT DESCRIPTOR WORD (SDW) - ONE PER KNOWN SEGMENT

[ DEFINES THE USER'S ADDRESS SPACE TO THE HARDWARE

[ KNOWN SEGMENT TABLE (KST) - ONE PER PROCESS

[ RNOWN SEGMENT  TABLE ENTRY (KSTE) - ONE PER KNOWN
(EXCEPT SUPERVISOR SEGMENTS)

| DEFINES THE USER'S ADDRESS SPACE TO THE SUPERVISOR
USER :

CH RSTE ASSOCIATES A USER'S SEGMENT NUMBER WITH THE

A
CONTROL ATTRIBUTES OF THAT SEGMENT

(=]

SEGMENT

AND THE

[ THE SEARCH FOR AN AVAILABLE KSTE DETERMINES A SEGMENT'S

NUMBER

[ REFERENCZ NAME TABLE (RNT) - ONE PER EACH RING IN EACH PROCESS

f  NOT A SEGMENT - KEPT AS A REGION ALLOCATED 1IN THE
AREA" FOR EACH RING T

| REFERENCE NAME TABLE ENTRY (RNTE) - ONE PER REFERENCE NAME

§ USED 3Y THE DYNAMIC LINKER - TO IMPLEMENT THE

"initiated_segments" SEARCH RULE

Not To Be Reproduced 2-10
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NAME SPACE/ADDRESS SPACE MANAGEMENT

DEFINES THE USER'S NAME SPACE TO THE USER

NAME SPACE MAY BE DIFFERENT
PROCESS

IN DIFFERENT RINGS OF THE SAME
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o
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DIRECTORY CONTROL

® FUNCTION

i DIRECTOR? CONTROL IS A SET OF HARDCORE MODULES RESPONSIBLE FOR
THE MAINTENANCE OF THE MULTICS DIRECTORY STRUCTURE -- IE: THE

HIERARCHY

I ITS TASKS INCLUDE CREATING, MANIPULATING AND INTERPRETING THE
CONTENTS OF DIRECTORY SEGMENTS, TO INCLUDE:

| 'ACCESS CONTROL LISTS (ACL'S), NAMES, AND VTOCE POINTERS OF
ENTRIES DESCRIBED THEREIN :

f ONLY DIRECTORY CONTROL IS ALLOWED  TO ALTER ' THE CONTENTS OF
DIRECTORY SEGMENTS ‘

[ DIRECTORY CONTROL IMPLICITLY RELIES UPON THE SERVICES OF OTHER
SUBSYSTEMS SUCH AS SEGMENT CONTROL AND PAGE CONTROL, AND ALSO

- o e

INVOKES THEM DIRECTLY BY SUBROUTINE CALL

] DIRECTORIES ARE SIMPLY SEGMENTS TO THESE SUBSYSTEMS

| DIRECTORY CONTROL IS INVOKED ONLY BY SUBROUTINE CALLS

g PRINCIPAL USER INTERFACES

i COMMAND LEVEL : ' T

Not To Be Reproduced
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DIRECTORY CONTROL

| create, create_dir, link, set_acl, delete_acl, status, list,
add_name, rename

| SUBROUTINE LEVEL

I hcs_sappend_branch, hcs_gadd_acl_entries, hcs_sappend_link,
hcs_gdelete_acl_entries, hcs_$status_, hcs_sSchname_file

® MAJOR DATA BASES

] DIRECTORY SEGMENTS

[ CONTAIN THE ATTRIBUTES AND OTHER INFORMATION ABOUT THEIR
SEGMENTS (NEEDED TO FIND SEGMENTS, RETURN STATUS INFORMATION,
AND BUILD VTOCE'S AT SEGMENT CREATION)

! THE DIRLOCKT_SEG

f SEGMENT WHERE DIRECTORY LOCKING IS MANAGED

Not To Be Reproduced 2-13
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VOLUME MANAGEMENT

® FUNCTION

[ VOLUME MANAGEMENT IS RESPONSIBLE FOR THE MANAGEMENT OF PHYSICAL

3 AT T/

AND LOGICAL VUOLUMES

I ITS TASKS fNCLUDE:
| ACCEPTANCE AND DEMOUNTING OF PHYSICAL VOLUMES

| MAINTAINING THE ASSOCIATION BETWEEN PHYSICAL VOLUMES, LOGICAL
VOLUMES, AND DISK DRIVES

! ENSURING THE INTEGRITY OF VOLUME CONTENTS

f MAKING VOLUME CONTENTS ACCESSABLE TO PAGE CONTROL (PAGES) AND
SEGMENT CONTROL (VTOC ENTRIES)

f VOLUME MANAGEMENT IS INVOKED ONLY BY SUBROUTINE CALLS

Not To Be Reproduced 2-14 T80A



VOLUME MANAGEMENT

@ MAJOR DATA BASES

| PHYSICAL VOLUME TABLE (PVT) - ONE PER SYSTEM

| PHYSICAL VOLUME TABLE ENTRY (PVTE) - ONE PER DISK DRIVE KNOWN
TO THE SYSTEM :

[ EACH PVTE IDENTIFIES A DRIVE'S DEVICE NUMBER, SUBSYSTEM NAME,
DEVICE TYPE, AND INFORMATION ABOUT THE PHYSICAL VOLUME
CURRENTLY ‘MOUNTED

[ USED TO MAP REFERENCES TO PAGES OF SEGMENTS.INTO- AN I/0°
©  REQUEST TO THE CORRECT DISK DRIVE TTRITL T T

] LOGICAL VOLUME TABLE (LVT) - ONE PER SYSTEM

] LOGICAL VOLUME TABLE ENTRY (LVTE) - ONE PER MOUNTED LOGICAL

=12

| USED TO DETERMINE A USER'S ACCESS TO A LOGICAL VOLUME
(PRIVATE OR PUBLIC) AND TC LOCATE MEMBER PHYSICAL VCLUMES

[- VOLUME HEADER - ONE PER PACK
I VOLUME LABEL (REGISTRATION AND ACCEPTANCE INFORMATION)

[ VOLUME MAP (OCCUPIED/VACANT INFORMATION FOR VOLUME CONTENTS)
. VYol e 5

Not To Be Reproduced 2-15
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VOLUME MANAGEMENT

[ RECORD STOCKS - ONE PER MOUNTED VOLUME

| ONLINE CACHE OF INFORMATION ABOUT USBD‘/ UNUSED RECORDS ON
THE VOLUME '

] THIS INFORMATION IS DERIVED FROM THE VOLUME MAP, BUT KEPT
ONLINE TO AVOID THE NECESSITY OF REFERRING TO THE VOLUME MAP
ON DISK "EVERY TIME A RECORD IS ALLOCATED OR FREED

[ WHEN THE CACHE BECOMES COMPLETELY EMPTY OR COMPLETELY FULL;
IT MUST BE UPDATED FROM/TO DISK - A PROTOCOL ENSURES THAT THE
COPY ON DISK IS ALWAYS CONSISTENT

}] PROVIDED BY VOLUME MANAGEMENT, BUT USED BY PAGE CONTROL

| VTOCE STOCKS - ONE PER VOLUME

I SIMILAR ‘'TO RECORD STOCKS, BUT MAINTAINS INFORMATION ABOUT
r

(=g Y
USED / UNUSED VTOC ENTRIES ON THE VOLUME

PROVIDED BY VOLUME MANAGEMENT, BUT USED BY SEGMENT CONTROL

[ ‘PHYSICAL VOLUME HOLD TABLE (PVHT) - ONE PER SYSTEM

[ RECORDS THE COMMENCEMENT OF COMPOUND I/0 OPERATIONS UPON &
PHYSICAL VOLUME '

[ THIS INFORMATION PREVENTS A VOLUME FROM BEING DEMOUNTED WHILE
SUCH AN OPERATION IS IN PROGRESS

Neot To Be Reproduced 2-16 F80A



SEGMENT CONTROL

® FUNCTION

] SEGMENT CONTROL IS RESPONSIBLE FOR THE MANAGEMENT OF LOGICAL
MEMORY

] ITS TASKS INCLUDE:

| MAINTAINING THE DISK RESIDENT MAPS OF SEGMENTS (IE: THEIR
VTOCE'S) ‘

[ SEGMENT CREATION, TRUNCATION AND DELETION

] SEGMENT ACTIVATION AND DEACTIVATION (ASTE MULTIPLEXING)

| - SEGMENT CONTROL CAN BE INVOKED ° EITHER BY SUBROUTINE CALLS OR BY
SEGMENT FAULTS

& BASIC PHILOSOPHY OF ACTIVATION/DEACTIVATION

] OF ALL SEGMENTS RESIDENT WITHIN THE SYSTEM'S MOUNTED PH

VOLUMES, ONLY A SMALL SUBSET WILL REQUIRE ACCESSING AT A

YSICAL
NY ONE
TIME. SUCH SEGMENTS WILL BE CALLED "ACTIVE SEGMENTS"

I A PART OF MAIN MEMORY, CALLED THE "ACTIVE SEGMENT TABLE" (AST),
WILL BE RESERVED TO HOLD MANAGEMENT INFORMATION FOR "HESL ACTIVE
SEGMENTS (IDENTITY, PVT INDEX, LOCATION OF PAGES, ETC.)

Noct To Be Reproduced 2-17
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SEGMENT CONTROL

[ AS SEGMENTS FALL INTC  DISUSE, THEIR "MANAGEMENT INFORMATION" IN

THE AST WILL BE REPLACED WITH INFORMATION OF OTHER SEGMENTS
REQUIRING ACTIVATION

8 USER INTERFACE

] COMMAND LEVEL

| create, delete, truncate, etc.

| SUBROUTINE LEVEL

I hcs_sappend_branch, hecs_sappend_branchx, hcs_gsdelentry_seg,
hecs_sdelentry_file, hes_struncate_seg, hcs_Struncate_file,
hcs_sforce_write, etc

8 MAJOR DATA BASES

f SYSTEM SEGMENT TABLE (SST) - ONE PER SYSTEM, SHARED WITH PAGE
CONTROL. ONE MAJOR COMPONENT IS "OWNED" BY SEGMENT CONTROL:

| ACTIVE SEGMENT TABLE (AST) - ONE PER SYSTEM
[ THE AST IS A LIST OF ACTIVE (CURRENTLY BEING USED) SEGMENTS
| ACTIVE SEGMENT TABLE ENTRY (ASTE) - ONE PER ACTIVE SEGMENT
] ASTES CONTAIN PHYSICAL VOLUME ID'S (PVID'S) AND VTOC

INDEX'S (VTOCZ'S) OF SEGMENTS. NEEDED BY SEGMENT CONTROL
TO FIND THE SEGMINT ON DISK (HARDWARE)

Not To Be Reproduced 2-18 FBQA



SEGMENT CONTROL

[ AST HASH TABLE
] ALLOWS EFFICIENT SEARCHING OF ASTE'S

I LOGICALLY PART OF THE AST, BUT ELSEWHERE FOR HISTORICAL
REASONS

] DIRECTORY SEGMENTS

] CONTAIN LOCATIONS AND ATTRIBUTES OF SEGMENTS. LOCATION

INFORMATION FROM DIRECTORY SEGMENTS IS PROVIDED TO SEGMENT
- CONTROL BY DIRECTORY CONTROL

0 VOLUME TABLE OF CONTENTS (VTOC) - ONE PER PHYSICAL VCLUME

I VOLUME TABLE OF CONTENTS ENTRY (VTOCE) - ONZ PER
DISK-RESIDENT SEGMENT

| EACH VTOCE CONTAINS THE SEGMENT'S UNIQUE ID, CURRENT LENGTH,
FILE MAP, ETC (NEED TO BUILD ASTE'S AND PT'S)

| VTOCES ARE READ AND WRITTEN ONLY BY SEGMENT CONTROL

| VTOCE STOCKS - FROM VOLUME MANAGEMENT

| USED WHEN CREATING AND DELETING VTOCES FOR SEGMENTS
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PAGE CONTROL

8 FUNCTION

o

PAGE CONTROL IS RESPONSIBLE FOR THE MANAGEMENT OF PHYSICAL
MEMORY TO INCLUDE THE MULTIPLEXING OF MAIN MEMORY FRAMES, AND
THE MANAGEMENT OF DISK STORAGE

[ ITS TASKS INCLUDE:

[ TRANSFERRING THE PAGES OF SEGMENTS BETWEEN THE MEMCRY
DEVICES, AND RECORDING THE LOCATION OF "THE" COPY OF THESE
PAGES

I REPORTING THE STATUS AND FILE MAPS OF SEGMENTS TO SEGMENT

CONTROL

] PAGE CONTROL IS LARGELY CODED 1IN MULTICS ASSEMQLER LANGUAGE
(ALM)

] PAGE CONTROL CAN BE INVOKED EITHER BY SUBROUTINE CALLS OR BY
PAGE FAULTS :

§ THERE ARE NO EXPLICIT USER INTERFACES TO PAGE CONTROL

Not To Be Reproduced 2-20 F80A



PAGE CONTROL

8 BASIC PHILOSOPHY

[ OF ALL THE SEGMENTS ACTIVE AT A GIVEN TIME, ONLY A SMALL SUBSET
OF THEIR TOTAL PAGES WILL BE REQUIRED FOR ACCESSING

| PAGES WILL BE READ INTO MAIN MEMORY AS THEY ARE REQUIRED

[ THE READING OF A PAGE INTO MAIN MEMORY WILL (PROBABLY) REQUIRE
THE EVICTION OF A PREVIOUSLY REQUIRED PAGE \

] THE CHOICE OF A PAGE FOR EVICTION WILL BE BASED ESSENTIALLY UPON
A "LEAST RECENTLY USED" CRITERIA

I AN EVICTED PAGE NEED BE WRITTEN BACK TO DISK ONLY IF IT WAS
MCDIFIED DURING ITS RESIDENCY IN MAIN MEMORY

® MAJOR DATA BASES

] PHYSICAL VOLUME TABLE (PVT) - ONE PER SYSTEM, PROVIDED BY
VOLUME MANAGEMENT

i PHYSICAL VOLUME TABLE ENTRY (PVTE) - ONE
CONFIGURED

e
]
Ps)

DISK DRIVE

-4

I EACH PVTE CONTAINS:

] THE DEVICE ID (DISK DRIVE ID) AND THE 1ID OF THE PHYSICAL
VOLUME (DISK PACK) CURRENTLY MOUNTED

Not Tc Be Reproduced 2-21
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PAGE CONTROL

] THE NUMBER OF RECORDS LEFT UNALLOCATED ON THE PHYSICAL
VOLUME, POINTER TO THE RECORD STOCK, ETC

| RECORD STOCKS - ONE PER MOUNTED PHYSICAL VOLUME, PROVIDED BY
VOLUME MANAGEMENT ' -

[ CONTAINS AN IN-MEMORY CACHE OF THE IN-USE STATUS OF RECORDS
ON THE VOLUME, TFROM THE VOLUME MAP, USED WHEN ALLOCATING OR
FREEING PAGES

[ ACCESSED BY A COMPLEX MECHANISM WHICH USES NORMAL PAGE I/0
BUT HAS A PROTOCOL TO ENSURE SIYNCHRONIZATION OF DISK CONTENTS
AND RECORD STOCKR CONTENTS

] SYSTEM SEGMENT TABLE (SST) - ONE PER SYSTEM. ~SHARED WITH
SEGMENT CONTRCL. CONTAINS THE FOLLOWING FIVE DATA BASES USED BY
PAGE CONTROL: :

] SYSTEM SEGMENT TABLE (SST) HEADER - ONE PER SYSTEM

I CONTAINS A LARGE NUMBER OF COUNTERS AND POINTERS VITAL TO
THE MAINTENANCE AND METERING OF THE STORAGE SYSTEM

] CONTAINS LOCKWORDS USED TO SYNCHRONIZE PAGE CONTROL AND
SEGMENT CONTROL OPERATIONS
| CORE MAP - THE core_map SEGMENT - ONE PER SYSTEM

] CORE MAP ' ENTRY (CME) - ONE PER FRAME (1024 WORDS) OF
CONFIGURED MAIN MEMORY

[ EACH CME REPRESENTS A FRAME OF MAIN MEMORY AND IDENTIFIES
THE CURRENT OCCUPANT OF THAT FRAME

[ ]
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PAGE CONTROL

NCT PART OF THE SST SEGMENT ANY MORE, BUT LOGICALLY PART
OF THE SST

I ACTIVE SEGMENT TABLE (AST) - ONE PER SYSTEM
| ACTIVE SEGMENT TABLE ENTRY (ASTE) - ONE PER ACTIVE SEGMENT

] LIST OF ACTIVE (CURRENTLY BEING USED) SEGMENTS

| PAGE TABLES (PT) - ONE PER ACTIVE SEGMENT, THE CTHER HALF OF
EACH ASTE

i PAGE TABLE WORD (PAGE PTW) - EITHER 4, 16, 64, OR 256 PER
PAGE TABLE

[ EACH PTW DEFINES THE CURRENT LOCATION OF A PAGE CF THE
SEGMENT: DISK, MAIN MEMORY ADDRESS, OR NULL
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PAGE CONTROL

THE MULTICS FILE SYSTEM
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TRAFFIC CONTROL

® FUNCTION

| TRAFFIC CONTROL (OR THE "TRAFFIC CONTROLLER") IS RESPONSIBLE FCR

- MANAGING THE ASSIGNMENT OF PHYSICAL PROCESSORS TO MULTICS
PROCESSES AND IMPLEMENTING THE SYSTEM'S =~ WAIT/NOTIFY AND
INTERPROCESS COMMUNICATION PRIMITIVES '

f THE FUNCTIONS ASSUMED BY THE TRAFFIC CONTROLLER ARE KNOWN AS
MULTIPROGRAMMING, MULTIPROCESSING, SCHEDULING, DISPATCHING,
PROCESSOR MANAGEMENT, AND INTERPROCESS COMMUNICATION.

I ITS MAJOR FUNCTION IS ALLOWING PROCESSES TO AWAIT THE COMPLETION
OF FILE SYSTEM OPERATIONS, SUCH AS PAGE I/0O

| TRAFFIC CONTROL CAN BE 1INVOKED BY SUBROUTINE CALLS AND
INTERRUPTS

] THERE ARE NO IMPORTANT USER SUBROUTINE INTERFACES, BUT THERE ARE
PRIVILEGED SURBROUTINE INTERFACES FOR PROCESS CREATION,
ADJUSTMENT OF SCHEDULING PARAMETERS, ETC.

8 MAJOR DATA BASES

| TC_DATA SEGMENT - ONE PER SYSTEM. CCNTAINS THE FOLLOWING FOUR
DATA BASES:

| TC_DATA HEADER - ONE PER SYSTEM

I CONTAINS VARICUS METERS, COUNTERS AND POINTERS USED 3Y THE
TRAFFIC CONTROLLER

Not To 3e Reproduced

[\
i

25

[£7)
(03]
(e»]
£



TRAFFIC CONTROL

] ACTIVE PROCESS TABLE (APT) - ONE PER SYSTEM

| ACTIVE PROCESS TABLE ENTRY (APTE) - ONE OCCUPIED PER
ACTIVE PROCESS (TOTAL NUMBER IS DETERMINED BY CONFIG DECK)

| EACH APTE CONTAINS VARIOUS ATTRIBUTES OF AN ACTIVE PROCESS
INCLUDING THE PROCESS 1D, STATE, THE VALUE OF 1ITS
DESCRIPTOR BASE REGISTER (DBR), SCHEDULING PARAMETERS, AND
A POINTER TO THE PROCESS'S ITT ENTRIES
] THE APTE CONTAINS ALL INFORMATION THE SUPERVISOR NEEDS TO
KNOW ABOUT A PROCESS WHEN THE PROCESS IS NOT RUNNING
| INTERPROCESS TRANSMISSION TABLE (ITT) - ONE PER SYSTEM
] ITT ENTRY - ONE OCCUPIED PER OUTSTANDING IPC WAKEUP
| 2 QUEUE FOR TEMPORARILY STORING IPC WAKEUP INFORMATION
(CHANNEL NAME, RANDOM DATA, PROCESS ID, ETC)
] WORK CLASS TABLE (WCT) - ONE PER SYSTEM
] WORK CLASS TABLE ENTRY (WCTE) - ONE PER WORKCLASS

] EACH WCTE CONTAINS ADMINISTRATOR DEFINED PARAMETERS OF THE
WORKCLASS, VARIOUS METERS AND POINTERS
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FAULT AND INTERRUPT HANDLING

& FUNCTION

[ RESPONSIBLE FOR HANDLING ALL EXCEPTIONS 1IN A CPU WHETHER
INTERNAL TO THE PROCESSOR (REFERRED TO AS FAULTS) OR EXTERNAL
(REFERRED TO AS INTERRUPTS) ’

§ ESTABLISHES THE SUPERVISOR ENVIRONMENT AT FAULT AND INTERRUPT
TIME. SAVES THE MACHINE CONDITIONS AND TRANSFERS TO THE
APPROPRIATE HANDLER

MAJOR COMPONENTS: THE FAULT INTERCEPT MODULE (£im), WIRED-FAULT
INTERCEPT MODULE (wired_£im), 1/0 INTERRUPT HANDLER
(io_interrupt), sys_trouble, page_£fault

& MAJOR DATA BASES

1 INTERRUPT VECTORS - ONE SET PER SYSTEM (WIRED)

| INTERRUPT PAIR (2 INSTRUCTIONS) = ONE PAIR ' PER DEFINED
INTERRUPT TYPE : ) )

| LOCATED AT ABSOLUTE ADDRESS 0. A HARDWARE RECOGNIZED DATA
BASE

| DESCRIBE WHERE TO SAVE THE CONTEXT, AND WHERE TO TRANSFER TO
TO PROCESS THE INTERRUPT (ALWAYS io_interrupt)
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FAULT AND INTERRUPT HANDLING

] FAULT VECTORS - ONE SET PER SYSTEM (WIRED)

] VECTOR PAIR (2 INSTRUCTIONS) - ONE PAIR PER DEFINED FAULT
TYPE :

[ LOCATED AT ABSOLUTE ADDRESS 100 (OCTAL) IMMEDIATBLY ABOVE THE
INTERRUPT VECTORS. A HARDWARE RECOGNIZED DATA BASE

| DESCRIBE WHERE TO SAVE THE CONTEZXT, AND WHERE TO TRANSFER TO
TO PROCESS THE FAULT (fim, wired_fim, page_fault)

. PROCESS DATA SEGMENT (PDS) - ONE PER PROCESS (WIRED WHEN
ELIGIBLE)

] CONTAINS PROCESS REﬁEVANT INFO SUCH AS PROCESS ID, USER 1D,
HOME /WORKING/PROCESS DIRECTORIES, AIM CLASSIFICATION, INITIAL
RING, ETC

i CONTAINS ALL INFORMATION ABOUT THE PROCESS NEEDED BY THE
SUPERVISOR CODE WHEN THE PROCESS IS RUNNING ‘

| CONTAINS SAVE AREAS FOR CONTEXT INFORMATION ABOUT FAULTS
WHICH CAN RESULT IN GIVING UP THE PROCESSOR: PAGE FAULTS,
SEGMENT FAULTS, AND ALL FAULTS NOT HANDLED BY THE SUPERVISOR

] PROCESSOR DATA SEGMENT (PRDS) - ONE PER CONFIGURED CPU (WIRED)

| SERVES AS RING-ZERO STACK FOR PAGE CONTROL AND TRAFFIC
CONTROL

] ALSC CONTAINS SAVE AREAS FOR CONTEXT INFORMATION ABOUT FAULTS
WHICH USUALLY DO NOT MEAN GIVING UP THE PROCESSOR' CONNECT
FAULTS AND INTERRUPTS. -
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FAULT AND INTERRUPT HANDLING
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I A TABLE IN THE FIM PROGRAM WHICH DESCRIBES THE ACTION TC BE

TAKEN FOR VARIOUS TYPES OF FAULTS

B2 —
R E—

G Coutos |
Lw\/\ﬁ

st . <L Prq

.»\I<4O€ ﬁ/}v/?j

(o

ol xec ool

Texr
" AL pa: Tyons.

nker an()) an
157 OF Cyfey FoivI(.

f

C"""*";‘Q ’TW\Q

: l((f Causes |.alkaag Lfol:"a_ge Pom'ra«rs(’mtj

P FILTAY

C"m "
L"(J Value tu fb?-:xo?' SY"‘/SGLS

To a valf Poiater fi'.{”gg"""’”’“‘@‘

’mkaa{ Sa  Tipn ng/c/( Amdna
VI‘OcesSeS :
con g Se hake Sapepd mpe
~ocess, g@ c.rg’)’ l g
L"“C ‘S
. ‘ S/\M’P'J/ ‘:—\knfge §ﬁc/,vn
A(DP'Q P.’f P;@r@_ss

l/\"(e;r\é‘\ S/AT( 'S A’jb A
lr\ foye SQCI,W‘

Not To Bé Reprcduced - 2-29




SYSTEM. INITIALIZATION SRV iS00 Link Cnapfimg

= <var, G T Dynaeic
. 1e’, done olegd oFF Tiwe.
& FUNCTION : Q"’ﬁ © JOPS Yo J)y/har-\‘.q

o kmf}:

==y

' PREPARE THE SYSTEM TO OPERATE, STARTING FROM A COMPLETELY EMPTY -
= AN
MACHINE | 0L mran NooEh

SRAP V- TS g

I READS 1IN SUPERVISOR PROGRAMS FROM SYSTEM TAPE, SNAPS LINKS
BETWEEN SUPERVISCR COMPONENTS, VERIFIES AND INITIALIZES HARDWARE
CONFIGURATION, SETS UP SYSTEM DATABASES, ACCEPTS STORAGE SYSTEM
DISKS AND PREPARES THEM FOR USE BY THE FILE SYSTEM

] .. MOST _PROGRAMS IN SYSTEM INITIALIZATION ARE DELETED AFTER
INITIALIZATION IS COMPLETE. o.ly —ep] SecTion 15 KofT.

1

| SUPERVISOR PROGRAMS ARE LOADED IN THREE '"COLLECTIONS", EACE Of‘
’WHICH' DEPENDS ON THE MECHANISMS SET UP BY THE PREVIQOUS ONE

[ THESE DATA BASES ARE ALL BUILT DURING THE PROCESS OF
INITIALIZATION (EXCEPT FOR THE CONFIG DECK) AND KEPT AFTER
INITIALIZATION IS FINISHED &gr Xego%‘“b ‘

'~
[ SEGMENT LOADING TABLE (>sli>slt)

I CONTAINS AN ENTRY DESCRIBING THE ATTRIBUTES OF EACH SEGMENT
"IN THE SUPERVISOR
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SYSTEM INITIALIZATION

‘Q o ¢ )‘E\\Ibc)\r\b)
| NAME TABLE (>sll>name_table)

nurBens
& Lroy R
| CONTAINS A LIST OF NAMES FOR EACH OF THE SEGMENTS IN THE

SUPERVISOR
\€,\DOU“&’\&19(CG?<0(
ko c\(?bv%\“’) QPVU\"\

| DEFINITIONS SEGMENT (>sll>definitions_)

[ CONTAINS THE DEFINITIONS SECTIONS FOR ALL THE -SEGMENTS IN THE
SUPERVISOR, WHICH ARE USED IN ORDER TO SNAP LINKS BETWEEN THE
SUPERVISOR MODULES

|  CONFIG DECK (>sli>config_deck)

[ CONTAINS A DESCRIPTION OF THE HARDWARE CONFIGURATION AND
CERTAIN SOFTWARE PARAMETERS

] PROVIDED TO SYSTEM INITIALIZATION BY BOS

® SHUTDOWN -- TERMINATES THE ACTIVITIES OF THE SYSTEM 1IN AN ORDERLY
FASHION

| TWO TYPES OF SHUTDOWN:

[ NORMAL -=- REQUESTED BY THE INITIALIZER, RUNS IN THE USUAL
SUPERVISOR ENVIRONMENT

] EMERGENCY =-- USED AFTER A CRASH, MUST MAKE THE SUPERVISOR
ENVIRONMENT OPERABLE BEFORE PROCEEDING
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SYSTEM INITIALIZATION

[ BOTE TYPES EXIST PRIMARILY TO SHUT DOWN THE FILE SYSTEM -- THAT
IS, TO WRITE ALL DATA IN MEMORY INTO ITS PROPER HOME ON DISK

I INCLUDES PAGES OF SEGMENTS, VTOCES, VOLUME AND VTOC MAPS

] SHUTDOWN ESSENTIALLY RUNS THE STEPS OF INITIALIZATION BACKWARDS,
BUT WITH A LOT OF SHORTCUTS ’
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FILE SYSTEM SALVAGERS

& FUNCTION

] ENSURE THE CONSISTENCY OF THE FILE SYSTEM DATABASES AND PERFORM
PERIODIC PREVENTIVE MAINTENANCE OPERATIONS

[ THERE ARE SEVERAL SALVAGERS, EACH WITH A DIFFERENT FUNCTION

| BECAUSE OF THE COMPLICATED INTERACTIONS THEY HAVE WITH THE REST
OF THE FILE SYSTEM, THE SALVAGERS ARE PERHAPS THE MOST
COMPLICATED SINGLE PROGRAMS IN THE SUPERVISOR

| SOME SALVAGING IS DONE AUTOMATICALLY, WHEN THE SYSTEM DETECTS AN
INCONSISTENCY. OTHER SALVAGE OPERATIONS ARE EXPLICITLY
REQUESTED, BY PRIVILEGED USERS.

| EXCEPT FOR SUPERVISOR BUGS, THE ONLY TIME DAMAGE OCCURS THAT
REQUIRES SALVAGING TO FIX IS AFTER A CRASH WHERE EMERGENCY
SHUTDOWN FAILS

® THE SALVAGERS:

I DIRECTORY SALVAGER

] CORRECTS INCONSISTENCIES IN DIREC”ORY SEGMENTS BY REBUILDING
THEM

] THIS IS THE ONLY SALVAGER INVOKED AUTOMATICALLY IN USER |
PROCESSES: ANY ATTEMPT TO LEAVE RING ZERC WITH A DIRECTORY
LOCRED FOR WRITING WILL CAUSE IT TO BE SALVAGED
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FILE SYSTEM SALVAGERS

[ DIRECTORY SALVAGING ALSO RECLAIMS - WASTED SPACE 1IN THE
DIRECTORY, AND IS RUN PERIODICALLY TO COMPACT DIRECTORIES

I QUOTA SALVAGER

[ CORRECTS INCONSISTENCIES IN THE QUOTA SYSTEM

| PHYSICAL VOLUME SCAVENGER Fixer Volume Ma? (| \Toce WAl

/el P ﬂ’(ompg pqm;ced es bewmoy yse

| RECONSTRUCTS RECORD AND- VTOCE STOCK INFORMATION FROM THE
VTOCES ON A VOLUME, THEREBY RECLAIMING ANY RECORDS OR VTOCES
WHICH MIGHT HAVE BEEN LOST

| RUNS ENTIRELY ONLINE WHILE THE SYSTEM IS UP FOR USERS (NEW IN
MR10.1)

] THIS TYPE OF DAMAGE 1IS USUALLY BENIGN, SO RUNNING THE
SCAVENGER CAN BE DELAYED.

| 'PHYSICAL VOLUME SALVAGER
ﬂ RECONSTRUCTS RECORD AND VTOCE STOCK INFORMATION

I RUNS ONLY DURING INITIALIZATION, AND THEREFORE DELAYS CRASH
RECOVERY

] NOW USED ONLY FOR RARE CASES WHERE THERE IS NOT ENOUGH FREE
SPACE LEFT FOR THE SCAVENGER TO RUN., IN THESE RARE CASES, IT
IS INVORKED AUTOMATICALLY BY SYSTEM INITIALIZATION.

- 4 |
] SWEEP_PV F,Kes ﬁupw;e COnA@ﬁ ) .
Fixes J.ﬁj L o e
g ~here ¢
v ey S Cq
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FILE SYSTEM SALVAGERS

| DELETES UNUSED VTOC ENTRIES WHICH HAVE NO DIRECTORY ENTRY
POINTING TO THEM

| RUNS ENTIRELY IN USER RING, EXCEPT FOR ACTUALLY READING VTOC
ENTRIES AND DIRECTORY ENTRIES

[ PURELY A HOUSEKEEPING FUNCTION, AND RUN ONLY RARELY.
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METERING & TUNING

@ WHILE NOT A SUBSYSTEM ITSELF, METERING AND TUNING IS A POLICY AND
CAPABILITY COMMON TO ALL OF THE SUPERVISOR'S SUBSYSTEMS

g FUNCTION

| METERING (CONSISTS OF THREE ACTIVITIES)
1 AACCUMULATING DATA: THIS IS PERFORMED THROUGHOUT THE
SUPERVISOR BY CODE WHICH '

U RECORDS THE NUMBER OF TIMES AN EVENT HAPPENS OR A
DARTICULAR PIECE OF CODE IS EXECUTED; AND/OR

| RECORDS THE TIME REQUIRED TO PERFORM A TASK ‘
] SUCH DATA IS STORED IN AREAS REFERRED TO AS "METERING
CELLS"
'] EXTRACTING DATZ: THIS IS PERFORMED BY NUMEROUS METERING
COMMANDS WHICH (WHEN INVOKED)
[ READ AND STORE THE CURRENT VALUEZS OF RELEVANT METERING
CELLS
| REPORTING THE DATA: THIS IS PERFORMED BY THE METER COMMANDS
WHICH (WHEN INVOKED) :

i COMPARE CURRENT METERING CELL VALUES WITH PREVIOUSLY READ
VALUES '

[ PERFORM THE APPROPRIATE ARITHMETIC COMPUTATIONS UPON THE
DATA IN ORDER .TO ARRIVE AT THE DESIRED STATISTIC

=3

ARRANGE THE DATA IN A USEFUL FORMAT (A REPORT OR DIAGRAM)
AND PRINT IT A
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METERING & TUNING

I TUNING

I CHANGING THE SYSTEM'S OPERATING PARAMETERS AND/CR
CONFIGURATION BASED UPON THE DATA AND INSIGHTS FROM THE
SYSTEM'S METERS

& MAJOR DATA BASES

] SST HEADER, TC_DATA HEADER, ETC.
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INITIALIZER.SYSDAEMON

8 FUNCTION

I THE SYSTEM'S INITIALIZATION, ADMINISTRATIVE AND CONTROL PROCESS
(Initializer.SysDaemon.z), RESPONSIBLE FOR:

] INITIALIZING THE OPERATING SYSTEM AT BOOTLOAD, FOLLOWING
SUCCESSFUL INITIALIZATION OF THE SUPERVISOR

| ANSWERING SéRViCE (login and logout)

i PROCESS CREATION ANﬁ DESTRUCTION

| MESSAGE COORDINATOR (DAEMON COORDINATION)
{ SYSTéM-ADMiNISTRATION.FUNCTIONS

] SYSTEM ACCOUNTING FUNCTIONS

& MAJOR DATA BASES, ALL KEPT IN >sci
| ANSWER TABLE
[ ABSENTEE_USER TABLE

| DAEMON_USER_TABLE
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INITIALI ZER.SYSDAEMON

] MASTER GROUP TABLE (MGT)

| CHANNEL DEFINITION TABLE (CDT)

[ SISTEM ADMINISTﬁATION TABLE (SAT)
| PERSON NAME TABLE (PNT)

] PROJECT DEFINITION TABLES (PDT'S)

Not To Be Reproduced 2-3¢9
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WHAT IS A PROCESS

@ A MULTICS PROCESS IS A WELL DEFINED COLLECTION OF SEGMENTS, EACH
WITH DEFINED ACCESS, OVER WHICH A SINGLE EXECUTION POINT IS FREE TO
ROAM (I.E., FETCH INSTRUCTIONS AND MAKE DATA REFERENCES)

® THE ADDRESS SPACE OF A PROCESS IS THE ABOVE "COLLECTION OF
SEGMENTS". SUCH SEGMENTS ARE SAID TO BE KNOWN TO THE PROCESS

® EVERY LOGGED IN USER HAS A PROCESS

® VERY IMPORTANT CONCEPT: THE MULTICS SUPERVISOR RUNS IN THE USER'S
PROCESS (IE: IN THE USER'S ADDRESS SPACE), BUT IN A DIFFERENT RING

8 A PROCESS TAKES ON THE IDENTITY OF THE SOFTWARE 1IT IS EXECUTING
WHERE EVER IT GOES

| WHEN A USER WISHES TO CREATE A SEGMENT, IT IS THE USER'S PROCESS
WHIC EXECUTES THE SUPZRVISCR CODE hcs_sappend, CREATING THE
EGMENT '

® A PROCESS CAN BE VIEWED AS A CONTINUAL FLOW OF EZXECUTION
FLUCTUATING BETWEEN DIFFERENT RINGS: PRIMARILY RING FOUR AND RING
ZERO :

Not To 3e Reproduced 3-1
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WHAT IS A PROCESS

PROCESS FLOW OF EXECUTION

O AN W Hh OO

RING

e o e i - . ' :-n—.M_E-—-—»

8 ALL PROCEDURE CODE (WHETHER SUPERVISOR OR USER CODE) MUST HAVE &~
TACK FRAMEZE CONTAINING ITS ARGUMENTS AND ENVIRONMENT DATA

8 FOR REASONS OF SECURITY, MULTICS REQUIRES ONE STACK PER RING OF
EXECUTION. WHEN EXECUTING RING "N" PROCEDURES, THERE WILL EXIST a
RING "N" STACK CONTAINING STACK FRAMES FOR THESE PROCEDURES
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* PR7 IS THE STACK BASE POINTER REGISTER. POINTS TO CURRENT STACK. HARDWARE LOADED WITH
DBR.stack *8 + RING. THE VALUE OF DBR.stack CAN CHANGE WITH EACH RELEASE. IT IS 23 IN MR10.1.

fault

FRAME 3

FRAME 2

FRAME 1

STACK
HEADER

## 231stack_1 -
. (1:1:1)
IN USER’S PROCESS
DIRECTORY

H

call

FRAME 5

FRAME 4

FRAME 3

FRAME 2

FRAME 1

STACK
HEADER

# 234 stack_4
(4,4,4)
IN USER'S PROCESS
DIRECTORY

* PR6 IS THE STACK FRAME POINTER REGISTER. POINTS TO CURRENT STACK FRAME.
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COOPERATING PROCESSES

8 ALL ACTIVE PROCESSES (INTERACTIVE, ABSENTEE, AND DAEMONS) APPEAR TO
BE AUTONOMOUS AND INDEPENDENT OF ONE ANCTHER

& IN REALITY, ALL PROCESSES ARE CONTINUALLY COOPERATING, COMPETING
AND SHARING

| EXAMPLES OF COOPERATION

] VOLUNTARY

| THE SENDING AND ACCEPTING OF MESSAGES AND MAIL

[ PREPLANNED 3Y SYSTEM PROGRAMMERS ‘

] EVERY PROCESS, BEFORE RELINQUISHEING A PROCESSOR, CHOOSES
THE MOST DESERVING REPLACEMENT AND EXECUTES THE CODE. WHICH
DISPATCHES THE CHOSEN PROCESS

] EVERY PROCESS, WHEN RUNNING, WILL SERVICE ALL INTERRUPTS
FIELDED BY ITS PROCESSOR. THESE INTERRUPTS ARE GENERALLY
THE REPLIES TO THE REQUESTS OF QTHER PROCESSES (IE: THE
ARRIVAL OF A PAGE REQUESTED SOME TIME EARLIER)

1 PREPLANNED BY APPLICATION PROGRAMMERS

THE MULTICS TRANSACTION PROCESSOR IS COMPOSED OF MANY
COOPERATING, INTER-DEPENDENT PROCESSES

| EXAMPLES OF COMPETITION

ALL PROCESSES COMPETE FOR PROCESSOR TIME AND MAIN MEMORY
RESQURCES )
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COOPERATING PROCESSES

[ THIS COMPETITION IS HIGHLY REGULATED IN ORDER FOR ALL
PROCESSES TO BE TREATED FAIRLY

'] THE COMPETITION IS ALSO SUBJECT TO VERSATILE ADMINISTRATIVE
CONTROLS

§ EXAMPLES OF SHARING

BY DESIGN, A SIGNIFICANT PART OF  THE ADDRESS SPACE OF ALL
PROCESSES IS IDENTICAL (THE SUPERVISOR SEGMENTS)

| BY DEFAULT, - REFERENCES TO SEGMENT foo BY TWO DIFFERENT .
PROCESSES WILL RESULT IN REFERENCES TO THE SAME SEGMENT
(LOGICALLY, PHYSICALLY, ACTUALLY AND ABSOLUTELY)

THERE IS NO SEPARATE ENTITY IN MULTICS LIKE AN EXECUTIVE DOING
THINGS ON BEHALF OF THE USER. THE Initializer.SysDaemecn IS NOT THE
TIME-SHARE EZECUTIVE OF MULTICS
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THE PL/I OPERATORS

® OPERATORS ARE LANGUAGE DEPENDENT PIECES OF CODE WHICH IMPLEMENT
HARDWARE OR OPERATING-SYSTEM DEPENDENT FUNCTIONS SUCH AS CALLING
AND SIGNALLING

@ CURRENTLY THERE ARE OPERATORS FOR PL/I, COBOL, AND BASIC. ALM AND
FORTRAN SHARE THE PL/I OPERATORS

® ALL OPERATORS IN MULTICS ARE PURE, SHARED AND RE-ENTRANT ALM CODE

@ OPERATORS COULD BE GENERATED BY THE COMPILERS AND PLACED IN LINE
WITH COTHER CODE, HOWEVER, THERE ARE DISADVANTAGES:

I SOME OPERATORS ARE TOO BULKY TO BE INCLUDED WITH EACH USE (SUCH
AS COMPLICATED I/O STATEMENTS)

] SOME OPERATORS MIGHT CHANGE IN THE FUTURE (SUCH AS ENTRY AND
RETURN SEQUENCES) '

® OPERATCRS ARE SIMILAR TO QUICK INTERNAL PROCEDURES IMPLEMENTING
WHAT IS OFTEN CALLED "LIBRARY FUNCTIONS" IN CTHER OPERATING SYSTEMS

Not To Be Reproduced 3-7
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THE PL/I OPERATORS

8 INSTEAD OF PASSING ARGUMENT LIST, ARGUMENTS ARE USUALLY PASSED TO
THE OPERATORS IN THE CPU'S REGISTERS

® INSTEAD OF BEING CALLED BY A PROCEDURE CALL, A SINGLE TRANSFER
INSTRUCTION IS USED (tsx0 or tsp3)

@ THE PL/I OPERATORS IMPLEMENT THE = SUPPORT FUNCTIONS FOR THE PL/I
ENVIRONMENT

® SINCE A MULTICS PROCESS IS A PL/I ENVIRONMENT, THE PL/I OPERATORS
ARE VITAL TO THE MULTICS SUPERVISOR (AND ANY OTHER PROGRAMS WRITTEN
IN PL/I) -

L yj
(a3}
©
i
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INTERFACES TO SYSTEM MODULES

2@ UNLIKE OTHER SUPERVISORS, THE MULTICS SUPERVISOR IS NOT SEQUENTIAL
- THAT IS, THE CONCEPT OF "JOB FLOW" DOES NOT REALLY APPLY

§ 'INSTEAD, THE SUBSYSTEMS PERFORM ASYNCHRONCUSLY, BEING 'INVOKRED'
BY THOSE PROCESSES WHO REQUIRE THEIR SERVICES

| THESE SUBSYSTEMS ARE INVOKED BY THE USER'S PROCESS 1IN ONE OF
THREE WAYS: -

§ EXPLICITLY - VIA A SUBROUTINE CALL OR A COMMAND

I IMPLICITLY - VIA A FAULT -
) VTY CaQeiala L9 OGS %\“<&) Ey>\90ﬂ ovvc\nﬁAJ.

I IMPLICITLY - VIA AN INTERRUPT

\040
S/ SUPERVISOR
SUBSYSTEM

INTERRUPT SIDE

CALL SIDE: SERVICES PERFORMED AS A RESULT OF EXPLICIT
SUBROUTINE CALLS. LOCKS ARE NORMALLY
WAIT LOCKS.

FAULT SIDE: SERVICES PERFORMED AS A RESULT OF FAULTS.
LOCKS ARE NORMALLY WAIT LOCKS.

{INTERRUPT SIDE: SERVICE PERFORMED AS A RESULT OF INTERRUPTS,
LOCKS ARE LOOP LOCKS.

Not To Be Reproduced 3-S 7802



DEADLOCK PREVENTION

® WHAT IS DEADLOCK?

[ DEADLOCK CAN OCCUR IN ANY MULTI-PROGRAMMING ENVIRONMENT WHEN TWO
OR MORE PROCESSES COMPETE RANDOMLY FOR SERIALLY REUSABLE
RESOURCES ' '

[ THE CLASSIC EXAMPLE OF DEADLOCK IS THE "DEADLY EMBRACE"

PROCESS
B

PROCESS
A

DEADLY EMBRACE

e PROCESS A ISWAITING FOR A RESOURCE OWNED BY PROCESS B.

e PROCESS B IS WAITING FOR A RESOURCE OWNED BY PROCESS A.
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DEADLOCK PREVENTION

DEADLOCK SOLUTIONS

DETECTION AND UNLOCKING

SOME SYSTEMS EMPLOY SCHEMES WHICH DETECT THE OCCURRENCE OF
DEADLOCK AND "UNTANGLE" THE INVOLVED PROCESSES

DETECTION SCHEMES ARE USUALLY DIFFICULT TO IMPLEMENT AND
EXPENSIVE IN TERMS OF OVERHEAD

THE ACT OF UNTANGLING THE INVOLVED PROCESSES USUALLY RESULTS

IN AT LEAST ONE OF THEM LOSING RESOURCES, PRIORITY, OR EVEN
ITS LIFE

[ PREVENTION

(=1

MOST SYSTEMS ADOPT SOME FORM OF PREVENTION INSTEAD OF
DETECTION

PREVENTION SCHEMES NORMALLY TARKE ONE OF TW

[ CHECKING: WHEREBY REQUESTS FOR RES
DEADLOCK POTENTIAL PRIOR TO ACCEPTA

IMPOSED PCLICY: WHEREBY REQUESTS FOR MORE THAN ONE
RESOURCZ MUST BE MADE:

] TOGETHER AS ONE TOTAL REQUEST BEFORE THE "JOB" OR
"JOB-STEP" COMMENCES (ALL OR NOTHING); OR

I SERIALLY, IN A rIXED, PRE-DEFINED ORDER
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DEADLOCK PREVENTION

® MULTICS, IN GENERAL, ADOPTS THE FOLLOWING DEADLOCK PREVENTION
SCHEME:

USER ASSIGNABLE RESOURCES (SUCH AS TAPE DRIVES, CARD PUNCHES,
ETC) :

WHEN THE USER IS INTERACTIVE NO POLICY IS ENFORCED. THE USER
IS INFORMED IF THE RESOURCE IS BUSY AND MAY EITHER TRY AGAIN
OR GIVE UP

WHEN THE USER IS NOT INTERACTIVE, THE "ALL" OR "NONE"
APPROACH SHOULD BE USED. THE AVAILABILITY OF ALL REQUIRED
RESOURCES BECOMES THE DETERMINING FACTOR IN SCHEDULING THE
USER (SEE THE "RESOURCE CONTROL PACKAGE")

SHOULD A NON-INTERACTIVE USER ATTEMPT SERIAL REQUESTS FOR
RESQOURCES, A DEADLOCK SITUATION COULD POTENTIALLY ARISE AND

EXIST UNTIL THE AUTOMATIC LOGOUT DUE TO INACTIVITY OCCURS

USER ACCEZSSIBLE RESOURCES (SUCH AS FILES, DATA BASES, ETC)

IN GENERAL, USER SEGMENTS IN THE® HIERARCHY POSE NO DEADLOCK
PROBLEM SINCE THEY ARE 2 SIMULTANEOUSLY USABLE RESOURCE (IE:
THERE IS NO DEFAULT CONCURRENCY MECHANISM ASSOCIATED WITH
USER SEGMENTS)

SEGMENTS MAY BE PRCTECTED FROM POTENTIAL CONCURRENCY PROBLEMS
THROUGH USE OF LOCK WORDS AND THE set_lock_ MECHANISM. THIS
REQUIRES MUTUAL AGREEMENT AMONG ALL PROCESSES ACCESSING SUCH
SEGMENTS ' ‘

SOME SEGMENTS SUCH AS THOSE USED BY THE MULTICS DATA BASE
MANAGER (MDBM), USE A "COMMITMENT/ROLLBACK" SCHEME

© 3e Reproduced 3-12 ‘ F80A



DEADLOCK PREVENTION

] SUPERVISOR RESOURCES (SUCH AS HARDCORE DATABASE)
NETIR ) a1

] LOCKWORDS (OR SIMPLY "LOCKS") ARE USED IN MULTICS TO
IMPLEMENT CONCURRENT ACCESS CONTROL IN THE MULTI-PROCESS
ENVIRONMENT

LOCKING CONCEPT

UNLOCK

UPDATE

| THE SUPERVISOR LOCKS ARE ARRANGED 1IN A ?ARTIAL CRDER AND A
CODING CONVENTION PREVENTS WAITING ON A LOCK IF THE PROCESS
HAS A HIGHER LOCK LOCKED ‘

§  THIS PARTIAL ORDER IS DETERMINED BY AN ANALYSIS OF THE
OPERATING SYSTEM'S BEHAVIOCR. FOR EXAMPLE: SINCE A PAGE
FAULT MAY PROPERLY OCCUR WHILE A PROCESS HAS THE ACTIVE
SEGMENT TABLE (AST) LOCKED, AND PAGE FAULT HANDLING REQUIRES
THE LOCKING OF THE PAGE TABLE LOCK, THE PAGE TABLE LOCK MUST
BE PLACED "HIGHER" IN THE PARTIAL ORDER THAN THE AST LOCK

[ TO THE DEGREE THAT THE SYSTEM PROGRAMMERS OBEY THIS PARTIAL
CRDER, A DEADLY EMBRACE CANNCT OCCUR WITHIN TEE MULTICS
SUPERVISOR :

[98)
|
[
[¥3)
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MULTICS LOCKING HIERARCHY

1/0 MAILBOX

CONNECT GLOBAL APT APT ENTRY

(.

(LOOP) (MULTI-READER
{LooOP)

(LOOP)

J

: (LOOP)
CORE QUEUE DISATA OCcDCM
(Loor) ’ (LooP}) (Loor)

GLOBAL PAGE TABLE

MISCELLANEQUS: 10AT, 101,
SALV_DATA, RECONFIGURATION
{WAIT)

(LOOP/WAIT)

VTOC BUFFER SEGMENT
(WAIT)

ACTIVE SEGMENT TABLE
(WAIT) .

DIRECTORY LOCK TABLE
(WAIT)

'ROOT DIRECTORY
(MULTI-READER, WAIT)

LOWER DIRECTORY
(MULTI-READER, WAIT)

SYSERR DATA
(LOOP)

|

SYSERR 1.LOG
{(WAIT)

MCS QUEUE
{Loor)

A

NOILNZIAZEd ¥MO0TIAY3d

MCS CHANNEL
{LOOP/WAIT)



TYPES OF LOCKS

® LOCKS WITHIN MULTICS: Qr&(D(m\\

To Be Reproduced 3-1

(3 VERFT L Liaxy

ARE 36 BIT WORDS CONTAINING EITHER ZERO (UNLOCKED) OR &
PROCESS_ID (LOCKED)

\){:\JQ\\\ \{ P p)??{yl\n \v\(\/ 0% S ng\e,\‘ﬁ"
CONTROL PROCESSES, NOT PROCESSORS

ARE MUTUALLY EZCLUSIVE LOCKS

THE HARDWARE SUPPORTS SEVERAL INDIVISIBLE INSTRUCTIONS USED IN
IMPLEMENTING THE LOCKING PRIMITIVES. FOR EXAMPLE:

STAC (STORE A CONDITIONAL)

I IF C(Y)=0 THEN C(A) =-> C(Y)

i TYPICAL USE: LOCRKING. IF THE LOCKWORD (Y) IS UNLOCKED (=0)
THEN LOCK THE LOCRK BY STORING THE PROCESS_ID (WHICH IS IN A)
INTO 'THE LOCKWORD

I SPECIAL HARDWARE PROHIBITS SIMILAR REFERENCES 3BY CTHER
PROCESSORS DURING THE TEST AND DATA TRANSFER WINDOW

ALSO STACQ (STORE A CONDITIONAL ON Q), LDAC (LOAD A AND CLEAR),
LDQC (LOAD Q "TAND CLEAR) SZNC (SET Z AND N AND CLBAR)

wn
r |]
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TYPES OF LOCKS

8 WITHIN THE MULTICS SUPERVISOR EXISTS TWO TYPES OF LOCKS: LOOP
LOCKS AND WAIT LOCKS

LOOP LOCKS

| SIMPLIFIED PL/I ANALOGY:

do while {(lockword ~=0);:
end;

lockword = process_id;
<update data>

lockword = 0:

[ LOOP LOCKS ARE USED WHEN IT WOULD NOT BE ACCEPTABLE TO GIVE
UP THE PROCESSOR BEFORE LOCKING THE LOCK.

[ LOOP LOCKS TYPICALLY PROTECT THE LOWEST LEVEL OF CRIT
SUPERVISOR DATABASES: TRAFFIC CONTROL, PAGE CONTROL, ETC

ICAL
.

Reproduced 3-16 F80a
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TYPES OF LOCKS

WAIT LOCKS (SIMPLIFIED)

B A

/1

A: PROCESS GIVES UP THE CPU

B: PROCESS DISPATCHED TO A CPU

| SIMPLIFIED PL/I ANALOGY:
do while (lockword ~=0):
<GIVE UP PROCESSOR>
<WAIT FOR NOTIFICATION>
end;
rocess_id;

CATION>
[ MCST SUPERVISOR LOCKS ARE WAIT LOCKS

[ IN GENERAL, A PROCESS IS ALLOWED .TC GIVE UP ITS PROCESSOR
WHEN IT HAS WAIT LOCKS LOCKED

[ THE WAIT LOCK MECHANISM WILL BE DESCRIBED IN MORE DETAIL IN
TOPIC 9

(V8]
'
[N
-
1y
w
«
g
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TOPIC IV

Name Space and Address Space Management

Name /Address Space
. Name/Address Space
Name/Address Space
Name /Address Space

Reference Name

Overview. .
Terminology
Concepts. .
Data Bases.
Table (RNT)

Known Segment Table (KST).
Descriptor Segment (DSEG).
Typical Address Space. . . . .

Name /Address. Space

system_link_meters . . .

link_meters. .
Name /Address Space

display_kst_entry. . . .

Meters. .

. . . . .

Commands.

e ¢ o o e o & & & o e s o

(1=

e e ® o & 6 & o. % o

8 6 o o o o & e ¢ © s o

« & o & o6 e o e e o

e & & e » e & e 6 s e ° o

® o s 0

e » o ° & s e e e o e o o

« o o e & e o 8 o s o

e o o s & & e o o e o o

¢ & e ¢ & s 06 © e o e & a

*» o & o &

e e e s & o »

e e e e+ o

e o e o o e e e o e

o
(IR TR T N B ¢
[Te]
(1]

[(RERY SR NI W Y RYSEN'

N N N N N N N TS
1
G LW W WA a1 ) O



NAME/ADbRESS SPACE OVERVIEW
i

9\( o alfne \afo S @rocagjo/ ﬁJJzosLANQ

s FUNCTION ~T| . pQe madt  @rocesgen pdbassale RS Y hey
(e ;eg“\nkpl

] IMPLEMENT THE PER PROCESS VIRTUAL MEMORY

KY\O_\N-/\ SQ 55
® BASIC PHILOSOPHY

] AS A NEWLY LOGGED IN USER ATTEMPTS TO TOUCH VARIQUS SEGMENTS A
CONSIDERABLE AMOUNT OF MANAGEMENT INFORMATION MUST BE
(TRANSPARENTLY) FOUND AND/OR COMPUTED BEFORE THE USER'S
REFERENCE IS ACTUALLY ACCOMPLISHED

] FOR EVERY SEGMENT REFERENCED BY THE USER, THE SUPERVISOR:

] ASSIGNS A SEGMENT NUMBER (FOR REASON OF HARDWARE ADDRESSING),
AND :

MTTTY A7 AT ANTILATOAT
LO0 MANASLIIDN

RS)
NCY AND CONTROL)

=3
+

3

] SUCH SEGMENTS ARE SAID TC BE "KNOWN TO THE PROCESS"

[ THE MANAGEMENT  INFORMATION IS MAINTAINED ON A PER PROCESS BASIS
IN THREE COMPLEMENTING AREAS: DSEG, KST, AND RNT

Net Tc Be Reprocuced i-1
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NAME /ADDRESS SPACE OVERVIEW

] MANAGES TWO DISTINCT SETS OF INFORMATION:

[ ADDRESS SPACE - CORRESPONDENCE BETWEEN SEGMENT NUMBERS AND
THE SEGMENTS THEMSELVES '

] NAME SPACE - CORRESPONDENCE BETWEEN SEGMENT NUMBERS AND NAMES
THE USER REFERS TO THEM BY

\AZTQG\"‘M}‘ 5€§&

| CALLS DIRECTORY CONTROL TO LOCATE SEGMENTS INITIALLY

[ NAME SPACE / ADDRESS SPACE MANAGEMENT IS INVOKED BY SUBROUTINE
CALLS, AND BY LINKAGE FAULTS (THE "DYNAMIC LINKER")

® PRINCIPAL USER INTERFACES

] COMMAND LEVEL

{ initiate, terminate, terminate_segno, terminate_ref_name,
terminate_single_ref_name, list_ref_ name

[ THE COMMAND PROCESSOR ITSELF - WHICH USES THESE SERVICES TO
LOCATE COMMANDS

] SUBROUTINE LEVEL

I hcs_sinitiate, hcs_gSinitiate_count_, hcs_Sterminate_£file,
hcs Sterminate seg, hcs Sterminate name,

hcs_sSterminate_noname, term_

Nct To Be Reproduced 4-2 F80a



NAME /ADDRESS SPACE OVERVIEW

& MAJOR DATA BASES

00vey oF Sou! 5
| DESCRIPTOR SEGMENT (DSEG) - ONE PER PROCESS

| SEGMENT DESCRIPTOR WORD (SDW) - ONE PER KNOWN SEGMENT

[ DEFINES THE USER'S ADDRESS SPACE TO THE HARDWARE

[ KNOWN SEGMENT TABLE (KST) - ONE PER PROCESS

| KNOWN SEGMENT TABLE ENTRY (KSTE) - ONE PER KNOWN SEGMENT
(EXCEPT SUPERVISOR SEGMENTS)

—

[ DEFINES THE USER'S ADDRESS SPACE TO THE SUPERVISOR AND THE
USER

I EACH KSTE ASSOCIATES A USER'S SEGMENT NUMBER WITH THE SEGMENT
CONTROL ATTRIBUTES OF THAT SEGMENT

f THE SEARCH FOR AN AVAILABLE KSTE DETERMINES A SEGMENT'S
NUMBER

[ REFERENCE NAME TABLE (RNT) - ONE PER EACH RING IN EACH PRCCESS

] NOT A SEGMENT - REPT AS A REGION ALLOCATED 1IN THE "LINKAGE
AREA" FOR EACH RING

| REFERENCE NAME TABLE ENTRY (RNTE) - ONE PER REFERENCE NAME

| USED BY THE DYNAMIC LINKER TO IMPLEMENT THE
"initiated_segments" SEZARCE RULE

Not To Be Reprocduced -3
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3

NAME /ADDRESS SPACE QVERVIEW

| DEFINES THE USER'S NAME SPACE TO THE USER

NAME SPACE MAY BE DIFFERENT 1IN DIFFERENT RINGS ' OF THE SAME -
PROCESS

Lo oy |

Ks T

Ffo.,,. 8 V\LT;ﬁfe

Yool Spw | KITE

3
4

>
[}
(=3
'x)
o
(@]
:!"
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NAME /ADDRESS SPACE TERMINOLOGY

SEGMENT DESCRIPTOR WORD (SDW):
A TWO WORD PAIR USED BY THE HARDWARE WHEN REFERENCING A
SEGMENT.

DESCRIPTOR SEGMENT (DSEG): :
THE MOST FUNDAMENTALLY IMPORTANT SEGMENT IN A PROCESS.
CONTAINS AN ARRAY OF SDW'S DEFINING THE ADDRESS SPACE
OF THE PROCESS

ADDRESS SPACE:
THE SET OF ALL SEGMENTS (PROCEDURE AND DATA) FOR WHEICH
THE PROCESS HAS A SEGMENT NUMBER AND A CORRESPONDING
SDW. THE ADDRESS SPACE EXPANDS AND CONTRACTS DURING A
SEGMENT'S LIFE

8 e 120 GiT
[FYov QVQAT r 2GS
AlsSo  AAL<T  Jor Kg\"f\\zq ham(\/wwe NS o VS 1_,,646
S2q. 594~>,$ @i>7~ §“¢AUW‘VM625

SEGMENT NUMBER: :

AN OCTA BER 0-1777 {0-10223 DECIMAL ASSIGNED
UNIQUELY TO SEGMENT. USED BY THE HARDWARE AS AN
OFFSET INTO THE ARRAY OF SDW'S WHEN REFERENCING A
SEGMENT

C
-

——

PP or¥

MAKING KNOWN: :
THE ACT OF ASSIGNING A SEGMENT NUMBER TO A SEGMENT,
THEREBY ADDING IT TO THE ADDRESS SPACE. SEGMENTS MUST
BE MADE KNOWN BEFORE THEY CAN BE REFERENCED

|
()]
vig
(00
(o]
o

o
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NAME /ADDRESS SPACE TERMINQLOGY

THE SET OF ALL SEGMENTS FOR WHICH THE PROCESS HAS A
REFERENCE NAME. THE REFERENCE NAME MAY BE DIFFERENT
THAN THE SEGMENTS ACTUAL NAME (ITS ENTRYNAME). SINCE
SOME SEGMENTS IN THE ADDRESS SPACE HAVE NO REFERENCE
NAME, THE NAME SPACE IS A PROPER SUBSET OF THE ADDRESS
SPACE

Not To Be Reproduced £-6 F802



NAME /ADDRESS SPACE CONCEPTS

8 A MULTICS PROCESS IS A WELL DEFINED COLLECTION OF UNIQUE SEGMENTS,
EACH WITH DEFINED ACCESS, OVER WHICH A SINGLE EXECUTION POINT IS
FREE TO ROAM (I.E., FETCH INSTRUCTIONS AND MAKE DATA REFERENCES)

@ THE ADDRESS SPACE OF A PROCESS IS THE ABCVE "COLLECTION OF

SEGMENTS". SUCH SEGMENTS ARE SAID TO BE KNOWN TO THE PROCESS

] ALL SUPERVISOR (RING () SEGMENTS ARE PLACED INTO THE ADDRESS
SPACE AT PROCESS CREATION TIME. THIS ADDRESS SPACE IS SAID TO

BE "CLONED" FROM THE INITIALIZER ADDRESS SPACE

I THE RING ZERO ADDRESS SPACE IN ANY PROCESS IS THE SAMc AS THE

INITIALIZER'S RING ZERO ADDRESS SPACE, EXCEPT FfOCR
KST, PDS, PRDS, AND STACK_O.

DSEG,

§f THE RING ZEROC ADDRESS SPACE HAS NO RNT, BECAUSE IT IS SET UP

URING 3?5 EM INITIALIZATION AND DOES NOT CHANGE
WS Vse NN \[V\N"\'TL \w\k SOy oty

| OTHER SEGMENTS ARE MADE KNOWN AND UNKNOWN DURING THE LITE

PROCESS

] IMPLICITLY BY THE DYNAMIC LINKER (LINKAGE FAULT) OR
COMMAND
print my_dir>my_seg

tester

] EXPLICITLY BY COMMANDS OR SUBROUTINES THAT MANAGE THE ADDRESS

SPACE

initiate my_prog call hcs_sterminate_segno

Not To Be Reproduced

[1=9
|
-J

2]
(¢ 8]
()
e 23



NAME /ADDRESS SPACE CONCEPTS

[ MAKING A SEGMENT KNOWN IS SIMILAR TC DECLARING A VARIABLE IN A
PL/I PROGRAM. IT SIGNIFIES INTENT, BUT NOT USAGE

Vecarvee S|sT 1n WSV

I THE PRESENCE OF ONE OR MORE PAGES QF 2 SEGMENT

IN MAIN MEMORY
IMPLIES THAT THE SEGMENT IS KNOWN TO (AND IS BEING USED BY) AT
LEAST ONE USER '

[ BEING KNOWN DOES NOT IMPLY PRESENCE IN MAIN MEMORY

8 NOTE THAT THIS .SET OF SEGMENTS, THE EXECUTION. POINT, ~AND THE
" REGISTERS AND INDICATORS OF THE PROCESSOR, UNIQUELY DEFINES THE
STATE OF THE PROCESS S

(1=
|
(00
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NAME /ADDRESS SPACE CONCEPTS

NAME SPACE AND ADDRESS SPACE MANIPULATION

(1) PROCESS CREATION

—— IR

USER'S
ADDRESS
SPACE

Cpd] >dseg>
[ pd] >kst

@ INITIATE WITHOUT
REFERENCE NAME (make_known)

(@) INITIATE WITH
REFERENCE NAME

= 2
< W
2 S
W D
m3 w2
u < B
ECC 2<
=W =uw
[+ 98

==
] zo
- Wow

Ll 37

"“I“:*

* THE rnt IS AN AREA WITHIN [pd] >[unique] .area.linker

Not To Be Reprccduced £-S £3Ca



NAME SPACE AND ADDRESS SPACE MANAGEMENT

“‘w

»| PAGE 4 OF qedx

PAGE 3 OF pi1

PAGE 41 OF xyz

PAGE 16 OF pl1

SLdEONOD EOV¥dS SSTHAUY/EWYN

PERPROCESS |  PER SYSTEM
DATA BASES | DATA BASES
267 qedx KSTE FORcewd | 271 | SDW FOR cwd PT FOR qedx
|
272 ewd KSTE FORseg_3 | 270 | SDW FOR sey_3 / PT FOR seg_1
266 pl1 | KSTE FOR qedx | 267 | SDW FOR gedx PT FOR pi
267 gx KSTE FOR pi1 266 | SDW FOR ph / PT FOR A.pi1
_ RNT KST DSEG PAGE TABLES*

(USER’S NAME SPACE)

* THE ASTE’S ASSOCIATED WITH THE PAGE TABLES ARE NOT SHOWN IN THIS DIAGRAM

(USER'S ADDRESS SPACE)

(SYSTEM'S ADDRESS SPACE)

g
MAIN MEMORY
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MULTICS VIRTUAL MEMORY STRUCTURE

USER A's USER A's USER A’s
ADDRESS SPACE VIRTUAL MEMORY SEGMENT TABLE
P _
= 1 2 2 [y =
cwd 247 0 247 f= - - - 1 o———~—->\,/-"" 1023
- - - > 0 -y — —
ted 246 o 248 —f— N - 1022
2 :
$_data 245 of! 246 +-— =] 1021
1 l 3 e N /
-1 - W - - T N N 2 “—“\\/r'-—* 1020
SMALLEST UNIT i H] . k] B X /
OF ACCESS 0 - - 0 g X
CONTROL ) \
‘ o —f \‘ﬂl v;p ,_____X X L
, =
v/e/w | iom-mailbox 2 ° 2 i Maiatng WL = ‘x *' T
\ I '
1 fault vector 1 o]’ 1 — - _\\\ / ,' \\\_. - -
B e L BN P
dseg 0 o 0 —+ - -4 .
i " VY 1 -
DBR - \ Ay - T
~—— > -t -
X ’ -
) X !
qedx 277 o 277 F-- \ \ 1 - ____+_____, 4
2 -— “ g - =
S_data 276 of! 276 S e > iy g 3
X/
0 —p— ! 2
/7 \ %'ﬁ - -
— — - of- — - - . \ 2 g 1
— \ 3 < NI
/ "'"'u
iom__mailbox 2 of' 2 —f - /)-—-b kp——_\f“-——-» 0
2 - p
fault_vector 1 ol 1) —f- — — = I' REAL MEMORY
. )
dseg 0 ¥ 0 o e s I I SRR
USER B's USER B's USER B's SYSTEM'S PAGE
ADDRESS SPACE VIRTUAL MEMORY SEGMENT TABLE TABLES
{ONE ENTRY PER {ONE PER ACTIVE
KNOWN SEGMENT) SEGMENT)

™M

SLAZONCD FOVAS SSEHAQY/EWYN




T 1T Y1 T 1 i 3 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3
0 1 2 3 4 5 6 8§ 9 0 v 2 3 4 6 7 8 9 6 1 2 3 4 5 6 7 8 9 0 1 2 3 45
0 i
POINTER TO ALLOCATION AREA
,
2 INSERT TRYS INSERT WINS
3 GET_SEG_NO TRYS GET_SEG_NO_WINS
4 GET_RNAME TRYS GET_RNAME WINS
5 DELETE_SEG_NO TRYS DELETE_SEG_NO WINS
6 DELETE_NAME TRYS DELETE_NAME WINS -
‘ g
7 RNT AREA SIZE g
8 2
SEARCH RULES POINTER z
]
10
i 1
128 WORDS FOR
REFERENCE NAME HASH TABLE
L 1
138 1 1
128 WORDS FOR
SEGMENT NUMBER HASH TABLE
1 1
/
o NAME FORWARD R_PTR  (TO SAME HASH)
1 SEG_NO FORWARD R_PTR (TO SAME HASH)
2 SEG_NO NAME LENGTH (L) v
H ey
9 -
£z
Y 1 [T =4
L CHARACTERS CONTAINING
SEGMENT'S REFERENCE NAME
1 1
1 L e
o
==
-2
1 1 I Olz
— ¥
lwoRng) tratanct.plli

Not To Be Reproduced

REFERENCE NAME TABLE (RNT)

A PAGED DATA BASE ( [pd] > rt) - ONE PER ACTIVE PROCESS
"INITIATED SEGMENTS” IN SEARCH RULES

REFERENCE NAME TABLE ENTRY (RNTE)

ONE PER REFERENCE NAME
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NAME /ADDRESS SPACE DATA BASES

KNOWN SEGMENT TABLE (KST)

~
”
o
"
Y
e
™
s
[
e
.
w
oo
y

(/\\/‘\ .
™ HINSD KSIL
<
-
2)
N

0 LOWEST SEGMENT NUMBER ;
- |
1 HIGHEST SEGMENT NUMBER
2 HIGHEST SEGMENT NUMBER YET USED
(, g‘ g( o { 3 NUMBER OF PRIVATE LOGICAL VOLUMES -
. . =
v - < 2
(g\p RN of 4l , £
558 59 2
\/’( TIME OF BOOTLOAD =
9] @
\\( [N J\U\ C’S'( H <
Dl S
~ P é\ 6 NO. OF KST GARBAGE COLLECTIONS NO. OF KST ENTRIES RECOVERED
\ -
A 7 FIRST FREE KSTE R_PTR
't i h
SQ‘Q O ‘\\‘—{ w . \b . 64 WORD ARRAY FOR UID HASK TABLE
[
- W M —\o T\
\L Qv ~ e e y
OV\ ¢ Y\\ [y
N 0 FORWARD R_PTR SEGMENT NUMBER
—" Y"'Q (7 -
19 1 i
N O 1 NUMBER i oF TIMES ‘ i THIS
- -
2 SEGMENT i INITIATED {PER ; RING)
3 BRANCH ENTRY POINTER
a SEGMENT'S UNIQUE IDENTIFIER (UID)
5 DATE TIME BRANCH ENTRY MODIFIED (DTEBM)
8 EXTENDED ACCESS R E Wi—
w R g H piwie’ e
| RAING RING  RING ; RING R. v P N INF COUNT OR LV INDEX
Dy ' '
-
S 3 Y

OTHER KSTE's
ONE PER INITIATED SEGMENT

OITHKSIE S

256 WORD LIST OF PRIVATE LOGICAL
VOLUME CONNECTIONS

END QF KST

ofa

K53 1AN

*WORDS)

xst.nct.otl

KNOWN SEGMENT TABLE (KST

BASE pg! > xstt ONE PER ACTIVE PRCCESS
NOT WiRED ENCACHEABLE:

KNOWN SEGMENT TABLE ENTRY 'KSTE!

A PER PROCESS DATA
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D
w R E DF v\
2 ADDRESS OF PAGE TABLE F ‘
. RING | RING RING NO SDW 918
RIETwWIP [ulE [c 1 o I
Elx|R{r|{N]|B]|A I 1
3 OUT OF BOUNDS ADDRESS (MOD 16) SEH WU ERE ENTRY POINT BOUND g |m
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‘ SDW'S 2 13
\ \ Bl
A
P oF e
w R E P S
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DESCRIPTOR SEGMENT (DSEG)
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NAME /ADDRESS SPACE DATA BASES

DESCRIPTOR SEGMENT (DSEG)

SEGMENTS IN THE MULTICS HIERARCHY

e
INITIATED WITH R
REFERENCE NAME(S e
(8) IN USER'S RNT :©3: OT IN USER'S RNT
2
S P ”
INITIATED WITHOUT. J e w
REFEREN.CE NAME IN USER'S KST : ; é
SUPERVISOR e a
SEGMENTS . T a
V:‘I.I.l 8
.
MUST CONNECT USER IN USER'S DSEG 125 NOT IN USER'S DSEG &
TO CURRENTLY ACTIVE i3 e
SEGMENT —OR— g =
RECONNECT BECAUSE =T, T
OF ACL CHANGE, POOL :3 FAULTED &
PROMOTION, ETC. -2 i<
VALID SDWg :5 SDW :;
ACTIVE SEGMENTS = — RO 1
] e bR
INTHEAST 2! 2
i ',8} : Q 7]
: - «
N b b b
L <
Rt 7
A HASAPAGE :3: o =
UNPAGED TABLE o =
SUPERVISOR g 2
SEGMENTS f— B i
IN MAIN F¢ W
MEMORY-&3
:EE ........................... l
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TYPICAL ADDRESS SPACE

] SEGMINTS WHiCH MUST B
PROGRAM

(14}

PRESENT TC RUN THE VERY FIRST LDA

«
Zz
(7]

T SEGMEINTS WHICH HAVE FIXED ABSQLUTE ADDRESSES TO INTERFACE WITH
HARDWARE

I ALL DESCRIBED IN template_slit_.cds

0 [pdl>dseg {ring 0)
The descriptor segment. The Initializer’s dseg
comes from the system tape and s built during
system initialization; all others are created by
process creation.

1 fault_vector (ring 0, perm-wired)
Contains the interrupt vector, fault vector, and the
ITS pairs for SCU and TRA instructions. Located at
absolute locations 0-577. Used by the CPU hardware.

2 iom_mailbox : (ring 0, perm-wired)
Mailboxes (communications areas) for up to four
| OMs., Located at locations 1200-3377 absolute.

Used by the I0M hardware.

WS ]

>s1i>config_deck -~ (ring 0, deciduous)
The online copy of the config deck. This is built
from the config deck provided by B0OS during system
initialization, but it is not the copy BOS actusliy
uses.

i dn355_mailbox ) {(ring 0)
Mailboxes (communications areas) for up 1o eight
FNPs. Located at absoclute locations 3400-6377.
Used by the FNP hardware.

5 bos_toehold (ring 0, perm-wired)
The segment containing the tiny program used to
switch betwsen Multics and B80S at crash time.
Loczted at absolute locations 0000-11777.
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6 flagbox
A region inside the bpos_toehold segment ({yes, it

-

really overlaps the toehold) used to access the
BOS/Multics communication region. :

7 >sll>sit (ring
10 >sll>name_table (ring
The two primary databases of system initialization.
The SLT contains one entry for every supervisor
segment read from the system boct tape, containing

all its attributes. The separate name_table is used
to hold the names, because each segment may have
several ‘

This marks the end of Collection Zero. All the rest of the segments in the
address space are either read from the system tape or found

system.
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TYPICAL ADDRESS SPACE

= COLLECTION ONE
I F!RST BATCH OF SEGMENTS READ FROM SYSTEM TAPE
I ALL THE PROGRAMS AND DATABASES NEEDED TO MAKE PAGING RUN

I ALt SEGMENTS WHICH MUST BE "perm-wired' -- PERMANENTLY ALLOCATED IN
LOW MEMORY, WITHOUT PAGE TABLES

11 lot , O : . {ring 0)
- - The superviscr’s linkage offset table. Used to find
linkage sections. Built as the segments are read in

from tape.
12 as_linkage (ring 0)
13 ws_linkage (ring 0).

The permanent supervisor combined 1inkage regions.
The names mean '"Active Supervisor Linkage" and
"Wired Supervisor Linkage', respectively. The
linkage sections of all permanent supervisor
segments are put in one of these as the segments are
read from the tape.

14 >sll>definitions_ ' (ring 0, deciduous)
" . The segment containing all the definitions sections

of supervisor programs. The definitions sections

are placed here as the programs are read from the

tape, and used by the hardcore prelinker.

15 sst_seg ' ' (ring 0, perm-wired)
The segment containing all ASTEs and page tables.
Covered in under Page and Segment Control. This
segment is allocated at the very top end of the
bootload SCU.

16 core_map {(ring 0, perm-wired)
All the core map entries, describing - all system
memory. Covered under Page Control. This used to
be part of the SST, but was moved ‘out to make more
room for page tables.

17 abs_seg A (ring 0, abs-seg)
An abs-seg used for complex call-side operations in
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21

25
26
27
30
31
32

JYPICAL ADDRESS SPACE

page controtl, such . as evict_page and

reconfiguraticn.

“abs_segl . : (ring

An abs-seg used only by pag control for checking
page frame <contents for 2zeros, and zeroing newly
allocated page frames.

backup_abs_seg (ring
An abs-seg wused to access the segment being dumped

0, abs-seg)

0, abs-seg)

in a Volume Dumper process. It is given an SDW

which refers to any ordinary segment. This is a

very special hardcore segment, because it has.

trailer entries, and it is special-cased by the
trailer manipulation program, setfaults. Normal
hardcore segments never receive trailers, since they
are never activated or deactivated.

fim_abs_seg . (ring
An abs-seg used by the FIM to do something .
isolts_abs_seg . ‘ : (ring

An abs-seg used. by ISQOLTS, which gives. it an SDW
describing the low 64K of the SCU being used for
ISOLTS testing.

volmap_abs_seg : ~ (ring
An abs-seg used by page control to access record
stocks. |t is given the SDW of whichever volume’s
stock is needed. . o : ‘

bound_aétive_l : ' (ring

bound_disk_util - (ring
bound_disk_util_wired . ‘ (ring
bound_error_active R (ring
bound_error_wired ' - (ring
bound_interceptors ' (ring

This is where the FIM lives.

bound_io_wired : (ring
bound_iom_support. (ring
bound_page_control : (ring
bound_priv_1 ‘ (ring
>s11>bound_sss_wired_ (ring

This is where pll_operators_ and a whole host of
other miscellaneous subroutines live. It s wired
in a very special ‘way, because not ail of its
contents need to be wired. In particular, only
about half of pll_operators_ needs to be wired, and
there is a2 special hack in make_sdw.pll which finds
the definiticn in the middie of pll_operators_ which
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52
43

Lb

45

L6

L7

50

TYPICAL ADDRESS SPACE

marks the end of the wired portion, and makes an
ASTE for bound_sss_wired_ which has all its pages up
to and including that definition wired, and the rest
unwired. :

bound_tc_priv : (ring
bound_tc_wired ' (ring
bound_unencacheable ' (ring
dir_seg . (ring
An abs-seg now used only at process termination time
to loop through the deacd process’s KST in order to
flush any trailers it had for active segments.
disk_post_gueue_seg {ring
The segment where the core address queue lives: see
core_queue_man.zim. This s discussed under Page
Control. ‘ ' ’ ’
disk_seg , L - (ring
The segment containing the disk DIM’s databases:
~device table, channe! table, and /0 queues.
dn355_data _ (ring
The segment containing software - communications
regions for the FNPs. This is not where FNP buffers
are kept, but only the mailboxes that describe the
buffers, and some control information.
ds_seg ' (ring
The segment used by setfaults when 2ccessing another
proc;és‘s DSEG in order to remove a tirailer.
Covered under Segment Control.
- emergency_shutdown (ring

The procedure segment which starts an ESD. It is a

separate segment because BOS has to be able to find

it and transfer to it.

51 hardcore_sct_seg (ring
The segment containing the static condition table
for ring zero; it’s just 1like the one which is kept
in an outer ring stack header. The only static
handlers in ring zerc are those used to invoke the
cepy_on_write mechanism. '

52 idle_dsegs : ' (ring

53 idle_pdses ' ' (ring
Two similar segments: they contain the DSEG and PDS
segments for all the idle processes, all in 2 row.
When &an idle process is constructed, the SDWs for
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its DSEG and PDS are set up to point into the middle
of one of these segments.

init_processor A (ring
inzr_stk0 ‘ {ring
The 'stack segment used by the Initializer during
initialization and shutdown. During nermal

operation, the Initializer participates in ordinary
ring zero stack sharing.

iobm_data ' ' (ring
The database of - icbm.pll, the |/0 Buffer Manager..

The . abs-seg uéedT‘By*idii?hterruﬁt.pll“‘fo access a

. user ioi_ buffer at interrupt time, for storing
status information. ' S

ici_data (ring
The ' database for ioi_ == describes  ali
user-accessable, or potentially wuser-accessable
devices. See the programs in bound_io_active and
bound_io_wired. ‘ :

iom_data (ring
Describes the configuration of the iOMs, anc

software information about I|0M channels. Contains

assignment  information, software status queue
location, and metering celis.

: : (ring
The database for the ring zerc operator’s console
mechanism. This is used by ‘syserr in ring zero, and
by the Initializer to write on the system console
{but not message coordinator conscles).

Ipdl>pds . ' "~ (ring
The Process Data Segment. This contains all the’

miscellaneous information that makes a3 process

unique to the supervisor, and need not be readily

accessable "to  other processes. Most per-process
variables are referenced symbolically, such as
pdsSprocessid, pdsSpage_fault_data (machine
conditions for last page fault), etc.

>s11>prds . : (ring
Like the PDS, but. per-processor. Contains the same
sort of miscellaneous information, and is alsc used
as the ring zero stack fer certain types of faults
{page faults, cennects, and timer runouts) and all
interrupts. There is a PROS per processor, namad
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TYPICAL ADDRESS SPACE

>s11>cpu_A.prds, cpu_B.prds, etc. The PRDS segment
in ring zero is changed at LDBR time to indicate the
actual PROS of the processor that the process is
going to run on; thus, it’s sort of an abs-seg. All
PRDS'’s are wired, but have page tables.

o,

0)
0)

deciduous)

abs-seg)

0, perm-wired)

65 >sli>pvt (ring
The Physical Volume Table. Described unver Volume
Management and Page Control.

66 rdisk_seg (ring
A PTW-type abs-seg (the only one where the PTW ever
changes). Used only by the program read_disk, which
does 1/0 to arbitrary pages on any disk, its
aste.pvtx and PTW are switched around to indicate

_ the right page, which is faulted on and (if. needed).
written back out by pcScIeanup.
"4 ‘restart fault - oo " (ring

70 return_tc_rnng_o_ , (ring
These two procedures are used to implement the
restarting of faults (such as a QUIT signal) from
the user ring. -When a fault occurs, a frame is
pushed on the user ring stack, with its owner set to
be return_to_ring_0O_. Additionally, the machine
conditions for the fault are saved in ring zero (in
the PDS) so that when restart_ fault is called to
‘restart 2 possibly modified set of condntlons, it
can compare and validate. '

71 scas {ring
The System Controller Addressing Segment. This
segment has 2 page overlaid on a page of every
system controller. No data is ever accessed through
this segment; its page table is not even in the SST,
but in the SCS. It is wused only for certain
privileged instructions which reguire an effective
address in an particular SCU in order to read or set
control registers in the SCU.

72 scs - (ring
The System Configuration Segment. . |t describes most
of the hardware configuration, and contains various
control words  used by privileged control
instructions. i

73 signaller . . ‘ e {ring
The procedure which impiements user ring fault
signalling.
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>s11>sst_names_ ~ (ring
The SST name table. This is a debugging feature; it
contains (when in use) the primary name

corresponding to every segment in the AST. It can
be maintained online, by use of the PARM ASTK config
card, but usually is not. It is always filled in by
FDUMP after a crash if it was not already in use.

stack_0_data (ring
Data segment describing the available segments for
use in ring zero stack sharing. These segments,
seen later on as segment 230, are recorded here and
multiplexed among eligible processes. '

;todk’_éeg’ Lo U SR S EEE PR A : '(ring
The segment containing all in-core record and VTOCE
stocks for use by page control and segment controi,
and covered under those tcpics.

>s11>sys_boot_info (ring
A data segment containing information zbout the (/0
devices (tape and disk) used during bootload.

>sll>sys_info '(ring

Contains assorted global wired information shared by
"the wuser ring and supervisor. Some is set during
bootload, and some comes off the tape; none is
modified after initialization is complete.

syserr_data . ' " (ring
Data segment for the lowest level of the syserr
mechanism. Syserr messages are built and queued
here, and sent to the console. They are zlso copied

out by the syserr logger hardcore process, into the

~syserr_log.

syserr_log : {ring
This segment overlays the LOG partition on some

"disk, which is wused to reliably store syserr
messages until they can be copied into the
perm_syserr_log maintained in the Hierarchy.

tc_data , (ring
The traffic control data segment; contains all
traffic  control data. Covered under Traffic
Control.

wired_nhardcore_data ‘ (ring
Miscellaneous dats used by the wired supervisor.
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TYPICAL ADDRESS SPACE

@ COLLECTION TWO

T THE UNWIRED PORTION OF THE SUPERVISOR
I READ IN BY COLLECTION ONE, DIRECTLY INTO PAGED
SEGMENTS IN THE HARDCORE PARTITIONS

105 >stl>active_ali_rings_data (ring
Miscellaneous datz shared between the unwired
supervisor and the outer rings.

106 active_hardcore_data {ring
Miscellaneous data used by the unwired portion of
the superviscr: system-wide locks, size constants
for directory control, system search rule info, and
metering for directory control and the dynamic
linker.

107 >sll>admin_gate_ (ring

110 ast_lock_meter_seg (ring
A segment used to collect AST 1lock metering,
normally off (enabled by the ast_lock_metering
tuning parameter) .

111 >sli>audit_gate_ ' {ring

112 bound_355 wired _ (ring

113 bound_file_system , (ring

114 bound_hc_backup (ring

115 bound_hc_recenfig - {ring

11 bound_hc_tuning , (ring

117 bound_imp_dim_ (ring

120 bound_imp_status , (ring

121 bound_io_active (ring

122 bound_mes_util ) (ring

123 bound_priv_mpx (ring

124 bound_network0_ . (ring

125 bound_priv_procs (ring

126 bound_process_creation (ring

127 bound_salvager (ring

130 bound_scavenger (ring

131 >sll>bound_sss_active_ (ring

132 bound_system_faults (ring

133 bound_tty_active (ring

134 bound_vtoc_man (ring

135 bound_x25_mpx (ring
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o,

136 dbm_seg {ring
The segment used to hold the dumper bit maps for
volumes being volume-dumped. The bitmaps are read
from the volume header when a dump begins, and
written back when finished.

137 dirlockt_seg (ring

" The segment used to -keep track of all directory
locks. - Directory locks are kept in a supervisor
segment, rather than in directories themselves.

140 >sll>dm_hes_ {ring

141 >sli>dm_journai_seg_ (ring

142 >sll>error_table_ - ‘_' o (ring

11&3~1th—6ump‘$eggﬂﬂﬁr’=n55<'1“ﬁ' RN R Mode et © {ring
Segment used for data. bufferxng by FNP dump and‘
patch operatxons (but not bootlcad) N

1Ly hasp_mpx (ring

145 >sli>hc_backup_ | IR (ring

146 >sll>hes_ (ring

147 >sll>hphes_ : (ring

150 ibm3270_mpx (ring

151 imp_data ' ‘ (ring

152 imp_dim_buf_ (ring

153 imp_tables . (ring

154 imp_wired_buffers {ring
These four segments were used by the ring zero !MP
DIM (part of the ARPAnet support), which has since
been decomissioned.

155 initializer_abs_seg (ring
An abs-seg used sclely in order to copy a process’s
stack_0 segment into its process directory en
process terminatioen.

156 >sil>initiaiizer_gate_ “(ring

157 io_page_tabies (ring
The segment which contains page tables used for 1/0
if the I0M is operating in Paged mode. It is
initialized-by-ioi_init and used oniy for ioi_ [/0.

160 ioat ' (ring

- The 1/0 attach table. This is a largely obsolete
database, the relic of an earlier 1/0 device
attachment scheme. |t is now used only for lcading
and dumping FNPs.

161 >sli>ioi_ _ (ring

62 [pdl>kst_seg (ring
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TYPICAL ADDRESS SPACE

The Known Segment Table. Described in Name &
Address Space Management.

163 vt (ring
The Logical Volume Table. Described in Volume
Management.

164 >sll>mhes_ (ring

165 ncp_tables_ (ring
Another part of the now-decommissioned ring zero
ARPAnet support, no longer used.

166 >sll>net_ringO_admin_ (ring

167 >sll>net_ring0_sys_ (ring

170 >sil>net_ringO_user_ (ring

C171.->skIsphes_ i el T e (ring

172 polied_vip_mpx : ‘ (ring

173 pv_salv_seg - e o S (ring
This data segment is created in order 1o run the
physical volume salvager (now rarely wused). It
contains various databases used by the salvager. It
is created (by calling grab_aste.pll) and destroyed
for each vdlume salvage, in each process running a
salvage, rather than being a2 shared segment.

174 salv_abs_seg_00 (ring

175 salv_abs_seg_0! : ' (ring

176 salv_aps_seg_02 T (ring

177 salv_abs_seg_03 (ring

200 salv_abs_seg_04 ' v (ring
These five segments are used to overlay the VTOC of
a volume being salvaged, and are set up and
referenced by vm_vio.pll. Covered under File System
Salvagers.

201 salv_dir_space (ring

202 salv_data (ring

203 salv_temp_dir (ring
These three segments are used by the directory
salvager when invoked as the online salvager, in
response to a crawliout or bad_dir_ condition. Only
orne instance of the online salvager may be running
at a time, and this is ensured by a lock on
salv_data. The online salvager does not interfere
with demand directory salvages, however. Covered
under File System Salvagers. '

204 scavenger_data (ring
The segment containing the tables used when running
the online volume scavenger. As many volumes as
tables can be fit nere may be scavenged at one time.
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The in-use peortion of the segment s wired while a
scavenge is being done. Covered under File System
Saivagers.

0.
0)

0)
0)

0) -

deciduous)

0,'deciduou§)

o,

0)

0)

0)

0)

>sli>shes_ {ring

206 str_seg (ring
The segment trailer segment. The trailers in this
segment record which processes have an SDW for any
particular non-supervisor segment, and the
backup_abs_seg (see above). Covered under Segment
Control.

207 syserr_daemon_dseg (ring
, 210  syserr_daemon_pds - : {ring
" 211 syserr_daemon_stack - o . dec e v (Fing

. The. DSEG, PDS, 'and ring zero stack . of the syserr
. * logging daemon. They-are filled. in wherm the daemon
" processs ‘(which runs entirely in ring zero) is
created. They are in the global system address
space primarily for debugging and recordkeeping

purposes.

212 >sli>system_privilege_ - (ring

213 >sll>tandd_ . ‘ (ring

214 template_pds . (ring
A template for the PDS, used when creating a
process. it is a copy of the pds templiate which
came off the system tape, but which was used to
create the Initializer’s PDS. :

" 215 tty_area , (ring
An unwired database used by ring 2ero communications
system, used primarily for saved metering
information on each channel.

216 tty_buf (ring
The important segment - in the ring 2ero
communications system. Contains the iogical! channel
.table, all communications /0 buffers, and all
multiplexer databases.

217 tty_tables ’ (ring
An unwired database used by ring zero communications
system to keep the tables used for input and output
translation/conversion.

220 vtoc_buffer_seg - {ring
.The segment containing all buffers for VTOC 1/0, and
a small amount of control information. Covered
under Segment Control.
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221 <<unused>>
222 <<unused>>
223 <<unused>>
224 <<unuseg>>
225 <<unused>>
226 <<unused>>
227 <<unused>>
. These segments are unused, since the first segment
after the supervisor address space is the ring zero
stack, and its segment number must be zero mod 8.
230 >sli>stack_0.01¢ ’ (ring
The ring zero stack. One is allocated from a pool
(>s11>stack_0.NNN) whenever a  process becomes
eligible. When a process is not eligible (blocked,
usually), it has no ring 2zero context, and needs no
ring zero stack.
231 [pdl>stack_! , v
232 <<not : used>>
232 <<not used>>
234 [pdl>stack_4 ‘
The rest of the stacks. There would be others if
other rings were being used. A stack is created for
each ring as it is needed; the segment number is
automatically generated by the CALL§ instruction
(from DBR.stack), and when a segment fault occurs on
a stack not vet extant ({pdsSstacks(ring) is null),
seg_fault.pll calls makestack.pll to create one.
Nct To Be Reproduced L-28
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® NON-SUPERVISOR SEGMENTS

REMAINDER OF A PROCESS ADDRESS SPACLE.

BUILT B8Y THE NORMAL NAME AND ADDRESS SPACE MANAGEMENT

MECHANISMS AS THE PROCESS GETS GOING AND RUNS

DIFFERENT IN DIFFERENT PROCESSES; THIS IS ONLY AN

EXAMPLE R -
— FigT [ Ge9y ode Vo By aecl Y

(the ROOT)

of the

(directory)

(directory)
(directory)
(directory)

(directory)
(directory)
(directory;
{directory)
{directory)

(directory)

240 >
The RO0T directory. The recursive nature
initiate/segment fault mechanism ensures that this
will be the first non-supervisor sesgment in the
sddress space. -
241 >pdd
242  >pdd
243 >sss>bound_process_init_
2Ly >udd
245 >udd>MED
246 >udd>MED>Sibert
247 . [pd]>!BBBMjzKkmkecngb.area.linker
250 >sss
251 >unb
252 >sl1
253 >tools
254 >am ‘
255 >sil>pound_sss_active_
256 >sll>operator_pointers_
257 >slli>bound_sss_wired_
260 >sll>bound_process_env_
261 >sll>hes_ 3
262 [pdl>pit
263 >sll>bound_error_handlers_
264 >sll>bound_ipc_
265 >sss>pbound_as_requests_
266 >sss>bound_info_rtns_
267 >sci
270 >sci>whotab
271 >sclinstallation_parms
272 >slil>sys_info
273 >sss>bound_command_loop_
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>scl>command_usage_counts
>scl>command_usage_counts>command_usage_list_

>scl>command_usage_counts>command_usage_totals_

>sss>bound_exec_com_
>sll>error_table_
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® SYSTEM_LINK_METERS - RECORDS CPU TIME AND PAGING INFORMATION
DYNAMIC LINKER IN ALL PROCESSES

L'inkage Meters:
CPU Metering time

Total time in linker
Average time per link

Percentage of real time in linker
Percentage of CPU tlme |n linker

s

{Tume slot (msec)

G PR :

Total tume in slot
Percent total time
Percent total calls
Average time

Average page faults

Segment Search
Average time
Average page faults
Percent time in slot

Get Linkage
Average time
Average page faults
Percent time in slot

Definition Search
Average time
Average page faultls

Percent time in slot

ch To Be Reproduced

NAME /ADDRESS SPACE METERS

system link meters

Cas

82.63
98.0¢
5.06
0.18

4:58:57
0:50:53

6.01 msec.
17.03 .
'466573,.

ﬁj 25~50 -

igsieg
0:42:03

8.40
1.64
30.68

s

8357

. SRR
0:04: 16

0:00:24

0.81

0.08

59.83
6.3k
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NAME /ADDRESS SPACE METERS

link meters

@ LINK_METERS =~ RECORDS CPU TIME AND PAGING INFORMATION USED BY THE
DYNAMIC LINKER IN THE PROCESS RUNNING IT

Linkage Meters: Ay guak V¥

slot calls avg time avg pf tot time % time
<25 1245 L.689 0.3 5.838 76.1
25-50 34 30.201 2.9 1.027 13.4
50-75 6 62.226 6.2 0.373 4.9
>75 2 216.545 6.0 0.433 5.6

Total 1287 5.961 0.4 7.671
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display kst entry

@ DISPLAY_KST_ENTRY - DISPLAYS INFORMATION FROM A KST Vics

! display_kst_entry >udd>Multics>Sibert

/ksT

segno: 246 at 162270

‘usage: 7, ¢, 0, 0, 0, 0, 0, O
entryp: @
uids . 1024
dtbm:: - LhE556324757
cmodes - i+ {0,504.0) i e E L
-ex modes 70000000000 (7, 7, 7}- S mA
jnnfcount 3 B "
hdrs Zf:f‘gn.‘“‘ g e
flags: dirsw write tms

dd> po
7()-_ >‘ . giﬂen(

w.‘* P P
RN E T

2 ok iy e Dunl

‘(7,d( [ o2 970
| o Ly

v 250 _ ,
ls loact Ay wwrlﬁ \oﬂq
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TOPIC V

Directory Control

Directory Control Overview .

Directory Control Terminology.

Directory Control Data Bases

~_Directory Segments . . .

" "Directory Header . . .

Directory Control Commands
display_branch . . . .

. Directory Entries. . . &
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DIRECTORY CONTROL OVERVIEW

2 FUNCTION

I DIRECTORY CONTROL IS A SET OF HARDCORE MODULES RESPONSIBLE FOR
THE MAINTENANCE OF THE MULTICS DIRECTORY STRUCTURE -- IE: THE
HIERARCHY

[ ITS TASKS INCLUDE CREATING, MANIPULATING AND INTERPRETING THE
CONTENTS OF DIRECTORY SEGMENTS, TO INCLUDE:

3””A¢¢Ess " CONTROL LISTS “(ACL'S),” NAMES, ‘AND VTOCE- POINTERS OF
. ENTRIES DESCRIBED THEREIN.

i  ONLY DIRECTORY CONTROL IS ALLOWED TO ALTER THE CONTENTS OF
DIRECTCRY SEGMENTS

DIRECTORY CONTROL IMPLICITLY RELIES UPON THE SERVICES OF OTHER
SUBSYSTEMS SUCH AS SEGMENT CONTROL AND PAGE CONTROL, AND ALSO
INVOKES THEM DIRECTLY BY SUBROUTINE CALL

| DIRECTORIES ARE SIMPLY SEGMENTS TO THESE SUBSYSTEMS

I DIRECTORY CONTROL IS INVOKED ONLY BY SUBROUTINE CALLS

2 PRINCIPAL USER INTERFACES

| COMMAND LEVEL

Not To Be Reproduced ' - 5-
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DIRECTORY CONTROL OVERVIEW

[ create, create_dir, link, set_acl, delete_acl, status, list,
add_name, rename

| SUBROUTINE LEVEL

I hcs_sappend_branch, hcs_sadd_acl_entries, hcs_sappend_link,
hcs_sdelete_acl_entries, hcs_sstatus_, hcs_Schname_file

& MAJOR DATA BASES

| DIRECTORY SEGMENTS

[ CONTAIN THE ATTRIBUTES AND OTHER INFORMATION ABOUT THEIR
SEGMENTS (NEEDED TO FIND SEGMENTS, RETURN STATUS INFORMATION,
AND BUILD VTOCE'S AT SEGMENT CREATION) '

Py Y= an

! THE DIRLOCKT SEG

(

] SEGMENT WHERE DIRECTORY LOCKING 1S MANAGED

Not To Be Reproduced
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DIRECTORY CONTROL TERMINOLOGY

Oir Sex LimiT 205

Student 01 oo

seg_1 Prince hw_dir add.pl1

ATT'S| ATT'S ATT'S ATT'S

hw_dir add.pli

Student _01

seg_1 ' Prince ' hw_dir - ladd.pl1

Not To Be Reproduced ' 5-3 ' F80A



DIRECTORY CONTROL TERMINOLOGY

UNIQUE ID (UID)A 36-BIT 1ID (SERIAL NUMBER) ASSIGNED TO EVERY SEGMENT

SON:
SON*'S LVID:
GRANDSON:

PARENT:

ANCESTOR:

BROTHER:

WHEN CREATED

OF A DIRECTORY. AN IMMEDIATELY INFERIOR (SUBORDINATE)

' SEGMENT

OF A DIRECTORY. . THE ID OF THE LOGICAL VOLUME ON WHICH
. THE DIRECTORY'S SONS RESIDE (AND WILL RESIDE)

Or A DIRECTORY. A SEGMENT INFERIOR BY MORE THAN ONE
HIERARCHICAL LEVEL

OF A SEGMENT. THE PARENT, OR GRANDPARENT, OR GREAT
GRANDPARENT, ETC.

OF A SEGMENT. ANOTHER SEGMENT HAVING THE SAME PARENT

Not To Be Reproduced 5-4 F80A



DIRECTORY CONTROL TERMINOLOGY

BRANCH (1): IN A DIRECTORY. A DATA STRUCTURE, CONTAINED 1IN A

DIRECTORY SEGMENT, THAT DESCRIBES AN IMMEDIATELY
-.-INFERIOR SEGMENT OR DIRECTORY (BUT NOT.A LINK)

BRANCH (2): OF A DIRECTORY. REFERS TO THE ACTUAL SEGMENT OR

DIRECTORY IMMEDIATELY INFERIOR TO THE DIRECTORY

ENTRY (1):  IN A DIRECTORY. SAME AS BRANCH (1) BUT INCLUDES LINKS

Not

ENTRY (2): - OF A DIRECTORY. SAME AS BRANCH (2) BUT INCLUDES LINKS

-~ - - XYZ
‘ RST

SEGMENT DIRECTORY

FILE S

BRANCH

ENTRY

STORAGE SYSTEM TERMINOLOGY

To Be Reproduced 5-85 F80a



DIRECTORY CONTROL DATA BASES

DIRECTORY SEGMENTS

el
AREA
= INFO FREE O
-0
O
PROJECTS \NES vl'
END OF
PERSONS HEADER :::t& DIRECTORY
1acL HASH TABLE
1ACL —
LIACL BRANCHES

6do

Lo

owner
MAD-019

=% ="l

! ‘ |:::Ti;6$w t “
L I JE) el
i &m.r_k‘ o — = —
| 4-——-‘, .mglrsiusv author prev
95 i = rae

=,

y 4 *“ ﬁ_—'— .

- ] CREATESLT

y4 5 el T 1

- Pty

vi o)

6 ¢

DIRECTORY SEGMENT STRUCTURE

Not To Be Reproduced
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DIRECTORY CONTROL DATA BASES

DIRECTORY SEGMENTS

@ DIRECTORY SEGMENTS ARE DISK RESIDENT (RLV) DATA BASES MAINTAINED BY
DIRECTORY CONTROL

| ONE DIRECTORY SEGMENT PER DIRECTORY IN THE HIERARCHY

é DIRECTORY SEGMENTS CONTAIN A CATALOG OF STORAGE SYSTEM INFORMATION.
" ABOUT ‘OTHER SEGMENTS, DIRECTORIES AND LINKS:

ALL DIRECTORY SEGMENTS BY CONVENTION RESIDE ON THE ROOT LOGICAL
VOLUME (RLV)

DIRECTCRY SEGMENTS ARE CREATED BY append MUCH LIKE NORMAL SEGMENTS
ARE CREATED : '

DIRECTORY SEGMENTS CONTAIN MANY INTER-RELATED - COMPLEX DATA
STRUCTURES TO INCLUDE THE FOLLOWING (NOT NECESSARILY CONTIGUOUS)
REGIONS: . :

§ DIRECTORY HEADER

] CONTAINS SELF DESCRIPTIVE INFORMATION LIKE = UID, AIM
CLASSIFICATION, ETC; AND POINTERS TO OTHER REGIONS '

Not To Be Reproduced 5-7 . FBoaA



DIRECTORY CONTROL DATA BASES

DIRECTORY SEGMENTS

HASH TABLE

] USED TO QUICKLY LOCATE AN ENTRY, GIVEN ITS NAME

ENTRY LIST

| CONTAINS ONE DESCRIPTIVE DATA STRUCTURE (AN ENTRY) FOR EACH
SEGMENT, DIRECTORY, 'OR LINK IMMEDIATELY INFERIOR TO THE
DIRECTORY (I.E. ALL ENTRIES) ' ' '

PERSON_ID AND PROJECT_ID NAME LISTS

[ CONTAINS -ALL PERSON_ID'S/PROJECT_ID'S REQUIRED TO DESCRIBE
THE ACL, THE AUTHOR, ETC. OF ALL SEGMENTS AND DIRECTORIES
IMMEDIATELY INFERIOR TO THE DIRECTORY (I.E. ALL BRANCHES)

NAME LIST (ONE PER ENTRY)

] CONTAINS ALL NAMES CURRENTLY ASSIGNED TO THE ENTRY

] PRIMARY NAME IS ACTUALLY CONTAINED 1IN ENTRY STRUCTURE
ITSELF

ACCESS CONTROL LIST (ONE PER ENTRY)

| CONTAINS ALL ACL ENTRIES CURRENTLY ASSOCIATED WITH THE ENTRY

A:P W >-A:/COE'% e Rel, ./
ne@o‘c& For Qgta \(V\thTJ
6T rervise  nat needed
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47

49
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DIRECTORY CONTROL DATA BASES

Tt
3 ¢ 0 1

DIRECTORY HEADER

101 1

T 1 2 2
2 3 4 58 8§ 7 [: I

wes

2
1

e
o

1 2
8 9 2

2 2
7 8

2
E

3 3
3 1

3
2

3
3

3
3

-X,.wwﬁ@f \@C({Lg g/jff’/\/\

3
5

PROGESS ID OF-LASTMODIEIER (“U( (4T miwtgr

TYPE OF QBJECT {DIR HEADER = 3)

SIZE OF HEADER (64 WORDS)

"\

8 WORDS USED BY SALVAGER FOR RECORDING
DATE TIME CHECXED AND ERRORS DISCOVERED

1

DIRECTORY'S UNIQUE IDENTIFIER (UID} *
DIRECTORY'S PHYSICAL VOLUME 1D (PVID) *
SONS’ LOGICAL VOLUME 10 (LVID) *

*

ACCESS ISOLATION MECHANISM {AIM) CLASS

OIRECTORY'S VTOCX

® | HEADER VERSION NUMBER

ENTRY LIST START R_PTR

ENTRY LIST ENDR_PTR

PERSON_ID LIST START A_PTR

PROJECT _ID LIST START R_PTR

PERSON_ID LIST END R_PTR

PROJECT _ID LIST END R_PTR

NUMBER OF SEG ENTRIES

NUMBER OF DiR ENTRIES

NUMBER OF LINK ENTRIES

NUMBER OF ACL ENTRIES

ALLOCATION AREA R_PTR

a0

<onm

>EME

24 WORDS USED FOR INITIAL ACL IMPLEMENTATION

HASH TABLE SIZE

NUMBER OF USED PLACES IN HASH TABLE

DEPTH OF THIS DIRECTORY

HASH TABLE R_PTR

DATE TIME SALVAGED (DTS}

UID OF SUPERIOR MASTER DIR

MODIFICATION PSEUDO-CLOCK"

X, \

12 WORDS UNUSED

CHECKSUM INOT USED)

UID OF PARENT DIR

(WORDS! .

DIRECTORY HEADER

A DISK RESIDENT (RLV - DIRECTORY SEGMENT] DATA BASE - ONE PER DIRECTORY

(NOT WIRED. NQT ENCACHEABLE!

*COPIED FROM BRANCH WHEN CREATED
Not To Be Reproduced
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DIRECTORY CONTROL DATA BASES

DIRECTORY HEADER

" ® THE DIRECTORY HEADER IS A DISK RESIDENT DATA BASE CONTAINED AT THE
' BEGINNING OF A DIRECTORY SEGMENT

| ONE DIRECTORY HEADER PER DIRECTORY SEGMENT

e THE DIRECTORY HEADER CONTAINS SELF DESCRIPTIVE INFORMATION SUCH AS:

'y THE PROCESS ID OF THE LAST PROCESS TO MODIFY THE DIRECTORY
SEGMENT'S CONTENTS

] THE DIRECTORY'S UID, LVID, PVID, VTOC INDEX, AND AIM
CLASSIFICATION

| RELATIVE POINTERS TO THE BEGINNING AND END OF THE ENTRY LIST,
PERSON ID LIST, PROJECT ID LIST, AND THE HASH TABLE

| HIERARCHY DEPTH OF THE DIRECTORY SEGMENT

f UID OF THE MASTER DIRECTORY AND THE PARENT DIRECTORY

I SON'S LVID - THE ID "OF THE LV ON WHICH INFERIOR NON-DIRECTORY
SEGMENTS RESIDE (AND WILL RESIDE)

® THE DIRECTORY HEADER IS ACCESSED AT THE BEGINNING OF DIRECTORY
QUERY AND UPDATE OPERATIONS

Not Toc Be Reproduced 5-10 F80A
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DIRECTORY CONTROL DATA BASES =

DIRECTORY ENTRIES

o1 2348618807123 e¢s5878308 333888388373 3184%
FORWARD A_PTR ' BACKWARD R_PTR
TYPE OF ENTRY (SEG=7) SIZE OF ENTRY (37 WORDS)
ENTRYS UNIQUE IDENTIFIER (UID}
OATE TIME ENTRY MODIFIED (DTEM)
NUMBER OF NAMES
NAME LIST START R_PTR ! NAME LIST END R_PTR
AUTHOR'S PERSON_ID R_PTR ‘ AUTHOR'S PROJECT_ID a_nh

255

DATE TIME DUMPED (DTD)

SRANCH'S PHYSICAL VOLUME 1D (PVID)

c MIAISIE |ME
glatuiglgoinio ENTRY POINT BOUND
Vielfi%191ala
ACCESS ISOLATION MECHANISM (AIM) CLASS -
RN R(2) R(3 | XR(D | XR@ | XRD ACL ENTRY COUNT
ACL START R_PTR ACL END R_PTR
8C AUTHOR'S PERSON_ID R_PTR 8C AUTHOR'S PROJECT _ID R_PTR
3C AUTHOR'S TAG 81T COUNT (IF DIR, # 0 {MPLIES MSF}

SONS® (NON-DIR’S] LOGICAL YOLUME 10 (LVIO)

CHECKSUM FROM OTD

UID OF PARENT DIRECTORY

IWORDS)

BRANCH ENTRY

. A DISK RESIDENT {RLYV - DIRECTORY SEGMENT! DATA BASE ~ ONE PER BRANCH N DIRECTORY

a"‘\/ :qio

Not To Be Reproduced
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DIRECTORY CONTROL DATA BASES

DIRECTORY ENTRIES

on
—a
N

B
LN
N
LX)

wn

2
&

we

©w
w
~w
[x
Y

we

FORWARD R_PTR

BACKWARD R_PTR

TYPE OF ENTRY (LINK =5}

SIZE OF ENTRY (63 WORDS!

LINK'S UNIQUE IDENTIFIER (UID) INEVER VISIBLE TO USERS)

DATE TIME ENTRY MODIFIED (DTEM}

NUMBER OF NAMES

NAME LIST START R_PTR

NAME LIST END R_PTR

AUTHOR'S PERSON_ID R_PTR

AUTHOR'S PROJECT_ID R_PTR

y !

14 WORDS CONTAINING PRIMARY NAME

DATE TIME DUMPED (DTD)

PATHNAME SIZE

42 WORDS CONTAINING THE ABSOLUTE
PATHNAME OF THE LINK'S TARGET

UID CHECKSUM

UID OF PARENT DIRECTORY

(WORDS)

LINK ENTRY

(cir_limk_met.pi 1}

A DISK RESIDENT (RLV-DIRECTORY SEGMENT) DATA BASE — ONE PER LINK IN DIRECTORY
(NOT WIRED, NOT ENCACHEABLE!

Not To Be Reproduced 5-12
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DIRECTORY CONTROL DATA BASES

DIRECTORY ENTRIES

® THE DIRECTORY ENTRY IS A DISK RESIDENT (RLV) DATA BASE CONTAINED
WITHIN A DIRECTORY SEGMENT

] ONE DIRECTORY ENTRY (IN THE DIRECTORY SEGMENT) FOR EACH
IMMEDIATELY INFERIOR ENTRY IN THE HIERARCHY

‘s 'EACH DIRECTORY ENTRY IS A’ DATA STRUCTURE DESCRIBING ‘THE' ATTRIBUTES
;o -OF - A SEGMENT, DIRECTORY OR -LINK - .. - -

2 DIRECTORY'ENTRIES COME IN TWO FLAVCRS:

f LINK ENTRY, (38 OR 72 WORDS) CONTAINING:

] DATE TIME MODIFIED AND DUMPED (BY THE HIERARCHY DUMPER, NOT
VOLUME DUMPER)

] RELATIVE POINTERS TO THE ENTRY'S NAME LIST AND AUTHOR'S USER
ID A

[ ABSOLUTE PATHNAME OF THE LINK'S TARGET

| UID OF PARENT DIRECTCRY

Not To Be Reproduced 5-13 F80A



DIRECTORY CONTROL DATA BASES

DIRECTORY ENTRIES

[ BRANCH ENTRY, (38 WORDS) CONTAINING:

DATE TIME MODIFIED AND DUMPED (BY THE HIERARCHY DUMPER, NOT
VOLUME DUMPER)

'RELATIVE POINTERS TO THE ENTRY'S NAME LIST AND AUTHOR'S USER

ID

'BRANCH'S UID, PVID, AND VTOC INDEX

'AIM CLASSIFICATION, ENTRY POINT BOUND, RING BRACKETS, AND
'RELATIVE POINTERS TO THE ACL

BRANCH'S BIT COUNT AND BIT COUNT AUTHOR

'SON'S LVID (IF A DIRECTORY) AND PARENT'S UID

FLAGS DESCRIBING VARIQOUS STATES AND PROPERTIES OF THE ENTRY
SUCH AS: DIRECTORY, MASTER DIRECTORY, SECURITY OUT OF
SERVICE, COPY AND SAFETY SWITCH, ETC -

Not To Be Reproduced 5-14 F802



DIRECTORY CONTROL COMMANDS

display branch

& DISPLAY_BRANCH - DISPLAYS BRANCHES.IN THE DIRECTORY HIERARCHY

I OFTEN USEFUL ON CONJUNCTION WITH DUMP_VTOCE

Do play_vroce

! display_branch >udd>Multics>Sibert

T uID 102401170050, is vtoex 63 on
7 ./ Sibert is a directory. T
"/ Ring brackets (0 0 0)-

Entry modified 02/23/83 1912.1 est Wed

Dumped 03/20/83 0955.%4 est Sun
S names.
DISPLAY

INCLUDED

[

-} ring_zero_dump >udd>Multics 20742 46 -ch

Branch for Sibert in >udd>Mulitics at

wm&& Lo

— 9 oM
000005000046\102501170050 446556324757

\

O\& COV"\V‘“G\/\a

24520742

————————

roots (of log vol. root)

'S NOT COMPLETE, SO A R!NG_ZERO_DUMP OF THE SAME DATA IS

Loc o QV\TP‘{

020742 021310020604 000004000046\102401170050 LLE556324757 +ovven. &B.x (..
020746 LOOOO0000011l 020752021152 001720000532 172000000000 .......j....2.
020752 ©21010000000 000006000016 020742000233 000000000000 ........vvvnnn.
020756 123151142145 162164040040 040040040040 04L00LOOLOOLO Sibert
020762 040040040040 0400LOOLOOLO 0400LOOLOOLO QLOOLOOLOOLO
020766 000000000000 .102401170050 L46752147026 000000000000 ....B.x{..g.....
020772 135240026001 000063000000 400000000000 000000000000 J....3....vuenn.
020776 000000000000 000770000012 021170021300 001720000532 ....vvvveXeuennn
021002 172000000000 225072707470 000000000000 000000C00000 Z..vefuuereeeens
021006 033023254650 00000000CQ0CCO  L...ee..

To ¢ e ~ ~

\'\'{ @!‘A»\ck or § 3%\("1'( Te V{Q/g'f{/,y YOou Ccan') Jd@?@

& Any oTke,~ “wo Y. ‘\f‘/ kP&U vioce
Coz oMy QoY Yy O
\\"_"“"‘f7 uin

E-15
{End Qf Tepic)
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Volume Management

Volume Management Overview .
The New Storage System.. . .

Volume Management Termlnology.

Volume Management Data Bases

Vﬁlume Label T 'Q e e

Volume Map . . . .
<+ Dumper: Bit. Map e ien
VTOC Map . . .

. * L]
e "c e
. °®

Physical Volume Table {(PVT)

.
‘e
°

Logical Volume Table (LVT)

Physical Volume Hold Table

Volume Management Operations

Acceptance of Physical Volumes
Demounting of Physical Volumes

. Logical Volume Management.

Volume Management Commands .
print_configuration_deck
1ist_VOlSe o o o o « o«
A-nen'(av label . . . . . .
dlsplay_pvte « e e

Volume Management Meters
disk_meters. . . . .
device _meters. . . .
disk queue e e 4o s

o e e

TOPIC VI

3
L]
L]
.
[)
©
L]
<
.
s
.
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.
.
L
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VOLUME MANAGEMENT OVERVIEW

g FUNCTION

f VOLUME MANAGEMENT IS RESPONSIBLE FOR THE MANAGEMENT OF PHYSICAL
AND LOGICAL VOLUMES

§ ITS TASKS INCLUDE:
|  ACCEPTANCE AND DEMOUNTING OF PHYSICAL VOLUMES

;i.VMAINTAINING THE, ASSOCIATION BETWEEN PHYSICAL VOLUMES LOGICAL.
" "VOLUMES, AND DISK DRIVES ' : :

. ENSURING THE INTEGRITY OF VOLUME CONTENTS

- ] MAKING VOLUME CONTENTS ACCESSABLE TO PAGE CONTROL (PAGES) AND
SEGMENT CONTROL (VTOC ENTRIES)

[ VOLUME MANAGEMENT IS INVOKED ONLY BY SUBROUTINE CALLS

Not To Be Reproduced 6-1 F80A



VOLUME MANAGEMENT OVERVIEW

& MAJOR DATA BASES

[ PHYSICAL VOLUME TABLE (PVT) - ONE PER SYSTEM

| PHYSICAL VOLUME TABLE ENTRY (PVTE) - ONE PER DISK DRIVE KNOWN
TO THE SYSTEM

| EACH PVTE IDENTIFIES A DRIVE'S DEVICE NUMBER, SUBSYSTEM NAME,
DEVICE TYPE, AND INFORMATION ABOUT THE PHYSICAL VOLUME
CURRENTLY MOUNTED o

i USED TO. MAP REFERENCES TO PAGES OF SEGMENTS -INTO AN I1/0°
REQUEST TO THE CORRECT DISK DRIVE

| LOGICAL VOLUME TABLE (LVT) - ONE PER SYSTEM

] LOGICAL VOLUME TABLE ENTRY (LVTE) - ONE PER MOUNTED LOGICAL
VOLUME
I EACH LVTE CONTAINS THE VOLUME ID, POINTERS TO MEMBER

[ USED TO DETERMINE A USER'S ACCESS TO A LOGICAL VOLUME
(PRIVATE OR PUBLIC) AND TO LOCATE MEMBER PHYSICAL VOLUMES

[ VOLUME HEADER - ONE PER PACK
I VOLUME LABEL (REGISTRATION AND ACCEPTANCE INFORMATION)

| VOLUME MAP (OCCUPIED/VACANT INFORMATION FOR VOLUME CONTENTS)

Not To Be Reproduced 6-2 ‘ F80a



VOLUME MANAGEMENT QVERVIEW

] RECORD STOCKS - ONE PER MOUNTED VOLUME

1 ONLINE CACHE OF INFORMATION ABOUT USED / UNUSED RECORDS ON
THE VOLUME

§] THIS INFORMATION IS DERIVED FROM @ THE VOLUME MAP, BUT KEPT
ONLINE TO AVOID THE NECESSITY OF REFERRING TO THE VOLUME MAP
ON DISK EVERY TIME A RECORD IS ALLOCATED OR FREED

§ WHEN THE CACHE BECOMES COMPLETELY EMPTY OR COMPLETELY FULL,
.. IT MUST BE UPDATED FROM/TO DISK - A PROTOCOL ENSURES THAT THE‘
COPY ON DISK IS ALWAYS CONSISTENT

| PROVIDED BY VOLUME MANAGEMENT, BUT USED BY PAGE CONTROL

| VTOCE STOCKS - ONE PER VOLUME

ITT 2 m/n NEAATT OmA BrTMm ATNMA TS TAIERA AMTAN 2 AT
I'XL i &\ W 2 &U\-RD r P=1=] }‘{ﬂ‘ NN - L‘FVRN}A & & ALY ABVU -

§ T
USED / UNUSED VTOC ENTRIES ON THE VOLUME

| PROVIDED BY VOLUME MANAGEMENT, BUT USED BY SEGMENT CONTROL

| PHYSICAL VOLUME HOLD TABLE (PVHT) - ONE PER SYSTEM

1 'RECORDS THE COMMENCEMENT OF COMPOUND I/O OPERATIONS UPON A
PHYSICAL VOLUME :

[ THIS INFORMATION PREVENTS A VOLUME FROM BEING DEMOUNTED WHILE
SUCH AN OPERATION IS IN PROGRESS

Not To Be Reproduced 6-3 F80A
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THE NEW STORAGE SYSTEM

( LOGICAL VOLUME A

\ ( " LOGICAL VOLUME B \

PVrpv PV root 2 PV root 3 ' “1 PV pub @1 PV pub 02
T SR R g o8 IR R vy e A L T e
SRRt TR Rt R SO T B
__MEADER | — iy | e
L vioc — . vioe  JL vioe
: __LOW PARTITION L

PAGING —_ PAGING PAGING

REGION REGION REGION
- .
[ PARTITION L HIGH PARTITION/ K L : \ )

PHYSICAL VOLUME (PV):
LOGICAL VOLUME (LV):

VOLUME HEADER:

VOLUME TABLE OF CONTENTS (VTOC):

PAGING REGION:

PARTITION:

A DISK PACK

A COLLECTION OF ONE OR MORE PHYSICAL
VOLUMES GIVEN A SINGLE LOGICAL IDENTITY

CONTAINS THE LABEL VOLUME MAP, VTOC
MAP, AND VOLUME DUMP MAPS.

AN ARRAY OF ENTRIES (VTOCE's) DESCRIBING
EACH SEGMENT ON THE PHYSICAL VOLUME

THE REGION IN WHICH ALL RECORDS DESCRIBED
IN THE-VTOC RESIDE (I.E., PAGES OF STORAGE
SYSTEM SEGMENTS)

A REGION SET ASIDE FOR SOME PURPOSE OTHER
THAN PAGES OF STORAGE SYSTEM SEGMENTS

WELSAS FOVYOLS MEN HHL



THE NEW STORAGE SYSTEM

‘® SINCE RELEASE 4.0, THE MULTICS STORAGE SYSTEM HAS BEEﬁ ORGANIZED
INTO PHYSICAL AND LOGICAL VOLUMES HAVING THE FOLLOWING PROPERTIES

//—1 hardware ﬁJJnﬁﬁﬂH. Un:T. e Too's

I A PHYSiCAL VOLUME (PV) IS A DISK PACK (MOUNTEﬁ OR NOT)
- CONTAINING: ‘ :

] A LABEL IDENTIFYING ITSELF - INCLUDING A PHYSICAL VOLUME ID
(PVID)

.. A VOLUME MAP DESCRIBING WHICH PAGES and VTOCES ARE IN USE .AND
WHICH ARE FREE. |

| A VOLUME TABLE OF CONTENTS (VTOC) DESCRIBING WHICH SEGMENTS
ARE RESIDENT THEREIN - AND THE EXACT LOCATION OF EACH OF
 THEIR PAGES L |

| THE PAGES OF RESIDENT SEGMENTS (ASSIGNED TOFRECORDS OF 1024
WORDS IN SIZE) '

I AND OPTICNALLY: CONTIGUOUS REGIONS CALLED PARTITIONS, SETW,'
ASIDE FOR SPECIAL USE (FDUMP IMAGES, HARDCORE PAGING, ETC)

'

] ALL PAGES OF A SEGMENT RESIDE ON A GIVEN PHYSICAL VOCLUME

I THAT IS: EACH NON-ZERO PAGE OF A SEGMENT IS ASSIGNED TO A
RECORD OF THE PHYSICAL VOLUME

] - THE PAIR OF PHYSICAL VOLUME 1ID (PVID) AND VTOC INDEX UNIQUELY
IDENTIFIES ANY SEGMENT IN THE STORAGE SYSTEM HIERARCHY

\———M A Cy «
» L A Bferr Mm>yY »o0 }
AcACeLSes | A~/
R s
Not To Be Reprbduced 6-5 F80A
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THE NEW STORAGE SYSTEM
A LOGICAL VOLUME (LV) CONSISTS OF ONE OR MORE PHYSICAL VOLUMES,
WHICH ARE:
[ GIVEN ONE LOGICAL VOLUME ID (LVID)

§ ALWAYS MOUNTED AS A SET

OFFSPRING (SONS, GRANDSONS, ETC) OF A DIRECTORY (NORMALLY)
RESIDE WITHIN A GIVENALOGICAL VOLUME ~

] 1IN OTHER WORDS A SUB TRaE (NORMALLY).SPANS NO MORE THAN ONE

LOGICAL VOLUME

DIRECTORY SEGMENTS ARE AN EXCEPTION TO THE ABOVE AS ALL
DIRECTORY SEGMENTS ARE ASSIGNED TO A LOGICAL VOLUME OF THEIR OWN
CALLED THE "ROOT LOGICAL VOLUME"™ (RLV)

] THE PHYSICAL VOLUME CONTAINING THE ROOT DIRECTORY IS CALLED
"THE ROOT PHYSICAL VOLUME" (RPV)

[ THE RLV IS SPECIAL BECAUSE IT MUST ALWAYS BE MOUNTED, AND IT
CONTAINS ALL DIRECTORY SEGMENTS, BUT IT ALSO CONTAINS OTHER
SEGMENTS

SHOULD THE GROWING OF A SEGMENT CAUSE A PHYSICAL VOLUME TO
BECOME FULL, A "SEGMENT MOVE" IS AUTOMATICALLY INITIATED

] THIS IS ONE OF THE MOST COMPLEX AND EXPENSIVE SERVICES
PERFORMED BY THE S¥STEM - BUT HAPPENS VERY INFREQUENTLY

To Be Reproduced - 6-6 F80A



THE NEW STORAGE SYSTEM

| SHOULD A LOGICAL VOLUME BECOME FULL:

I TUSER AND SYSTEM ERROR MESSAGES ARE GENERATED

] SPACE MUST BE OBTAINED ON THE ﬁOGICAL VOLUME BY ADDING MORE
PHYSICAL VOLUMES OR BY DELETING OR MOVING SEGMENTS FROM THE

LOGICAL VOLUME

0. BECAUSE IT CONTAINS ALL DIRECTORY SEGMENTS SPACE ON THE RLV

1S CRITICAL:
CONTINUE OPERATION.:

THE CHOICE OF WHICH PHYSICAL

IF IT IS USED UP, THE SYSTEM MAY NOT BE ABLE TO

VOLUME TO USE WHEN CREATING A

SEGMENT IS MADE IN SUCH A WAY AS TO TRY TO BALANCE THE ALLOCATED
SPACE ON ALL THE PHYSICAL VOLUMES OF A LOGICAL VOLUME

Asy

kT R ) By ) Pre
CRE van «SQ : N U\D
ytb ‘
ksSTE (Seg% St Fh VeF vime . Namt ASTR.

~ O
353 S i 1\\‘?'.,\(7
Hmp \// \S-\‘.‘(z.:‘
Vol ﬁ'&fwsVJOC’i \\/"'ocr
T ncatMA P N
- Uz N
Cl(ueif"-Q r(‘,"(“;EO \ ) § 3
| v mem 3 ﬁST
C()Urm’rﬂ\r'\‘ Qs i Stoc K .
§rea
f‘CCoY‘)S
nel e\(
o P
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38,247

THE NEW STORAGE SYSTEM

Not To Be Reproduced 6-8

VOLUME LABEL
(REGISTRATION INFORMATION)
w
VOLUME MAP §§
i (USED RECORDS MAP) 1 =2
‘ >z
4
A
, VTOC HEADER AND
- - DUMPER BIT MAP -
. U -
<)
-
>
. VTOCE's
’ (ONE PER RESIDENT SEGMENT: = 15,000 VTOCE'S) >
7 (FIVE PER RECORD: = 3,000 RECORDS) ' o
Y
Low ?rp(?\'f.on} Q(( o J\\{} A
PAGES OF SEGMENTS
; {ONE PER RECORD: = 35,000 RECORDS) - gs
Y
\i
PARTITIONS (IF ANY) 2
: {SPECIAL-USE REGIONS . . . SUCH AS FDUMP IMAGES) ‘: 2
=
<
[- ™
¥
(RECORDS) - (disk_pack.incl.pl1)
| (MSU 451) :



THE NEW STORAGE SYSTEM

- HIERARCHY TO STORAGE SYSTEM

o "MAPPING =
©
vy
g . :
v W PV 14 : t e 1
@' VOLUME _ i VOLUME
\ HEADER INFO "“f“‘ ' HEADER INFO HEADER
VTOCE 1. > file map my_seg file map
VTOCE 2 udd file map start_up.ec file map
VTOCE 3 | sl | filemap Proi_A file map
. VTOCE & | Proj,A _file map wst " file map
. VTOCE: 5.} - ‘taois ' - ‘ .. filomap sag_ 1. " file map
\{TOCE 6 Jones file map Smith.mbx file map
T VTOCE 7 | -tools ~ “ . file map' — N
..., VTOCE -8". | Smith . ~filemap SRR B
noeme 4/ RO | vioc x |
udd d 14 2 Ammrr mre Ae e AAA o~ I
idd d 14 i2 Man A ADAAL v AV VAL e tast
sel d 14 3 WA AVVAMAA an ANV 1
MED 1d [ 14|18 AMAM RA A AAA Aan T
=l  Proj_A d 114 4 ia AANMAMMAL M AMAAAA
Pubs d 17 | 10 WAL AMANA AN A mlq
e AAAee M
. AnNoamnas anfas AW
Smith d “H|s K~
" Jones d 14 6 Proj_. A
May d 17 3 dir
Proj_A s 29 3 .
m— P O, V.U N D W, 7 W N S Y
. A . AA A\ Proj_A
Smith.mbx s 29 | s 4 T
tools d 1 | & s::ﬂ' " :
test s 129 | & l T
e NN e
PHYSICAL VOLUME 1D 14 At MVVWAA ANNNNAs {
%

CONTENTS (SIMPLIFIED
PHYSICAL VOLUME ID 29

7 \‘H;\A 7 (ool AYS A .T\7’§ ¢ 5<: CONTENTS (SIMPLIFIED)

Not To Be Reproduced : 6-9 A : F80A



THE NEW STORAGE SYSTEM

8 IF ONE KNOWS WHERE THE ROOT DIRECTORY IS, ALL SEGMENTS 1IN THE
MULTICS HIERARCHY CAN BE FOUND (ASSUMING THE AVAILABILITY OF ALL
REQUIRED. PHYSICAL VOLUMES) : '

2 MAJOR DESIGN POINT

I - MANY- DISK RESIDENT DATA BASES (TO INCLUDE THE PAGES OF SEGMENTS)
ARE COPIED INTO MAIN MEMORY AND WRITTEN BACK TO DISK AT SUCH
“TIMES AS:-

§f SYSTEM START-UP/SHUT-DOWN
] PHYSICAL VOLUME MOUNTING/DEMOUNTING
| SEGMENT ACTIVATION/DEACTIVATION

| DPAGE FAULTS

[ WHILE IN MAIN MEMORY, THE MEMORY RESIDENT COPY 'IS CONSIDERED TO
BE THE COPY

WHILE IN MAIN MEMORY THE DISK RESIDENT COPY 1S CONSIDERED TO BE
(AND OFTEN IS) WHOLLY INVALID

Not To Be Reproduced 6-10 F80a



THE NEW STORAGE SYSTEM

SECTOR
RECORD
CYLINDER

VTOCE
2 19
712 | R |(PAGE)

192

(2]
B

‘“WORDS‘”‘““

'SECTORS =

'VTOCES

RECORDS
(PAGES)

TRACKS

CYLINDERS

MULTICS DISK PACK STATISTICS (MSU 451)

* THE ABOVE FIGURES APPEAR INCONSISTENT IF
DATA FORMATTING IS NOT CONSIDERED
(E.G.: SOME DiSK SPACE IS NOT USED)

QS,Jey‘;j yPes Ancl 0Lq

Not To Be Reproduced 6-11 F80A



THE NEW STORAGE SYSTEM

© LOGICAL VOLUME

— e — s e — . —— — s ———

5

/MASTER DIRECTORY RELATIONSHIP

* NOTE: ALL DIRECTORY SEGMENTS RESIDE ON ONE DESIGNATED

1
-
-
-

LOGICAL VOLUME CALLED THE ROOT LOGICAL VOLUME (RLV)

LOGICAL VOLUMI

LOGICAL VOLUME

Not To Be Reproduced . 6-12 FB8CA



MOUNT:

ACCEPT:

“PUBLIC:

PRIVATE:

PARTITION:

RECORD:

SECTOR:

Not To Be

VOLUME MANAGEMENT TERMINOLOGY

TO PHYSICALLY PLACE A DISK PACK ON A DRIVE AND CYCLE UP
THE DRIVE. {(PERFORMED BY THE OPERATOR, NOT BY

'SOFTWARE)

AFTER MOUNTING, TO ESTABLISH IN THE SUPERVISOR THE
BINDING BETWEEN THE DRIVE AND THE PHYSICAL VOLUME
MOUNTED

‘& LOGICAL: VOLUME ATTRIBUTE INDICATING THAT THE VOLUME.

IS ATTACHED TO ALL PROCESSES (BY DEFAULT) WHEN ACCEPTED

i

A LOGICAL VOLUME ATTRIBUTE INDICATING THAT THE VOLUME
IS ATTACHED ONLY TO REQUESTING PROCESSES (SUBJECT TO
ACCESS CONTROLS)

A REGION WITHIN -A PHYSICAL VOLUME SET ASIDE FOR SPECIAL
USE

A LOGICAL UNIT OF DISK SPACE, 1024 CONTIGUOUS WORDS IN
SIZE.. (NUMBERED/ADDRESSED FROM ZERO)

§oel wiTh P‘”ﬁ AF"om_ﬁe wLigh s Ke¢T (A %9)\’10/{ )

| A LOGICAL UNIT OF DISK SPACE, 64 CONTIGUOUS WORDS IN

SIZE. BE_SMALLEST ADDRESSABLE UNIT OF DISK SPACE. A
RECORD CONTAINS 16 SECTORS

Reproduced - 6-13 . F80A



VOLUME MANAGEMENT TERMINOLOGY

PAGE: A 1024 WORD EXTENT OF DATA STARTING AT A 1024 WORD
BOUNDARY OF A SEGMENT. SEGMENTS MUST BE AN INTEGER

NUMBER OF PAGES 1IN SIZE. A PAGE CAN RESIDE IN ONE OR
MORE OF THE FOLLOWING LOCATIONS:

MAIN MEMORY FRAME

DISK RECORD

Not To Be Reproduced 6-14 FB8OA
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VOLUME MANAGEMENT DATA BASES

VOLUME LABEL

. T 1 111111t 11 22 222 2222233333213
¢ 1 2 3 45 8 7 8 9 06 1 2 3 ¢S 67 890 1 23 485 6 272 8 90612 3 &5
0-0 J t
: \ g
320 WORDS {5 SECTORS) NOT USED {GCOS LABEL REGION} 8 3
o
5-0 : - \
8 WORDS: “Muitics Storage System Volume™
L8 RO
,»_:'amnosmammsmuncrunesssauwwaen e T
;. 8 WORDS CONTAINING PHYSICAL VOLUME NAME - - T R
- 8 WORDS CONTAINING LOGICAL VOLUME NAME
- 33 PHYSICAL VOLUME IDENTIFIER (PVID}
3 LOGICAL VOLUME IDENTIFIER (LVID) Z
s PVID OF THE ROOT PHYSICAL VOLUME e
g
=
3% 2
TIME REGISTERED z
' &
£
“ .
S . VOLUME S1ZE (NO. RECORDS)
40 VTOC SIZE {NO. RECORDS)
4
42
MAXIMUM AIM CLASSIFICATION IN VOLUME
a
“
MINIMUM AIM CLASSIFICATION IN VOLUME
'
18 WORDS NOT USED
| h . B -
| \ \ | W.(‘é -
§-0 . : —
— J\j equpl nloa /rﬂ.maunfe_
\\me,v-\'\P\\}@ a il .
LF Unedehl, Y hen /'Sk h‘tShT['nm'?OJ
’
. ter l
TSMP_Y“O\)A—\W{ - eg-ﬂ{ {og¢ cVgs ),

To Be Reproduced 6-15 F80A



VOLUME MANAGEMENT DATA BASES

VOLUME LABEL

&0 VOLMAP VERSION (OVERLAYS OLD TIME~-UNMOUNTED! ‘
&1 z
62 . TIME SALVAGED s
. H
&4 TIME OF BOOTLOAD s
2
2
66 TIME UNMOUNTED 3
. 2
>
2
8 WORDS USED BY VOLUME DUMPER }
48 WORDS UNUSED
70
i
72 -
=3
73 S g
74 g DISK_TABLE_ VTOC INDEX g
75 L L e : - . DISK_TABLE. UNIQUE ID S
76 | LG sy ... ' ESDSTATE g
g
77 VOLUME MAP ORIGIN RECORD 2
73 VOLUME MAP SIZE 'f
7 VTOC MAP ORIGIN RECORD §
710 - VTOC MAP SIZE ' z
7.11 VOLUME MAP SECTION SIZE é
712 VTOC ORIGIN RECORD S
713 DUMBER BIT MAP RECORD 3
VOLUME INCONSISTENCY COUNT 2
y : 3
52 WORDS UNUSED '[
8~3 NUMBER OF PARTITIONS .
T
s PARTITION (1) NAME
c PARTITION (1) LOCATION
' 2
. PARTITION (1) SIZE £ s
==
<
7 -
188 WORDS DESCRIBING PARTITIONS 2 THRU 47
_ \
| 1 3
11-0 L \ I
320 WORDS (5 SECTORS) NOT USED =3
\ \ 22
15-63
ISECTOR-WORD) ' {fs_voi _iabed.incl.pi1)

VOLUME LABEL

A DISK RESIDENT DATA BASE — ONE PER PHYSICAL VOLUME

© Be Reproduced ' 6-16



VOLUME MANAGEMENT DATA BASES

VOLUME LABEL

@ THE VOLUME LABEL IS A DISK RESIDENT DATA BASE OCCUPYING THE FIRST
MULTICS RECORD OF EACH STORAGE SYSTEM PHYSICAL VOLUME

] ONE VOLUME LABEL PER PHYSICAL VOLUME

2  THE LABEL IS .GENERATED BY init dlsk _pack (init_empty_root IF RPV
,LABBL) AND CONTAINS REGISTRATION AND STATUS INFORMATION

® THE LABEL IS INSPECTED WHEN THE VOLUME IS ACCEPTED AND UPDATED WHEN
DEMOUNTED

2 THE LABEL IS DIVIDED-INTO SIX SECTORS

'} GCOS REGION (SECTORS 0 TO 4)

] SKIPPED OVER BY MULTICS TO AVOID ACCIDENTAL OVERWRITING OF
GCOS PACKS AND ALLOW FOR FUTURE COMPATABILITY

| PERMANENT REGION (SECTOR 5)

[ CONTAINS PERMANENT PER-PV INFORMATION (EG: MANUFACTURERS
SERIAL NUMBER) ;

Not To Be Reproduced 6-17 F80A e



VOLUME MANAGEMENT DATA BASES

VOLUME LABEL

[ DYNAMIC INFORMATION REGION (SECTOR 6)

| CONTAINS INFORMATION RELATING TO THE MOST RECENT MOUNTING OF
THE PV (EG: LAST MOUNT TIME)

[ ALLOWS THE STORAGE SYSTEM TO ENSURE THE INTEGRITY OF THE PV

} - ROOT INFORMATION REGION (SECTOR 7)
] . DEFINED ONLY.FOR THE ROOT PHYSICAL VOLUME

] CONTAINS DYNAMIC INFORMATION ABOUT THE ENTIRE STORAGE SYSTEM
“(EG:. SHUT DOWN STATE, PAGING DEVICE STATE, ETC)

| PARTITION MAP (SECTOR 8)

[ IDENTIFIES THE LOCATION AND LENGTH OF ANY RESIDENT PARTITIONS .

[ UNUSED (SECTORS 9 TO 13)

Not To Be Reproduced 6-18 F80A



VOLUME MANAGEMENT DATA BASES

VOLUME MAP

11 1 1 1 1
¢ 1 2 3 4 5 6 727 8 9 0 1 2 3 4 5

16-0 SIZE OF PAGING REGION

LOCATION OF PAGING REGION .

NUMBER QF VACANT RECORDS

! "SIZE OF BIT MAP

60 WORDS NOT USED

17-0 BIT MAP OF FIRST 32 RECORDS

BIT MAP OF SECOND 32 RECORDS

BIT MAP OF 3008th 3é RECORDS
(SECTOR - WORD) {fs_vol _map.inci.pi1)
VOLUME MAP
A DISK RESIDENT DATA BASE — ONE PER PHYSICAL VOLUME
Not To Be Reproduced 6-19
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VOLUME MANAGEMENT DATA BASES

VOLUME MAP

@ THE VOLUME MAP IS A DISK RESIDENT DATA BASE

1 OCCUPIES RECORDS 1, 2, AND 3, IMMEDIATELY FOLLOWING THE VOLUME
LABEL

[ ONE VOLUME MAP PER PHYSICAL VOLUME

® THE VOLUME MAP IDENTIFIES THE EXTENT OF THE PAGING REGION, THE
NUMBER OF VACANT RECORDS, AND THE STATE (VACANT/OCCUPIED) OF EVERY
RECORD IN THE VOLUME'S PAGING REGION

n THIS INFORMATION IS ALSO DERIVABLE FROM AN ANALYSIS OF THE VTOC
(AT CONSIDERABLE EXPENSE) - THIS 1S DONE WHEN THE VOLUME IS
SCAVENGED OR SALVAGED.

@ RECORDS ARE TAKEN FROM THE VOLUME MAP DURING OPERATION AND PLACED
IN THE RECORD STOCK

] RECORDS ARE ALLOCATED BY PAGE CONTROL FROM THE RECORD STOCK
| VOLUME MAP ON DISK 1S ALWAYS CONSISTENT

| RECORDS MARKED FREE ON DISK ARE GUARANTEED TO BE FREE, AND
SAFE TO RE-USE

Not To Be Reproduced 6-20 F80A



VOLUME MANAGEMENT DATA BASES

VOLUME MAP

neved  {(Uerse

] RECORDS MARKED AS ALLOCATED MAY NOT ACTUALLY BE IN-USE, IF A
CRASH OCCURRED AND DESTROYED THE STOCK CONTENTS

] THIS SITUATION IS BENIGN, AND CORRECTED BY A SCAVENGE OR
SALVAGE AT SOME CONVENIENT TIME

| RECORDS FREED ARE PLACED‘BACK IN THE STOCK

'] IF STOCK FILLS, IT IS WRITTEN BACK TO THE VOLUME MAP
| CONSISTENCY IS ENSURED BY COMPLEX PROTOCOL IN PAGE CONTROL

| RECORD STOCK MECHANISM REPLACES FSMAP SEGMENTS IN PRE-MR10.0
SYSTEMS ‘

Not To Be Reproduced ' 6-21 F80A



VOLUME MANAGEMENT DATA BASES

DUMPER BIT MAP

0 NUMBER OF VTOCES
1 NUMBER OF FREE VTOCES
2 NUMBER OF WORDS USED IN BIT MAP
3 NUMBER OF LAST RECORD IN VTOC
\ "\
_ _4WORDSUNUSED
8 — VTOC BIT MAP ENTRY 0
1023 VTOC BIT MAP ENTRY 1015
VOLUME DUMPER BIT MAP
RECORDS 4 ANDS
0
‘\
8 WORDS UNUSED
\ \
8 VOLUME DUMPER BIT MAP ENTRY 0
2047 VOLUME DUMPER BIT MAP ENTRY 2039

Nct To Be Reproduced

VTOC MAP

RECORD &
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VOLUME MANAGEMENT DATA BASES

DUMPER BIT MAP

g THE DUMPER BIT MAP DESCRIBES WHICH VTOCES ON THE VOLUME HAVE BEEN
VOLUME DUMPED :

[ ONE PER PHYSICAL VOLUME
] OCCUPIES RECORDS 4 AND 5, IMMEDIATELY FOLLOWING VOLUME MAP

© |. SEPARATE BIT MAPS FOR INCREMENTAL AND CONSOLIDATED VOLUME DUMPS

Not To Be Reproduced 6-23 F80a



VOLUME MANAGEMENT DATA BASES

VTOC MAP

THE VTOC MAP DESCRIBES THE LOCATION AND SIZE OF THE VTOC, AND
CONTAINS A BIT MAP OF VTOC ALLOCATIONS ‘

I OCCUPIES RECORD 6, IMMEDIATELY FOLLOWING THE DUMPER BIT MAP

f VTOC FOLLOWS, STARTING AT RECORD 8

[ RECORD 7 IS UNUSED

B VTOCES ARE TAKEN FROM THE VTOCE MAP AND PLACED IN AN ONLINE STOCK

f VTOCE STOCK IS LIRE RECORD STOCK, BUT LESS CRITICAL

VTOCES ARE SELF-IDENTIFYING AS TO WHETHER THEY ARE IN USE OR
NOT, SO 1IT IS NOT NECESSARY TO MAINTAIN PERFECT CONSISTENCY
IF 2 CRASH OCCURS '

[ VTOCE MAP IS ALSO REBUILT BY SCAVENGE OR SALVAGE OPERATIONS

[ VTOCE MAP REPLACES VTOCE FREE LIST IN PRE-MR10.0 SYSTEMS

Not To Be Reproduced 6-24 FB0A



VOLUME MANAGEMENT DATA BASES

e ' NUMBER OF ENTRIES
1 . MAXIMUM NUMBER OF ENTRIES
2 NUMBER OF ENTRIES IN USE
! \
5WORDS FOR SHUTDOWN STATUS
1 - 1
8
‘ _TIME OF BOOTLOAD.
1
W ... . ... ...  9WORDSOFINFORMATION ABOUT RPVANDALY
v T T ’ " 21 WORDS OF GLOBAL INFORMATION AND
. . METERING CELLS FOR VOLUME MAPS
. L0 7. AND VTOC MAPS. '
.\ 1
40 .
| - 1

. ARRAY OF PHYSICAL VOLUME TABLE ENTRIES

PHYSICAL VOLUME TABLE ENTRY (PVTE)

ONE PER PHYSICAL VOLUME
LOCATED IN PHYSICAL VOLUME TABLE

\6‘3¢ 509 o - PHYSICAL VOLUME 1D )
- ~ TX
' 1. LOGICAL VOLUME ID v
' [ RE] .
2 1Ll SKIPPED FOR POIR ALLOCATION NEXT PV IN LV
3 .
_ , DISK SUBSYSTEM NAME,, . OLU{OP
le. . (IS IEITIRIBR(PIF]E M
4 DISK DRIVE TYPE DISK DRIVE NUMBER % s 8 il v|s NIl
5 FREE VTOCE COUNT - VTOC SCZE {IN RECORDS)
s INC. DUMPER 81T MAP POINTER S B CONS. DUMPER BIT MAP POINTER
7 FREE RECORD COUNT ’ _ TOTAL RECORD COUNT
F) DISK DIM INFORMATION
3 ING. GUMPER VTOC INDEX CONS. DUMPER VTOC INDEX
10 COMP. DUMPER VTOC INDEX TOTAL VTOCE COUNT
n FIRST AECORD IN PAGING REGION
i, .
9WORDS FOR VOLUME MAP AND VTOC MAP INFORMATION
\ \
2 ) VOLUME TROUBLE COUNT SCAVENGER INFO POINTER
. ._/
1 obF PHYSICAL VOLUME TABLE HEADER
nr .

asiTen| A HARDCORE (WIRED) DATABASE - ONE PER SYSTEM
1 : ‘

Not To Be Reproduced . 6-25 F80A



VOLUME MANAGEMENT DATA BASES

PHYSICAL VOLUME TABLE (PVT)

g THE PHYSICAL VOLUME TABLE (PVT) IS A HARDCORE, WIRED, PAGED DATA
BASE MAINTAINED BY VOLUME MANAGEMENT

[ ONE PVT PER SYSTEM

2 THE PVT IS THE MOST IMPORTANT DATA BASE OF VOLUME MANAGEMENT, AND
- .. CONTAINS AN ARRAY OF PHYSICAL VOLUME TABLE ENTRIES (PVTE'S)

] ONE PVTE PER DISK DRIVE KNOWN TO THE SYSTEM

@ EACH PVTE DESCRIBES:

I A DISK DRIVE CONFIGURED TO THE SYSTEM

] INCLUDING THE DEVICE NUMBER, DEVICE TYPE, SUBSYSTEM NAME AND
OTHER INFORMATION NEEDED BY THE DISK DIM

[ THE PHYSICAL VOLUME CURRENTLY MOUNTED ON THE DISK DRIVE

[ INCLUDING THE PVID, LVID, AND OTHER INFORMATION TAKEN FROM
THE VOLUME HEADER, VOLUME MAP AND VTOC MAP, NEEDED BY PAGE
AND SEGMENT CONTROL (THE PV & LV NAMES ARE NOT RECORDED HERE)

[ RECORD AND VTOCE STOCKS ARE LOCATED FROM THE PVT, BUT KEPT IN.
THE stock_seg :

Not To Be Reproduced 6-26 ) F80A



VOLUME MANAGEMENT DATA BASES

LOGICAL VOLUME TABLE (LVT)

L I A |
6 1 2 3 45 85 7 38 9 0 1 2 3

o MAX LVTE INDEX
1 HIGH WATER LVTE INDEX
2
FIRST FREE LVTE POINTER
3 -4
wl
=1
<
- ]
L . #WORDSNOT USED z
: . ]
| ; : . 3.
SLWORDS OF LVTE POINTERS USED
AS A HASH TABLE
, 8 A
0o . POINTER TO NEXT LVTE
1. FIRST PVTE R_PTR
2 LOGICAL VOLUME ID {LVID)
3 ’ . MINIMUM AIM CLASSIFICATION e
: IN LOGICAL VOLUME 2
-
4 2
: .
5
s MAXIMUM AIM CLASSIFICATION
IN LOGICAL VOLUME
6
P
7 18 ALLOCATION ALGORITHM VALUE

OTHER LVTE's
ONE PER MOUNTED LOGICAL VOLUME

\

(WORDS) ' (ivt. incl.pil)

" LOGICALVOLUME TABLE (LVT)

A HARDCORE DATA BASE ~ ONE PER SYST! E&i

LOGICAL VOLUME TABLE ENTRY (LVTE)

ONE PER MOUNTED LOGICAL VOLUME

Not To Be Reproduced | 6-27
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VOLUME MANAGEMENT DATA BASES

LOGICAL VOLUME TABLE (LVT)

8 THE LOGICAL VOLUME TABLE (LVT) IS A - HARDCORE, PAGED DATA BASE
MAINTAINED BY VOLUME CONTROL

] ONE LVT PER SYSTEM

® THE LVT CONTAINS AN ARRAY OF LOGICAL VOLUME TABLE ENTRIES (LVTE'S)

[ ONE LVTE FOR EACH' MOUNTED LOGICAL VOLUME ' "

8 EACH LVTE DESCRIBES THE LOGICAL VOLUME TC INCLUDE:
[ LVID AND AIM CLASSIFICATION

[ RELATIVE POINTER TO THE THREAD OF PVTE'S OF ACCEPTED PHYSICAL
VOLUMES THAT ARE MEMBERS OF THE LOGICAL VOLUME

Not To Be Reproduced 6-28 ‘ F80a



VOLUME MANAGEMENT DATA BASES

LOGICAL VOLUME TABLE (LVT)

® THE LVT IS REQUIRED AT THE FOLLOWING TIMES:
{ SEGMENT CREATION
| SEGMENT MOVING TIME
;ﬂ?'VOLUME'MOUNTING AND DEMOUNTING

I INITIATION AND SEGMENT FAULT TIME (FOR PUBLIC/PRIVATE CHECK)

Not To Be Reproduced 6-29 F80A



VOLUME MANAGEMENT DATA BASES

PHYSICAL VOLUME HOLD TABLE

Tt s 11 1 2 2 2 2 22 22 2 2 3 3 3.3 3 3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1+ 2 3 &4 S

0 PVT R_PTR (1) APTE R_PTR (1)
1 PVT R_PTR (2) APTE R_PTR (2)
63 PVT R_PTR (64) APTE R_PTR (64)
(WORD) ‘ (pv_holdt.inci.pl1)

PHYSICAL VOLUME HOLD TABLE

AN INTERNAL STATIC ARRAY IN get_ pvu — ONE PER SYSTEM

® THE PHYSICAL VOLUME HOLD TABLE (PVHT) IS A HARDCORE DATA BASE
MAINTAINED BY VOLUME MANAGEMENT ' :

‘] ONE PVHT PER SYSTEM

@ THE PVHT IDENTIFIES THE PHYSICAL VOLUME AND THE PROCESS ID OF
PROCESS THAT HAS STARTED (AND HAS NO” YET COMPLETED) COMPOUND
OPERATIONS UPON THE PHYSICAL VOLUME

g2 THIS INFORMATION PREVENTS A VCLUME FRCM BEING DEMOUNTED WHILE SUCH
AN OPERATION IS IN PROGRESS

Not To Be Reproduced | 6-30 FB80A



VOLUME MANAGEMENT DATA BASES

PHYSICAL VOLUME HOLD TABLE

" @ INTERRUPTION OF A COMPOUND OPERATION CAUSES THE VOLIME TO BE MARKED
AS CONTAINING AN INCONSISTENCY

2 FOR CRASH ANALYSIS, sst.pvthp CONTAINS A POINTER TO THIS TABLE

Not To Be Reproduced 6-31 F80A



VOLUME MANAGEMENT OPERATIONS

ACCEPTANCE OF PHYSICAL VOLUMES

® THE ACCEPTANCE OF PHYSICAL VOLUMES IS THE MOST IMPORTANT AND
FUNDAMENTAL OPERATION OF VOLUME MANAGEMENT

B PHYSICAL VOLUME ACCEPTANCE IS ACCOMPLISHED BY CALLING
initializer_gate_Saccept_fs_disk

-§?>THE ROOT PHYSICAL VOLUME (RPV) ‘1S ACCEPTED IN - A SPECIAL FASHION
'~ DURING COLLECTION 2 OF BOOTLOAD

] THE RPV~IS THE ONLY PV REQUIRED TO BOOTLOAD THE SYSTEM (MORE OF
THE RLV WILL BE ACCEPTED BY RING ZERO DURING BOOTLOAD IF POINTED
TO BY THE "ROCT" CONFIGURATION CARD)

® ACCEPTANCE INCLUDES:

] VALIDATE THAT THE DISK PACK MOUNTED IS THE PACK REQUESTED BY THE
OPERAT OR OR REQUESTING PROCESS VIA label.pvid

] DETERMINE THAT THE DISK PACK MOUNTED IS IN FACT A MEMBER OF THIS
HIERARCHY VIA label.root_pvid

] INITIALIZING THE APPROPRIATE PVTE WITH DATA FROM THE LABEL
VOLUME MAP, AND VTOC MAP

Not To Be Reprocduced €-32 F80A



VOLUME MANAGEMENT OPERATIONS

ACCEPTANCE OF PHYSICAL VOLUMES

INITIALIZING THE INITIAL CONTENTS OF THE RECORD STOCK AND VTOCE
STOCKS -

DETERMINING IF ANY VOLUME INCONSISTENCIES ARE PRESENT, AND
LOGGING THIS INFORMATION '

VOLUME INCONSISTENCIES ARE CAUSED BY EVENTS WHICH MAY MEAN
THAT THE DISK RESIDENT COPY OF THE VOLUME MAP OR VTOC MAP IS

JINCONSISTENT'“
1

A CRASH 'WITHOUT. ESD - INDICATED BY label.time_map_ updated
and  label. ‘time unmounted - BEING UNEQUAL DETECTED AT
ACCEPTANCE TIME

AN INCONSISTENCY DETECTED ONLINE, SUCH AS AN INVALID VTOC
BIT MAP OR A REUSED ADDRESS

AN I/0 ERROR WHEN WRITING THE VOLUME MAP OR VTOC MAP
DURING NORMAL OPERATION

A COUNT IS KEPT IN THE LABEL, AND UPDATED AS NECESSARY

NORMALLY, INCONSISTENCIES ARE MERELY LOGGED AND' LEFT FOR WHE‘

I

‘SITE TO TAKE CARE OF AT SOME CONVENIENT TIME

IF AN RLV VOLUME CLAIMS ONLY A VERY SMALL NUMBER OF FREE
PAGES, A VOLUME SALVAGE IS DONE AUTOMATICALLY TO TRY TO
RECOVER ANY LOST DUE TO THE INCONSISTENCY, SINCE A FULL
RLV WILL CAUSE SYSTEM CRASHES
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VOLUME MANAGEMENT OPERATIONS

ACCEPTANCE OF PHYSICAL VOLUMES

| . WRITING OUT THE LABEL TO UPDATE label.time_map_updated..

[ NOTE: label.time_map_updated AND label.time_unmounted ARE
NOW UNEQUAL

[ THIS INEQUALITY IMPLIES THAT THE VOLUME HAS NOT BEEN PROPERLY

SHUT DOWN, AND WILL BE MARKED INCONSISTENT IF ACCEPTED AGAIN
IN THIS STATE

] MARKING THE PVTE AS "IN USE" (LAST STEP)
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VOLUME MANAGEMENT OPERATIONS

DEMOUNTING OF PHYSICAL VOLUMES

® THE DEMOUNTING OF PHYSICAL VOLUMES INVOLVES REVERSING ALL OF THE
‘ STEPS TAKEN AT ACCEPTANCE TIME

® DEMOUNTING IS COMPLICATED BY THE FACT THAT THE PV MAY BE IN USE AT .
THE TIME ‘

‘& DEMOUNTING IS ACCOMPLISHED BY CALLING demount_pv ("THE DEMOUNTER")
® ALL VOLUMES ARE DEMOUNTED AT SHUTDOWN TIME

® DEMOUNTING INCLUDES:

I TURNING ON pvte.being demounted AND WAITING FOR ALL COMPOUND
OPERATIONS TO TERMINATE ‘

1 bEACTIVATING ALL SEGMENTS FROM THE PV WHICH ARE "ACTIVE.. THIS
INCLUDES:

| FLUSHING MAIN MEMORY AND PAGING DEVICE (IF PRESENT} CF ALL
RELEVANT PAGES )

Not To Be Reproduced 6-35 F80A



VOLUME MANAGEMENT OPERATIONS

DEMOUNTING OF PHYSICAL VOLUMES

] UPDATING THE VTOCE'S FROM THE ASTE'S AND PAGE TABLES

ﬂ"FLUSHING THE VTOC MANAGER'S BUFFER SEGMENT OF ALL RELEVANT
VTOCE-PARTS ' ~

] EMPTYING THE RECORD AND VTOCE STOCKS BACK INTO THE VOLUME MAP
AND VTOC MAP

S | UPDATING ?HE»VOLUME LABEL FROM THE ?VTE, PARTICULARLY
[ label.time_unmounted, label.time_map_updated, AND

label.inconsistency_count

] PHYSICALLY CYCLING DOWN THE DISK DRIVE

| NOT DONE AT SYSTEM SHUTDOWN, HOWEVER

® ° ONLY ONE PV MAY BE DEMOUNTED AT A TIME
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VOLUME MANAGEMENT OPERATIONS

LOGICAL VOLUME MANAGEMENT

2 LOGICAL VOLUME MANAGEMENT INCLUDES:

] MAINTAINING THE LOGICAL VOLUME TABLE (LVT) TO REFLECT THE STATE
OF THE LOGICAL VOLUMES

| MAINTAINING, IN THE KNOWN SEGMENT TABLE (KST) OF EACH PROCESS, A
~ . TABLE OF PRIVATE LOGICAL VOLUMES MOUNTED TO THE PROCESS

[ ANSWERING THE QUESTION OF WHETHER OR NOT A GIVEN LOGICAL VOLUME
IS MOUNTED TO THE CALLING PROCESS

§ OR, IF A PUBLIC LV, MOUNTED AT ALL (TO THE SYSTEM)

] PROVIDING THE HEAD OF THE PVT CHAIN FOR A GIVEN LV, FOR THE
SEGMENT CREATION FUNCTION
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2 . PRINT_CONFIGURATION_ DECK

VOLUME MANAGEMENT COMMANDS

print configuration deck

DISPLAYS >sll>config_deck, WHICH

CONTAINS INFORMATION ABOUT DISK LOCATIONS, THE RLV, AND PARTITIONS

[ ONLY THE PART OF THE CONFIG DECK RELEVANT TO VOLUME MANAGEMENT
AND DISK CONFIGURATION IS SHOWN HERE

root

part

part

part’.

prph
chnl

prph
chnl

prph
chnl

prph

chnl

prph
chnl

mpc
mpc
mpc
mpc
mpc
mpc’

dska

“"bos”

dump
log

dska
dska

dskb
dskb

dske
dskc

dske
dske

dskt
dskf

mspa
mspb
mspc
mspd
mspe
mspi

16. dskb 25,
dska ‘16.

dska 16é.
‘dska .16.

a 20. 2 451

a 26. 2 b

b 20. 2 0

b 26. 2 =&

a 28. 2 501

a 30. 2 b

b 32. 2 451

b 34, 2

a 32. 2 501

a 34. 2

451, a 20. ¢4
451, b 20. &
607. a 28. ¢
607. b 28, ¢
451, b 32. 4
607. a 32. &
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. 16.
24, 2 b 22. 2

16. 451, 16.
24. 2 a 22. 2

. 32.
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. 8.
. 1l6.
a 24. ¢4
b 24. 4
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VOLUME MANAGEMENT COMMANDS

print configuration deck

@ DISK CONFIGURATION CONFIG CARDS

I ROOT

| IDENTIFIES THOSE VOLUMES IN THE ROOT LOGICAL VOLUME WHICH
HAVE HC PARTITIONS, USED BY THE SUPERVISOR FOR PAGING OF
SUPERVISOR SEGMETNS ’

1 PART
| IDENTIFIES THE LOCATIONS OF CERTAIN IMPORTANT PARTITIONS

[ ONLY PARTITIONS NECESSARY FCR MULTICS OPERATIONS AR
IDENTIFIED, NOT ALT PARTITIONS

(&)

I HC PARTITIONS ARE LOCATED BY THE ROOT CARD

L=

- PRPH DSKn, CHNL

I IDENTIFY PHYSICAL I,/0 CHANNEL ‘PATHS FOR ACCESSING DISK DRIVES
1 MPC

[ IDENTIFY PHYSICAL CONNECTIONS TO MICROPROGRAMMED DISK
CONTROLLERS
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v

g L:iS
SPA

Brive

cske_17
dgske_18
dskz_05
dska_0¢
dskb_18
dskp_2¢
dskb_27
dskz_01
dskz_03
dska_04
dske_0¢
dskb_17
cskb_15
askc_13
dskec_14
dskc_C!
céskc_C2
dske_03
dskec_GCxg
dskc_0¢
gskc_10C
dskec_21
cske_22
dskc_2%
dske_3C
dskc_07
askc_038
dskec_23
dskec_2l
dske_25
dskc_26
dske_0p
dska_12
dska_07
dska_08
dska_11
dska_1l6
dskb_23
askb_24
dskb_25

TV
et
- =

VOLUME MANAGEMENT COMMANDS

1ist vols

OLS - DISPLAYS A TABLE OF ONLINE VOLUMES, THZIR LOCATION, AND
UTILIZATION

Recorcs Left
6L50L 54730
64504 55389
36428 5305
36428 4323
36428 L632
3642 13690
36L29 4672
3£308  L6BO
36268 3588
36268  L50C
362¢8 4815
36265 L2E!
36268 28L0
o450k 254
54504 2¢9
64503 L3631
54503 45502
6L503 42374
64503 43591
6LE0L 58010
64504 54786
64503 23847
84503 23744
64503 23734
5503 24111
64503 11723
64503 11665
64504 8777
64504 11805
64504 11514
6450L 12858
37089 8053
37562 6046
37309 6825
362065 3827
30205  B397
31283 2892
36208 LBEB
36208 3097
36350 LLB3

Reproduced

©,
<

85
86
15
12
13
38
13
13
10
i2
13
12
11

0

0
68
71
66
68
80

.88

37
37
37
37
18
18
15
18
18
20
22
16
18
11
24

S
13

9
12

VTOCEs

13440
13L40
8400
8400
8400
guco
§L00
8000
5200
9200
8200
5200
$200
13LL0
13548
13440
134L0
13440
13440
13440
13440
13140
13440
13440
13440
13440
13440
13440
13440
13440
13440
5100
2735
4000
7000
7000
9000
7000
7000
7000

[o))

Left

11356
11352
2662
2365
2813
L326
2333
450
1017
88L
864
1002
538
5539
5214
10032
9838
9839
9785
12354
12407
bakb
6154
6185
6581
6143
6L23
6094
6141
7407
7148
3787
957
2107
491
L181
3476
455
238
223

|
£~
O

%

84
8L
32
28
33
52

11
10

11

L1
38
75
73
73
73
92
92
48
Lo
Le
L8

|4

&0
48
L5
L6
55
53
74
35
53

60
39

3

Avg

PV

Size Name

00 00~ ~d I ~d VT NI UT N~ OO UT O U1 0N~ 00 W W W W W W AR Ut U Ut =

alphabl
alpha02
mul03
mulol
mulC2
mui0s
muloL
pud01
pub07
pubOL
publ2
publs |
pub08
relQl
rel02
xpub01l
xpup02
xpub03
xpub04
xpub05
xpublg
ypubO1l
ypub02
ypub05
youblb
zpubll
2publ2
2pub03
zpub04
zpub05
2publf
1ist01l
1ist02
T1ist03
root5
rocié
rpv
roots
rooty
root2

PB/PD

pb
pb
pb
pb

=
%

pb
pt
pb
pc
jo3e}
Lt

pb

pd
pd

pd
pd
pc
pd
od
pd
pd
oo}
eo
od

pc
jole!
pc

pd
pd
pd

LV Name

Alpha

Alpha .
Multics_Pubs
Multics_Pubs
Multics_Pubs
Multics_Pubs
Multics_Pubs

Pucliz
Putlic
Pupiic
Public
Public
Public
Release
Release
Xoublic
Xpublic
Xpublic
Xpuclic
Xpublic
Xpublic
Ypublic
Ypubiic
Ypublic
Youblic
Zoublic
Zpubiiz
Ipublic
Ipublic
Zpublic
Zpublic
list_1
list_2
list_3
roct
root
root
root
roct
root

Fgos



VOLUME MANAGEMENT COMMANDS

display label

® DISPLAY LABEL - DISPLAYS THE LABEL OF A STORAGE SYSTEM VOLUME BY
READING IT FROM DISK

[ USED / FREE INFORMATION IS COPY ON DISK, AND THBREFORE ouT OF
DATE WITH RESPECT TO THE PVTE

Label for Multics Storage System Volume rpv on dska_01 d451

PVID 220531524345
Serial : rpv
Logical Volume root
LVID 220531524466
Registered 01/28/81 1249.5
Dismounted 03/15/83 0741.9
Map Updated 03/15/83 0744.6
Salvaged 10/01/82 0300.3
Bootload 03/15/83 (0743.5
Reloaded 01/28/81 1510.1
Dumped
Incremental 03/17/83 2153.0
Consolidated 03/16/83 2359.3
Complete 03/15/83 2353.0
Inconsistencies 0
Minimum AIM 0:000000
7:777777

Maximum AIM

Volume contains Root (>) at vtocx 0
disk_table_ at vtocx 100 (uid 033022210261)

Volume Map from Label

First Rec (Octal) Size

0 0 8 Label Region

8 10 2000 VTOC  Region
2008 3730 2008 he Partition

4016 7660 33901 Paging Region
37917 112035 200 bos Partition
38117 112345 141 alt Partition

38258 Total Size
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VOLUME MANAGEMENT COMMANDS

display pvte

® DISPLAY PVTE - DISPLAYS THE PVT ENTRY OF A STORAGE SYSTEM VOLUME

] PARTITION INFORMATION IS NOT DETAILED IN THE PVTE, BUT USED/FREE
INFORMATION IS COMPLETELY UP TO DATE

PVTE for Multics Storage System Volume rpv on dska_0l1 d451 at pvt|50

PVID 220531524345
LVID 220531524466
VTOCEs
Number 10000
Left 3323
Records
Number 33901
Left 3796
Inconsistencies 0
Volume Map
volmap_seg ASTE 1514420
record stock 761100
Page 0 - Base 7660
Free 3364
Page 1 - Base 103660
‘ Free 3740
Page 2 - Base 203660
Free 0
vtoce stock 7612400
ON: storage_system permanent hc_part_used
OFF: being_mounted being_demounted being_demounted2

scav_check_address device_inoperative vacating
dmpr_in_use(incr) dmpr_in_use(cons) dmpr_in_use(comp)

Volume Map from PVTE

First Rec (Octal)

0 0
8 10
2008 3740
4016 7660
379817 112035
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Size
8
2000
2008
33901
199
38258

Label Region
vVTOC Region
Partitions
Paging Region
Partitions
Tatal Size
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VOLUME MANAGEMENT METERS

disk meters

& DISK_METERS - DISPLAYS I/O0 ACTIVITY TO DISK DRIVES

| ONLY ONE SUBSYSTEM SHOWN HERE TO CONSERVE SPACE

Total metering time 0:20:12 a

Subsystem dska Count Waits $Waits Avg. Wait(ms.)

call locks 26005 217 0.83 0.259

run locks 112 0 0.00 0.000

interrupt locks 25998 239 0.92 0.208

allocations 26001 0 0.00 0.000

Drive Reads Writes Seek ATB ATB ATB

Distance Reads Writes 1/C

i 269 67 214 4508 . 18102 3609
3 362 243 109 3350 4991 2004
4 308 131 184 3925 9258 2756
5 547 165 i80 2217 7350 1703
6 631 165 161 1922 7350 1523
7 0 0 0 - 0 0 -0
8 5843 2187 12 207 554 151
9 366 116 183 . 3313 10455 2516
11 3501 1431 200 346 847 245
12 0 0 0 0 0 0
16 7158 2508 135 169 483 125
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VOLUME MANAGEMENT METERS

device meters

® DEVICE_METERS - DISPLAYS SUMMARY OF 1I/0 ACTIVITY

SUBSYSTEMS

Total metering time

Prior Page I/0
ATB

Other Page 1/0
ATB

ATB Page 1/0
Prior VTOCE 1/0
ATB

ATB 1/0

% Busy

Avg. Page Wait
Avg. Page "Wait
Avg VTOCE Wait
Avg., Page I1/0 T
Avg. VTOCE I/0 T
EDAC Corr. Errs
Errors

Fatal Errors

Not Tc Be Reproduced

0:20:13

dska

18571
65.334
6525
185.949
48,347
934
1299.061
46.612
76
47,28S
176.082
41.138
35,619
1.138

0

0

0

dskb

17743
68.383
5135
236.284
53.034
895
1355.668
51.037
74
46.197

101.023 "

37.610
38.314
32.277
0
0
0

dskc

462
2626.240
16
75832.692
2538.332
38
31929.554
2351.401
0

20.3¢41
36.996
38.595
20.050
37.060

0

0

0

FOR ALL DISK

dskd

1273
953.121
696
1743.280
616.212
304
3991.184
533.798
2

24.666
61.704
29.090
22.482
2€.606
0.
1
0
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VOLUME MANAGEMENT METERS

disk gqueue

@ DISK_QUEUE - DISPLAYS I/0O QUEUE FOR A DISK SUBSYSTEM

1 ONLY ONE SUBSYSTEM SHOWN HERE TO CONSERVE SPACE

Connects =

P RW VP DV
0 W P 24
C W P S
0 W P 16
0 W P 16
0 W P 16

123430,

SECTOR

1350330
1020150
1204130
314370
314430

Not To Be Reprcduced

2604781, 1359725, 677321, 308367,
40159, 10227, 19689.

MEM

27304000

4432000
36246000
27306000
34166000
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(End Of Topic)
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TOPIC VII

Segment Control

Segment Control Overview . . .
Segment Control Terminology. .
Segment Control Data Bases . .

Volume Table of Contents (VTOC)

Active Segment Table (AST)
Services of Segment Control. .
Creating Segments. . . .
Segment Fault. . . . . .
Segment Activation . . .
Segment Tradilers . . . .
Boundsfault Handling . .
Segment Deactivation .
Summary of Major Services
Encacheability . . . . .
Truncating Segments. .
Deleting Segments. . .
Other Services . . . .
Segment Control Meters . .
.L&.Lc ajal_cm uu:l.c.sia . .
vtoc_buffer_meters . .
Segment Control Commands .
print_aste_ptp . . . .
dump_vtoce . . o e .
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SEGMENT CONTROL OVERVIEW

& FUNCTION

f SEGMENT CONTROL IS RESPONSIBLE FOR THE MANAGEMENT OF LOGICAL
- MEMORY

[ ITS TASKS INCLUDE:

| MAINTAINING THE DISK RESIDENT MAPS OF SEGMENTS (IE: THEIR
VTOCE'S)

[ SEGMENT CREATION, TRUNCATION AND DELETION

[ SEGMENT ACTIVATION AND DEACTIVATION (ASTE MULTIPLEXING)

] SEGMENT CONTROL CAN BE INVOKED EITHER BY SUBROUTINE CALLS OR BY
SEGMENT FAULTS

8 BASIC PHILOSOPHY OF ACTIVATION/DEACTIVATION

I OF ALL SEGMENTS RESIDENT WITHIN THE SYSTEM'S MOUNTED PHYSICAL
VOLUMES, ONLY A SMALL SUBSET WILL REQUIRE ACCESSING AT ANY ONE
TIME. SUC” SEGMENTS WILL BE CALLED "ACTIVE SEGMENTS"

[ A PART OF MAIN MEMORY, CALLED THE "ACTIVE SEGMENT TABLE" (AST),
WILL BE RESERVED TO HOLD MANAGEMENT INFORMATION FOR THESE ACTIVE
SEGMENTS (IDENTITY, PVT INDEX, LOCATION OF PAGES, ETC

vi’
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SEGMENT CONTROL OVERVIEW

[ AS SEGMENTS FALL INTO DISUSE, THEIR "MANAGEMENT INFORMATION" IN
THE AST WILL BE REPLACED WITH INFORMATION OF OTHER SEGMENTS
REQUIRING ACTIVATION

& USER INTERFACE

| COMMAND LEVEL

[ create, delete, truncate, etc.

] SUBROUTINE LEVEL

I hcs_sappend_branch, hcs_sappend_branchx, hcs_sdelentry_seg,
hcs_sdelentry_file, hcs_sStruncate_seg, hcs_sStruncate_£file,
hcs_sforce_write, etc

g MAJOR DATA BASES

I SYSTEM SEGMENT TABLE (SST) - ONE PER SYSTEM, SHARED WITH PAGE
CONTROL. ONE MAJOR COMPONENT IS "OWNED" BY SEGMENT CONTROL:

I ACTIVE SEGMENT TABLE (AST) - ONE PER SYSTEM
[ THE AST IS A LIST OF ACTIVE (CURRENTLY BEING USED) SEGMENTS
I ACTIVE SEGMENT TABLE ENTRY (ASTE) - ONE PER ACTIVE SEGMENT
[ ASTES CONTAIN PHYSICAL VOLUME 1ID'S (PVID'S) AND VTOC

INDEX'S (VTOCX'S) OF SEGMENTS. NEEDED BY SEGMENT CONTROL
TO FIND THE SEGMENT ON DISK (HARDWARE)

Not To Be Reproduced 7-2

23]
(ee]
@
T



SEGMENT CONTROL OVERVIEW

I AST HASH TABLE
| ALLOWS EFFICIENT SEARCHING OF ASTE'S

] LOGICALLY PART OF THE AST, BUT ELSEWHERE FOR HISTORICAL
REASONS

| DIRECTORY SEGMENTS

[ CONTAIN LOCATICNS AND ATTRIBUTES OF SEGMENTS. LOCATION
INFORMATION FROM DIRECTORY SEGMENTS IS PROVIDED TO SEGMENT
CONTROL BY DIRECTORY CONTROL

{ VOLUME TABLE OF CONTENTS (VTOC) - ONE PER PHYSICAL VOLUME

] VOLUME TABLE OF CONTENTS ENTRY (VTOCE) - ONE PER
DISK-RESIDENT SEGMENT

| EACH VTOCE CONTAINS THE SEGMENT'S UNIQUE ID, CURRENT LENGTH,
FILE MAP, ETC (NEED TO BUILD ASTE'S AND PT'S)

| VTOCES ARE READ AND WRITTEN ONLY BY SEGMENT CONTROL

[ VTOCE STOCKS -~ FROM VOLUME MANAGEMENT

| USED WHEN CREATING AND DELETING VTOCES FOR SEGMENTS
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MULTIPLEXING:

VTOC:

VTOCE:

SEGMENT:

SEMI~PERMANENT

Not To Be Reproduced 7-4

SEGMENT CONTROL TERMINOLOGY

CONTROLLED SHARING OF A REUSABLE RESOURCE

VOLUME TABLE OF CONTENTS (ONE PER PV),. AN ARRAY OF
VTOCE'S IDENTIFYING ALL SEGMENTS RESIDENT ON THE
PHYSICAL VOLUME

VOLUME TABLE OF CONTENTS ENTRY (ONE PER RESIDENT
SEGMENT) . CONTAINS IDENTIFICATION AND LOCATOR
INFORMATION ABOUT A SEGMENT RESIDENT WITHIN THE
PHYSICAL VOLUME

A COLLECTION OF INFORMATION (PROCEDURE OR DATA) GROUPED
TOGETHER UNDER THE SAME ACCESS CONTROL CONSTRAINTS.
EACH SEGMENT IS GIVEN ONE OR MORE NAMES AND A -
COLLECTION OF ATTRIBUTES INCLUDING LENGTH, ACCESS
PERMISSIONS, ETC

ACTIVATIBGE: A SEGMENT AND TURNING ON ITS ENTRY HOLD
SWITCH (aste.ehs) PREVENTING NORMAL (ASTE CONTENTION)
DEACTIVATION

s
(6]
«
v



SEGMENT CONTROL DATA BASES

VOLUME TABLE OF CONTENTS (VTOC)

k

e oF en 100 €

3
3

%

Iy 4
o Lo
1 SEGMENT'S UNIQUE IDENTIFIER (UID) b
N
2 MAX LENGTH CURRENT LENGTH RECORDS USED C
= £
3 DATE TIME USED (DTU) H =
. - -~
g =
4 DATE TIME MODIFIED (DTM) "s“ <
@ =
S HARBHBBRAE 2 3
siciojzir M{D|CIN -
W PlD c < '/
' .3 Vs Yo
s : FILE MAP CHECXSUM ﬁ——L_, g
R — e o UsR & AR
10 WORDS OF QUOTA RELEVANT INFORMATION TO INCLUDE . g — ° éd‘( \1 <5
THE TIME-RECORD PRODUCT AND USAGE COUNT 5 AETeY
\ \ 2 C rASH,
-
- e
16 FILE MAP (0) ) FILE MAP (1)
) i
[~ FiLE MAP (94) i FILE MAP (95) .
; 3
64 _ FILE MAP (96) FILE MAP (37} '
3
. =2 =
. . =8 S
: : -
27 " FILE MAP (222) ’ FILE MAP (223) '
: . Iy
128 FILE MAP (224) FILE MAP (225}
. . | .
143 FILE MAP (254) I FILE MAP (255)
10 WORDS NOT USED ~ -
Cg anecTiON .
. cecT PAaT Toce @ 4
€ lure 109 of vy nley E v roken
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SEGMENT CONTROL DATA BASES

VOLUME TABLE OF CONTENTS (VTOC)

SEGMENT CONTROL DATA BASES
VOLUME TABLE OF CONTENTS VTOCE

156
155 DATE TIME DUMPED (DTD)
156 VOLUMEID (1 - {INCREMENTAL DUMP TAPE 1D}
157 VOLUME ID (2) (CONSOLIDATED DUMP TAPE ID)
158 VOLUME 10 (3) (COMPLETE DUMP TAPE 1D}
159 UID OF MASTER DIRECTORY
180 UID OF SUPERIOR DIRECTORY (0)
175 UID OF SUPERIOR DIRECTORY (15i _ ;;
— \ sé%
8 WORDS CONTAINING THE SEGMENT'S z z g
ORIGINAL PRIMARY NAME e =
z
. X .
184 DATE_TIME VTOCE CREATED
185 ) PVID O_F AVOLUME OF PARENT DIRECTORY
186 PARENT VTOC INDEX SEGMENT BRANCH OFFSET IN PARENT
187 TIME THIS VTOCE CHECKED FOR CONNECTION FAILURE
188
ACCESS ISOLATION MECHANISM (AIM) CLASS
190
191 PVID OF VOLUME FOR THIS VTOCE

{WORDS) ivtoce.nci.pl 1)

VOLUME TABLE OF CONTENTS ENTRY (VTOCE!

A DISK RESIDENT DATA BASE — ONE PER SEGMENT
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SEGMENT CONTROL DATA BASES

VOLUME TABLE OF CONTENTS {(VTOC)

® THE "VOLUME TABLE OF CONTENTS" (VTOC) IS A DISK RESIDENT DATA BASE
CONTAINING (OF INTEREST HERE) AN 6 ARRAY OF ENTRIES KNOWN AS "VOLUME
TABLE OF CONTENTS ENTRIES" (VTOCE'S)

[ ONE VTOC PER PHYSICAL VOLUME

| ONE VTOCE PER SEGMENT

@ EACH VTOCE CONTAINS RESIDENCY INFORMATION (AND SOME ATTRIBUTE
INFORMATION) OF A PARTICULAR SEGMENT

& EACH VTOCE 1S ADDRESSED BY INDEXING INTO THE ARRAY OF VTOCE'S

| CONSEQUENTLY, THE PAIR OF PVID AND VTOC INDEX UNIQUELY
IDENTIFIES ANY SEGMENT IN THE STORAGE SYSTEM HIERARCHY

® EACH VTOCE IS 192 WORDS LONG AND IS DIVIDED INTO THREE LOGICAL
PARTS: ~

I ACTIVATION INFORMATION (16 WORDS)

I CONTAINS ALL INFORMATION (EXCLUDING THE FILE MAP) NEEDED TO
USE THE SEGMENT, OR MORE TECHNICALLY, TO ACTIVATE THE SEGMENT

Not To Be Reproduced 7=7
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SEGMENT CONTROL DATA BASES

VOLUME TABLE OF CONTENTS (VTOC)

I INCLUDES: UID, CURRENT LENGTH, RECORDS USED, MAXIMUM
LENGTH, RECORDS USED, ETC .
I ALL INFORMATION LIKELY TO CHANGE BECAUSE OF THE ACTIVATION

] INCLUDES: DATE TIME MODIFIED AND USED, QUOTA CELLS (IF &
DIRECTORY), ETC

®
[ FILE MAP (128 WORDS)

[ AN ARRAY OF 256 RECORD ADDRESS OR NULL ADDRESS DETAILING
WHERE EACH PAGE OF THE SEGMENT RESIDES

| A NULL ADDRESS (NOT TO BE CONFUSED WITH A NULLED ADDRESS --
DISCUSSED LATER) INDICATES THAT NO RECORD OF THE VOLUME IS
ASSIGNED TO.  THAT PAGE OF THE SEGMENT

I A RECORD ADDRESS IS THE ADDRESS OF THE RECORD ASSIGNED TO
THAT PAGE OF THE SEGMENT (I.E., THE DISK RESIDENT HOME OF THE
PAGE) ‘

§ NOTE: PAGE CONTROL ENSURES THAT NO RECORD ADDRESS EVER
APPEARS (OR REMAINS) IN THE FILE MAP UNLESS THE PAGE ACTUALLY
APPEARS ON THE VOLUME ‘

[ PERMANENT INFORMATION (48 WORDS)
| CONTAINS ATTRIBUTES WHICH RARELY (IF EVER) CHANGE SUCH AS:

[ UID'S OF SUPERIOR DIRECTORIES, AIM CLASSIFICATION, DATE
TIME DUMPED (BY PHYSICAL VOLUME DUMPER)
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SEGMENT CONTROL DATA BASES

VOLUME TABLE OF CONTENTS (VTOC)

2 EACH VTOCE IS ALSO DIVIDED INTO THREE PHYSICAL PARTS:

f FIRST SECTOR (WORDS 0-63):

] CONTAINS ALL T"ACTIVATION INFORMATION" AND THE FIRST PORTION
. OF THE FILE MAP

] SECOND SECTOR (WORDS 64-127):

] CONTAINS THE BULK OF THE FILE MAP
| THIRD SECTOR (WORDS 128-191):

] CONTAINS THE END OF THE FILE MAP AND ALL "PERMANENT
INFORMATIONT ‘

Not To Be Reproduced - 7-9 F80A



SEGMENT CONTROL DATA BASES

VOLUME TABLE OF CONTENTS (VTOC)

VTOCE 1,0

USING RECORD I/0 (IN UNITS OF 1024 WORDS) TO ACCESS A VTOCE (192
WORDS) WOULD HAVE EXCESSIVE OVERHEAD FOR BUFFERS

FURTHERMORE, BECAUSE MOST SEGMENTS ARE SMALL, MOST VTOCE
ACCESSING IS ONLY CONCERNED WITH ACTIVATION INFORMATION AND THE
FIRST PORTION OF THE FILE MAP, I.E., THE FIRST SECTOR (64 WORDS)

TO TAKE ADVANTAGE OF THESE FACTS, VTOCE'S ARE ACCESSED VIa
SECTOR 1/0, NOT RECORD I/0

A LARGE MECHANISM KNOWN AS THE VTOC MANAGER (vtoc_man) EXIST TO
EFFICIENTLY MANAGE THIS SECTOR I/0 AND ITS BUFFERING

VTOCE I/0 IS THE ONLY NON-PAGE I/0 DONE TO DISK

VTOCE I/0C IS DONE IN PARTS (SECTORS)

[ FOR A SEGMENT, OR A DIRECTORY WITHOUT TERMINAL QUOT2Z, PARTS
ONE AND TWO CAN BE WRITTEN ENTIRELY FROM INFORMATION DERIVED
FROM THE ASTE, AND NEED NOT BE READ IN FIRST

[ PART THREE MUST ALWAYS BE READ BEFORE BEING WRITTEN, AS MUST
PART ONE FOR A DIRECTORY WITH QUOTA

[ ALL THREE PARTS OF A VTOCE ARE ALWAYS READ WHENEVER ANY PART
IS REQUESTED, IN CASE THE OTHERS ARE NEEDED SOON AFTERWARDS

Be Reproduced 7-10 F&8CA



SEGMENT CONTROL DATA BASES

ACTIVE SEGMENT TABLE (AST)

t 11ttt 11 2 2 02 02 22222233 3 3 3 3
g9 1 2 3 4 5 6 7 8 9 0 1T 2 3 ¢ 5 6 7 8 9 0 1 2 3 a4 5 6 7T 8 92 0 ¥ 2 3 & 5
[ FORWARD R_PTR BACKWARD R_PTR
1 NEXT BROTHER R_PTR FIRST SON R_PTR
2 SYSTEM TRAILER R_PTR PARENT R_PTR
3 SEGMENT'S UNIQUE IDENTIFIER (UID)
4 MAX LENGTH PV TABLE INDEX VTOC INDEX
Ull [G]GIHM{H]a|wll |E Dfir|EF ] EIN|DIM{!I T
SHNMMEHBEHHREE 1B BHUREE
D|ITjS!S 2] c ! K S W RIS w
[ ) DATE TIME USED (DTU)
7 DATE TIME MODIFIED (DTM}
8 SEGMENT QUOTA USAGE DIRECTORY QUOTA COUNT
3 SEGMENT QUOTA USED DIRECTORY QUOTA USED
1EIF N FRERE l
10 CURRENT LENGTH l@ uie YIRS RECORDS USED I NO. OF PAGES
) o S PIP o B
PP .;
1 HASH TABLE R_PTR 917 s MARKER
F 1 ]
(WORDS) © (asteanct.ptl)
ACTIVE SEGMENT TABLE ENTRY (ASTE) axme.inct.pt
’ A WIRED (SST) DATA BASE — ONE PER ACTIVE SEGMENT
t 111t 1o oy 1 2 02 2 2 2 2 2 2 22 3 3 3 3 33
2 ¢+ 2 32 4 s & 7 8 % 0 1 2 3 4 5 6 7 8 9 9 1 3 4 9 9 1 2 3 4 3
PIPTWIO|Y 0
0 ADDRESS ADD_TYPE wiglRISIE &
1 £ ~] o]
i : i .
13 MAIN MEMORY ADDRESS j coso | 1000 ; .
14 10 ©  NULL ADDRESS — REPRESENTS PAGE OF ZEROES | 0000 !
i{WORDS} iPTW.INCL.PL )

Voo Bertes

-

PA { r~ \YA g é v
IMMEDIATELY FOLLOWS AN ASTE (ABOVE] - ONE PER ACTIVE SEGMENT

COMES IN 4, 16, 64 AND 256K FLAVORS OpTav\T S e
MES 4 & AN r}(:.;.z 3 Y Av Y (‘\\33\.

A 16K PAGE TABLE (PT)

Sﬂcj ol |

E _L ‘\’“ VToc @VFFOr(wxr\eJ)
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SEGMENT CONTROL DATA BASES

ACTIVE SEGMENT TABLE (AST)

8 THE ACTIVE SEGMENT TABLE (AST) IS A HARDCORE, WIRED, UNPAGED, DATA
BASE LOCATED WITHIN THE SYSTEM SEGMENT TABLE (SST), AND CONSISTS OF
AN ARRAY OF PAIRED ENTRIES KNOWN AS ACTIVE SEGMENT TABLE ENTRIES
(ASTE'S) AND PAGE TABLES (PT'S)

] ONE AST PER SYSTEM

| ONE ASTE/PT PAIR PER ACTIVE SEGMENT

8 IN ORDER FOR A& SEGMENT TO BE ACCESSED VIA THE HARDWARE, VTOCE
INFORMATION MUST BE BROUGHT INTO MAIN MEMORY

€& THE 12 WORD ASTE (AND ITS ASSOCIATED PAGE TABLE) CAN BE THOUGHT OF
AS THE MAIN MEMORY RESIDENT IMAGE OF THE VTOCE

I SPECIFICALLY, THE ASTE CONTAINS:

[ THE VTOCE'S "ACTIVATION INFORMATION" SUCH AS THE SEGMENTS
UID, CURRENT LENGTH, MAX LENGTH, DTU, DTM, QUOTA DATA

] AND NON-VTOCE INFORMATION SUCH AS: PVT [INDEX, VTOC INDEX,
VARIQUS FLAGS AND POINTERS

[ THE PAGE TABLE CONTAINS THE RECORD ADDRESS (TAKEN FROM THE
VTOCE'S "FILE MAP") OF EACH NONZERO PAGE OF THE SEGMENT
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SEGMENT CONTROL DATA BASES

ACTIVE SEGMENT TABLE (AST)

A SEGMENT HAVING AN ASTE AND A PAGE TABLE IS SAID TO BE ACTIVE

SINCE THE AST
-

T T NITMRED N

Not To Be Reproduced 7

"ACTIVATING" A SEGMENT IS THE PROCESS OF ALLOCATING (AND FILLING
IN) AN ASTE AND A PAGE TABLE FOR THE SEGMENT

CONVERSEﬁY, "DEACTIVATING" A SEGMENT INVOLVES FREEING ITS ASTE
AND PAGE TABLE FOR FURTHER USE

BEING ACTIVE DOES NOT IMPLY THAT THE SEGMENT IS ACTUALLY IN USE
BY ANY PROCESS

S A PART OF
TE/PT PAIRS

I
AC
no /

— ANJITAD i S

ONLY A FINITE NUMBER OF SEGMENTS MAY BE ACTIVE AT ONE TIME

WHEN A NON-ACTIVE SEGMENT IS REFERENCED, AND THERE ARE NO FREE
ASTE'S AVAILABLE, SOME SEGMENT MUST BE DEACTIVATED

[ THIS ASTE/PT .MULTIPLEXING IS THE PRIME RESPONSIBILITY OF
SEGMENT CONTROL

BEING A FINITE (AND A CRITICAL) SYSTEM RESOURCE, THE NUMBER CF
ASTE/PT PAIRS CAN DRAMATICALLY AFFECT THE COMPETITION FOR
ASTE'S, AND CONSEQUENTLY SYSTEM PERFORMANCE

13 F80A



SEGMENT CONTROL DATA BASES

ACTIVE SEGMENT TABLE (AST)

[ TOO FEW ASTE/PT PAIRS WILL CAUSE "SEGMENT THRASHING"

] .TOO MANY ASTE/PT PAIRS WILL OCCUPY MAIN MEMORY FRAMES THAT
MIGHT BETTER BE UTILIZED FOR NORMAL PAGING TRAFFIC, PERHAPS
LEADING TO "PAGE THRASHING"

[ CONSEQUENTLY, THE NUMBER OF ASTE/PT PAIRS IS A CRITICAL
SYSTEM PARAMETER (SET ON THE SST CONFIG CARD)

[ OF THE TWO POSSIBILITIES, TOO MANY OR TOO FEW, TOO FEW IS
BY FAR THE WORSE

Not To Be Reproduced ’ 7-14
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CONNECTING AND FAULTING SDW'S

dse

PROCESS
Jones.ASP.m

277

N~
dseg

PROCESS
Smith.FED.a

o)

261

dseg

PROCESS
May.MED. a

-

ACTIVE SEGMENT
TABLE l

dseg

PROCESS
Brown.FORD. a
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SEGMENT CONTROL DATA BASES

ACTIVE SEGMENT TABLE (AST)

2 IN ORDER TO MAXIMIZE THE NUMBER OF ASTE/PT PAIRS WITHIN AN AST OF &
GIVEN SIZE, ASTE/PT PAIRS COME IN FOUR FIXED SIZES:

] ASTE + A 4 WORD PAGE TABLE (16 WORDS TOTAL)

J© FOR 0-4K SEGMENTS

] ASTE + A 16 WORD PAGE TABLE (28 WORDS TOTAL)

| FOR 5-16K SEGMENTS

[ ASTE + A 64 WORD PAGE TABLE (76 WORDS TOTAL)

[ FOR 17-64K SEGMENTS

=]
:;:
(73]
]
(L]
..

- - - A ATt el el - s v w v - A Wl o)
A £00D WORD PAUL 1ADLL {<Z0O0

[ FOR 65-256K SEGMENTS
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SEGMENT CONTROL DATA BASES

]
ASTE ASTE | asTE ASTE | ASTE ASTE
4WDPT 4WD PT { 4wWDPT sWOPT 4WD PT 4WD PT
ASTE ASTE ASTE ASTE ASTE ASTE 4K ASTE
___________________ R IR PRSI SO .7}
4WD PT AWDPT WO PT WD PT WD PT 4WD PT
ASTE ASTE ASTE ASTE ASTE ASTE
" AWDPT | 4WDPT | A4WDPT | 4WDPT | 4WDPT | 4WDPT |
3
ASTE ASTE ASTE ASTE ASTE ASTE
————— —— —— - - —— o — - v — - ——— o — w— — — = e — - —— e ——
16 WD PT 16 WD PT 16WD PT 16 WD PT 16 WD T 16 WD PT )
16K ASTE
POOL
ASTE ASTE ASTE ASTE ASTE ASTE
i
16 WD PT 16 WD PT 16 WD PT WD PFT | 16WDPT 16 WD PT
|
i 1
ASTE ASTE |  ASTE ASTE | st ASTE
64 WD PT B4WDPT 64 WO PT B4WD PT 84 WD PT saworr |
' POOL
I
ASTE ASTE ASTE ASTE ASTE ASTE
256 WD PT 256 WD PT 256 WD PT 256 WD PT 256 WD PT 256 WD PT
i
‘
H
‘ 256K ASTE
z Po0L
| )\
M{EPs Uges
Alst op 9T\ &
Coolc
;

ACTIVE SEGMENT TABLE (AST)

A HARDCORE (SST} UN-PAGED DATA BASE — ONE PER SYSTEM
(NOT DRAWN TO SCALE}
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SEGMENT CONTROL DATA BASES

ACTIVE SEGMENT TABLE (AST)

8 THE SIZE OF EACH OF THE FOUR ASTE POQOLS IS DETERMINED AT SYSTEM
INITIALIZATION BY THE SST CONFIG CARD AND IS A CRITICAL SYSTEM
TUNING PARAMETER

8 SINCE THE FREQUENCY OF SMALL SEGMENTS IS HIGHER THAN THE FREQUENCY

OF LARGE SEGMENTS, THE DISTRIBUTION OF ASTE'S IS NORMALLY AS
FOLLOWS :

] 4K > 16K > 64K > 256K

I ON SYSTEM-M, IN PHOENIX, A 6 CPU, 8MW MEMORY, 200 USER SYSTEM,
THE ASTE DISTRIBUTION IS NORMALLY:

3500 1500 750 250

ON MIT-MULTICS, A 3 CPU, 3.5MW MEMORY, 110 USER SYSTEZM, THE ASTE
DISTRIBUTION IS NORMALLY:

1700 600 220 75

® A SEGMENT NORMALLY REMAINS ACTIVE (FOR >200 SECONDS) UNTIL FORCED
TO GIVE UP ITS ASTE/PT PAIR TO ANOTHER SEGMENT (DEACTIVATION)
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SEGMENT CONTROL DATA BASES

ACTIVE SEGMENT TABLE (AST)

THIS DEACTIVATION CONSISTS OF:

MAKING THE SEGMENT INACCESSIBLE TO USER PROCESSES
I DONE BY "CUTTING TRAILERS", IN THE PROGRAM setfaults.pll

f A LIST OF ALL SEGMENTS CONNECTED TO (USING) THE SEGMENT IS
KEPT FOR THIS PURPOSE

EVICTING ALL PAGES OF THE SEGMENT FROM MAIN MEMORY
[ ONLY MODIFIED PAGES MUST BE WRITTEN BACK TO DISK. UNMODIFIED

PAGES ARE SIMPLY OVERWRITTEN

UPDATING THE VTOCE BY WRITING THE (POSSIBLY MODIFIED) ACTIVATION
INFORMATION BACK TO THE VTOQOCE

FREEING THE ASTE/PT PAIR

SINCE ACTIVATING/DEACTIVATING SEGMENTS IS EXPENSIVE, THE CHOICE OF
A SEGMENT FOR DEACTIVATION IS IMPORTANT, AND BELONGS TO THE SEGMENT
REQUIRING ACTIVATION FURTHEST IN THE FUTURE
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SEGMENT CONTROL DATA BASES

ACTIVE SEGMENT TABLE (AST)

® THE ALGORITHM WHICH CHOOSES A "BEST" SEGMENT FOR DEACTIVATION IS
IMPLEMENTED IN THE PROGRAM get_aste, AND CONSIDERS SUCH FACTORS AS:

f\

®

Se/ .
A9
£QC ,ﬂl‘o\

THE PRESENCE OF ACTIVE INFERIORS (IF A DIRECTORY)

THE NUMBER OF PAGES CURRENTLY IN MAIN MEMORY (SINCE WORK IS
REQUIRED TO EVICT THE MODIFIED FRACTION OF SUCH PAGES AND
BECAUSE THIS INDICATES "USED RECENTLY" IN SOME SENSE)

IT LOOKS FIRST FOR A SEGMENT WITH NO INFERIORS, AND NO PAGES IN
MEMORY, AND ALMOST ALWAYS SUCCEEDS - BUT IF 1IT FAILS, IT TRIES

TO MAKE A "GOOD CHOICE", AND DEACTIVATES INFERIORS, AND/OR
FLUSHES PAGES TO DISK IF NECESSARY

N
C)‘,STQ,US@&
.
asTe WS \_/L"\’\(\f/l«o\).- [FNSAY BN

(oa;é Fo roeal c}ff 7 /}c'f‘,‘v.g Legm et
O\S*Q.SO/\& /5 /}C7"/£

Q‘STQ.‘“P\/.Y\V«(})QFQU\%Q} A vaaa WQW(‘]P7

{F n€ =0 N e Segy ‘M:( 09, Se £lnd
QuY \F © oA vsed

A4STe. in: T |F O nel \P(’c#n’l“/%us&’o/ So
e  (aw JOqCT'\/dJQ (T,

Coet Joens of F i BN
Se ThaT on 3"0{ PC\SrS W (an

Ol(’o\c'f‘ 8 S
valg GSS \ A (‘qse >
Cass  didar T £ind :
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IMPLIED DIRECTION
) _ OF SEARCH \

TYPICAL "USED LIST”

A DOUBLE THREADED LIST OF SIMILAR OBJECTS GENERALLY IMPLEMENTING
REPLACEMENT ALGORITHMS. CONTAINS BOTH FREE AND IN—USE OBJECTS, WITH
FREE OBJECTS MAINTAINED AT THE HEAD OF THE LIST.
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SEGMENT CONTROL DATA BASES

ACTIVE SEGMENT TABLE (AST)

@8 NOTE: WHILE INSPECTING THE ASTE'S, OPPORTUNITY IS TAKEN TO NOTICE
ASTE'S WHOSE FILE MAPS HAVE CHANGED AND.TO UPDATE THEIR VTOCE'S

] KNOWN AS "AST TRICKLE"

[ THIS IS DONE TOTALLY AS A HEDGE AGAINST A FATAL CRASH, AS A
SUCCESSFUL SHUTDOWN UPDATES ALL VTOCE'S OF ACTIVE SEGMENTS

[ THIS IS NOT DONE FOR PROCESS DIRECTORY SEGMENTS, SINCE THEIR
CONTENTS ARE OF LITTLE USE AFTER A CRASH

[ THE "AST TRICKLE" 1S ALSO FORCED TO OCCUR EVERY FIFTEEN MINUTES
WHEN THE SYSTEM IS LIGHTLY LOADED, BECAUSE OTHERWISE VTOCES
MIGHT REMAIN UNUPDATED FOR HOURS
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SEGMENT CONTROL DATA BASES

ACTIVE SEGMENT TABLE (AST)

® AST HIERARCHY
I MIRRORS A SUBSET OF THE STORAGE SYSTEM HIERARCHY
| THE ROOT DIRECTORY (>) CANNOT BE DEACTIVATED

| NO SEGMENT (EXCEPT THE ROOT) MAY BE ACTIVE UNLESS ITS PARENT IS
ACTIVE., THE REASONS FOR THIS ARE:

] PARENT MUST BE ACTIVATED IN ORDER TO FIND THE SON

[ ACTIVATION OF OTHER SONS IS EASIER IF THE PARENT REMAINS
ACTIVE

| THE QUOTA ACCOUNT AGAINST WHICH AN.ACTIVE SEGMENT'S "RECORDS
USED" IS TALLIED SHOULD BE IMMEDIATELY AVAILABLE WHEN A
SEGMENT CHANGES SIZE. THE QUOTA ACCOUNT IS FOUND 1IN ONE OF
THE ANCESTORS' ASTES

| DATE TIME MODIFIED (DTM) FOR A DIRECTORY IS THE DTM OF THE
LAST MODIFIED SEGMENT IN THE SUBTREE. DTM OF ALL ANCESTOR'S
SHOULD BE IMMEDIATELY AVAILABLE WHEN A SEGMENT IS MODIFIED.
DTM IS FOUND IN THE ASTE OF THE ANCESTORS. (USED BY THE
HIERARCHY DUMPER)

| SUCH UPDATES TO THE ASTE'S OF PARENTS . ARE PERFORMED BY PAGE
CONTROL

] EACH ASTE HAS A POINTER TO ITS PARENT'S ASTE FOR THE ABOVE
REASONS. (THIS PCINTER IMPLEMENTS THE AST HIERARCHY)

~J
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SEGMENT CONTROL DATA BASES

ACTIVE SEGMENT TABLE (AST)

® ASTE'S MAY BE THREADED ONTO ONE OF SIX LISTS VIA THE RELATIVE
POINTERS aste.fp and aste.bp

I FOUR USED LISTS: THREADS ALL FREE AND REPLACEABLE ASTE'S OF
EACH POOL SIZE (sst.level.ausedp POINTS TO THE FIRST FREE ASTE
IN THE LIST)

I INIT AND TEMP LISTS: USED AT SYSTEM INITIALIZATION TO RECEIVE
(AND DELETE) INITIALIZATION AND TEMPORARY SEGMENTS

® THERE ALSC EXIST SEVERAL AUXILIARY LISTS SUCH AS THE HASH THREAD
AND FATHER-SON, AND BROTHERS LISTS

2 ALL ACTIVE SEGMENTS IN THE HIERARCHY ARE IN THE FOUR USED LISTS -
EXCEPT FOR SEGMENTS IN THE HARDCORE PARTITION (THE PFAGED
SUPERVISOR), AND A SMALL CLASS OF SEGMENTS WHICH MAY NCT BE
DEACTIVATED )

[ SEGMENTS ARE SOMETIMES UNTHREADED FROM THEIR USED LIST
TEMPORARILY 1IN ORDER TO KEEP THEM OUT OF REACH WHILE SOME
COMPLEZX OPERATION IS PERFORMED -
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SERVICES OF SEGMENT CONTROL

CREATING SEGMENTS

® SEGMENT CREATION IS PERFORMED BY THE PROCEDURE create_vtoce
] INPUT: A POINTER TO THE BRANCH ENTRY IN A DIRECTORY SEGMENT

] OUTPUT: PVID AND VTOC INDEX OF THE CREATED SEGMENT

® create_vtoce MAY BE CALLED BY append (NORMAL SEGMENT CREATION) OR
segment_mover (DUE TO PACK OVERFLOW)

® PRINCIPAL STEPS OF create_vtoce:

m\ CREATE A LOCAL IMAGE OF THE VTOCE TO BE CREATED

] FILL IN MOST ACTIVATION AND PERMANENT INFORMATION FROM THE
BRANCH ENTRY C

| CREATE A NULL FILE MAP

[ DETERMINE THE UID PATH (UID'S OF SUPERIOR DIRECTORIES)
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SERVICES OF SEGMENT CONTROL

CREATING SEGMENTS

[ SELECT AN APPROPRIATE PV WITHIN THE LV SPECIFIED BY THE
sons_lvid OF THE DIRECTORY IN WHICH THE BRANCH ENTRY APPEARS

[ SELECTION GOAL IS TO EVENLY DISTRIBUTE SEGMENTS OVER ALL PV'S
OF THE LV, THEREBY REDUCING DISK CONTENTION

] SELECTION ALGORITHM WALKS THE CHAIN (THROUGH
pvte.brother_pvtx) OF PV'S IN THE LV AND SELECTS THE PV
HAVING THE HIGHEST PERCENTAGE OF UNUSED RECORDS IN ITS PAGING
REGION

| NO PV IS ACCEPTED IF pvte.vacating IS ON, SIGNIFYING THAT
sweep pv IS TRYING TO VACATE, OR INHIBIT CREATION UPON, THE
PV

] AN EXCEPTION I8 MADE FOR PER PROCESS SEGMENTS
(entry.per_process IS ON)

] SINCE SUCH SEGMENTS ARE ALL HEAVILY USED, A ' ROUND ROBIN

ALGORITHM EVENLY DISTRIBUTES THESE SEGMENTS ACROSS ALL
PV'S IN THE LV

I INVOKE THE VTOC MANAGER (vtoc_mansalloc_and_put_vtoce) TO
ALLOCATE AND WRITE THE VTOCE IMAGE ON THE SELECTED PV

[ VTOC_MAN ATTEMPTS TO ALLOCATE A VTOCE FROM THE VTOCE STOCK
FOR THE VOLUME

] IF THE STOCK IS EMPTY, IT REFILLS IT FROM THE VTOCE MAP ON
DISK (SEE vtoce_stock_man.pll)

[ BECAUSE 1IT IS PERMISSIBLE TO TAKE PAGE FAULTS 1IN THE
VTOC_MAN ENVIRONMENT, THE VTOCE STOCK IS ACCESSED WITHOUT
ANY SPECIAL PAGE CONTROL PROTOCOLS

[ RETURNS THE VTOC INDEX OF THE ALLOCATED VTOCE

Not To Be Reproduced 7-26 F8CA



SERVICES OF SEGMENT CONTROL

CREATING SEGMENTS

] RETURN THE PVID AND VTOC INDEX OF THE NEW SEGMENT TO THE CALLER
(WHO RECORDS SAME IN entry.pvid AND entry.vtocx)
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SERVICES QF SEGMENT CONTROL

SEGMENT ACTIVATION

® SEGMENT ACTIVATION IS PERFORMED BY THE PROCEDURE "activate”

f INPUT: A POINTER TO THE BRANCH ENTRY IN A DIRECTORY SEGMENT

] OUTPUT: AN ASTE POINTER

8 activate IS PRINCIPALLY CALLED BY seg_fault (OF ADDRESS/NAME SPACE
MANAGEMENT) WHO HAS LOCATED THE SEGMENT'S BRANCH ENTRY, VALIDATED
THE USER'S ACCESS, AND CHECKED THE PRESENCE OF THE LV

® PRINCIPAL STEPS OF activate:

] LOCK THE AST LOCK AND CHECK IF THE SEGMENT 1S ALREADY ACTIVE.
IF SO, UNLOCK THE AST AND RETURN ITS ASTE POINTER

] 1IF THE SEGMENT IS NOT ACTIVE, UNLOCK THE AST AND READ IN ALL
REQUIRED PARTS OF THE VTOCE AND COMPARE UID'S FOR CONNECTION
FAILURE (IN WHICH CASE, DO NOT ACTIVATE AND RETURN AN ERROR)

[ ENSURE THAT THE SEGMENT'S PARENT IS ACTIVE

[ THIS IS DONE BY REFERENCING THE PARENT DIRECTORY (PERHAPS
CAUSING A RECURSIVE SEGMENT FAULT AND ACTIVATION) AND SETTING
THE aste.ehs BIT FOR IT TEMPORARILY WHILE ACTIVATION IS
TAKING PLACE
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SERVICES OF SEGMENT CONTROL

SEGMENT ACTIVATION

[ NOTE THAT THE ONLY EZXPLICIT ACTION TAKEN TO ACTIVATE THE
PARENT IS TO REFERENCE IT; THE POSSIBLE RECURSIVE SEGMENT
FAULT TARKES CARE OF EVERYTHING AND ALLOWS THAT REFERENCE T
PROCEED

[ OBTAIN AN ASTE FOR THE SEGMENT BY CALLING get_aste. THIS MAY
INVOLVE DEACTIVATING SOME OTHER SEGMENT - BUT HOPEFULLY NOT THE
PARENT! (ENSURED BY THE aste.ehs BEING ON)

.ﬂ THREAD THE ASTE INTC THE INFERIOR LIST OF THE PARENT'S ASTE
(THIS WILL KEEP HIM ACTIVE), AND RESET THE PARENT'S aste.ehs

[ FILL 1IN THE ASTE WITH THE VTOCE'S ACTIVATION INFORMATION AND
INITIAL FLAG VALUES

I CALL pcsfill page table (PASSING THE VTOCE'S FILE MAP) TO
INITIALIZE THE PAGE TABLE AND OTHER PAGE CONTROL INFORMATION

[ PLACE THE UID IN THE ASTE AND HASH IT INTO THE AST HASH TABLﬁ

| AFTER A SYSTEM FAILURE, ESD USES A ZERO UID AS A CUE THAT
ASTE IS INVALID, AND DOES NOT INVOKE A VTOCE UPDATE FOR
ASTE :

+1 ]
(ol
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SERVICES OF SEGMENT CONTROL

SEGMENT TRAILERS

8 WHEN A PROCESS IS USING A SEGMENT, AND IT HAS A VALID SDW FOR THAT
SEGMENT, A RECORD MUST BE KEPT 1IN CASE IT IS NECESSARY TO REVOKE

THAT SDW (WHEN THE SEGMENT IS DELETED, WHEN THE ASTE IS RE-USED,
ETC)

[ THIS IS DONE BY THE SEGMENT TRAILER MECHANISM

] EACH PROCESS WHICH HAS A VALID SDW FOR A SEGMENT HAS A
"TRAILER ENTRY" WHICH RECORDS 1ITS PROCESS IDENTEE}CATION AND
THE SEGMENT NUMBER IT IS USING FOR THE SEGMENT »*° > Ehor

ConToy=> QN w5 W ~\3 N\ RNty

I TRAILER ENTRIES ARE KEPT IN THE str_seg, A PAGED SUPERVISOR bt
SEGMENT

] THERE IS A LINKED LIST OF TRAILER ENTRIES FOR BEACH SEGMENT;
THE HEAD IS POINTED TO BY aste.strp

I TRAILERS ARE ONLY KEPT FOR SEGMENTS WHICH MAY BE DEACTIVATED:
ORDINARY SEGMENTS AND DIRECTORIES, BUT NOT SUPERVISOR SEGMENTS

I A TRAILER IS ATTACHED FOR A SEGMENT BY seg_fault.pll BEFORE IT.
PLACES THE SDW INTO THE DSEG FOR THE PROCESS

I TRAILERS ARE USED LATER BY setfaults.pll FOR:
| DEACTIVATION - THE SDW IS ENTIRELY REVOKED (ZEROED)

] ACCESS CHANGES, DELETION - THE SDW IS MADE INVALID, BUT ITS
PAGE TABLE ADDRESS IS LEFT UNCHANGED, INDICATING TO
seg_fault.pll THAT ALL IT MUST DO IS RECALCULATE THE ACCESS
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SERVICES OF SEGMENT CONTROL

SEGMENT TRAILERS

| PROCESS TERMINATION - ALL SDWS A PROCESS HAD ARE REVOKED AT
TERMINATION '

] CACHE CONTROL - WHEN THE ENCACHABILITY OF A SEGMENT CHANGES,
THE SDWS WHICH REFER TO IT MUST HAVE THEIR CACHE CONTROL BITS
UPDATED

] TRAILERS - ARE ONLY REMOVED WHEN THE ASSOCIATED SDW IS REVOKED -
COMPLETELY
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SERVICES OF SEGMENT CONTROL

BOUNDSFAULT HANDLING

;
lﬁ i
- |
- = 8
: 55 ¢
0
< nZz -
: S
-
' -
i 28 <
REFERENCE #1 | b X2 ¢
: PAGE 3 i SE T
: Po=e
b - —_—
REFERENCE #2 ! E
; PAGE 4 ;
b, 3
' [ §
[] 1
REFERENCE #3 ! BAGE & :
L i
SEGMENT A

BOUNDS FAULT HANDLING

1. PAGE FAULT. PAGE 3 *“CREATED” IN MAIN MEMORY
AS A PAGE OF ZEROS (CALLED A "NEW PAGE")

2. BOUNDS FAULT. PROMOTE THE SEGMENT TO THE 16K
ASTE/PT POOL..CONTINUE REFERENCE
AS IN CASE #1

3. BOUNDS FAULT. ERROR: SIGNAL ‘‘out-of-bounds’’
CONDITION '

Not To Be Reproduced 7-32 : r80a



SERVICES OF SEGMENT CONTROL

BOUNDSFAULT HANDLING

® THE BOUNDSFAULT HANDLER IS THE PROCEDURE "boundsfault™, INVOKED BY
THE FAULT INTERCEPTER MODULE, FIM, WHEN THE BOUNDSFAULT IS DETECTED
BY THE APPENDING UNIT HARDWARE

® BASIC STEPS OF BOUNDSFAULT

| USING THE SEGMENT NUMBER IN THE (SAVED) MACHINE CONDITIONS, FIND
AND LOCK THE PARENT DIRECTCRY, AND FIND THE BRANCH ENTRY

[ LOCK THE AST AND FIND THE SEGMENT'S ASTE VIA

get_ptrs_sgiven_segno. IF ATTEMPTED REFERENCE IS BEYOND THE
MAXIMUM LENGTE (aste.msl) THEN CAUSE "out_of_bounds” TO BE
SIGNALLED

] MAKE THE SEGMENT INACCESSIBLE TO USERS BY "CUTTING TRAILERS"

| TURN ON THE PARENT'S aste.ehs BIT AND CALL get_aste TO OBTAIN A
LARGER ASTE | :

] CALL PAGE CONTROL'S pcs$move_page_table TO MOVE ALL ASTE/PT
INFORMATION TO THE NEW ASTE

{ RETHREAD ALL INFERIOR LIST AND PARENT POINTERS AFFECTED AND TURN
OFF THE PARENT'S aste.ehs BIT

I NOTE: IF THE SEGMENT IS A DIRECTORY, ALL FATHER POINTERS OF
INICZRIOR SEGMENTS MUST BE UPDATED
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SERVICES OF SEGMENT CONTROL

BOUNDSFAULT HANDLING

[ THIS IS THE ONLY REASON FOR THE EXISTENCE OF INFERIOR LIST IN
THE AST

| REMOVE THE OLD ASTE FROM THE AST HASH TABLE AND HASH IN THE NEW

[ CALL put_aste TO FREE THE OLD ASTE

] UNLOCK THE AST AND RETURN A ZERO STATUS CODE TO THE FIM
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SERVICES OF SEGMENT CONTROL

SEGMENT DEACTIVATION

& SEGMENT DEACTIVATION IS PERFORMED BY THE PROCEDURE "deactivate"

[ INPUT: POINTER TO AN ASTE

8 deactivate MAY BE CALLED BY:

| get_aste WHEN AN ASTE MUST BE FREED TO MAKE ROOM FOR A NEW
SEGMENT

| delete_vtoce AS PART OF SEGMENT DELETING

| demount_pv IN ORDER TO UPDATE THE VTOCE'S (AND SEGMENTS) OF A
DISK BEING DEMOUNTED

8 PRINCIPAL STEPS OF deactivate:
§f MAKE THE SEGMENT INACCESSIBLE TO USERS BY "CUTTING TRAILERS"

[ CALL pcscleanup TO REMOVE ALL PAGES OF THE SEGMENT FROM BULK
STORE AND MAIN MEMORY, WRITING ALL MODIFIED PAGES TO DISK

Not To Be Reproduced 7-35 : F80A



SERVICES OF SEGMENT CONTROL

SEGMENT DEACTIVATION

[ UPDATE THE VTOCE FROM THE NOW QUIESCENT ASTE

] THREAD THE ASTE OUT OF PARENT'S INFERIOR LIST, AND OUT OF THE
AST HASH TABLE

I CALL put_aste TO CLEAR AND INITIALIZE THE ASTE/PT PAIR, AND
THREAD THE ASTE AT THE HEAD OF THE APPROPRIATE USED LIST

Not To Be Reproduced 7-36 r8Q2



SERVICES

OF SEGMENT CONTROL

SUMMARY OF MAJOR SERVICES
1K
=12 ]
<i g
= < UN-WIRED I WIRED
i DATA I DATA
LOCATION DATA BRANCH ENTRY DATA BRANCH ENTRY DATA
e PVID * UID o ENTRY POINT BOUND
® VTOC INDEX o RING BRACKETS
o COMPUTED ACCESS KSTE DATA
VERIFICATION DATA © DIRECTORY BIT o RING BRACKETS
e UID INITIATION * DTEM SEGMENT FAULT o COMPUTED ACCESS
© UID OF PARENT e BRANCHPOINTER o PRIVILEGED BIT
o DAMAGED SWITCH (make_known) (seg_fauit}
MAINTAINED DATA MAINTAINED DATA
ACCESS CONTROL DATA o SEGMENT NUMBER o ADDR OF PAGE TABLE
e RING BRACKETS  INITIATED COUNT o OUT OF BOUNDS
® ACLAIM e PRIVILEGED BIT o DIRECTED FAULT BIT
® COPY/SAFETY SWITCH o UNPAGED BIT
o ENTRY POINT BOUND o CACHE BIT
© SECURITY 8IT KSTE
ATTRIBUTE DATA Sow
o NAME(S)
o AUTHOR TERMINATE _;‘
 BIT COUNT AUTHOR (terminate) =1,
e BIT COUNT Elsz
o DIRECTORY 8IT HEE
o PER PROCESS BIT ‘3
o DTEM : ‘8 g
; 2328
BRANCH ENTRY LIFE CYCLE OF A SEGMENT S
2|3 il B
=1 B »
=]
<] o
g H VTOCE DATA
) B e PVT/VTOCE INDICIES
— - e UID
ACTIVATION o DIRECTORY BIT
BRANCH ENTRY DATA " - o PER PROCESS BIT
e UID (activate} e DNZP BIT
o UID OF PARENT t FILE MAP (PT)
o AIM t CURRENT LENGTH
o ORIGINAL NAME DEACTIVATION t RECORDS USED
o DIRECTORYBIT s t MAX LENGTH
o PER PROCESS BIT {deactivate) t QUOTA DATA
® ONZPBIT + USAGE COUNT
t DTU/DTM
MAINTAINED DATA
o FILE MAP i AST TRICKLE MAINTAINED DATA
o CURRENT LENGTH (get_aste) o PHU/PHM BITS
o RECORDS USED - o WIRED BIT
« MAX LENGTH o LISTSR_PTR's
e QUOTA DATA o HASH TABLE R_PTR
o USAGE COUNT o SYS TRAILERR_PTR
« DTU/DTM/DTC/DTD TRUNCATE o INFERIOR COUNT
o DUMPER DATA (truncate) (pcStruncats) o EHS/FMC BITS
© UID PATH o NUMBER OF PAGES
VTOCE ASTE/PT
t MAINTAINED VTOCE DATA
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SERVICES OF SEGMENT CONTROL

TRUNCATING SEGMENTS

SEGMENT TRUNCATION (IE: PAGE REMOVAL) IS PERFORMED BY THE
PROCEDURE truncate_vtoce

[ INPUT: A POINTER TO THE BRANCH ENTRY IN A DIRECTORY SEGMENT,
AND A PAGE NUMBER FROM WHICH TO START TRUNCATING

truncate_vtoce IS CALLED BY:

[ truncate (DIRECTORY CONTROL) WHO HAS LOCATED THE SEGMENTS BRANCH
ENTRY AND VALIDATED THE USER'S ACCESS

[ delete_vtoce (SEGMENT CONTROL) WHO REQUIRES TRUNCATION (FROM
PAGE #0) PRIOR TO VTOCE DELETION

PRINCIPAL STEPS OF truncate_vtoce:

] IF SEGMENT IS ACTIVE, CALL pcsStruncate WHO MARKS THE DEVICE
ADDRESS OF ALL PAGES ABOVE THE PAGE NUMBER SPECIFIED AS "NULLED"
ADDRESSES (DISCUSSED IN "PAGE CONTROL" TOPIC)

[ IF SEGMENT IS NOT ACTIVE:

[ READ IN ALL REQUIRED PARTS OF THE VTOCE AND COMPARE UID'S FOR
CONNECTION FAILURE (RETURN AN ERROR IF SO)
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SERVICES OF SEGMENT CONTROL

TRUNCATING SEGMENTS

§ CALL get_pvtxShold pvtx TO PREVENT A DEMOUNT (IF CALLED BY
truncate)

| COPY ALL ADDRESSES OF PAGES TO BE TRUNCATED FROM THE FILE MAP
AND REPLACE THEM WITH "NULL" ADDRESSES

I} FABRICATE A NEW VTOCE AND WRITE THE VTOCE *® BACK BY CALLING
vtoc_man$put_vtoce

| 1IF ANY REAL ADDRESSES WERE COPIED FROM THE FILE MAP, AWAIT
THE SUCCESSFUL COMPLETION OF THE VTOCE WRITE BY CALLING
vtoc_mangawait_vtoce

] CALL pcgdeposit_list TO DEPOSIT (FREE) THESE REAL RECORD
ADDRESSES

| CALL get_pvtxSrelease_pvtx TO AGAIN PERMIT DEMOUNTING (IF
CALLED BY truncate). THIS CREATES AN ENTRY IN THE PV HOLD
TABLE (SEE TOPIC 6, VOLUME MANAGEMENT) '
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SERVICES OF SEGMENT CONTROL

DELETING SEGMENTS

® SEGMENT DELETION 1S PERFORMED BY THE PROCEDURE delete_vtoce

I INPUT: A POINTER TO THE BRANCH ENTRY IN A DIRECTORY SEGMENT

® delete_vtoce IS CALLED BY delentry (OF DIRECTORY CONTROL FAME) WHO
HAS LOCATED THE ©SEGMENT'S BRANCH ENTRY AND VALIDATED THE USER'S
ACCESS

@ PRINCIPAL STEPS OF delete_vtoce:

I CALL get_pvtxsﬁold_thx TO _PREVENT A VOLUME DEMOUNT IN THE
MIDDLE OF THE DELETION .

[ IF ACTIVE, MAKE THE SEGMENT INACCESSIBLE TO USERS (SEE "ADDRESS
AND NAME SPACE MANAGEMENT", TOPIC 5)

[ TRUNCATE THE SEGMENT TO ZERO LENGTH (SEE "TRUNCATING SEGMENTS"
IN THIS TOPIC), FREEING ALL DISK, BULK STORE, AND MAIN MEMORY
PAGES OCCUPIED BY THE SEGMENT

[ IF THE SEGMENT IS A DIRECTORY SEGMENT HAVING A QUOTA ACCOUNT,
CALL THE QUOTA MOVE PRIMITIVE (gquotawsmg) TO RELINQUISH THE
QUOTA TO ITS SUPERIOR
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SERVICES OF SEGMENT CONTROL

DELETING SEGMENTS

I NOTE: DIRECTORY CONTROL IS RESPONSIBLE FOR DELETING ALL
INFERIOR SEGMENTS BEFORE REQUESTING DELETION OF THE DIRECTORY
- ENSURING A CONSISTENT HIERARCHY AND RECOVERY OF ALL
INFERIOR QUOTA ACCOUNTS

| IF THE SEGMENT IS ACTIVE, DEACTIVATE IT, RELEASING ITS ASTE

| FREE THE VTOCE WITH A CALL TO vtoc_man$free_vtoce

| CALL get_pvtxg$release_pvtx TO AGAIN PERMIT VOLUME DEMOUNTING
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SERVICES OF SEGMENT CONTROL

OTHER SERVICES

OTHER SERVICES PERFORMED BY SEGMENT CONTROL INCLUDE:

0

l

SEGMENT MOVING

REQUIRED WHEN AN ATTEMPT IS MADE TO GROW A SEGMENT AND THERE
IS NO MORE ROOM ON THE PHYSICAL VOLUME

THE ENTIRE SEGMENT MUST BE MOVED TO ANOTHER PV WITHIN THE
SAME LV --- TRANSPARENT TO THE USER AND DIRECTORY CONTROL

THIS IS THE SINGLE MOST INVOLVED AND ESOTERIC SERVICE OF
SEGMENT CONTROL

SEMI-PERMANENT ACTIVATION

ACTIVATING A SEGMENT INTO AN ASTE OF A GIVEN SIZE AND TURNING-
ON ITS aste.ehs (DONE BY grab_aste)

SERVICES FOR sweep_pv

LISTING THE VTOC OF A PACK (IE: REPORTING THE PATHNAMES OF
ALL SEGMENTS OWNING VTOCE'S)

THE LOCATING AND DELETING OF ORPHAN VTOCE'S (VTOCE'S NOT
DESCRIBED IN ANY BRANCH)

REBALANCING OR VACATING PACKS VIA DEMAND SEGMENT MOVING
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SERVICES OF SEGMENT CONTROL

OTHER SERVICES

I SERVICES AT DEMOUNT/SHUTDOWN TIME

)

I -DEACTIVATION OF ALL SEGMENTS ON THE VOLUME BEING DEMOUNTED
AND WRITING OUT THE LABEL, ETC

] SERVICES FOR ADDRESS/NAME SPACE MANAGEMENT (SEE TOPIC 4)

[ DESCRIPTOR SEGMENT (DSEG), PROCESS DATA SEGMENT (PDS) AND
KNOWN SEGMENT TABLE (KST) MANAGEMENT

| SEGMENT FAULT HANDLING (Seg_fault), CREATION, ENTRY HCLDING
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SEGMENT CONTROL METERS

file svstem meters

g FILE_SYSTEM_MITEZRS - D'SPLAYS MISCELLANEQUS MEITERING INFORMAT!ON
FOR THE FILE SYSTEM

I ONLY PARTS RELEVANT TO SEGMENT CONTROL INCLUDED HERE; SEE TOPIC
& (PAGE CONTROL) FOR THE REST .

Total meiering time 0:20:C2
# ATB— NK?
’Y"@(L»(foeh
Activations 1043 1.153 sec.
secfault S¢S 1.2L1 sec. §2.905% of all
makeknown 74 16.251 sec. 7.085% of &ii
cdirectories T 12.527 sec. C.204% of ai!
Deactivationrs 1056 1.139 sec.
Demand deactivate
zttempts 3 400.857 sec.
Seg faults 5080 £.237 sec. .
fauit 4311 0.279 sec. BL.8E2% cf Seg Faults
call 769 1.56L sez. 15.138% cof Seg Facits
activations 969 1.241 sec. 15.075% of Seg Faults
WD Bouncd faults 220 5.466 sez.
oM e Ry 248,161 meec
,\05 “b,).o S€LligLiis O - QU -+ MSEC.
A access L2 28.633 se:. 0.937% of setfaults
S ASTE Trickle 139 8.£52 sec.
Steps L27% 281.04C0 msec.
Skips 3016 £.389 sec. 7C.uLBLS cf Steps
EnS~emed NN GUTAL 37 L.L38 sec. £.9E5% of Skises
Mmem i1 wee e~ 083 1.110 sec. 35.908% of Skips
init ' 1662 0.72L sec. 55..06% of Skips
Sezrches 8] 0.000 sec.
Qﬁ;““5 Cleanups 1056 1.139 sec. 0.1 % of rea! time
Se% odréﬁkﬂygﬂ Force writes 3 L00.B57 sec.
gm ~O <& pages written 3 400.857 sec.
ff”’"}m» Lock AST 184,22 0.0£5 sec.
Qact’
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SEGMENT CONTROL METERS

file system meters

fe. ﬁ/‘:jk ;%TT(@ ne ok
{an

AVE/lock / %
AST locked 4.833 msec. 7.4 , Lo Bo < § 1o
AST lock waiting 1.601 msec. 2.5 — By ioo  JShett 28 &g

AST Sizes 4 16 64 256
Number : 1701 601 - 221 74
Need 819 202 . 208 32
Steps 2341 645 1139 154
Ave Steps 2.9 3.2 5.5 4.5
Lap Time(sec) 873.%;120.5 233.3 577.9
L
}_}._L ~ 0.7 ipc‘m $ e oye A toum) \agh
?701\_ L)Obf‘ ﬂe > 100
,\t‘I "9

Sty FouiT = (eFS0w  wiTL vyl

"0 BT TR
P~ UYwe va SDw
o

1~

fUO‘K_- (328 %ST - Q\CT\‘V’\}Q \T
N .
) £ Son ‘m‘“{“‘g VI e

o tommAnd  Con (posaTRETE

BASGEN
~y R '
‘}Q(AL)SQ T QLOO% 17 o s aluhfe
MK fog) © 2R Mg

A

Flav 14 Segmer m

ok load, Vols 0 F morory A,j A'%”‘/T/\w\

R N T Hoate 7 Toin s

\S ‘A usSe % .l\éu Te 96 mom/ For
AN Onyig T hWas Vo Toee (T
I

O Un. Chules 1o T S FPoqse Tme
Ok ‘ —
e \Qﬁ@,

(T
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SEGMENT CONTROL METERS

vioc buffer meters

€ VTOC_BUFFER_METERS - DISPLAYS VTOC BUFFER MANAGER ACTIV!IT

Totz! metering time: 65:21:12

Routine # calls ATB({sec)

ge:i_vioce 1346752 - 0.17

pui_vtoce 0 0.00

alloc_and_out_vtoce 77378 3.04

free_vioce 7566L 3.11

awsit_vtoce 83376 2.52

GET_BUFFERS 27322¢5 0.09 1656952 Hits ( 60.6% of calls)
AT SLEL 3T 0.25 SLpL2S5 TC Waits (100.0% of calils)

Buife- &1location
# LT7B(sec)

Stees 135L279 .17
Skips 278350 J.84 20.8% of stezs

es 2LT 348 C.S8 B6.2% of skips

rot WK .00 C.0% of skips

wait 385:E 6.1l 13.8% of skips
Disk |/0s

# RTB{sec;

Reacs 236541 C.28
Writes 548573 0.43
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SEGMENT CONTROL COMMANDS

Dis Plon Y, ﬁjf? =

@& PRINT_ASTE_PTP - DISPLAYS INFORMATION FROM AN ASTE
]

ASTE for >udd>Multics>Sibert at 115244 in sst_seg
077550100664 041540056140 165706076310 102401170050
315015000063 640000044000 446736250032 446736250272
003720000000 003164000110 006200006000 073770000102

print aste ptp

uid = 102401170050, vtocx = 63 on pvtx 15 (root4 = dskd_13)

max len 205, 6 recs used, 0 in core, cur len 6 (decimal)

Used 03/18/83 011

Modified 03/18/83 0116.2 est Fri
Par astep = 76310, Son = 56140, brother

6.0 est Fri

Trailer thread = 165706
Aste for a directory.

Quota (S D)
QUsed (S D)

(2000 0)
(1652 72)

Flags: usedf init seg-tgsw fms

PAGE

[l |
N ot WO

PT

063540200041
063546200041
063547200041
063550200041
063567200041

063571200041

377020000001
377020000001
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SEGMENT CONTROL COMMANDS

dump vtoce

@ DUMP_VTOCE - READS A VTOCE FROM DISK AND DISPLAYS ITS CONTENTS

vtoce Sibert (Directory), vtocx 63 on pvtx 15 (root4)-03/18/83 (0116.7 est Fri

Uid = 102401170050, msl/csl/rec = 205 & &
Quota (S D) = (2000 0)

Quota used (S D) =
Quota received

(s D) =

(1423 44) °
(2000 0)

Created 08/16/81 1204.0 est Sun
Dumped 03/18/83 0106.7 est Fri
Used 03/17/83 1737.8 est Thu
Modified 03/15/83 2138.3 est Tue
Switches:

fm_checksum_valid

Activation information:

000000000000
446723404647
002617000054
000000000000

map:

063540063546
777020777020
777776777776

777776777776

102401170050
001000400000
003720000000
000652154327

063547063550
777020777020
777776777776

777776777776

Permanent information:

—_—————

000000000000

000000000000
126104000547
777777777777
000000000000

123151142145
040040040040
441200557477
000000000000

000000000000

000000000000
126104000525
033022237767
000000000000

162164040040
040040040040
135240026001
000000000000
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315006006000
063560063567

000000000000
446734634556

063567063571
777020777020
777776777776

777776777776

000000000000
000000000000

126104000764

033023254650
000000000000

040040040040
040040040040
004370027106
000000000000

7-48

(End Of Topic)

446734564570
003720000000
015364402005
445673737671

777020777020
777020777020
777776777776

777776777776

000000000000

446736227316
000000000000
000000000000
000000000000

040040040040
040040040040
000000000000
000000000000
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TOPIC VIII

Page Control

Page
Page Control OVEIVIeW. « v o « o o o o o o o o o o o o o o o » 8-1
Page Control Terminology « « « « o s o s o o « o o o s o o &« o 8=5
Page Control Data BaSeS. « « o o o o o o o o o o o o o o o o o 8=6
Page Tables. . . ¢ ¢ v ¢« & ¢ ¢ & o o o« o o o o o s« o « o« o« 8-6
COTe MaBD &+ 4 v « & ¢ o o o o o o o o o o o o o o o o« « « « 8-S
System Segment Table (SST) Header. . . . .+ « ¢« « « « o« o » 8-11
Other Data BaS@S . « « + o o« o o o o o s o o o o o o o o » 8=13
Services of Page Control . . v ¢ ¢ ¢ ¢ o o o o o o o s o « « o« 8-15
‘Page Fault Handling. . . « & & ¢ & ¢ & o o o o o s o« o o« » 8=15
PoOSt PUFGING v v v v ¢ ¢« o o o o o o o o o o o o« o o o« o« o 8=27
Page Control MEterS. . =« s o «. o « o s s o « o o« o o o « « « « 8-28
file_system meters . . . . . ¢ ¢ ¢ ¢ ¢ 4 4 e e e e e . 8-28
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PAGE CONTROL OVERVIEW

& FUNCTION

f PAGE CONTROL IS RESPONSIBLE FOR THE MANAGEMENT OF PHYSICAL
MEMORY TO INCLUDE THE MULTIPLEXING OF MAIN MEMORY FRAMES, AND
THE MANAGEMENT OF DISK STORAGE

I ITS TASKS INCLUDE:

I TRANSFERRING' THE PAGES OF ' SEGMENTS BETWEEN THE MEMORY
DEVICES, AND RECORDING THE LOCATION OF "THE" COPY OF THESE
PAGES "

[ REPORTING THE STATUS AND FILE MAPS OF SEGMENTS TO SEGMENT

CONTROL

I PAGE CONTROL IS LARGELY CODED 1IN MULTICS ASSEMBLER LANGUAGE
(ALM) ' :

] PAGE CONTROL CAN BE INVOKED EITHER BY SUBROUTINE CALLS OR BY
PAGE FAULTS

I THERE ARE NO EXPLICIT USER INTERFACES TC PAGE CONTROL
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PAGE CONTROL OVERVIEW

® BASIC PHILOSOPHY

(5=

OF ALL THE SEGMENTS ACTIVE AT A GIVEN TIME, ONLY A SMALL SUBSET
OF THEIR TOTAL PAGES WILL BE REQUIRED FOR ACCESSING

[ PAGES WILL BE READ INTO MAIN MEMORY AS THEY ARE REQUIRED

| THE READING OF A PAGE INTO MAIN MEMORY WILL (PROBABLY) REQUIRE
THE EVICTION OF A PREVIOUSLY REQUIRED PAGE

[ THE CHOICE OF A PAGE FOR EVICTION WILL BE BASED ESSENTIALLY UPON
A "LEAST RECENTLY USED" CRITERIA

[ AN EVICTED PAGE NEED BE WRITTEN BACK TO DISK ONLY IF IT WAS
MODIFIED DURING ITS RESIDENCY IN MAIN MEMORY

® MAJOR DATA BASES

[ PEYSICAL VOLUME TABLE (PVT) - ONE PER SYSTEM. PROVIDED BY
VOLUME MANAGEMENT

[ PHYSICAL VOLUME TABLE ENTRY (PVTE) - ONE PER DISK DRIVE
CONFIGURED

[=—]

EACH PVTE CONTAINS:

[ THE DEVICE ID (DISK DRIVE ID) AND THE ID OF THE PHYSICAL
VOLUME (DISK PACK) CURRENTLY MOUNTED
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PAGE CONTROL OVERVIEW

] THE NUMBER OF RECORDS LEFT UNALLOCATED ON THE PHYSICAL
VOLUME, POINTER TO THE RECORD STOCK, ETC

| RECORD STOCKS - ONE PER MOUNTED PHYSICAL VOLUME, PROVIDED BY
VOLUME MANAGEMENT :

[ CONTAINS AN IN-MEMORY CACHE OF THE .IN-USE STATUS OF RECORDS
ON *“THE VOLUME, FROM THE VOLUME MAP, USED WHEN ALLOCATING OR
FREEING PAGES o

] ACCESSED BY A COMPLEX MECHANISM - WHICH USES NORMAL PAGE I/0
BUT HAS A PROTOCOL TC ENSURE SYNCHRONIZATION OF DISK CONTENTS
AND RECORD STOCK CONTENTS

| SYSTEM SEGMENT TABLE (SST) - ONE PER SYSTEM. SHARED WITH
SEGMENT CONTROL. CONTAINS THE FOLLOWING FIVE DATA BASES USED BY
PAGE CONTROL:
] SYSTEM SEGMENT TABLE (SST) HEADER - ONE PER SYSTEM

I CONTAINS A LARGE NUMBER OF COUNTERS AND POINTERS VITAL TO
THE MAINTENANCE AND METERING OF THE STORAGE SYSTEM

] CONTAINS LOCKWORDS USED TO SYNCHRONIZE PAGE CONTROL AND
SEGMENT CONTROL OPERATIONS

] CORE MAP - THE core_map SEGMENT - ONE PER SYSTEM

[ CORE MAP ENTRY (CME) - ONE PER FRAME (1024 WORDS) OF
CONFIGURED MAIN MEMORY

| EACH CME REPRESENTS A FRAME OF MAIN MEMORY AND IDENTIFIES
THE CURRENT OCCUPANT OF THAT FRAME
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PAGE CONTROL OVERVIEW

NOT PART OF THE SST SEGMENT ANY MORE, BUT LOGICALLY PART
OF THE SST '

I ACTIVE SEGMENT TABLE (AST) - ONE PER SYSTEM
[ ACTIVE SEGMENT TABLE ENTRY (ASTE) - ONE PER ACTIVE SEGMENT

f LIST OF ACTIVE (CURRENTLY BEING USED) SEGMENTS

] PAGE TABLES (PT) - ONE PER ACTIVE SEGMENT, THE OTHER HALF OF
EACH ASTE

| PAGE TABLE WORD (PAGE PTW) - EITHER 4, 16, 64, OR 256 PER
PAGE TABLE

| EACH PTW DEFINES THE CURRENT LOCATION OF A PAGE OF THE
SEGMENT: DISK, MAIN MEMORY ADDRESS, OR NULL

Not To Be Reproduced 8-
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PAGING:

CORE:

PAGE FAULT:

PAGE CONTROL TERMINOLOGY

THE PROCESS OF TRANSFERRING PAGES OF DATA BETWEEN DISK
STORAGE AND MAIN MEMORY (CORE) TO ACHIEVE THE EFFECT OF
ALL DATA BEING IN MEMORY ALL THE TIME

AN OBSOLETE TERM USED FREQUENTLY TO REFER TO MAIN
MEMORY (WHICH IS MOS TECHNOLOGY, NOT CORE TECHNOLOGY)

AN EZCEPTION CONDITION DETECTED BY THE PROCESSOR
HARDWARE (IN THE APPENDING UNIT) WHEN AN ATTEMPT IS
MADE TO USE A PTW SPECIFYING THAT ITS PAGE IS NOT IN
MAIN MEMORY
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PAGE CONTROL DATA BASES

PAGE TABLES

o
[
n
»
w
0 -

Tz 1 & s & T o2 @ 2 v 2 3

0 ADDRESS | app_tvee|
|

< fifecToc v LaclT fum Ger

1 .
13 MAIN MEMORY ADDRESS | 6000 i 1000 !

1410 NULL ADDRESS - REPRESENTS PAGE OF ZEROES i 0000

WORDS! (PTW.INCL.PL T
0ise  pOOR loos | B

A 16K PAGE TABLE (PT)

IMMEDIATELY FOLLOWS AN ASTE (ABOVE;} — ONE PER ACTIVE SEGMENT
COMES IN 4, 16. 84 AND 256K FLAVORS

® THE PAGE TABLES (PT'S) ARE HARDCORE (SST), UNPAGED, DATA BASES EACH
CONSISTING OF AN ARRAY OF PAGE TABLE WORDS (PTW'S)

[ ONE PAGE TABLE PER ACTIVE SEGMENT

I &, 16, 64, OR 256 PTW PER PAGE TABLE

Not To Be Reproduced
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PAGE CONTROL DATA BASES

PAGE TABLES

® ALL PAGE TABLES ARE ASSOCIATED WITH, AND IMMEDIATELY FOLLOW AN ASTE
IN THE AST REGION OF THE SST

® EACH PTW DESCRIBES THE STATUS OF ONE PAGE OF THE SEGMENT CURRENTLY
IN POSSESSION OF THE ASSOCIATED ASTE, INCLUDING:

I THE DEVICE ADDRESS OF THE COPY OF THE PAGE
| PTW VALID INDICATOR AND FAULT NUMBER (FAULT #1)

| FLAGS INDICATING VARIOUS STATES AND PROPERTIES OF THE PAGE SUCH

P - 4

AS I1/0 IN PROGRESS, WIRED, USED, MODIFIED

® THE ADDRESS PORTION OF EACH PTW IS INITIALIZED FROM THE SEGMENT'S
VTOCE FILE MAP AT SEGMENT ACTIVATION TIME
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PAGE CONTROL DATA BASES

CORE MAP
L B R B B | Tyt oY 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3
o t 2 3 4 S & 7 8 9 0 v 2 3 4 S & 7 88 9 v ¥ 2 3 4 S5 & 7 B 9 0 Vv 2 3 A4 S5
o FORWARD REL POINTER BACKWARD REL PTR
AABEE
1 DEVICE ADDRESS TYPE 2]t ul scu
wily "
2 PTW OFFSET IN SST A STE OFFSET INSST
3 PIN COUNTER PAGE SYNCHRONIZATION REL PTR J
{WORDS) {cmp.incLatm)
CORE MAP ENTRY (CME) . P meam

A HARDCORE DATABASE, LOCATED IN THE
CORE_MAP SEGMENT. ONE CME PER CONFIGURED
FRAME OF MAIN MEMORY.

2 THE CORE MAP IS A PERMANENTLY WIRED, UNPAGED, SEGMENT CONTAINING AN
ARRAY OF CORE MAP ENTRIES (CME'S)

-} ONE CORE MAP PER SYSTEM
] ONE CME PER ADDRESSABLE MAIN MEMORY FRAME
IF THE CONFIGURATION HAS HOLES 1IN THE MEMORY ADDRESS

ASSIGNMENTS, OR MEMORIES WHICH ARE TURNED OFF, THOSE CMES ARE
PRESENT ANYWAY (BUT UNUSED) (0 TO HIGHEST FRAME ADDRESS)

Net To Be Reproduced 8-9 F80A



PAGE CONTROL DATA BASES

CORE MAP

EACH CME DESCRIBES THE STATUS OF ONE PAGE FRAME IN MAIN MEMORY

INCLUDING:

] THE DISK ADDRESS OF THE PAGE CURRENTLY OCCUPYING THE FRAME

f ADDRESS OF THE ASTE AND PTW OF THE OCCUPANT

[ FLAGS INDICATING VARIOUS STATES AND PROPERTIES OF THE FRAME AND
ITS OCCUPANT SUCH AS I/0 IN PROGRESS, NOTIFICATION REQUESTED,

AND PIN WEIGHT

THE CME'S ARE KEPT IN A DOUBLE-THREADED CIRCULAR LIST POINTED TO BY

sst.usedp

[ CME'S FOR FRAMES UNDERGOING I/C ARE TEMPORARILY THREADED OUT OF
s
THE LIST

CONFIGURED BUT NOT PHYSICALLY PRESENT ARE ALSC
"777777777777" OCTAL

[ CME'S FOR FRAMES
WITH THREAD WORD

THREADED OUT BUT

] THE REMAINING CME'S REPRESENT MAIN MEMORY FRAMES ACTIVELY IN USE
- AND SUBJECT TO EVICTION BY THE PAGE REPLACEMENT ALGORITHM

27}
(e 9]
(&}
:]-u
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PAGE CONTROL DATA BASES

SYSTEM SEGMENT TABLE (SST) HEADER

® THE FIRST. 512 WORDS OF THE SST IS CALLED THE SST HEADER AND
CONTAINS:

I A LARGE NUMBER OF GLOBAL VARIABLES VITAL TO THE OPERATION OF THE
STORAGE SYSTEM AND ITS SUBSYSTEMS

| NUMEROUS CELLS USED TO METER THE STORAGE SYSTEM

& AMONG THOSE OF INTEREST TO PAGE CONTROL ARE THE FOLLOWING:

| GLOBAL VARIABLES:
| PAGE TABLE LOCK (sst.ptl)

[ NUMBER OF MAIN MEMORY FRAMES AVAILABLE FOR PAGING ACTIVITIES
(sst.nused) AND NUMBER WIRED (sst.wired)

[ POINTERS TO THE BASE OF THE CME ARRAY AND TO THE CME OF THE
"BEST" CANDIDATE PAGE FOR REPLACEMENT

] PVT INDEX OF THE RPV (USED DURING INITIALIZATION)

I METERS

I THRASHING, POST-PURGE-TIME, PAGE FAULTS ON DIRECTORIES, RING
0 PAGE FAULTS, LOOP LOCK TIME, SEGMENT MOVES

Not To Be Reproduced 8
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PAGE CONTROL DATA BASES

SYSTEM SEGMENT TABLE (SST) HEADER

| PAGING METERS REPORTED BY file_system_meters SUCH AS STEPS,
NEEDS, CEILING, SKIPS

Not To Be Reproduced 8-12
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PAGE CONTROL DATA BASES

OTHER DATA BASES

8 ALTHOUGH BASICALLY DATA BASES OF VOLUME MANAGEMENT, THE FOLLOWING
CONTAIN INFORMATION REQUIRED BY PAGE CONTROL (AS INDICATED)

® PHYSICAL VOLUME TABLE (PVT) - ONE PER SYSTEM
| INFORMATION REQUIRED BY THE DISK DIM FOR I/0
| INFORMATION USED BY THE DISK RECORD ALLOCATOR/DEALLOCATOR
(free_store) SUCH AS:
§] THE NUMBER OF UNALLOCATED RECORDS LEFT ON THE VOLUME

| THE LOCATION OF THE RECORD STOCK FOR THE VOLUME

® RECORD STOCKS
| RECORD STOCKS ARE KEPT IN A WIRED SEGMENT: stock_seg
| THE RECORD STOCK FOR A VOLUME IS A LIST OF SOME OF THE RECORDS
WHICH ARE FREE ON THE VOLUME

WHEN THERE ARE NO MORE ENTRIES AVAILABLE IN THE STOCK, IT IS
UPDATED FROM THE VOLUME MAP

Not To Be Reproduced 8-13 F80A



PAGE CONTROL DATA BASES

OTHER DATA BASES

IF THE STOCK BECOMES FULL, SOME OF ITS ENTRIES ARE UPDATED TO
THE VOLUME MAP AND REMOVED FROM THE STOCK

A COMPLEX MECHANISM (SEE volmap.alm, volmap_page.alm) MAKES
IT POSSIBLE TO REFERENCE THE VOLUME MAP PAGES WHILE
SATISFYING A PAGE FAULT

Be Reproduced g-14 F80A



SERVICES OF PAGE CONTROL

PAGE FAULT HANDLING

2 WITHIN ANY DEMAND PAGING ENVIRONMENT THE CHOICE OF WHICH PAGE TO
EVICT IS CRUCIAL TO SYSTEM PERFORMANCE

® ONE OF THE BETTER CHOICES FOR EVICTION IS THE "LEAST RECENTLY USED"
PAGE....OR (BECAUSE OF EFFICIENCY), THE "LEAST RECENTLY NOTICED AS
BEING USED" PAGE.

& THE MULTICS PAGE REPLACEMENT ALGORITHM (PRA), KNOWN IN THE
LITERATURE AS THE "CLOCK" ALGORITHM WAS ONE OF THE FIRST EVER TO BE
IMPLEMENTED

8 THE VERSION AS IT EXISTS TODAY IS A DIRECT DESCENDANT OF Corbato's
ORIGINAL ALGORITHM (SEE SECTION 5 OF THE "MULTICS STORAGE SYSTEM
PLM", AN61, FOR A BIBLIOGRAPHY) '

® PAGES ARE KEPT IN A CIRCULAR LIST, THE CORE USED LIST, IMPLEMENTED
BY THE DOUBLY THREADED CME'S

® A POINTER, MAINTAINED IN THE SST, (sst.usedp) POINTS TO THE LOGICAL
HEAD OF THIS LIST AS FOLLOWS:

Not To Be Reproduced 8-15 F80A



SERVICES OF PAGE CONTROL

PAGE FAULT HANDLING Q’\#

/\&""\5 QI\QW

HAS BEEN
USED*

\ \ NEEDS
\ \ WRITING*

“THE PURIFIER”

U{M|wW

c
- g Y\'\o>\c\ab
=

Not To

N * SKIP USED =1
NI SKiP MOD = 1
STEPS =3

THE CLOCK ALGORITHM

THE “REPLACER” SEARCHES FOR THE FIRST PAGE WHICH IS NEITHER WIRED NOR
MODIFIED, AND HAS NOT BEEN USED SINCE LAST INSPECTED, MAKING THAT PAGE
IMMEDIATELY AVAILABLE TO THE REQUESTOR.

THE “PURIFIER” THEN CATCHES UP INITIATING WRITES FOR ALL “NOT USED-BUT
MODIFIED"” PAGES PASSED OVER BY THE “REPLACER’” AND TURNING OFF THE USED
FLAG FOR ALL USED PAGES.
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SERVICES OF PAGE CONTROL

PAGE FAULT HANDLING

8 PAGE FAULT HANDING IS THE MOST VISIBLE AND CRUCIAL SERVICE OF PAGE
CONTROL

@ A PAGE FAULT OCCURS WHEN A USER REFERENCES A PAGE OF SOME SEGMENT
THAT IS NOT IN MAIN MEMORY

[ OR MORE SPECIFICALLY: HARDWARE ATTEMPTS TO USE A& PTW THAT
INDICATES ITS PAGE IS NOT IN THE MAIN MEMORY

® PAGE FAULT HANDLING IS IMPLEMENTED IN THE ALM PROGRAM page_fault
WHICH IS INVORED DIRECTLY BY THE FAULT VECTOR CGDE (page_ fault is

M DATITM TAMEONADTDMAN DAD DAMLT TATIT MO
00 JAVLL JNIoRWLroilvi TUR IagL Tajvuia)

® THE PRINCIPAL STEPS OF page_fault ARE:

[ SAVE ALL - MACHINE CONDITIONS, MASK AGAINST INTERRUPTS, AND
ESTABLISH A STACK FRAME ON THE BASE OF THE DPROCESSOR DAT2

SEGMENT (PRDS), WHICH 1S USED AS THE STACK FOR INTERRUPTS AND
PAGE FAULTS

[ CHECK FOR ILLEGAL CONDITIONS AND CRASH IF SO
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SERVICES OF PAGE CONTROL

PAGE FAULT HANDLING

[ ATTEMPT TO LOCK THE PAGE TABLE LOCK (sst.ptl) AND WAIT IF
UNSUCCESSFUL

[ LOCATE THE RESPONSIBLE PTW AND ITS ASTE. THIS IS OFTEN THE MOST
DIFFICULT TASK

[ IT IS DIFFICULT BECAUSE IT RBQUIREé FETCHING THE SDW FROM THE
DSEG, WHICH IS, ITSELF, PAGED, AND NOT GUARANTEED TO BE IN
MEMORY

f CHECK FOR TWO WINDOW SITUATIONS INVOLVING SOME OTHER PROCESS
HANDLING A PAGE FAULT FOR THE SAME PAGE:

[ IF PAGE IS NOW |IN, THEN UNLOCK THE LOCK AND RESTART THE
MACHINE CONDITIONS

] IF PAGE IS BEING READ IN NOW, DEVELOP THE WAIT EVENT FOR THE
PTW AND SKIP THE NEXT THREE STEPS

I INVOKE read page TO FIND THE LEAST RECENTLY (NOTICED AS BEING)
USED MAIN MEMORY FRAME, BEGIN THE PAGE-READING FUNCTION, AND
DEVELOP THE WAIT EVENT

§ EXECUTE THE REPLACEMENT ALGORITHM'S WRITE-BEHIND (PURIFIER)
FUNCTION, CAUSING PASSED OVER WRITE REQUESTS TO BE QUEUED

] METER THE PAGE FAULT TO INCLUDE: TIME SPENT; MAIN MEMORY USAGE
OF THIS PROCESS; RING ZERO, DIRECTORY, AND PER-PROCESS FAULTS

Not To Be Reproduced 8-18 F80A



SERVICES OF PAGE CONTROL

PAGE FAULT HANDLING

[ TRANSFER TO THE TRAFFIC CONTROLLER, WHO PLACES THE PROCESS IN
THE WAIT STATE, UNLOCKS THE PAGE TABLE LOCK, AND ABANDONS THE
ENVIRONMENT (SEE "TRAFFIC CONTROL", TOPIC 10)

@ WHEN THE PAGE READING I/0 IS COMPLETE, THE EVENT WILL BE POSTED.
THE WAITING PROCESS WILL BE GIVEN THE PROCESSOR AGAIN AND TRAFFIC
CONTROLLER WILL TRANSFER THE FAULTING PROCESS TO
page_faultswait_return TO RESTART THE MACHINE CONDITIONS

Not To Be Reproduced 8-19 F80A



LOGICAL VIEW
OF SEGMENT A

SERVICES OF PAGE CONTROL

PAGE FAULT HANDLING

212
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CORE MAP
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PAGE FAULT SCENARIO

SCENE 1: AFTER SEGMENT ACTIVATION
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17
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212

SEGMENT A’s
VTOCE FILE MAP
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ASTE

17

35

PT PAIR FREED AND ALLOCATED TO SEGMENT A
VTOCE'S ACTIVATION DATA COPIED INTO ASTE
VTOCE'S FILE MAP DATA COPIED INTO PTW
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CME
3702

SERVICES OF PAGE CONTROL

PAGE FAULT HANDLING

PAGE FAULT SCENARIO

SCENE 2: AFTER PAGE FAULT ON PAGE NO.2

1. FRAME 3702 FREED AND ALLOCATED TO PAGE NO.2

2. PAGE NO. 2COPIED INTO FRAME 3702

3. ADDRESS IN PTW NO. 2 COPIED TO CME 3702

4. ADDRESS IN PTW NO. 2 REPLACED WITH MAIN MEMORY ADDRESS

Not To Be Reproduced 8-21
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SERVICES OF PAGE CONTROL

PAGE FAULT HANDLING
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SCENE 3: AFTER PAGE FAULT ON PAGE NO. 1
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. FRAME 5614 FREED AND ALLOCATED TO PAGE'NO. 1

. FRAME 5614 ZEROED BECAUSE OF PTW NO.1's NULL ADDRESS
. RECORD 2103 ALLOCATED TO PAGE NO.1
. ADDRESS FOR RECORD 2103 WRITTEN INTO CME 5614 AS A NULLED ADDRESS
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SERVICES OF PAGE CONTROL

PAGE FAULT HANDLING
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SCENE 4A: PAGE NO.1 (UNMODIFIED} EVICTED FROM MAIN MEMORY

1. NULLED ADDRESS IN CME 5614 COPIED TO PTW NO.1
2. CME 5614 FREED
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SERVICES QOF PAGE CONTROL
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SERVICES OF PAGE CONTROL
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SCENE 4B: PAGE NO.1(MODIFIED) EVICTED FROM MAIN MEMORY

(AND DISK 1/0 KNOWN TO BE COMPLETE)
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1. FRAME 5614 WRITTEN TO RECORD 2103
2. NULLED ADDRESS IN CME 5614 RESURRECTED AND COPIED TO PTW NO. 1

3. CME 5614 FREED
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SERVICES OF PAGE CONTROL

PAGE FAULT HANDLING
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SERVICES OF PAGE CONTROL

POST PURGING

& POST PURGING IS PERFORMED BY THE PROCEDURE post_purge

® POST PURGING IS AN OPTIONAL SERVICE USED TO OPTIMIZE THE PAGE
REPLACEMENT ALGORITHM

8 POST PURGING:

] FAVORS THE REPLACING OF PAGES USED BY A PROCESS WHICH HAS JUST
LOST ELIGIBILITY (SEE "TRAFFIC CONTROL", TOPIC 9)

| IS A WORK CLASS SETTABLE ATTRIBUTE

@ POST PURGING IS LARGELY USELESS TODAY, BECAUSE MAIN MEMORY SIZE IS
SO MUCH GREATER

Not To Be Reproduced 8-27 FB80A



PAGE EONTROL METERS

file system meters

® FILE_SYSTEM_METERS - DISPLAYS MISCELLANEOUS METERING INFORMATION
FOR THE FILE SYSTEM

] ONLY PARTS RELEVANT TO PAGE CONTROL INCLUDED HERE; SEE TOPIC 7
(SEGMENT CONTROL) FOR THE REST

Total metering time 0:20:02
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TOPIC IX

Traffic Control

Traffic Control Overview ., .
Traffic Control Terminology.
Traffic Control Data Bases .
tc_data. . . . . . . .
Services of Traffic Control
Wait Locks . . . . . .
Processor Mult1plex1ng .
Traffic Control Meters ., . .
total_time_meters. . . .
traffic control _meters .
traffic control _gueue. .
work_class_meters. . . .
respons_meters . . . . .
post_purge_meters. . . .
Traffic Control Commands . .
prlnt _tuning_parameters.

print_apt_entry. . . . .
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TRAFFIC CONTROL OVERVIEW

@ FUNCTION

| TRAFFIC CONTROL (OR THE "TRAFFIC CONTROLLER") IS RESPONSIBLE FOR
MANAGING THE ASSIGNMENT OF PHYSICAL PROCESSORS TO MULTICS
PROCESSES AND IMPLEMENTING THE SYSTEM'S WAIT/NOTIFY AND
INTERPROCESS COMMUNICATION PRIMITIVES

I THE FUNCTIONS ASSUMED BY THE TRAFFIC CONTROLLER ARE KNOWN AS
MULTIPROGRAMMING, MULTIPROCESSING, SCHEDULING, DISPATCEING,
PROCESSOR MANAGEMENT, AND INTERPROCESS COMMUNICATION.

f ITS MAJOR FUNCTION 1S ALLOWING PROCESSES TO AWAIT THE COMPLETION
OF FILE SYSTEM OPERATIONS, SUCH AS PAGE I/O

I TRAFFIC CONTROL CAN BE |INVOKED BY SUBROUTINE CALLS AND
INTERRUPTS

] THERE ARE ﬁO IMPORTANT USER SUBROUTINE INTERFACES, BUT THERE ARE
PRIVILEGED SUBROUTINE INTERFACES FOR PROCESS CREATION,
ADJUSTMENT OF SCHEDULING PARAMETERS, ETC. :

