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PREFACE

The Fall 1968 DECUS Symposium broke alf records with an attendance of 390. Extending the meeting to two-and-a-half days
also was a deviation from the norm of two-day meetings. Sessions included presentations in Interactive Systems, Data Acquisition
and Control, Education, Biomedicine, Hardware, FOCAL, and workshops in software systems for the PDP-8, PDP-9, PDP-6/10
and LINC-8. Available during the meeting was a PDP-9 and a LINC-8 for demonstration and use by the attendees.

Papers published in this volume have been printed as received from authors with no editorial changes. In some cases, papers
were not received in time for publication, these papers are listed in the appendix. If the omitted papers are at some time
submitted to the users group, they will be published in the newsletter, DECUSCOPE. Reprints of papers presented here are
available from the DECUS Office, Maynard, Massachusetts 01754.

This Proceedings also contains a list of meeting aftendees and author index.

Special thanks to Meetings Chairman, Professor Philip Bevington and to all Session Chairmen and speakers for their support
and participation.

vi
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A PDP-8/S AS A PROCESS CONTROLLER FOR MANUFACTURE
OF TANTALUM THIN FILM T-PAD ATTENUATORS

H. D. Marshall & R. L. Siegel
Western Electric Company
Allentown, Penmsylvania

ABSTRACT

A PDP-8/S forms the nucleus of a complex anodizer tester for

‘the manufacture of T-pad attenuators.

This paper describes the

basic problems of anodizing and testing tantalum resistors and
the design consideration of hardware and software to meet this

task.

The hardware coverage in this discussion is limited to

basic descriptions of the peripheral equipment to allow & more
thorough treatment of the software logic.

The Electronic Industry continues to introduce
more complex devices every year. The manufacture
and testing of these devices have become more time
consuming, complicated and expensive. The rela-
tively recent development of the "small" computer
has facilitated the design of more sophisticated
manufacturing and testing equipment, thus, reducing
the device cost. The intent of this paper is to
discuss a method of adjusting and testing tantalum
thin film attenuators using a Digital Equipment
Corp. PDPS/S as the process and test coordinator.

The scope of the discussion is the familiarization
of the reader to the problem of anodizing attenu-
ators, the necessary hardware development, and the
marriage of the hardware to the software.

DEFINING THE TASK

It was desired to create a system to anodize and
test tantalum thin film "T" attenuator pairs with
values of 8.0, 4.0, 2.0 and 1.0 * 0.01 @b and 0.8,
0.4, 0.2 2nd 0.1 + 0.01 @b with input and output
impedances of 300 + 2% ohms.

The electro-chemical process of anodizing is beyond
the scope of this paper, however, a few basic facts
will be discussed to establish the tasks expected of
the hardware.

The resistive value of tantalum thin film can be
increased by covering an area of tantalum with
electrolyte (a mild acid solution) and passing
current from the tantalum to a probe suspended in
the electrolyte. Tantalum oxide, an insulater,
forms on the tantalum film as the film reduces in
thickness during anodizing. (See Figure 1)
Resistors can be anodized to a predetermined value
by alternating between measure and anodize circuitry
increasing the anodizing voltage slightly during
each cycle. Thus, several important requirements
for the hardware are defined, i.e., an adjustable
anodizing voltage source, an alternating measure-
anodize system and fixturing* to mechanically
attach the measuring and anodizing probes to the
tantalum circuits.

*Fixturing, although in this application is both
complicated and important, is primerily a
mechanical engineering problem and will not be
discussed.

The above method may be used to adjust single or
multiple sets of resistors and when many resistors
or sets of resistors are to be adjusted simul-
taneously it becomes apparent that a "controller”
and "memory" must be employed.

A "T" attenuator (or pad) is simply three

resistors comnected in a "T" configuration and can
be easily duplicated by a tantalum thin film
configuration as seen in Figure 2. A "T" attenuator
is a device used to reduce power or voltage to some
desired level and is usually inserted in a line of a
given impedance and does not alter the impedance of
the line. In this case, the insertion impedance is
300 ohms. Figure 3 shows an attenuator inserted in
a 300 ohm line and cutting into the line at either
dotted line 300 ohms would be measured in each
direction. Therefore, a properly constructed
attenuator inserted into a line will require the
same amount of power from the source as that
required before insertion.

There are only three discrete resistor values to
define a T-attenuator of a given input-output
impedance and power or voltage loss. If the input
and output impedances are desired equal, R; must
equal Rp (Figure 2). Then Ry + Rp called R series
and Ry called R ghypy form a balanced attenuator.
By assigning values to R series and R gpynt @

"T" attenuator is fabricated with a defirped loss
and its input and output impedance balanced. To
calculate the necessary values of R gepies @nd R
shunt to produce a given attenuation and impedance
(or visa versa) see Appendix 1.

Imagine R gapjeg @nd R shunt in Figure 3 are
adjustable resistances. Increasing R geries
increases the loss ratio and increasing R ghynt
decreases the loss ratio. However, increasing
either R gepies OT R shunt increases the input
impedance of the attenuator. These facts must be
arranged into a workable anodizing plan to define
hardware and software design parameters. Let us
think through the necessary steps to adjust an
attenuator, for example, to 8.00 % 0.0ldb at 300.0
ohms *2%.

The first step is to separately adjust R series o
the calculated value needed for an 8.00db attenuator
at 300 ohms. During the adjustment of R gepies;
control the balance of Ry and Rp of which R gerjes
is composed. With R gepjes adjusted to the calcu-
lated value and Ry equal to R , there is only one



R ghunt resistive value which will exactly define
the attenuator as 8.00db at 300.0 ohms. Therefore,
R shunt must be separately adjusted to the proper
value.

The method for performing this R ghynt adjustment
is to insert the attenuator in a circuit as shown
in Figure 3 for measuring loss ratio, i.e., the
ratio of one half of the power supply voltage* to
the voltage across R jpagq. Then, anodize R gpunt
up in value causing the insertion loss to lower to
the specified limit as also shown in Figure 3. If,
as previously proposed, R geries Was accurately
adjusted and R gyt a@djusted to the correct limit,
the attenuator is now 8.00 db at 300.0 ohms.
Notice, with this scheme it is not necessary to
measure the input-output impedance during adjust-
ment. Precise selection of the 300 ohm R source
and R 10 resistors (in the measuring circuit) and
adjustment of R gerjes @0d R ghynpt to the exact
calculated values guarantees the correct input-
output impedance of the attenuators.

HARDWARE CONSIDERATIONS

The basic task has been defined and the actual
attenuator circuits to be processed and tested are
shown in Figures 4 and 5. Notice in Figure 4 the
pairs marked 1, 2, 4 and 8 are the 1, 2, 4 and 8 db
pads and in Figure 5 the pairs marked .1, .2, .k,
and .8 are the 0.1, 0.2, 0.4 and 0.8 db pads. In
later discussion, the top four pads in each circuit
are referred to as "Top" or "Upper" pads and the
bottom four pads are referred to as "Bottom" or
"Lower" pads. This describes their physical
location on the circuit. Also, the attenuators in
Figure 4 are referred to as "High" pads and in
Figure 5 are referred to as "Low" pads which
describes their electrical value. Therefore, the
proposed equipment must be capable of processing
and testing either High or Low pads of the values
presented above (all with input and output imped-
ance of 300 obms). To spice the requirements even
more, there are nine identical circuits on each
ceramic substrate, eight pads on each circuit and
essentially two resistors (R ggprjes @nd R shunt! %
each pad or 144 total anodizations per subs%ra%e.

A layout of the substrate can be seen at the bottom
of Figure 6. The upper portion of Figure 6 is the
block diagram of the hardware necessary to adjust
and measure the substrate. Each pad must be
serviced by 5 fixture contacts (three for measuring,
one for R geries anodize and one for R ghynt
anodize); and remembering there are 72 pads per
substrate means 360 contacts must be made at the
substrate surface. Also recall that no anodizing
contact may touch any part of the tantalum circuit.
The contacts are brought down in open ceramic areas
near the resistors to be anodized and are immersed
in the electrolyte paste which has been carefully
screened on each associated resistor¥* and includes
the open area. With reference to Figure 6, the
fixturing pins contact each pad of either the High

*Loss Ratio (db) = 20 log VR Load
152 (V supply)
Semples in Appendix 1

¥¥Isolation dams of asphalt are temporarily
screened on the substrate to restrict the electro-
lyte from touching the gold contact areas and to
separate the R gerjes 80d R gyt portions of the
tantalum.

or Low value substrate and the Matrix connects only
the 18 identical pads to the Pad Selector at a given
time (i.e., with regard to Figure 4 first comnecting
18 - 1 db pads until adjusted then 18 - 2 db pads,
followed by 4 db and 8 db pads in order determined
by the controller). The Pad Selectors normally
connect the appropriate 5 leads from each pad to its
associated anodizer; however, by controller
selection any 2 pads may be connected to
configuration selectors for Ratio measurement.
Notice, the hardware is divided essentially into

two identical branches. The reason for the hard-
ware division is simply the fact that the Ratio-
meter operates slowly compared to the controller.
The controller is essentially servicing two separate
hardware facilities; i.e. the left side (Figure 6)
adjusts "Top" pads, the right side adjusts "Bottom"
pads and the controller alternates between them.

To summarize the hardware: The pins contact the
attenuator circuits, the Matrix selects a column
of similar pad values to be operated on, the Pad
Selector connects all pads to its associated
Anodizer or selects a pair of pads and commects
them to the Configuration Selectors, the Config-
uration selectors connect the pads to be tested in
& Zin, Zout, or insertion loss circuit config-
urations, the Ratio meter reads analog ratios and
converts them to binary coded decimal for control-
ler comparison to stored values.

THE OPERATION -

A block diagram of the actual equipment is seen in
Figure 7 and the following discussion describes the
tasks done by the hardware when accessed by the
controller (or computer). Each of the 18 anodizers
has its own device number and device selector. The
anodizers are controlled by placing a word in the
accumulator and sending this word through an
assocliated device selector, flip-flops, and relay
drivers to cause the anodizer to do any of the
following operations:

1. Generate a voltage step increase on the output
of the anodizer and anodize the associated
resistor to this new voltage level (the
duration of anodizing times are preset by
interface hardware).

2. Operate on "Series" or "Shunt" resistors as
determined by the software program.

3. Set any Anodizer to "slow" or "fast" anodize
as determined_by the proximity of the pre-
selected desired value.

L. Discharge any anodizer when the desired value
is attained.

5. Change from anodize to measure mode for series
or shunt (this transfer is executed by the Pad
Selector under the control of the anodizing-
board device Selector).

The equipment Start and Stop buttons (not the

start and stop buttons on the computer) are used to
start and stop the processing of the T-pads. Both
of these buttons are under control of the same
device selector and allow the computer to determine
if either of the buttons has been depressed. The
start button is enabled only when the fixture is in
the raised position and the stop button which is

always enabled is also connected to the computer
interrupt buss.



The Matrix allows the system to process any one of
four columns of T-pads from the fixture. Each
columm consists of 18 pads with 5 leads per pad.

The three measuring leads of each pad are connected
to the Pad Selectors and the two anodizing leads are
connected to each of the 18 anodizers. The computer
controls the column to be selected or reset by
placing a word in the Accumulator and sending the
word through the Matrix device selector and 10 amp
drivers to operate the matrix.

There are two fixtures associated with this equip-
ment. One fixture is used for high value pads and
the other fixture for low value pads. (The High
and Low substrates differ geometrically, consequent-
ly, need separate pin configurations) Both of the
fixtures are parallel wired to the Matrix and the
program allows only ome fixture to be used at a
time. The computer takes an initial predetermined
resistance reading to identify whether a high or
low substrate has been contacted by the raised
fixture then, utilizes this information to
initialize the proper limits for processing. The
computer also controls the lowering of the fixture
by using an extra pulse from one of the anodizer
device selector boards.

The pad Selectors normally connect each T-pad to
its associated anodizer, however, the computer may
select a pair of T-pads in a given column and
connect them to the Configuration Selector for
measurement during programmed control.

The computer controls the Configuration Selectors
by placing a word in the accumulator and sending
this word through a device selector, flip-flops,
and relay drivers to each Configuration Selector.
The Configuration Selectors are operated in
parallel to setup the following ratio measurement
circuits:

1. Series Resistance and Series Verify (Series
Verify determines if the series measuring
pins are contacting the substrate)

2. Insertion loss
3. Input impedance
4. OQutput impedance

5. Shunt Verify (determines if the shunt pin is
contacting the substrate.

There is a series resistor balance circuit
associated with each configuration selector. Each
balance circuit is always energized but is only
used when the configuration selector is measuring
the series resistance of a T-pad. The balance
circuit sets a latching relay on each associated
anodizer board to produce nonlinear anodizing of
the series resistor with respect to the shunt
resistor. This is accomplished by forcing a
voltage gradient across the series resistor of a
pad during anodizing and causes the lower resis-
tance half of the series resistor to ancdize
faster. This process tends to equalize the
attenuators input and output impedances. The out-
put signal from each balance circuit is fed through
the pad selectors to the associated anodizer board.
The timing for this balance routine will be covered
in the later discussion of the Digital Ratiometers.

There are two Digital Ratio Voltmeters (DVM's) used
in conjunction with the configuration selectors to
make the actual ratio measurements. The upper DVM
is used with the upper configuration selector and
the lover DVM with the lower configuration selector.

Fach DVM is controlled by the computer through its
two device selectors. The BCD output from the DVM's
are handled as "double precision" numbers, each
half with a separate device selector. The computer
can also sense when either DVM has completed a
reading. This sensing is done through the device
selector that transmits the least significant
portion of the BCD output. The other device
selector which transmits the most significant
portion of the BCD output is also used to cause the
DVM to start a reading. When a DVM reading is
required, the first step that occurs is an 8 ms.
delay for the system to settle down and then a 15 ms.
read command to the DVM. It is during this 15 ms.
read command that the balance circuit associated
with that DVM is also commanded to make a balance
measurement. Both the 8 ms. and 15 ms. delay and
read durations for each DVM are under hardware
control.

Nine inker solenoids are located under each fixture
and operate if any of the 8 T-Pads on a circuit have
failed final measurements by placing an ink mark on
the underside of the faulty circuit on the substrate.
Both sets of inkers are operated in parallel from
the computer but either set of inkers is disabled
by raising the opposite fixture. The computer
controls each inker by placing a word in the
accumulator corresponding to the inker to be
activated. This word is sent through the inkers
device selector, flip-flops, and solenoid drivers
to energize the proper inkers.

The software program was written to combine the
previously described peripheral devices into a
attenuator processing and testing system.

ALL PADS ANODIZE LOGIC FLOW (FIGURE 8)

The main anodizing program is stored from location
200 to location 3377 and on part of the zero page.
The program is started at location 0200 and a
command to drop the fixture is issued. The sections
of the program for "Verify" and "Measure" are then
initialized. The Verify portion will check each of
the 72 T-Pads to determine if each of the 3 measur-
ing pins per T-Pad are msking connection. The
measuring portion will measure each T-Pad for input
impedance, output impedance, and insertion loss.
The computer will wait for a prepared substrate to
be raised in the fixture and the program to be
started. When the program is started, the computer
takes an initial reading to determine whether the
substrate is a "high" or "low" value and stores this
information. The switch register setting will
direct the program to either measure the pads or
verify, anodize, then measure the pads. Assume for
this example the latter is desired. The verify
limits are set up and the first pad is tested for
"verify series" and "verify shunt." The computer
makes a comparison between the DVM readings and
stored limits to verify low series or shunt pin
contact resistance. If verification is negative,
flashing lamps afford a choice to "override" or
"drop the fixture" and restart. When verify is
satisfied, a set of limits are selected based on
the initial high - low readings previously stored.



An appropriate Metrix column counting location is
set to (1). The configuration selectors are set
for series measurements and the anodizers are set
up for series anodize. The computer tests to find
if the last matrix columm has been finished. Since
it has not, the matrix is set to column one, and
both DVM's are commanded to read. The interrupt is
then turned on and if no devices are asking for
service, a delay bit is rotated in the accumulator.
The interrupt subroutine will service only one DVM
at a time. When one DVM has been serviced, the
subroutine alternates to service the other DVM and
stores a count until 18 measurements have been
taken (which constitutes one pass on all the
anodizers.)

The devices that may call the interrupt are the
Upper and Lower DVM, parity error, equipment stop
button, or the teletype. If a parity error occurs,
the computer is automatically shut down. The
equipment stop button causes all processing to stop
and the fixture to drop. If the teletype reader or
punch calls, it is completely ignored sending a
"clear" pulse through its device selector. There
will be approximately 30 ms. from the time a
command is issued for the DVM's to read until a
DVM calls the interrupt. Since this is the first
reading, only the upper DVM will be serviced. If
the lower DVM calls the interrupt first, the
interrupt subroutine will ignore it and wait for
the upper DVM. When the upper DVM finally asks

for service, it s reading will be gated into the
computer and a double precision comparison will

be made against a stored fast-anodize limit. If
the reading is less than the fast limit, that
anodizer will be set to fast-series-anodize and
charge. (A 100 ms. anodize pulse will occur) If
the reading is greater than the fast limit, it will
then be compared against a finished value limit.

If the reading is less than the finished value,
that anodizer will be set for slow-anodize and
charge (a 100 ms anodize pulse will occur). If the
reading is greater than or equal to the finished
value, a "finished" register will be incremented
and the anodizer discharged. In any case, the next
circuit will be set to measure and the Upper DVM
comuanded to read. Control is then given to the
interrupt subroutine whieh will now accept only the
Lower DVM. When the Lower DVM asks for service,
the same type of processing occurs and the reading
is compared against the proper limits to check for
fast-anodize, slow-anodize or discharge. The pro-
gram now checks to see if 18 pads have been measured.
The program investigates whether 18 pads have
completed series anodize, or a specified time limit
has been exceeded. If all 18 pads are finished (or
the allotted time exceeded) the process is then set
up for shunt-anodize, insertion loss measurements,
and a new set of limits are used. If all 18 pads
have not been anodized, the next Lower pad is set
to measure and control is again given to the
interrupt subroutine. This process is continued
until 21l 18 pads are finished (or timed out). The
shunts of the T-Pads are anodized following the same
process as described for the series anodize except
different limits are used. When all of the shunts
have been adjusted to a specified insertion loss
ratio, the Matrix Column Register is incremented.
The program again sets up for series-anodize. If
the Matrix Column Register is not (4), the process
of anodizing series and then anodizing the shunts
is continued until all four columns have been
completed. At this time, the interrupt is turned
"off" and the measuring subroutine is given contrd.
The measuring routine has the capability of

4

rejecting circuits for insertion loss to tolerances
of + .0ldb, .03db, .05db, or .07db (determined by
previous setting of the switch register) and output
impedance of 300 chms #2%.

A circuit (8 pads) is to be rejected if any pad
fails any test limits. Therefore, any time a pad

is out of limits, one of the nine associated circuit
registers are incremented. This inf ormation is
used later to operate inkers in the fixture to mark
circuit failures. However, the proper setting on
the switch register will prevent inking of rejects
and command teletype print out of insertion loss,
input and output ratios. At this point, the fix-
ture will release and is ready for the next substrate.

Included in the computer program are 16 routines
which aid in the general maintenance of the equip-
ment. These additional programs allow an operator
a fast examination of approximately 90% of the
machine hardware and in many cases describe on the
teletype the location of an existing problem.

This equipment cost approximately $78,000 including
engineering and design and will process and test a
complete substrate in approximately one minute.

APPENDIX 1

DETERMINATION OF RESISTANCE VALUES FOR A BALANCED
T-ATTENUATOR NETWORK

R R

1 2
OF VVVV v’~f‘v—OT
- Bin _ R3 - Bout _
Z Z Z

A

K = Ein/Eout, this ratio is the desired voltage
ratio corresponding to the desired attenuation
in ab. (K >1)

LOSS (db) = 20 log;, Ein/Eout

R = Ry = Z (K - 1) and R3 = 2ZK

K+ 1 ¥-1
Example: calculate 8.00db, 300 ohm Zin, Zout Pad.
8.00 db = 20 log Ein/Eout

i

Ein/Eout = antilog (8.004b)
20

Ein/Eout = antilog (.400)

Ein/Bout = 2.5119 = K

Ry = Ry = 300.0 (2.5119-1), Ry = 2(300.00)(2.5119)
2.5119+1 (2.51195% -1

Ry = R, = 129.155 R3 = 283.845
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THE GASCHROM-8 SYSTEM

By:

Bradley Dewey III and Gary Cole

Digital Equipment Corporation
Maynard, Massachusetts

-

In many research and guality control
laboratories in the chemical process in-
dustries, multiple gas chromatographs are
relied upon to supply chromatograms which
are analyzed and used for gquantitative
analysis.

These instruments are often running simul-
taneously and on multiple shift bases.
Characteristic problems involved in this
sort of wholesale chromatography are many.
Often there are many peaks of interest,
whoze size varies over many orders of mag-
nitude; these must be integrated and
mormalized or compared to some standard.

Noise is an ever present and varying
quantity. Baselines drift and confuse the
area determination process and apparent
sensitivities. Fused peaks create the
need for judgement of area allocation be-
tween two or more peaks. Column aging and
other variables cause calibrations to
change which requires a determination of
up-to-date component response factors.

All these difficulties are costly. They
lead to wasted time, money, and personnel.
A large number of people is required to
analyze and quantitate the chromatograms.
A long time interval is present between
sampling and reporting. Accuracy is
limited. Integration and area allocation
are seldom as accurate as the chromato-
graphic instrument. Finally, manual data
analysis, with its associated lead times
causes a low utilization of the expensive
chromatographs. The GasChrom-8 system has
been designed to solve many of these
problems. It is a dedicated, computer
based system for acquisition and analysis
of up to 22 chromatographs, simultaneously.
The system automatically accomplishes the
following:

1. It collects all input signals
from up to 22 instruments.

2. It allows parallel operation of a
strip chart recorder and its
associated attenuation switching.

3. It calculates peak areas and peak
retention times.

4. 1t allocates area of overlapping
peaks.

5. It corrects for baseline shifts.

6. It calculates component concentra-
tions.

7. It identifies peaks by name and
elution time.

8. It applies appropriate response
factors.

9. It types a complete analysis re-
port.
This system is completely automatic except
for sample injection.

The program is divided into four discrete
sections. FIRST, the monitor. This op-
erates the ADC, multiplexer, chooses gain
ranges for the amplifier, operates the
local operator's console and the teletypes.
SECOND, the foreground program. This pro-
cesses the chromatograph data; forming and
integrating peaks and storing peak data on
the disk in a chained array. It incorpor-

ates:
1. digital signal filtering
2. threshold logic peak detection
3. automatic baseline detexmination
4. shoulder detection.

THIRD is the report generator. This pro-

cesses stored peaks and produces analysis
reports ready for typeout at the end of
a chromatogram. It incorporates the
following:

1. Dbaseline correction

2. overlapped peak resolution

3. relative retention time calcul-
ation

4. peak identification

5. raw area reporting

6. area normalization

7. adjustment by response factors

8. internal standard computation.

FOURTH is the conversation mode. This
allows entry, deletion, modification, and
reporting of methods for analysis. Opera-
tor prompting and validity checks are in-
corporated. 1In includes:

1. a library facility for maintaining
up to 100 user developed analysis
methods

2. automatic calibration of analysis
methods

This software package therefore affords
dynamic interpretation of gas chromatography
data. 1It's variable sampling rates from 3
points per second to 60 points per second
enables capillary columns to be run with
ease. Its variable sensitivity to peaks
may be set vastly different at differing
points in the chromatogram through four
separate sensitive software controls over
amplitude threshold, minimum peak araa,
minimum peak time, and sensitivity to
shoulders.

Identification of peaks is very flexible
due to the user creation of the compound
table portion of the analysis method. The
expected elution time and compound name are



entered first. A tolerance is then
specified. This is a figure in seconds
which provides a time window around the
expected elution time. The largest peak
in this window is given the compound name.
Windows may be overlapped for closely
neighboring peaks. The response factor
(which may be updated at any time by cal-
ibrating the method) and calibration weight
of the component in the standard are then
entered.

The complete computation may be of four
types. Area normalization, internal
standard, external standard, or calibration
Each report format includes a printout of
tolerance in - %. This number reflects
where, in the expected time window, the
peak actually appeared. When examined
frequently, this is an excellent index of
column aging and general repeatability of
the chromatograph system.

The calibration is used to calculate, or
update response factors on a ssandard
sample on demand. Once determined and
made a part of the analysis method auto-
matically, it will not again be changed
until such time as another calibration is
requested. Therefore, a bum sample will
not ruin a carefully created method.

GasChrom-8 makes chromatography date more
meaningful and sees features which the
human analyist cannot. Both accuracy and
repeatability become instrument limited,
not analysis limited. Shoulders not even
visible on the strip chart recording will
have their accurate component percentages
reported. Overlapping peaks will be re-
peatedly reported with the proper area
allocation and correct baseline will always
be accurately computed.

The GasChrom-8 is a very powerful system.
The basic hardware includes an 8K, PDP-8/I,
extended arithmetic element, a 32,000 word
disk, 12 bit ADC, a 9 gain range program-
mable amplifier and individual isolation
amplifiers.

Up to 5 teletypes may be operated, inde-
pendently and remotely from the basic
system. Teletypes and the individual
chromatographs may be run remotely as far
as 1500 feet from the main system without
modification.

These characteristics are due to the
specifications of the analog circuitry.
Depending on whether a X1 or X10 isolation
amplifier is selected, the full scale range
of the system is one microvolt to one volt
or ten microvolts to 10 volts.

The imput amplifier is differential and has
a one megohm 60 db at D.C. Common mode volt-
age is 300 volts.

The most useful part of the entire system
is the user created method of analysis of
which 100 may be stored on the system's
disk. This includes the compound table
described previously. There are only two
parameters which must be set and held
constant for the entire chromatogram; they
are report type and sampling rate. All
other functions, or software controls, and
there are eleven, may be different at any
point in the run. In the enter method
(conversational mode) these function codes
are all placed at a selected time, in
seconds, from the beginning of the run and
are weighted to provide the desired sens-
itivites -

Code O terminates the run and generates
the report.

Codes 1 and 2 are used to start and
stop data acquisition providing
"no interest" windows

Code 3 starts the automatic baseline
determination

Code 4 is the amplitude threshold level
for peak detection.

Code 5 sets sensitivity to shoulders.

Code 6 sets the peak detection exam-
ination time.

Code 7 sets a time, after peak crest
at which a peak tailing peak is
terminated.

Code 8 allows unique points in time to
be chosen as baseline points.

Code 9 determines the area threshold
for peak detection.

Code 10 allows the status of three op-
tional relays to be changed for
control of the chromatograph.
These may be used for such
things as flushing the column.

Handling of unknowns may be handled in
three ways. An unknown, in the GasChrom-8
system, is a component which is not listed
in the compound table. They may be ignored
or an arbitrary response factor of one may
be assigned or the response factor of the
most recent named component may be applied.

The reference peak to be used to sale the
time frame of the run is also user selected.
Its search zone may be made as wide as
neighboring peaks allow. Each peak elution
time is scaled by this reference peak before
it is identified by the compound table.

This is another control over the effect of
column aging.

The GasChrom-8 analysis report may be used
very nicely with the strip chart recording
when one is desired. Aside from cross re-
ferencing thru elution times, each



component in the report is coded with two
of three letters..... B V S denoting the
type of peak where B represents baseline,
V - valley, and S - shoulder. So, a peak
labeled SV begins at a shoulder and ends

in a wvalley.

Report formats have also been modified for
user convenience such as one case where a
qguality control lab wanted to supply the
process operator with only name and weight
percentage. These are relatively easily
accomplished. Also, the system is expand-
able with extra core for up to 64 chromato-
graphs running.

Therefore, the requirements of even the
largest laboratory may be met.






COMPUTERS AND NUCLEAR MAGNETIC RESONANCE SPECTROSCOPY

By:

Charles P. Spector and Bradley Dewey III

Digital Equipment Corporation
Maynard, Massachusetts

Since the mid 1950's utilization of NMR has
been growing at a high rate in the field of
Analytical Chemistry as it has been recog-
nized as a very powerful tool in qualita-
tive analysis. Fortuitously, among the
nucleii which exhibit the phenomenon are
the most critical in organic chemistry,

are isotopes of hydrogen, carbon, £fluorine,
and phosphorus. NMR now is a routine ana-
lytical procedure used by organic chemists
in analysis, and confirmation of structure.

The NMR spectrometer applies a large mag-
netic field normal to another alternating
magnetic field. This produces a macrosco-
pic magnetic moment, in the sample, which
will induce a voltage in a coil. The ef-
fect of the precessing nuclear magnetic
moments, in resonance, may be measured as
a change in impedance of the coil. Al-
though the nuclear magnetic moment of a
given nucleus is primarily determined by
the external field, small differences,
caused by interactions of shielding elec-
trons and nucleii, cause slight shifting,
called chemical shifts and spin-spin coup-
ling. This spectoral information is what
the investigator must acquire and analyze.

However, there are significant problems
both in acquisition and analysis. In many
cases, one is faced with a very low signal
to noise ratio which can be so bad as to
preclude spectrum recognition. This clear-
ly calls for signal averaging on repetitive
scans, Historically, hard wired signal
averagers have been used. However, general
purpose computers, and dedicated computer
systems have been applied to the problem
very profitably.

The Lab-8 system is such a dedicated sys-
tem which may also be used as a general
purpose computer.

The basic Lab-8 system is a powerful sig-
nal averager which incorporates a full
scale general purpose digital computer to
provide desired flexibility and versatility.
.The standard package includes a 4K PDP-8/1
computer and an AX-08 laboratory peripher-
al.

The AX-08 consists of a 9 bit analog-to-
digital converter, sample and hold, analog
multiplexer, oscilliscope interface, ampli-
tude discriminators, clocks and a power
supply. An AAOlA digital-to-analog con-
verter is added to the basic system for
controlling the sweep of the spectrometer.

In both the AX-08 and the AAO0lA, by elimi-
nating the duplication of modules required,
cost was decreased substantially without
loss of capability.

The AX-08 will accept the signal from the
NMR spectrometer both as signal informa-
tion and through the synchronization input
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so as to trigger the sweep. This will usu-
ally be set up with the discriminators so
that the TMS peak will trigger the scan.
Since the Lab-8 system works on a rotating
buffer concept, no information will be lost.
The AX-08 will also caontrol an oscilliscope
and the recorder through a three part rou-
tine of the spectrometer for analog output
of the averaged spectrum.

The software for the Lab-8 system will
allow signal averaging, using the conversa-
tional mode for setting up parameters. The
conversational mode in this case is used in
conjunction with the oscilliscope. Ques-
tions and answers are displayed on the face
of the scope. The scope asks the question
then displays the answer that the experi-
menter feeds in on the teletype on the face
of the scope.

There are two basic signal epics which are
inherent in the software of the Lab-8 system.
The total number of data points in the sys-
tem is 1024. These may be used for one
average or two averages, where the second
average would be a higher resolution region
of interest sweep. These are accomplished
simultaneously. User sets parameters of
these .epics by choosing the number of data
points, the sweep speed, and the dealy from
the synchronization pulse, After the para-
meters are set up a summary appears on the
oscilliscope displaying the beginning of
the sweep, the sweep rate, and the end time
of the sweep in microseconds, milliseconds,
or seconds.

Another advantage inherent in the use of a
general purpose computer for signal aver-
aging is the fact that by adding more core
memory, the number of data points may be
increased for yet higher resolution. With
the option XR, which is recommended for the
AX-08 used for NMR, the region of interest
is displayed as a brightened part of the
spectrum on the scope. At any point during
the averaging process. by using one key on
the teletype either the raw signal or the
accumulated average may be viewed on the
scope. Averaged spectra are available for
output in three ways:

1. The first is the already mentioned
display on the oscilliscope.
2. The second is a readout on the re-

corder of the spectrometer.

3. The third is a digital output on
the teletype of any or all places
in the spectrum, chosen by the us-
er, and marked by him by two avail-
able calibration cursers adjusted
on the face of the scope. He may
get information from each data
point between the cursers or he
may choose to find the integral
of the portion of the wave form
between the two cursers and, of
course, he can get punched paper
tape output of the data at the



same time. This feature of in-
tegration is extremely valuable
so far as final reporting on the
NMR experiment is concerned,.

There are two other aspects which recommend
the Lab-8 as a signal averager for NMRe A-
long with the averaging capability of the
general purpose computer capability, there
is the ability to create user program to
enhance the operation of the spectrometer
itself., Also, pulsed or trangent NMR can
be done with this basic system with some
hardware addition. The first of these two
uses could encompass instrument alignment,
at present a somewhat tedious operation.
Three other areas which could be aided sig-
nificantly by using the computer are data
collection, data enhancement, and spectrum
syathesis.

Instrument alignment includes, for purposes
of this discussion, calibration about the
TMS peak and field homogeneity control. The
computer could be used for calibrating a=-
bout the TMS peak by scanning repetitively
and recommending to the chemist which con-
trols should be adjusted and in what di-
rection. Homogeneity control can become
extremely important in running a sample
with a very low signal noise ratio such as
might be found in work with carbon 13 or
with phosphorus where literally thousands
of cans may be required. 1In these cases
all resolution can be lost if homogeneity
is not held. Here the computer could be
used to touch up the homogeneity controls
so as to maximize the resolution obtained
from the averaged spectra. The second major
catagory of data collection could be eased
by eliminating frequent changing of paper
while making exploratory scans. It should
be possible with the computer to simplify
this process considerably with a CRT dis-
play. This implies using the computer to
examine single scans as well as to the av-
eraging. Even in doing a single scan
therefore use of the spectrometer is very
much simplified.

There is yet another potential method of
signal averaging using the computer. The
computer could operate the scan on a step
basis. This would consist of setting the
instrument to a fixed field value (assuming
field frequency is held constant) taking an
arbitrary number of samples at that point
and averaging them, and then stepping to the
next point. At the end of one scan each
point would represent an averaged result
which would be displayed as generated on
the oscilliscope. There are many advan-
tages to this approach and no additional
hardware is required to synchronize the
scans with each other. A spectra with a
low signal to noise ratio, a single scan
would permit the determination of whether
data, was in fact, present in the spectrum.
This point is particularly critical with
nucleii other than hydrogen or fluorine.
The primary disadvantage of the stepping
approach to signal averaging is the un-
avoidable presence of low frequency noise
ocomponents in the output of the spectrum.

We haven't been able to find out very much
about the characteristics of these low fre-
quency components, whether they do exist to
a serious extent therefore whether they can
cause severe distortions in the spectrum.
This will be investigated. If they are pre-
dictable however they could be removed by
computer analysis.

Another significant aid in using a computer
for NMR could be storage of spectrum on pa-
per tape or a disk while an attempt is made
to improve the resolution of the instrument
and thereby improve the spectrum. If such
improvement proves unsuccessful further
analysis could be done with the digitized
spectrum which was previously stored.

In most applications of NMR spectroscopy
the chemist has a pretty good idea of the
spectrum he ought to obtain from the sample
he put in. He can run into two factors
which make this identification difficult
however in the area of data enhancement,
First of these is the resolution of the in-
strument. It is affected both by the fre-
quency of the instrument and the strength
of the field and also by the homogeneties
mentioned previously. As a result of low
resolution two peaks may be combined into
one widened peak or more likely into a
broadened peak with a shoulder.

noise
is used

Sensitivity both relative to the
level and relative to each point
as the measure of the heighth of the peaks.
In a spectrum of low sensitivity it may be
difficult to distinguish peaks from the
noise or it may be difficult to differen-
tiate the heights of peaks from each other.

Sensitivity and resolution are in a sense
mutually exclusive variables, The primary
purpose of time averaging is to increase
sensitivity by using multiple scans to aver-
age out random of noise and thereby removing
it. On the other hand, the averaging pro-
cedure reduces resolution by arbitrarily
dividing a spectrum into one thousand chan-
nels (or more as chosen) thereby limiting
the resolution to one part in a thousand.
Worse yet, successive scans cause a certain
small amount of smearing of the spectrum be-
cause of nonhomogeneities. There are dif-
ferent ways of enhancing resolution sensi-
tivity in a spectrum resulting either from

a single scan or from average multiple scans.
One technique involves the application of
point by point weighting functions to the
spectrum in order to enhance distinctions
between peaks. Another technique is the
application of the second derivative weight-
ing. This may also be used to enhance the
differences between peaks or to bring out
separate peaks where only a small shoulder
may exist. Both of these techniques en-
hance resolution at the expense of sensi-
tivity; that is, the height differences
between the peaks become less meaningful.
Another potential technique for computer
application is the removal of fast passage
ringing, an effect observed when spectrum

is scanned too fast and trangents occur at
the end of the peaks. It should be possible



to subtract a function from the spectrum to
eliminate this ringing which would have the
effect of increasing resolution. It is one
method of improving resolution which is not
necessarily of the expense of sensitivity.
Precise NMR work requires the accurate de-
termination of chemical shifts and coupling
constants. Programs have been written for
larger computers which take the chemical
shifts and coupling constants for the posi-
tions of the peaks and spectrum in search
libraries of NMR spectra stored on bulk
storage and match the sample spectrum a-
gainst the library spectrum.

However, it is often very difficult or im-
possible to determine the chemical shifts
and coupling constants by looking at the
spectrum. For second order spectra, a
spectrum synthesis is commonly run. Given
a set of chemical shifts and coupling con-
stants one can compute a theoretical spec-
trum. One approach to the calculation of
coupling constants and chemical shifts for
a second order spectrum would be to assume
a set of shifts and coupling constant val-
ues and compute a theoretical spectrum to
be compared with an experimental one. On
a second pass the chemical shifts and
coupling constants would be adjusted until
the theoretical spectrum matches the ex-
perimental one., At this point one has de-
termined the proper chemical shifts and
coupling constants. This could be most
helpful. A totally different area for
computer applications to NMR would be the
pulsed NMR applications. Pulsed NMR can
shorten the time required for acquiring
information to orders of magnitude in some
cases. Also signal to noise enhancement
can be improved by factor 10. However, the
data from the pulsed NMR experiment must
undergo a fourier transformation to look
like the conventional spectrum obtained by
high resolution NMR. With a dedicated com-
puter system, pulsed NMR could become more
valuable than the scanning type where the
computer would be involved in doing a trans-
formation, storing the resulting spectrum,
and repeating this at short time intervals
adding each transformed spectrum to those
totalled before.

In this case, again the computer is making

the instrument a more valuable piece of
equipment.
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REAL TIME ACQUISITION AND DISPLAY OF MASS SPECTRA%<

P. D, Siemens
Lawrence Radiation Laboratory, University of California
Livermore, California 94550

ABSTRACT

A program package has been developed to perform real time

data acquisition and display from a mass spectrometer,

In

this particular case the data acquisition routine performs
multisumming-scaling, but with minor changes the package
could do signal averaging or pulse height analysis.

Through a keyboard monitor, the operator has complete
control of the experiment with a variety of commands avail-
able to him. Among these are commands which provide for:
control of the data acquisition, real time log or linear displays,
data output on paper tape, teletype, DEC tape or Calcomp,

and data reduction (peak stripping and the calculation of

isotope ratios).

In our Laboratory, we are just completing the
tune-up procedure on a new mass spectrometer.
This spectrometer will be used to determine iso-
topic ratios of trace amounts of heavy elements. A
small computer was chosen to be the data acquisi-
tion device for several reasons, some of which will
be explained in this paper.

By way of introduction, this spectrometer is
a three-stage instrument with two magnetic sections
and one electrostati¢ section. Ions, produced by a
hot filament, are sorted by their mass/charge ratio
in the magnetic sections, while the electrostatic
section functions as an energy selector. The mag-
netic field is swept with a triangular wave over a
range of a few hundred gauss, with the center field
ranging from essentially zero to 12 kilogauss.

Each half of the sweep is divided into 128
time slots or channels (each time slot is generally
about 2 msec long, corresponding to a sweep rate
of approximately two sweeps per sec). During each
channel time, the number of ions striking the de-
tector are counted. If, during one sweep, the
number of ions counted for each channel time are
stored in sequential core locations, the resulting
array is a spectrum whose peaks represent the
abundances of the various isotopes present in the
sample. The signal-to-noise ratio of this spectrum
is poor, however, so a signal enhancement tech-
nique is used in which repetitive sweeps of the
spectrum are summed together (commonly called
multi-summing-scaling).

A block diagram of the computer system and
spectrometer interface is shown in Figure 1. The
triangular reference sweep for the magnet sweep
control is generated by a 12-bit up-down counter
and digital-to-analog converter. The counter is
driven from a free running clock that is not under
computer control, but the possibility does exist,
and is practical, to give the computer control of
the sweep generation. A strobe pulse generated
every 32 clock pulses is used to load the contents

"Work performed under the auspices of the U, S,
Atomic Energy Commission.

of the scaler register into the buffer register and to
cause a program interrupt notifying the processor
that data are available. The scaler register is con-
structed from 100-MHz emitter coupled integrated
circuits, but at the present time, the double pulse
resolution of the system is limited by the pulse
width from the electron multiplier, In addition to
these functions, a sync interrupt is generated once
per sweep to insure that the spectrometer and the
data acquisition program never get out of sync.

As the software for this mass spectrometer
system was formulated, several requirements be-
came clear. First was the need for a good, effi-
cient data acquisition routine. Secondly, the
operators of the machine required a very good real-
time display capability in order that they might be
continually aware of how well the spectrometer was
functioning. Finally, it became apparent that all
control should be exercised through a keyboard
monitor. Experience has shown that there are fewer
problems if the operator of a laboratory computer
system never touches the front panel switches of
the computer.

Since the users of this system range in com-
puter experience from fairly complete knowledge to
none at all, a simple method of operation is man-
datory. Conflicting with simplicity is the require-
ment for a very flexible software system. This
flexibility was gained by giving the user control of
as many functions as possible. For instance, 99
times out of 100, a spectrum is allowed to accumu-
late until a channel reaches 100,000 counts, at which
time the accumulation is automatically halted. How-
ever, to prevent operator frustration in that 1 case
out of 100, this maximum count limit can be easily
changed by operator command.

Once the program has been loaded and started,
no direct interaction with the computer front panel
is called for. All functions of the program are con-
trolled through a keyboard monitor. However,
channeling all control information through the tele-
type imposes a few problems in programming.

First of all, even the best typists make mistakes,
so the code must have the capability of allowing



error correcting from the keyboard. Perhaps more
important than this is that the code have error
checking capability, and gracefully reject commands
that are in error. Secondly, the code should allow
the user to change his mind. Any operation, once
started, should be capable of being stopped when the
user desires, For instance, if the user started a
type out of the accumulated data (a process that
takes approximately five minutes) and on the basis
of the first few channels concludes that the spectrum
is not good, there is no reason why the program
should force him to wait while the rest of a useless
spectrum is typed. In short, one of the important
aspects in writing a program that the user will
gladly use is to provide him with complete control
over every feature of the experiment. The highly
touted flexibility of a digital computer is lost unless
the software also supplies this flexibility,

The primary task of the software, of course,
was the acquisition of the mass spectra data from
the spectrometer. A flow chart of the acquisition
routine is shown in Figure 2. As can be seen from
the flow chart, there are two entry points to the
acquisition routine; the sync pulse entry is used
once per sweep to synchronize the beginning or
ending of the accumulated data mode, and the data
flag entry point is used 255 times per sweep. The
data are stored in two arrays, the real time data in
RT (single precision) and the accumulated data in
CHAN (double precision). The data are continuously
deposited in the real time array, which stores the
current data from the spectrometer. Only one half
sweep of data is stored (128 data points) and this is
being continuously overwritten by incoming data. A
display of this array allows the operator to contin-
uously monitor the performance of the spectrometer,
and is the primary display used during a tune-up
procedure,

When the STATE flag is in the ACCUMULATE
DATA mode, the data are added to the CHAN array,
building the desired mass spectrum. Note that when
the user commands a start or stop in the data taking,
STATE is set to a 1 or 2 respectively. The acquisi-
tion routine then synchronizes the start or stop of
data acquisition with the beginning or ending of the
sweep.

For reasons which are unimportant for the
purposes of this paper, the data acquired during the
up and down half-sweeps are treated as two separate
spectra. If the data are stored sequentially in-core
as they come from the spectrometer, the display of
the data would show the down-sweep spectrum as
the mirror image of the up-sweep spectrum. Nor-
mally, however, one would desire to see the low
mass data on the left of the display. This was
accomplished by having the acquisition routine store
the data from the beginning of the data array up for
the up-sweep and from the end of the data array
down for the down-sweep.

One final problem with the acquisition process
should be mentioned, The data from the spectrom-
eter appear at an absolute synchronous rate, plac-
ing quite a restriction on the length of time spent in
any interrupt service routine,

The display, of course, is one of the major
reasons for using a computer in this application.
What makes the computer-driven display better
than the previous display used? First of all, the
computer display is entirely flicker-free, while the

previous analog displays were driven at the same 0
2

rate as the magnetic sweep—1 to 2 sweeps per sec-
ond. Secondly, scaling of the linear display is

under keyboard control. The full scale value of the
liglear display can be varied from a value of 222 to

2% in powers of two. Third, a flicker-free loga-
rithmic display with or without decade lines is
available. The data compression afforded by this
type of display has proved to be invaluable, but the
price paid for the logarithmic display is very min-
imal, as the routine occupies less than 2Q locations
and approximates a logarithm in 35 usec.” Finally,
the computer-driven display is capable of expanding
a selected number of channels so the user can exam-
ine them in more detail, With this expand mode, the
user can set a marker at any desired channel, and
then expand plus or minus N channels on either side
of the marker. In addition, there are two commands
to move the marker at approximately one channel
per second to either the right or the left and stop
when desired.

The display routine, diagrammed in Figure 3,
is essentially the main program, as other routines
are entered only to service interrupts. The display
loop is coded for maximum speed, because in striving
for a flicker-free refresh rate of 256 channels every
30 msec, one must remember that every cycle in the
loop accounts for more than 1% of the refresh time.
For a flicker-free display of 256 channels, then, the
loop to display one data point must consist of less
than 100 machine cycles. One of the techniques used
to achieve this speed is inthe area of decisionbranches.
As can be seen from Figure 3, there are three deci-
sions to be made within the main display loop. These
decisions could be made by putting the appropriate
flag in the accumulator and then executing a skip in-
struction, but this procedure requires a minimum of
three machine cycles. However, the decision can be

" done in single cycle by depositing the appropriate JMP

instruction (this is essentially address modification)
in the decision location, This technique alone saves
more than 2 msec in the display of 256 channels of data.

Basically, this program is input-output ori-
ented. It can be viewed as a collection of asynchro-
nous program segments that can make conflicting
input-output service requests. To resolve these
conflicts, a basic input-output processor was written
to schedule the response of the requests in an
orderly manner,

A request for I/0 service is made by trans-
mitting to the Service Request Routine a Service
Request Block (see Figures 4 and 5). The Service
Request Block consists of three words: a data word
to convey needed information to the requested rou-
tine, a device number specifying the I/0 device, and
the starting address of the desired service routine.
The Service Request Routine stores this block of
data in the Service Request Storage Queue, and then
transfers control to the Service Start Routine. This
routine sequentially examines Request Blocks in the
Storage Queue, and by checking the appropriate De-
vice Busy Flag (a software flag) determines if the
requested device is already engaged. If it is busy,
the service start routine examines the next entry in
the queue. If it is not busy, the appropriate Device
Busy Flag is set, and the data word is transmitted
to an I/0 service initialization subroutine designated
by the starting address in the request block. When
this requested service has been completed, the End

Ip. p. Siemens, ''A Fast Approximation Method
for Finding Logarithms." UCRL-71344, 1968. Also
to be published in DECUSCOPE, Vol. 7, No. 5.



Service Routine is entered, which clears the Device
Busy Flag and then transfers control to the Service
Start Routine, In this way, maximum throughput

to the I/0 devices is achieved.

There are several other I/0 operations that
have not been mentioned yet. For instance, a spec-
trum can be punched or read from paper tape, and
written or read from DECtape. Also, a spectrum
can be printed on a printer (now an ASR 33 teletype,
but soon a 100 character/sec printer). Here again,
an effort was made to present the data in a very
understandable format. To achieve this, the data
and channel number were listed in a four-column
format with leading zeroes suppressed.

It should be noted that the display and I/0 rou-
tines are fairly general, and whether the function

that is performed is multi-summing scaling, signal
averaging, or pulse height analysis depends on the
data acquisition routine,

While much useful data can be obtained with
these routines, the software development is not yet
complete. Yet to be integrated into this package are
the on-line calculational routines to furnish the user
with the isotopic ratios immediately after a spec-
trum has been accumulated.
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ON-LINE DATA REDUCTION .
FROM CARY 14, 15, AND 60 SPECTROMETERS™

Martin S. Itzkowitz! and Barrett L. Tomlinson?
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ABSTRACT

A 4K PDP 8/S computer with ASR-33 teletype has been in-
stalled in this laboratory as the heart of an on-line data-
reduction system for the Cary 14, 15, and 60 spectrometers.
Data flow is from the spectrometer through a set of Datex
mechanical encoders, through an interface designed to our
specifications by Berkeley Scientific Laboratories, through
the computer, and onto the teletype both as printout and

binary punchout.

The software system includes a rapid

averaging algorithm to eliminate high-frequency noise, a
sliding thirteen point least-squares curve fitting, a fully
buffered I/O system, and a versatile monitor which virtually
eliminates the possibility of unrecoverable operator error.

HARDWARE

A 4K PDP 8/S computer with an ASR-33 tele-
type has been installed in this laboratory as the
heart of an on-line data reduction system for Cary
14, 15, and 60 spectrometers. An interface, de-
signed and built by Berkeley Scientific Laboratories,
has been connected to the computer I/O bus so that
the computer can sense the status of six input de-
vices, Each of the six devices is assumed to be a
set of twelve binary switches. A special set of two
switches is connected to device 1 of the interface
such that a change in status of either of these
switches causes the interface to set the program
interrupt flag for the PDP 8/S. Currently a Datex
20-bit shaft encoder, type 22-300-14, which is
mechanically linked to the wavelength counter of
the spectrometer is connected as devices 1 and 2.
The two-switch Gray code of device 1 is connected
to a two-bit encoder in the Datex shaft encoder, so
that any change in the wavelength encoder status
causes the program interrupt flag to be set. A
Datex sijngle-turn, 12-bit encoder, type 03-005-1,
which is mechanically linked to the pen of the spec-
trometer, is connected as device 3. The pen and
wavelength encoders are part of the standard Cary
Digital System, and may be connected interchange-
ably with that system. Device 4 of the interface is
connected to a panel of 12 switches.

SOFTWARE

A library of programs has been written to ac-
quire and process data from Cary spectrometers
using the above system. Called "SUPER SPEC-
TRUM, " the operating system features fully buf-
fered teletype input/output1 and a monitor program
which permits control to be transferred at will be-
tween the various subprograms. Program control
is by means of one-letter commands given from

“This work was done under the auspices of the
U. S. Atomic Energy Commission.

TSpeaker.
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University of Oregon, Eugene, Oregon.
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the teletype keyboard, and by settings of the com-
puter-console switch register. Provision has been
made for future expansion of this operating system.
Routines may be added or deleted from the monitor
calling program by means of one-word patches.
Compatibility with the current program requires
that future additions to the system use program in-
terrupt and use "JMP !' rather than "HLT" instruc-
tions for delays. Teletype input is achieved by
calling the subroutine IN, which returns with the
next character in the teletype input buffer in the
accumulator. Teletype output is done by calling
the OUT subroutine with the character to be
printed in the accumulator. The output buffer is
emptied and the input buffer is cleared upon entry
to the monitor.

Upon entry, the program first calls for the
starting and ending wavelengths, the wavelength in-
crement between data points, and the interval over
which averaging is to be performed. These and
various scaling and identification parameters are
entered via the keyboard. Additional control in-
formation is entered in the switch register. The
keyboard is continually examined, and control is
transferred to the monitor whenever the character
'«'" is typed. From the monitor any of the follow-
ing routines may be called:

Baseline start

Spectrum start

Data read (from paper tape)
Data punch (to paper tape)
Backup and retake part of spectrum
Clear baseline is zero

Echo keyboard

Print pen encoder

Print wavelength encoder.

WPONI ko

The existing program is designed to average
the spectrometer pen reading 4096 times or for a
specifiable wavelength interval, whichever is less,
and store the result internally as a 12-bit integer.
The averaging interval is centered about the wave-
length to which the averaged value nominally cor-
responds. The averaging procedure is repeated at
specified wavelength intervals within a specified
wavelength range. The averaging algorithm used



is a modified '"stable averaging, n2 where the aver-

age M after taking m readings is

flm) - M_ _,
M_ =M b
m m-1 N
2
where
2,N'1 + zN'Z <m< zN ;N1 1,

and where f(m) is the value of the mth reading of
the signal, Stable averaging is used rather than
simple arithmetic averaging, because it can be
programmed to execute more rapidly and because
it attenuates noise almost as efficiently, The aver-
age is computed in double precision using integer
arithmetic (24 bits); however, only the most signif-
icant 12 bits are kept for later use. Data may be
stored as either a spectrum or a baseline, and
baselines and spectra may be taken in any order,

Using the output buffering programming, data
may be printed on the teletype concurrently with
data acquisition, at the experimenter's option.
Several output options are available, In addition
to printing the wavelength and raw data, a sliding
13 -point least-squares average may be applied to
the difference of the spectrum and baseline raw
data. The resulting smoothed data may be multi-
plied by a specifiable constant and printed. The
difference between the smoothed value and the
scaled difference of spectrum and base line raw
data may be computed and printed.

The algorithm used in the sliding 13 -point
least-squares averaging is due to Savitzky and
Golay.” It is of the form

= 1 “« v
qO - : [36 (p_éipé) + a'5 (p_sips)
+ta, (p_y+p,) +agppl,

where a, to a, are constants, q, is the smoothed
value, p. the raw value, and the signs used in all
the inner parentheses are the same, The con-
stants used in the program perform a least-squares
fit of 13 points to a third-degree polynomial. By
simply changing the constants by means of a patch,
the program may be used to calculate the nth de-
rivative using any odd number of points less than
or equal to 13, or any odd number of points less
than or equal to 13 may be used to fit an nth-order
polynomial, where n is an odd integer less than or
equal to the number of points used in the fit.

Data may be preserved for later processing
by having a paper tape punched containing the con-
trol information and the data. If the last data
taken before punching is a baseline, the data tape
contains the raw baseline data values. If the last
data taken is a spectrum, the data tape contains
values of (spectrum - baseline) E/OD, where E
and OD are constants specified by the operator at
the start of each baseline or spectrum,

A routine exists to read the data tapes back
into the spectrum baseline data arrays, and another
routine permits processing and printing of the data
arrays at any time, Programs to print the wave-
length and pen position for calibration and test pur-
poses may be called.
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Mistakes while acquiring data can be corrected
by calling an error-recovery program which enables
the operator to retake a portion of the data under
carefully defined circumstances,

The program is loaded into the computer mem-
ory from a single paper tape punched in Digital
Equipment Corporation binary loader format (Digi-
tal 8-2-U). It consists of four blocks of code sepa-
rated by short sections of leader (200 code punches),
The first block of code modifies the binary loader
to read tape continuously, unless a checksum error
is detected. The second block is a copy of Floating-
Point Package II (as released by DEC). The third
block is the Super Spectrum system, including
patches to the Floating~Point package. The final
code block restores the binary loader program to
its original form, so that the loader halts after
reading the final checksum. This means that to
the user the tape acts as if it were a single binary
tape, and is loaded by following the instructions for
the binary loader (Digital 8-2-U).

Great care has been taken to ensure the integ-
rity of the program during execution. To our
knowledge once the program is loaded and running,
and the console panel is locked, the program can
not be destroyed by any operator action except
turning the power off while the computer is running.
The program has been used for several months
without incident by about five operators, most of
whom regard the programmed computer as a
"black box." The program and data storage occupy
all of memory.
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ABSTRACT

An interface between a spectrophotofluorimeter built in this

laboratory and a standard PDP-8/S computer is described.

The

interface utilizes DEC modules, stepper motors for wavelength
and polarizer positioning, and a Hewlett-Packard #2L01-C

integrating digital voltmeter for data acquisition.

Light

source fluctuations are controlled using a monitor on the
incident light, a v-f converter, and feeding this in as an
external time base for the DVM.

The instrument is capable of obtaining either corrected
fluorescence excitation spectra or polarization spectra, with
a data collection interval as low as 0.5 nm.

Software developed for this application is described briefly.

INTRODUCTION

Fluorescence, the immediate (within ln-sec)
emission of radiation from a molecule or atom
following absorption of electromagnetic radiation
is of increasing importance in biochemistry and
medicine. To be really useful, these measurements
must be accurate and reproducible to 1% or better.

This is more difficult to achieve in fluorometry

than in spectrophotometry for a number of reasons,

such as:

(1) The fluorescence is proportional to the
intensity of the exciting light.

(2) The fluorescence is proportional to the
fractional absorbance of the emitting species.

(3) The fluorescence is dependent on the quantum
yield of the compound.

(4) The fluorescence is strongly temperature

dependent.

Since both the intensity of the exciting
light and the absorption spectrum of the fluores-
cent emitter are strongly wavelength dependent,
and the quantum yield of fluorescence varies from
a small fraction to nearly 1, we see the need also
for a wide dynamic range in the instrument.
Special demands are placed on the instrument in
the 200-350 nm region, since here both the light
source intensity and the phototube response are
falling drastically, however, it is precisely in
this region that many biological compounds absorb
and fluoresce.

Of the many types of fluorescence measure-
ments, only two will be discussed here, these
are: (1) The fluorescence excitation spectrum
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(defined as the variation in the fluorescence
intensity as a function of the exciting wavelength,
and (2) the fluorescence polarization spectrum,
defined as the variation in the polarizability (P)
of the fluorescence as a function of the exciting
wavelength. P is defined as Iy-Iy/Iy + Iy where

Iy and Iy are the vertical and horizontal compo-
nents of the emission, viewed at 90° to the
exciting light.

The relatively low values of P usually
obtained (0.5 to -0.33) means that you are
essentially taking the difference over the sum of
2 large numbers, and this tends to magnify the
effects of noise and other errors, especiglly as
P approaches zero. Thus we need a very stable
instrument. It is especially important that the
lamp energy be constant during Iy and Iy
measurements at each wavelength.

Because of the extreme demands for precision,
accuracy and stability and the tedium of doing
these measurements manually, we have turned to
computer control of the instrument.

DESCRIPTTION OF THE TNSTRUMENT

Figure 1 shows the overall optical configu-
ration. Light from the 900 W Xenon Arc is
rendered monochromatic, a fraction of this
excitation beam is passed to a monitor photo-
multiplier through a fluorescent screen. The
purpose of the screen is to eliminate the wave-
length dependence of the photomultiplier
sensitivity. The beam then passes through an
optional polarizer and then to the sample cell,
which 1s temperature controlled. The fluorescence,
emitted in all directions is sampled at 90° to the



direction of excitation to minimize stray
exciting light. The fluorescence beam passes
through a rotatable polarizer, a filter to exclude
exciting light and finally to a photomultiplier.

Figure 2 shows the general electronics
configuration. Special circuits were designed
to level shift the digital voltmeter (DVM) logic
signals to DEC logic levels. All other circuits
and boards are standard DEC modules. Three sets
of 12 bit word gates are provided for the computer
to control in reading the DVM output data.
Several external interrupts are available to
signal the computer for DVM "ready", wavelength
limit switches, etc. Two logic bins, self-
powered and capable of holding 96 flip-chip
modules were required far the interface.

In order to achieve corrected excitation
spectra, the monitor photomultiplier signal is
converted to a frequency and used as an external
time base to the DVM. This results in a constant
energy monochromator at all exciting wavelengths,
and, in addition, cancels out lamp energy fluctua-
tions occurring at constant wavelength.
Alternatively, the monitor signal can be integrated
at the same time as the fluorescence signal, and
the ratioing done in the computer.

Figure 3 shows our primary reduction program
for obtaining a polarization spectrum. The final
computed data will be typed and punched out or
put on magnetic tape. The tape to be used
ultimately to supply data to a digital plotter,
or be used in other data reduction programs.

The software is organized as a set of modular
subroutines linked together by several small main
programs, all residing in memory simultaneously.
This was done to facilitale easy program restruct-
uring by the experimenter. Most of the main
programs are diagnostics, exercising the hardware
to varying degrees of complexity. These diagnos-
tics use the relevant production subroutines to
drive the external hardware. Since neither memory
space nor timing are problems in this application,
all programs reside in memory together, and the
interrupt facility is not used. The input data
from the digital voltmeter is converted to double
precision for storage and computational reasons.

"Iimit switch conditions" and the "DVM
integration complete" status are tied to device
flags. All other "timeout" conditions are timed
out in the software. These include reed relay
settling times on the DVM and stepping motor
moving times.

Other data reduction requirements, e.g.
correcting the sample spectrum for the solvent
contribution, correcting the fluorescence
emission spectra for the wavelength dependence
of the photomultiplier tube, determining the areas
of overlap of absorption and emission spectrs,
etc. are all much easier, faster and more
accurately done with the digital system.
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WEATHER AND A PDP-8/S
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ABSTRACT

The existing meteorological system at Whiteshell Nuclear Re-
search Establishment included several instruments for measuring

wind speed, wind direction, temperature and radiation.

The

data were recorded on continuous and multipoint strip chart re-

corders.

The computer system was designed to digitise and re-

duce the recorded data to enable a more efficient and accurate

analysis of the data to be made.

This would ultimately provide

the meteorologist with the facility and the time for a more in-
depth study, of diffusion climatology in the Whiteshell area.
The approach is applicable to other meteorological systems.

INTRODUCTION

The use of weather information and meteorolog-
ical advice by industry for construction, transport-
ation, marketing and a host of other purposes is
well established and constantly increasing. Al-
though from this standpoint meteorology is very use-
ful to the atomic energy industry, it is the poten-
tial hazard from airborne radiocactive materials and
the use of meteorology to help minimise this hazard
that has assumed the most importance. The dilution
efficiency of the atmosphere on various gases,
aerosols and particles depends essentially on wind
and temperature gradients. Meteorological tech-
niques for the evaluation and prediction of atmos-
pheric diffusion exist and these have been applied
with considerable success.

This paper offers a method of collection and
analysis of meteorological data to assist in the
definition of a diffusion climatology at Whiteshell
Nuclear Research Establishment (WNRE), and describes
some of the problems encountered when a small com-
puter is interfaced to an already existing systeml
of instruments and recorders.

Diffusion climatology data at WNRE are obtained
from meteorological instruments mounted on a 200 ft
triangular steel tower (Fig. 1) and from a climatol-
dgy station adjacent to the tower. Aerovane trans-
mitters are mounted at 20 ft, 83 ft, and 200 ft
levels on the tower. These are connected to three
recorders in the Health and Safety Building about
700 ft from the tower. Each recorder is a dual
trace recorder which records wind speed and azimuth
wind direction at the three levels. Temperature is
also measured at the same levels on the tower and
at various heights above and below the ground. The
signals are taken to the same room and recorded on
multipoint recorders.

In addition to these instruments which are in-
stalled and operating, the system will be expanded
in the near future to include an Anemometer Bivane
and a Net Radiometer. The bivane measures wind
speed and wind direction, in both the azimuth and
elevation planes. The response of this instrument
will allow a more detailed study of rapidly chang-
ing wind conditions to be made. The instrument will
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be used in several locations for unspecified periods
of time and is connected to two recorders.

The Radiometer will be situated near the tower
and used for solar and ground radiation measurements.

With the old system all the information was
recorded graphically on strip charts. To perform
statistical analysis it was necessary to digitise
the charts. This was done manually by an operator,
who visually estimated the mean value over a 10
minute interval once every hour, for each variable.
Scaling of charts is a tedious and time consuming
operation, and it was decided to install a data
acquisition system which would automatically digit-
ise the values, calculate the means, and produce
output for direct input to a large computer for
statistical analysis.

To provide automatic data logging and reduc-
tion a Digital Equipment Corporation PDP-8/S
Computer was installed. The PDP-8/S is a single
address, fixed word length, serial arithmetic com-
puter using a word length of 12 bits and two's
complement arithmetic. Cycle time of the 4096 word
magnetic core memory is 8 us. Standard features of
the system include indirect addressing and facility
for instruction skipping and program interruption
as functions of input/output devices.

In addition to the central processor the
following peripherals were installed:
(1) A standard teletypewriter for use in a con-
versational mode to initialize the system and
to print out results.
(2) A high speed paper tape reader for use in
editing, assembly and debugging programs as
well as an efficient means of inputting the
final program.
(3) A high speed paper tape punch for use in
assembly and debugging of programs and in
outputting results in a form suitable for
direct input and analysis on the computer
centre's Honeywell H620 Computer.
(4)

A multiplexer assembled from DEC A Series



modules. Forty channels were installed origin-
ally with provision for a further twenty-four.

(5) A Preston Differential Amplifier used to give
high accuracy, low noise, good common mode
rejection and high input impedance necessary
in conditioning the signals.

(6) An analog to digital converter (A/D) assembled
from a DEC CO02 Panelaid Kit. The converter
accepts any analog value from 0 to -10.23V
and converts it to a 10 bit digital value.

Figure 2 shows a block diagram of the computer
system and Figure 3 is a photograph of the complete
installation.

SIGNAL CONDITIONING

The signals available are shown in Table 1.
These signals had to be conditioned to coincide with
the specification of the A/D converter. It was de-
cided to standardize on the basis of 100 mV full
scale input to the amplifier. The gain setting on
the amplifier must then be about 100.

The tower wind speed signals were attenuated
by a potential divider. The tower wind direction
signals were obtained from transmitting synchros in
the aerovanes. Receiving synchros were connected
in parallel with the recorder receiving synchros and
a continuous rotation potentiometer was mounted on
the shaft of each synchro to convert the shaft
position to a 0-100 mV dc signal.

The range of the soil temperature signals was
-50 mV to +50 mV. To allow this signal to be inter-
faced with the computer, it was necessary to conmnect
a 50 mV dc power supply in series with the signal to
convert the range to 0 mV to 100 mV,

All three bivane signals required only a simple
potential divider for conditioning.

The radiometer signal required a 10 mV dc power
supply in series with the signal for the same reason
as the soil temperature signals.

All signals required longtime constant filter-
ing to remove 60 Hz noise due to cable pick-up and
recorder effects.

The three tower temperature signals from 200 ft,
83 ft, and 20 ft positions on the tower were taken
to a Honeywell recorder. The recorder contained
additional circuitry to provide the three tempera-
ture differences associated with the three tempera-

tures. The available signals were:
74.2 mV ~ 105.93 mV
equivalent to: -45°F 105°F

It was required that we measure the absolute
value at 20 ft level to 0.5°F accuracy, and the
differences (Tpgp - Tpg) and (Tg3 - Tog) to 0.1°F
accuracy.

Experiments were carried out on the signals
supplied to the recorder to examine the possibility
of interaction between the recorder and the computer
system. The recorder plotted one point every 15
seconds, 1.e: one cycle of three absolute values
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and three differences took 1% minutes.

The computer samples each of three channels
associated with tower temperatures once per second.
Three problems were encountered:

1) The recorder input impedance in the out-of-
balance position was low enough to affect the
signal from the tower. The millivolt signal
fell by 5% each time the recorder moved to a
new point.

2) The recorder multiplexer used mercury-wetted
relays which have a make-before-break action
during switching. This results in two ad-
jacent multiplexer channels being shorted to-
gether or shorted to ground for a period of
20 ms. A spike which appeared on each signal
for this period was attributed to the effect
of multiplexer switching.

3) The cable transferring the signal from the
tower to the computer room was 700 ft long.
Noise measurements were made on the signals
and it was found that 60 Hz noise exceeded our
accuracy specifications. This noise could be
attributed to cable pick-up and effects of
recorder servo system.

Various solutions to these problems were con-
sidered:

a) Filters to remove the noise would have to be
designed as 'notch' filters to keep the effects
of recorder multiplexer switching to a minimum.
Otherwise, the time constant of the filter
would extend the period of the spike. The
filters would not overcome the effect of the
low impedance of the recorder.

b) Disconnecting all three signal lines to the
recorder during the computer sampling period
was not feasible because of the long time
constant of the filters required to remove
60 Hz noise. With a long time constant filter
the recorder must be disconnected well in
advance of sampling to permit the filter output
to reach equilibrium. This results in large
errors in the recorder traces.

c) An amplifier on each of the signal lines to the
recorder, with a gain of unity, would allow the
computer signals to be taken from the input of
each amplifier. The amplifier would be used as
a buffer to prevent recorder effects from inter-
acting with the computer signals.

An additional problem was that the A/D conver-
ter used in the system has a resolution of approxi-
mately 1 in 1000. The range of the temperature
signals is lSOOF, giving a resolution of 0.15°F.

This is inadequate to provide difference values to
0.1"F accuracy by subtraction of the absolute values.

To overcome both the effects of the recorder
and the resolution limitations of the A/D converter
the method shown in Figure 4 was adopted. The three
temperature signals are first amplified by approxi-
mately a factor of 50 to bring them to the five volt
level. Attenuators at the amplifier outputs reduce
the signals to their original levels to drive the
recorder. The isolation provided by the attenuators
and the low output impedance of the amplifiers re-
duces the effects of low input impedance or short



circuiting of signals by the recorder to negligible
levels.

To improve the resolution, the temperature at

the 20 ft level, the difference between 20 ft and

83 ft, and the difference between 20 ft and 200 ft
are measured directly. ©ince the range of tempera-
ture difference expected is onlv 50°F, a resolution
of 1 in 1000 corresponds to 0.05°F. The Preston
amplifier following the multiplexer accepts floating,
differential inputs so that the differences can be
measured simply by taking a signal from each cf the
desired temperature signals. Proper choice of
attenuation factors provides a range of 50°F for the
differences and 150°F for the absolute temperature
at the 20 ft level. Three dc power supplies provide
zero suppression giving a final range of:

a)  -45°F » +105°F corresponding to 0 mV -~ 100 mV
for the temperature at 20 ft, and

b) -15°F - +35°F corresponding to 0 mV -+ 100 mV
for the temperature differences.

SAMPLING

For the wind speed and direction, tower
temperatures and soil temperatures it was required
to record a mean value over a 10 minute period,
lasting from five minutes before the hour to five
minutes after the hour. This is a standard meteor-
ological method. The bivane measurements would be
taken for short periods at irregular intervals
throughout the year.

It was decided to arbitrarily assign them to
the period 25 minutes after the hour until 35
minutes after the hour. These readings could be
ignored, or the program changed to vary sample
speed and/or period. The radiometer output was
required as a mean value over the hour every hour.

To simplify programming one minute of every
hour was reserved solely for data reduction and
output and during this time the radiometer was not
sampled. The loss in accuracy was considered
negligible. Figure 5 shows a timing diagram.

A hardware clock was used for control and
timing purpcses. The clock was run from the
60 Hz main supply to achieve long term accuracy.

An analog mean was considered and rejected on
the basis of the long time constant (10 minutes)
required and the complexity of an automatic sample-
hold-reset switching operation. It is much simpler
to sum N samples and divide by N.

It was decided to sample each variable once
per second over the defined period. This means
taking 600 samples in a 10 minute interval.
Obviously, in the case of temperature, 600 samples
would not be necessary - especially below the soil.
By taking all sensors at the same rate the program
is very much simplified.

SOFTWARE

It was originally hoped that we coculd use
DATAK (for data acquisition) to minimize programming
effort. DATAK is a DEC program which "permits a
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complex program-controlled data acquisition system
to be adapted to a particular experimental environ-
ment through the use of a highly sophisticated and
precise pseudo code. The necessity of extensive
machine language programming to meet a particular
data acquisition requirement is thereby eliminated"

Unfortunately, DATAK has never been completed
and it was necessary to use machine language for
the program. Two thousand five hundred instructions
of machine language have been written.

The system operated in real time, using the
program interrupt facility to allow external con-
ditions to interrupt the computer program. The
interrupt could be caused by the clock, the tele-
type - writer, or the fast punch. When a program
interrupt request is made the computer completes
execution of the instruction in progress before
acknowledging the request and initiating another
routine. The interrupt program is responsible for
identifying the signal causing the interruption,
for removing the interrupt condition and for re-
turning to the original program.

The hardware clock supplied a train of pulses
at the rate of 10 Hz. A program was written which
included counters to keep count of seconds, minutes,
hours and days. The program also contained a sub-
routine to convert days to months and days; and to
keep track of the year, taking into account leap
years. The clock interrupted the computer program
every 100 ms to test which subroutine the program
should be in and whether a change was necessary.
Figure 5 shows the manner in which the program was
subdivided. At five minutes past each hour, the
results were processed and a table (including the
time and date) was printed on the teletypewriter.
A digital record was output from the fast punch at
the same time.

Since each individual sample could not be
retained in store until the end of the sample
period because of the limited size of the memory,
the mean value had to be computed during sampling.
Considering the simple case of taking all channels
between clock pulses; ‘i.e. in 100 ms, then during
period A (Figure 5), it is necessary to sample 18
channels in 100 ms or sample and compute a mean
value every 5 ms. A program was written based on a
paper in DECUSCOPE2, to find the running mean using
the formula:

My = Eﬁl My.1 +1 Sy
N
Where: My =
N
SN

Mean of N samples
Sample Number
Nth Sample

il

This program took 30 ms to run on the PDP-8/S
and would obviously not fit the requirement.

A much faster method of obtaining the same
result was found by storing a running sum instead
of a running mean. Since 600 x 210 is less than
22% the sum of six hundred samples can be held in
two 12 bit computer words. The division by 600 to
obtain the mean can be carried out just prior to
outputting the data.



The program to obtain the running sum is as follows:

STORE; )
CLL
TAD I DTLO - Add C(A) to low word
DCA I DTLO - Store in low word
SZL - Test for overflow
ISZ I DTHI - Yes, incr. high word
ISZ DTLO - No, carry on
ISZ DTLO )
ISZ DTHI ) Update pointers
ISZ DTHI )
JMP I STORE )

This took less than 0.5 ms to execute on the
PDP-8/S.

The arithmetic consisted of dividing by the
number of samples taken and converting the result
to engineering units (mph, OF, etc.). This in-
volved multiplication factors and scale shifting.

An interesting program was developed to ob-
tain the mean value of wind direction. This read-
ing can only be interpreted for small changes in
the direction of wind. Wind direction measurements
are made on an angular scale, north being defined
as 0, east as 907, south as 180  and west as 270 .
If the wind direction is fluctuating about a mean
value of north, individual readings will be either
near zero or near 360 , and a simple summation will
not give a correct sum or mean. For example, if
one measurement is 10~ and a second is 350" the
mean is 1800, an obviously incorrect result. Vector
addition could be used to produce the correct value
but a simpler method was developed. The real differ-
ence in direction between successive readings is al-
ways less than 180°. If the measured difference in
direction is greater than 180° we assume the direc-
tion has shifted through north. The following tech-
nique is used to obtain a correct sum.

The first measurement of the set is used direc-
tly as the first term of the sum, and is also saved
in a separate memory location (A) for later use.

For each subsequent reading in the set, the new
reading is compared with the first reading and if
the absolute value of the difference is less than
180° it indicates that the direction has not shift-
ed through north. 1In this case, the new reading

is simply added to the sum. If the absolute value
of the difference between the first reading and the
new reading is more than 180 we assume a shift
through north has occurred. If the new reading is
larger than the first reading, we subtract 360

from the new reading and add the result to the sum.
If the new reading is smaller than the first reading
we add 360° to the new reading and add the result
to the sum. These calculations are carried out on
each reading in the set.

Bgcause of the possible addition or subtraction
of 360° from each reading the final sum may be one
of the following:

a) negative: 1in this case the program adds
360 x 600 to the sum, producing a positive
value and a positive mean.

b) positive and less than or egual to 380 x 600:
this gives a mean between 0 and 360" and no
further action is required.
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c) positive and greater than 360 x 600: this
results in a mean of more than 360° so the
program subtracts 360 x 600, again giving a
mean between 0 and 360,

Figure 6 is a flow chart of the program.

CONCLUSIONS

The digital output eliminates the time con-
suming labour of chart scaling and the delay be-
tween information being obtained and analysed.
The computer system replaces the eight recorders
producing 25 traces continuously.

The paper tape can be directly input to the
Honeywell H620 Computer in the computer centre and
used for statistical studies over long periods of
time. These studies are necessary to assist in
the definition of a diffusion climatology for WNRE.
For example, graphs of mean hourly vertical tempera-
ture difference, annual and temporal wind roses
(polar co-ordinate frequency distribution diagrams)
and monthly cumulative frequency distribution of
inversion days can be plotted automatically.

The system was programmed entirely in machine
language since no other alternative was available.
While machine language programming results in effi-
cient use of memory storage, it is difficult and
time-consuming to implement. There is a need for
higher level languages to reduce the effort in
developing on-line, real time systems. DATAK
appeared to be a step in this direction and it is
unfortunate that it was never fully developed.

Costs of computer hardware and particularly
memory storage are dropping rapidly and it is
becoming more attractive to install additional
hardware to reduce the programming effort. Higher
level languages that provide both mathematical
facilities as well as the ability to handle data
acquisition functions in real time are urgently
needed.

One function of the Assessment, Computing and
Instrumentation Branch of WNRE is to design and
develop special small computer systems for other
branches where these are not available on the
market. It is often found that once a user becomes
familiar with a system, he becomes aware of the
possibilities of developing the system further. To
allow the Instrumentation group to concentrate on
the development of new systems, we decided to have
a member of the Meteorology Section trained in
machine language programming.

Already modifications are being considered to
increase the usefulness of the computer and the
efficiency of meteorology data analysis. A 'spot
check' feature is being planned to allow the
meteorologist to read any sensor or any instrument
attached to the computer immediately. This
partially eliminates the need for recorders. On
the wind direction measurements, it would be use-
ful to have the facility for examing the variations
in direction over a few minutes to provide informa-
tion on gusting. This would be possible with a
short program.

Ambient radiation is at present monitored at
five stations, all situated at a two mile radius



from the plant.
mation could be transmitted to the meteorology
laboratory and input directly to the computer.
This information would then be correlated with
meteorological information, e.g. wind direction,
to identify and quantify diffusion parameters.

The Meteorological Service of Canada (M.S.C.)
have shown an interest in the project. Since they
have many similar climatology and atmospheric
pollution interests it would appear that this
approach would enable information to be obtained
and immediately transferred via telephone lines to
a data centre. This would allow analysis and pre-
diction to be based on very up-to-date information.
The result would be a faster, more accurate and
detailed assessment of current air pollution con-
ditions. Diffusion measurements may also be used
in the future for the study of propagation of plant
and animal pathogens, which would be very useful in
a country so involved with agriculture.

By the use of telemetry this infor-
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SIGNAL CONDITIONING

SOURCE SIGNAL INTERPRETATION
Tower Wind Speed 0 - 10.56 V 0 - 100 mph
Tower Wind Direction Synchro 0 - 360°
Tower Temperatures 74.2 mV - 105.93 mv -45%F - 105°F
Soil Temperatures -50 mV - +50 mV -50°c - +50°¢
Bivane Speed 0-0.21V 0 - 50 mph
Bivane Azimuth Direction 0 -5.4V7 0 - 360°
Bivane Elevation Direction 0-1.0vV -50° - + 50°
Radiometer ~10 mV - 40 mV Not Available

TABLE 1

Signal Conditioning
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A FLEXIBLE DATA ACQUISITION AND CONTROL SYSTEM
UTILIZING A PDP-8/S

G. E. Stokes and D. R. Staples
TIdaho Nuclear Corporation
Idaho Falls, Idaho

ABSTRACT

A multi-scaler data acquisition system with sensing devices
and feedback control to the experiment has been designed
This system has been used on a
number of experiments with a variety of control requirements.
In each case the configuration was integrated into the ex-

around a PDP-8/S computer.

perimental setup with a minimum of hardward changes.

The

computer interface includes four 12-bit scalers, a real time
clock, a 10-bit ADC, a 6-bit relay divider, pulse generators
for driving pulsed motors, and a 10-bit digital-to-analog

converter.

INTRODUCTION

Recent work at the Materials Testing Reactor (MTR)
created a demand for data collection systems and
control functions on several experimental facil-
ities. The nature of the experiments required the
use of the data acquisition and control functions
on a periodic basis. The availability of limited
funding dictated the use of an inexpensive system
to satisfy the needs of the various applications.
A system has been designed around a PDP-8/S
general purpose computer that satisfies the above
requirements and it was constructed for less than
$15,000. A block diagram of the system is shown
in Figure 1.

The system consists of four major functional
areas, the PDP-8/S computer and a real time clock,
a data input section, an output section, and a
man-machine communication section. The computer
with the interface installed is shown in Figure 2.
The logic functions used in the interface con-
sisted of M series logic from Digital Equipment
Corporation, and a number of functional modules
that were built here at MTR (level converters,
device selectors, indicator drivers). M series
logic proved the most inexpensive even with the
extra cost of the additional modules. The system
is in use at the MTR and has been very satisfac-
tory in a number of applications., It has been
used to acquire data and control the sequencing
and positioning of samples on a scandium filtered
beam, During data acquisition, corrections for
detector efficiency and unwanted background
signals were made. The system was used on a
crystal spectrometer to drive a scanning device
and acquire the data associated with this device.
It has also been programmed to control the speed
of the fast chopper rotor. It has been used in
feasibility studies on other experiments to
assist in designing instrumentation for those
experiments. In each case the system has proven
to be flexible and is easily programmed for a
specific application. A description of the system
follows,

COMPUTER AND CLOCK

The computer has 4096 12-bit words of core storage
and an 8 microsecond memory cycle time. The inter-
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face is connected to the computer through the same
input bus as the teletype. The clock (Figure 3)
consists of an 8-bit binary scaler fed by an RC
type variable oscillator. The oscillator is tuned
to 1 KHZ for the majority of our applications.
When the clock overflow flag is set the scaler is
read into the computer accumulator by an IOT and
the accumulated time is stored in the computer
memory. The scaler overflow flag can be set by
the overflow of one of the four high order bits

of the clock scaler. This bit is switch selec-
table from the front panel. The clock is used

to keep track of elapsed time and to control the
gating of the data scalers,

DATA INPUT SECTION

The data input section is made up of the data
scalers and an analog to digital converter

(Figure 4). The data scalers are four 12-bit 6
MHZ binary scalers. The scaler inputs will accept
pulses from -3 to =30 volts in amplitude. One of
the scalers is wired to the overflow flag so that
the overflow of one of the four high order bits of
the scaler sets a flag. When this flag is set the
input to the scalers is gated off while the scalers
are read serially into the accumulator and the con-
tents stored in the computer core. The overflow
flag can be set by the clock scaler or scaler O of
the data scalers. These functions are switch selec-
table from the front panel. When the clock is used
to gate the scalers the system will accept counting
rates to 140 KHZ without overflow of the 12-bit data
scalers. This counting limitation could be raised
by increasing the frequency of the oscillator
driving the clock. A clear IOT clears all the
scalers and the clock. Another clear IOT to the
overflow flag gates on the clock and scalers., The
ADC is a 10-bit, 100 KHZ successive approximation
device. Tt is used to handle signals from ther-
misters and thermocouples. The ADC is controlled
and read by computer IOT's,

OUTPUT SECTION

The output section is shown in block diagram in
Figure 5. There are facilities for driving two
pulsed stepping motors, for selecting one of six
relays and for pulsing three pulsed relays. The
stepping motors are pulsed by an IOT from the



computer, one pulse for each IOT issued. The
relay register is loaded from the accumulator by
an IOT and the appropriate relays are opened or
closed according to the state of the register bit
they are connected to. The three pulsed relays
are used to drive devices that require a latch-
ing and then a release. The relays that are
presently used have holding times up to one
second. The output section is used for control
functions that are needed at the experiment.

MAN MACHINE COMMUNICATION SECTION

The last section to be described and perhaps the
most useful one for the experimenter is the
section that allows communication with the
machine (Figure 6). This section has a digital
to analog converter for driving analog devices
and a group of function switches for operator
convenience in communicating with the machine.
The DAC was designed for use with a storage scope
but has successfully been used to drive an RM-503
and a tektronix 335 oscilloscope. The display
was good on the non-storage scopes when less than
256 points were displayed. The display worked
well with the focal package for the PDP-8/S. The
function switches have proven very useful for
people that are not familiar with the computer.
The state of the switches are read into the
accumulator by an IOT. The program can then
check the switches and branch to the appropri-
ate function. There is a flag that can be set
by a push button on the front panel. This flag
interrupts the machine so that the function
switches can be checked at the operators command.
The computer and control panel are shown in
Pigure 7. The switches can be labeled for
various functions depending upon the program in
the machine.

CONCLUSION

The system Jjust described has proven of great
worth in the experimental group at the MTR. The
use of the function switches have enhanced the
usage of the system by non-computer oriented
people. The system was inexpensive to build but
has demonstrated a high degree of flexibility.

The programming is done by many of the experi-
menters themselves., The data are stored in a two
word format. The data count is stopped every 16
milliseconds in a high counting rate experiment
and the data stored in the scalers are transferred
to computer storage 0.3 milliseconds. The count
is then automatically resumed. The storage in the
machineg in two word format takes 5 milliseconds
and then the machine is through until the next

16 millisecond interval has elapsed. The system
has been very reliable.

40



Figure 1.

INC-B-12402

1 |
' Real Time H
| 1
1 Clock \
1
. i
i 10 8t |
: ADC |1
-] 1 N
' 3
| i |
[ 4 12 Bit 5 |
| z |,
1 Scalers H
| I
h |
' i | o]
: Switchs i 1/0 Channel PDP-8/S
| |
1 |
! 10 Bt X,Y !
| Display |
| ]
| [}
| 1
[} © Bit 1
: Reloy Register \
] 1
1 1
| 3 Bit |
! Process Control
: Register :
1
- j i
! |
\ Pulse
|
H |

A block diagram of the data acquisition and control system.

0sc
IKC

Clear Clock Flag

To 8/S ACC.(0-11)

[ Output Level Converters

L 11T T 1 T 1 1 I To ACC.
Multiplexer Gates o-11) ov
_+Jo Time Base Switch i Sy B -3v

Cik7 |CIk6 [CIkS

Typical
Output
Level
Converters
e Bd -~ |
.
+3
Iy
ﬁ Multiplexer
Level Gates (Typical)
K ¢ 4 %_ h— ::: ll-;;ed 12 Bits
—_— — o
Strobe Puise D>— i Accumulator
: of 8/S
‘ 1
1 1
] )
1 1
| 1
Clock i i
Mode Switch i i
(slwwn) in clock ! !
= ° Scaler : i
Ci. 4 Filo Logic H !
To Scaler h 1
: E
Real D}‘: '
Time Base Swilch Time acc. 0 acc. 1 Acc. 11

(shown in clk.7 position)  Clock

Figure 3. A block diagram of the real time clock and the multiplexer gates.

41




To 8/S ’ACC, {bits O-11)

L Output Level Converters |
| Gates
t o4z 4-2-J--- Scaler ¢ To End .
|+ 0 Flo, 12 Lines 12 Lines 2 Lines of Com [ 10 Lines
8 [o [lofn BNC
BNC Input In IBNC.
Scaler ¢ Scaler | Scaler 2|
Clock OFlo “|o Fio 0 Flo
OF! e ! Flag Flag Flag
Cleo iMode Switch
___________ _i(shown in scaler ¢ position) T0P  BMB To Skip And
Cleor Clear Clear Clear Clear 2,4 (378) prog. int.
Clock  Scalerg Scaler | Scaler 2 Scaler 3

2Na42)

Typical Interface lnpul Level Converier

Device |Cie -
Selector Switch - +3V 12 Lines
' (shown in SCé 8 position) _|'—l_ ov aAcl«;-m
oPL24| 400
Clears Appropriate Logic 3 Lines LS. ] BAC Driver
NT400N
' BMB
Clear ettt (3-8)
| I
Pulse © aco act Ly AcH | input_Level
—L- V|
o BAC {bits 0-1) 3
From 8/S

DATA INPUT SECTION

INC-C~12681
Figure 4. A block diagram of the input section of the interface.
504, Sec
———————— —_————
| BNC
L One L Line | o}
IOP 1,2,4 : Device Shot Driver cw |
i Selector |
[ !
1 BNC|
BMB : One Line
Device (3-8)I Shot Driver ccwl
Selector |
| Motor. Control No.1
v L _ _Stepping Logic |
+
I A
! One Line BNc|
Shot Driver
0P 1,2,4 | cw |
Relays Drivers : Selector I
10P 6 Lines ! |
1,2,4| Device Bme | One Line BNC
lamp [Setector | ;::ldy f & B0 Reloy Register — 3-8 ! Shot Driver :gﬂ
(3-8) Regist: 6 Lines | Motor Contro! No. 2 |
BAC (6-11) L _ _ Stepping Logic |
[ BAC Drivers ]
L Input_Level Converiers ]
BAC {Bits O-11) Output Section
From 8/S
INC-C-12679
Figure 5. A block diagram of the output section of the interface.

42




' E(;SACC (Bits O-11) ‘F:li' ::dprsqk"-‘ .
lag ip Busses
| Output Level Converter ] i !
12 Lines Clear ° ! Contact Interogation
Cir Flag
I Mulfiplexer Gates | Flag K__¢C
e J} si [ne Shot ]
+V
B é - é 4 g"
Device =
[ecer|——{ra Shor |— Erase Upper
BMB = /2
-8) }——{[One St |—© Er/ozse Lower
= 1
To Storage
. Y BNC Oscilloscope
Load Y Register Y Resistor__M1- M3 GNT47SN]
Device
Selector 12 Lines -
Lood X Registe X BNC
| Load X Register ™ X Resistor _MI- N3 (SNT4T5N) —}—{ x oAc j—@
T 12 Lines =
[ BAC Drives |
0P -+3V=|
1,24 BMB 12 Lines - ov:o Levels
(3-8) Mon Mochi
| tnput Level Converiers ] "I’:“emc':‘
BAC {Bits O-11) OV. ov=0 8/5
From 8/S -3V- -3:1
INC-C-12678
Figure 6. A block diagram of the man-machine communication section of the interface.

43






A MODULAR ANALOG DIGITAL INPUT OQUTPUT SYSTEM (ADIOS)
FOR ON-LINE COMPUTERS

R. W. Kerr, H. P. Lie, G. L. Miller, and D. A. H. Robinson
Bell Telephone Laboratories, Incorporated
Murray Hill, New Jersey

ABSTRACT

A system is described which is designed to permit the user of
an on-line computer to achieve a desired havdware configura-
tion with a high degree of flexibility. The system uses modu-
lar plug-in units inserted in bins which are interconnected by
a common two-way analog and digital data bus. The system is
designed for a PDP-8 computer and can be expanded, as needed,
to handle up to 60 modules.

The modules, which were designed to provide a simple, low cost
means of analog and digital measurement and control, are of four
types. These are a digital input-output register, a scaler, a
relay bank, and a power supply. The design of the modules takes
advantage of the versatility of the computer in a number of ways,
including provisions to allow the computer to check each module

for proper operation.

Several system configurations are described.

Included are ex-

amples of the use of the system to automate such things as the

testing of spacecraft experimental hardware,

and the measure-

ment of Hall effect coefficients over an extended temperature

range.

1. INTRODUCTION

The most important single feature that allows a
computer to be employed in a broad range of calcu-
lations is the fact that one can, by programming,
in effect restructure the machine to perform the
desired computational task.

It is not possible to retain the same degree of
flexibility in on-line systems because of their
need to be connected to specialized external hard-
ware. Primarily for this reason the majority of
on-line computer systems that have been constructed
in the past have been designed to perform a pre-
defined class of specilalized operations. This sit-
uation is analogous to that which existed before
the invention of the stored program machine when a
computing device would be constructed to perform
each new special task.

The system described here is the result of an

effort to obtain a reasonable degree of flexibility
in on-line computer controlled enviromments and is
based on careful considerations of the factors that
tend to limit such flexibility. The consequences

of such problems in previous systems has been
evidenced by difficulties of adding or reconfiguring
hardware and interface equipment. Such difficulties
have reduced the potential versatility of many ex-
isting systems in which the effort required to im-
plement useful changes is uneconomic and such
changes are therefore only rarely made.

It is possible, however, by the use of appropri-
ately designed modular units interconnected by a
common two-way analog and digital data-bus to ob-
tain the desired degree of flexibility and power.
Section 2 of this paper outlines the general
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consideration involved in the design of such databus
systems, while the remainder of the paper describes
the implementation of these ideas for a specific
small computer, namely a Digital Equipment Corpora-
tion PDP-8.

2. TESIGN CONSIDERATIONS

Of the many schemes whereby equipment may be con-
nected to a computer perhaps the simplest division
is between "radial" and "bus" systems. In the
former, the interconnecting cables can be thought of
as radiating like the spokes of a wheel to connect
the computer to each external unit, while in the
latter each external unit is connected to a common
"highway," "party line," or "bus" cable system. In
a certain sense this distinction is artificial since
in the last resort even a radial connection is
handled on a bus basis once the signals enter the
computer hardware proper. However, the distinction
is a valid one for the domain of equipment external
to the computer itself and can serve as a starting
point for comparing different systems.

The greatest single advantage in a radial system,
from the user's point of view, i1s the fact that ex-
ternal equipment need only be plugged into a suitable
connector to be on-line with the computer. The out-
standing disadvantage, however, is that such systems
are relatively inflexible and can become expensive
if large numbers of external units are required.
Furthermore, the user may become overly dependent

on the computer vendor and his instrument division
since only their equipment is automatically inter-
faced with the machine. In bus systems, on the
other hand, the organization is different in that



each external unit is connected to a common set of
cables which carry address, data, and status infor-
mation to and from the computer.

A feature of such bus systems that is worth noting
is that the interfacing operation between the com-
puter and the external world occurs only once,
namely between the computer and the data bus. It is
therefore possible to design such systems so that
the same, or different collections of on-line equip-
ment can be connected to many different computers by
changing only the bus-to-computer interface.

The differentiation into radial and bus systems is
indicated by the node labeled 1 in Fig. 1. Other
important decisions follow at other nodes in this
diagram and it is the purpose of this section of
the paper briefly to indicate the major considera-
tions involved at each branch. In order to forstall
any misunderstanding it may be well to point out
that though a particular design path was followed
in the PDP-8 system described in the remainder of
this paper, it is by no weans claimed that the
resulting system is ideal for every applications.
As will become clear the design of any system

is dependent on numbers of factors, major ones being,
for example, the total size of the system envisaged
(i.e., number of input and output units together
with information on their spatial separation), and
whether the system is to be employed by a single
user or time shared by several noninteracting users
simultaneously. Another important consideration is
of course input/output speed and data-rate. In-
terestingly enough, however, in a number of actual
on-line experimental enviromments that we have con-
sidered, it turns out that the bus approach imposes
only a small time burden on the system. In the last
resort this arises from two causes, first because
operations proceed sequentially inside the computer,
requiring a certain time to service each external
unit, and second because external units are them-
selves often quite slow {e.g., ~50 s conversion
time for a typical 12 bit nuclear physics ADC).

The result of this is that if reasonable care is
excercised in the design of the bus system the ac-
cess and I/O time for external units can become
quite small compared with the sum of the device
operation and computer servicing time. Obviously
it is always possible to envisage situations where
this is not the case, but we believe them to be
only a small subset of most on-line situations. 1In
those cases where I/O speed becomes an unavoidable
limitation, e.g., CRT displays, it is usually worth-
while to consider the use of a separate dedicated
piece of equipment (such as a disc with suitable
DAC's, etc. for display) to perform the critical
function at all times.

Returning to the general considerations indicated

in Fig. 1, the next question is one of system size.
It is taken for granted that the user's hardware
will consist of some form of modules which plug into
bins (see for instance the European standard IANUS
system or the ADIOS system described here), and the
question is whether there will be one bin or several.
This decision involves gquestions of how multiple
bins are to be addressed, and what will be their
physical separation and distance from the computer.
This latter point is highly important though easily
overlooked. Its importance can be seen in the
following way. If the cable length is long then

the cables must be terminated to avoid reflection.
The logic levels employed for modern microcircuits
are typically O and +4 volts. For 50 ohm terminated
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cable this means 80 ma/bit. Since on-line systems
usually employ common grounds between analog and
digital hardware it follows that the transfer of a
16 bit word can involve a current pulse at over

1.2 amperes in the ground return. The noise and
crosstalk implications of this are obvious. (A new
data bus system presently being designed at Bell
Telephone Laboratories for a multi-user environment
using SDS Sigma computers circumvents this problem
by using balanced current-driven twisted pair. No
such extreme steps were necessary for the relatively
small PDP-8 system described in this paper.)

If multiple simultaneous users are envisaged it is
advantageous to employ a buffer unit between each
bin and the data bus. This has a number of advan-
tages for large systems, not least being the ability
to provide logical buffering between bins to prevent
one user from wiping out another by, for instance,
unplugging a module. This decision is shown at

node 3 in Fig. 1. :

Again in large multi-bin environments it can be
advantageous to provide a bin address with unit
sub-addresses within each bin, (this is the route
followed in both the European 1ANUS and BTL Sigma
system designs).

At node 5 a difficult choice must be made regarding
the extent to which the bus cables are shared by
time, or other, multiplexing arrangements. The ad-
vantage of multiplexing lies in its ability to
reduce the number of cables in the system. The
disadvantages are reduced I/O speed and added com-
plications to unit hardware and system programming.

The way in which external units signal the computer
via the interrupt system is also one of central
importance. In this connection the maJjor choices
lie, as indicated at node 6, between using a single
common interrupt line, or of employing a hierarch-
ical or priority system. The latter can be organ-
ized two ways, either by using a separate physical
interrupt wire from each external unit to the com-
puter, or by connecting the external unit interrupts
in head-to-tail fashion whereby priority is defined
by position in the chain. Neither of the latter
systems is well suited to a flexible data bus system
designed to accommodate a wide variety and number of
external units since each time a change is made in
the configuration of modules, numbers of separate
physical wires must also be re-routed.

It will be appreciated that the foregoing discussion
of general questions is of necessity superficial,
though we believe it to indicate most of the major
hardware considerations involved. Without going
too deeply into details of software and logical
design one other question regarding module addres-
sing must be raised. This is the issue of what we
term "generic" addressing and its importance can be
seen with a simple example. Suppose the on-line
system involves a number of external devices which
must be turned on and off in exact time synchronism.
Since any bus system is by definition sequential,

in that only one set of address lines is used, it
is not at first clear how this can be achieved. A
solution to the problem can be provided by allowing
units to recognize more than one address. Each
unit or module recognizes its own unique address

and having been so addressed one of the commands to
which it can then respond is to enable recognition
of another address. Such other addresses are termed
generic addresses and they can be common to many




different units. In this way the computer can issue
generic commands which apply simultaneously to any
subset of external modules, allowing them to operate
in exact time synchronism.

By way of concluding this section on general design
considerations it may be illuminating to consider a
number of questions that can be asked regarding

the logical organization of any on-line computer
system. Does it, for example, require special
timing, logic and drive circuits to be added to an
external unit before it can talk to the computer?
If the answer is yes then the chances are that
considerably less experimental innovation will be
carried out with the on-line hardware than would
otherwise be the case.

Another important point to bear in mind is the
ability of the system to check itself. Can the
computer tell what units are connected and whether
they are operating? This feature can be very im-
portant in systems employing many modules.

An area that is outside the scope of this account

is that of programming, but it is obvious that the
hardware and software of any on-line systems must be
harmoniously designed. Less frequently considered
from the outset, however, is the question of the
ease of debugging the operation of the entire on-
line system. Our experience with the present system
has shown the extreme desirability of being able to
"force'" external equipment to well defined condi-
tions, by hand, as a check in debugging programs and
hardware. This also is therefore a point to consid-
er in comparing system configurations, how difficult
is it to debug the hardware-software interaction in
preparing programs for the on-line system?

A corollary to this point is the related one of
investigating the degree to which the computer is
able to exercise external equipment. In this con-
nection it has been found extremely useful to pre-
pare programs which operate all the computer-
accessible features of a module sequentially. This
approach allows convenient debugging of modules as
they are produced since an operator can examine
repetitive waveforms at his leisure, proceeding
sequentially through a series of test conditions
under programmatic control.

A final point involves the provision of an analog
measurement capability within the data bus system.
This has been found to be most useful in the PDP-8
system described here, and comprises a shielded
twisted pair in the data bus cable connected to a
central 12 bit ADC at the computer. In conjunction
with suitable external modules this furnishes the
ability to both measure and provide analog levels.
Together with the digital capabilities of the system
this provides a combined digital and analog capa-
bility which encompasses a broad range of applica-
tions.

3. THE DATA BUS
A diagram of the data bus system chosen for a PDP-8
and a single-user environment is shown in Fig. 2.
The logic of the operation of the data bus closely
parallels that of the PDP-8 computer. Commands are
sent to a particular module by placing the module
address on the address lines and activating the
instruction lines. The three instruction pluses in
this system occur at 1 ps intervals and are .4 us
in width. Because one of the system rules is that
the modules operate with instruction pluses of any

47

length greater than ~.2 ps, there is no restriction
on the maximum length of the cycle. (Thus the sys-
tem may also be used with other computers of lower
speed than the PDP-8 provided a suitable computer to
data-bus interface is constructed.)

The type of operation performed with each instruec-
tion pulse has been standardized as follows.

Instruction Pulse Operation

Auvgmented Instructions &

IOP1 I/0 Skip
10P2 Input to computer
TOP4 Output to modules

Since it was useful to have many more than three
instructions, a system for deriving a set of aug-
mented instructions during IOPl is used wherein the
six low order bits of the computer output lines are
each interpreted as a separate instruction. The

six high order bits have been reserved to be used in
coincidence to obtain 64 additional augmented in-
structions, should such a need arise in the future.
I0P2 is used to generate all inputs so as to relax
the requirement on the fall time of the input pulses
which must be clear before the next instruction is
executed.

A module requests attention from the computer by
energizing a common interrupt line until it is
serviced by the computer. The computer then inter-
rogates the modules to determine which one is re-
questing service. (Since a priority interrupt
system might be desirable when the system is inter-
faced to a different computer, four additional lines
in the data bus have been provided, which may be
used in this manner.)

The I/O skip line provides a means for a module to
respond to interrogation by the computer. An affir-
mative response is signalled by energizing this line,
which causes the PDP-8 to skip an instruction. If
the system were connected to a different computér,
the I/O skip line could set a status bit in the
machine.

The distribution of the analog input lines to the
module bins is performed with shielded twisted pair.
The interface contains a parametric amplifier in a
configuration which converts the single ended O to
-10V range of the analog to digital converter in the
PDP-8 to a +10V to -10V differential system with
good dynamic common mode rejection.

Since the logic of the bus system is compatible with
the PDP-8, the interface is used simply to provide
the level shifting and buffering that is necessary
to communicate directly with the integrated circuits
in the modules.

The interface unit converts the negative logic levels
of the PDP-8 to standard microcircuit levels as used
in the data bus system. In addition the interface
input buffers provide noise filtering and an input
threshold which can be varied in order to investi-
gate noise margins. Tests have shown the data bus
system capable of operating with cable lengths of
more than 100 feet.

The data bus consists physically of 48 miniature
coaxial cables, together with one shielded twisted
pair, which interconnect the required number of
module bins. Within the bins, the data bus loops



through twelve 50 pin connectors into which the
modules connect upon insertion into the bins.

4. THE PLUG-IN MODULES

Four general purpose modules were designed to oper-
ate in conjunction with the computer to assist in
the operation and control of experiments and in the
acquisition of the resulting data. Figure 3 shows
one of each type of module installed in a module

bin. A modified NIM power supply located at the
rear of the bin provides local power for the modules.

The construction of all the modules is similar to
that of the scaler, which is shown in Fig. 4. The
use of integrated circuits on a single special pur-
pose board results in considerable reduction of
eost and size over the more usual technique of
using general purpose logic boards. The cost of
the more complex modules is approximately $300 each.

In order to simplify programing and debugging, the
module addresses are defined by small plug-in cards,
visible in Fig. 4, which may be changed at will.
Removal of a unit for repair may thus be performed
by switching its address card to a new module. A
brief discussion of the structure and operation of
each of the modules is given in the following four
sections.

4.1 Register

The register provides a general purpose interface
for digital devices. It is capable of accepting a
12 bit word from an external device and inputting
the word to the computer. It can also accept a
word from the computer and present it, with buf-
fering, to the outside world. The block diagram of
this unit is shown in Fig. 5. Table I lists the
commands for the unit, most of which require no
explanation.

The voltage levels for input and output are standard
NIM and integrated circuit levels. The use of jam
transfer makes resetting unnecessary, and allows
alteration of selected bits of the register without
even a momentary change in the other bits.

The use of master-slave flip flops as buffers per-
mits the register to be used as a hardware bit-
reformatting device by connecting the outputs of
the register to the inputs in the desired sequence.
The word to be reformatted is sent out to the regis-
ter and then read in as external data. This feature
also permits use of some bits of the register as
input and some as output, since by connecting a bit
output line to the corresponding bit input line one
makes the value of the bit independent of the Load
Register from External Unit command.

The most serious stumbling block in interfacing an
external device to a computer is not the compati-
bility of the input/output levels, but the necessity
of establishing logical communication between the
devices and the computer in a simple way. In the
register the "freeze'" circuitry allows the computer
to command a device to remain stable while being
read. The interrupt circuitry allows the device to
request service from the computer. A busy line
informs the unit of the status of its request.
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4.2 Relay Module

The logic of this module is shown in block diagram
in Fig. 6. It contains twelve single pole double
throw high speed reed relays each capable of swit-
ching 3 amps. It is used in conjunction with a
register module to handle signal and power levels
which are inconvenient to handle electronically.

The relay driver commands are shown in Table II.
The Test Unit Ready command allows the computer to
test for the presence of the module.

k.3 Scaler

This module comprises a 12 bit binary ripple counter
and the necessary logic to permit the module to
function on the PDP-8 data bus system. In operation
the module sends an interrupt to the computer for
every 4096 input pulses. The system records the
number of these interrupts and therefore functions
as a scaler modulo 4096. At the end of the counting
period the fractional count remaining in the scaler
is added to the previously recorded total. Figure 7
is a logical block diagram of this unit. A unique
feature in this design is the use of a two address
command structure. The first of these is the gen-
eric address and the second the unit address. By
use of the generic address the computer can execute
any one of three commands and have all scalers
sharing that address respond simultaneously. The
command structure for the unit is shown in Table III.
Most of the commands are self-explanatory. While
Increment operates in front of the input gate,
Preset, which also increments, operates at all
times. Enable Generic and Disable Generic permit
the generic commands to be obeyed or ignored.

The overflow and saturate logic allow the computer
to serve as the high order portion of the scaler in
the following manner. When the high order bit of
the scaler overflows, its overflow flip flop is set
and a program interrupt is sent to computer. The
computer then initiates a search using the Test
Overflow instruction and thereby ascertains which
module interrupted. Should a second overflow occur
in a scaler before the previous one has been re-
corded by the computer then the saturate flip-flop
is set. The computer can test this flip-flop, and
thus either ascertain that the scaling has been per-
formed without error or take appropriate action to
insure correct scaling.

A rear panel switch connects the output of the most
significant bit to either the overflow detecting
circuitry or to a front panel connector, thus allow-
ing the use of a second scaler module to form a 24
bit scaler if desired.

A discriminator is located at the input to the mod-
ule and its level is adjustable from -5 volts to +5
volts. A front panel lamp indicates the status of
the input gate.

A three position switch allows manual setting of the
unit in either the start or stop condition, or

returns this control to the computer.

4.} Programmable Power Supply

The primary purpose of this module is to allow the
computer to supply adjustable voltages to external



devices. As shown in Fig. 8, the computer controls
the power supply voltage by causing rotation of a
motor driven ten turn potentiometer which serves as
an inexpensive analog memory. The series regulators,
which operate by re-regulating the bin power, are
built either as positive or negative supplies, and
furnish O to 10 volts with overcurrent protection
from 10 to 250 ma.

The control commands for this unit are shown in
Table IV. The computer controls the unit by oper-
ating the potentiometer while simultaneously moni-
toring its output voltage, thus becoming part of a
servo loop.

The front panel dial attached to the potentiometer
indicates the supply voltage directly while also
permitting manual setting of the voltage. In
addition, the module may be used as an analog input
from the operator, since the computer can, in effect,
read the dial setting. Connection of the potentio-
meter shaft to other rotating equipment could also
permit the computer to cause controlled motion in
the external equipment should this be desired.

5. SAMPLE APPLICATIONS

The system has been used to control, and process
data from space experiments; to run nuclear analysis
displays using DAC's; and as the data acquisition
and control center for an automatic Hall-effect
measuring system.

Figure 9 is a block diagram showing how experiments
are connected into the system. Note that the com-
puter output can control the experiment via the

data bus. Computer input can store digital outputs
from the experiment via the data bus and make analog
measurements via the analog bus and computer ADC.

5.1 Testing of a Satellite Charged Particle
Spectrometer

A simplified block diagram of a satellite particle
detector experiment is shown in Fig. 10. Particles
incident on the semiconductor detector assembly
deposite their charge in one or more detectors.
Coincidence logic applied to detector outputs
determines the particle type, while the linear
system sorts the energy of each particle type into
one of five consecutive energy ranges.

Sixteen different particle identifying modes and
the five channel energy ranges are controlled by
the digital outputs from the spacecraft sequence
clock, in such a way that each mode lasts for ap-
proximately 10 seconds. For in-flight calibration
the experiment contains a test pulse generator and
two internal sources, each activated by certain
states of the sequence clock once every six hours.

When tested in thermal vacuum in the laboratory by
the computer system, outputs from a register unit
simulated the sequence clock and thereby controlled
the experiment modes. Calibration modes were ar-
ranged to alternate between the test pulser and
internal source modes for every complete sequence

of experiment modes, interspersed with complete
sequences of no excitation. 1In this way a calibra-
tion cycle was repeated once every 25 minutes, so
large amounts of calibration data were processed in
a relatively short time. The sequences of no excita-
tion were useful for the observation of noise counts.
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Scalers were used to accumulate the five channel
outputs and to transfer the counts into the computer
for printout.

Temperatures were also recorded. The outputs of
temperature sensors were switched onto the analog
bus using & relay driver and register combination,
and were measured by the computer ADC.

Although not used in this particular test, it would
be appropriate to use programmable power supply units
in a test of this kind to investigate the effect of
varying power supply voltages on circuit performance.

5.2 Automated Hall-Effect Measurements

An ion implantation laboratory is in operation and
many implanted diode samples will require extensive
electrical testing. Each sample is expected to go
through several stages of annealing, and following
each stage measurements will be made to evaluate
Hall coefficients, specific conductivity, carrier
concentration and carrier mobility, over the tem-
perature range 2°K to 300°K. Figure 11 shows a
simplified block diagram of the electrical system.

A large number of voltage measurements from contact
to contact are required at each temperature of
interest, and the temperature stability at each
measurement point must be carefully controlled.

Figure 12 is a flow chart showing the main steps in
the computer controlled system. After the sample is
mounted and ready to be lowered into the cryostat,
the program starts with a comprehensive check of

the hardware and a "FAULT" printout is generated
indicating the nature of any malfunction. An "OK"
printout indicates the satisfactory completion of
each test.

When the hardware test is completed the sample is
manually lowered into the cryostat. The program
continues by welding the sample contacts to ensure
good connections and then checking that the voltage
drop across each is within acceptable limits. The
weld current and the contact. test current paths

are selected, by using relay units, so that they
flow in the appropriate direction (depending on the
diode junction type) and through any desired contact.

The next step is the measurement of a complete set
of diode characteristics. These are made at
several values of current, taken from a table in
memory. A first set of Hall measurements is then
made, coefficients are processed and printed out.
A manual deeision is then made whether the Hall
properties exhibited by the sample make continua-
tion of the measurements worthwhile.

In continuing the test, the operator types in the
upper and lower limits of temperature range and the
increments at which measurements are to be made,
and opens the liquid helium valve on the cryostat.
The computer selects the temperature values by
interpolation from a table in memory, starting with
the lowest specified temperature. The required
temperature control is provided by the setting of

a programmable power supply whose output controls
the power applied to the sample heaters.

The computer proceeds in a similar way to control
and check the remaining experimental conditions, as
indicated in Fig. 12.



The measurement of each of the many voltages 1is
accomplished by using relay units as multiplexers
at the input of a digital voltmeter. Two register
modules are used to receive the DVM digital data
and transfer it to the computer via the data bus.
One of these registers is used to trigger, and also
to recognize the end of each DVM measurement, sig-
naling to the computer that data is ready for input.

5.3 Other Applications

Many uses other than those already described have
been considered. An example is that of automated
sample liquid scintillation counting in which pro-
grammable power supplies can provide levels defining
pulse-height windows. In conjunction with scalers
this provides pulse height analysis, while relay/
register combinations can excise electromechanical
control.

The system may also serve as a versatile, economical
alternative to large multiparameter pulse height

analyzers when used in conjunction with pulse analog-

to-digital converters, and fast digital-to-analog
converters for CRT displays.

When connected to an engineering breadboard, the
system has been used as a versatile programmed
pulser and circuit tester.

6. DISCUSSION

The point can be made, and with justification,

that computer manufacturers realized years ago that
peripheral hardware was best handled on a bus basis,
which is all that is being achieved with the system
described here. This is quite true. The differ-
ences that arise with on-line systems are primarily
those of degree (with the exception of analog bus
facilities) rather than those of kind. One example
will suffice to make the point. The present system
might be required to handle 60 scalers all counting
at ~1 MHz (e.g., a data rate of 6x107 bits/second)
with the subsidiary requirement that various subsets
of them be gated on and off in exact time synchron-
sim. Such requirements are not encountered with
standard computer peripherals for which supervisory
control and timing can always be exercised in a
logical sequential manner.

The major point being made here is really a differ-
ent one, namely how to design a modulav system with
a small number of different types of modules to
encompass a large number of on-line tasks. While
examples of such tasks are endless 1t is hoped the
outline of the rationale of the design, together
with the sample applications given, demonstrates
the flexibility that such an on-line modular
analog-digital system can provide.
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TABLE I. REGISTER MODULE COMMANDS
DATA
IOP BIT COMMAND
1 6 Test Interrupt
1 7 Generate Interrupt from Computer
1 8 Disable Interrupt
1 9  Enable Interrupt
1 10 Set Freeze Output
1 11 Load Register from External Unit
2 - Load Computer from Register
i - Load Register from Computer
TABIE II. RELAY MODULE COMMANDS
Iop COMMAND
1 Test Unit Ready
2 Enable Relay Drivers
L Disable Relay Drivers
TABLE III. SCALER MODULE COMMANDS
A. UNIT ADDRESS COMMANDS
DATA
Iop BIT COMMAND
1 6 Test Overflow
1 T Test Saturate
1 8 Disable Generic
1 9 Enable Generic
1 10 Increment
1 11 Clear
2 - Load Computer from
Scaler
L - Preset
B. GENERIC ADDRESS COMMANDS
Iop COMMAND
1 Start Scaling
2 Clear
In Stop Scaling
TABLE IV. POWER SUPPLY MODULE COMMANDS
DATA
IoP BIT COMMAND
1 11 Motor Off
1 10 Measurement Off
1 9 Measure Current
1 8 Measure Voltage
2 Motor Counterclockwise
(Lower Voltage)
b Motor Clockwise (Raise

Voltage)
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QUANTIFYING MUSCULAR ACTIVITY IN THE
ANALYSIS OF HUMAN SPEECH

A method of processing electromyographic (EMG) data in
the analysis of speech production

Stan Hubler
Phonetics Laboratory, UCLA*
Los Angeles, California

ABSTRACT

An interface is described which improves the quality of data proces-
sing in a LINC-8 computer by preprocessing analog input data using
an analog integrator. The interface can be used not only on the LINC-
8 but also on other digital computers equipped with multiplexed analog

to digital converters.

INTRODUCTION

Human speech production is complex. It requires lots of
brain power and muscular coordination. After years of
study, relatively little is known about how the brain ini-
tiates speech commands to the muscles and little is known
about the exact mechanism of muscle movement. Pho-
neticians hope that by understanding the activity of mus~
cles in speech they can make reasonable inferences as to
how the brain is organized and how it stores and produces
speech. The implications of this knowledge are far
reaching. Short term benefits can be the correction of
speech defects. Long term benefits can be the unravel-
ling of some of the brain's mysteries. But a lot of
groundwork remains to be laid. For example, how do
you go about understanding the mechanism of speech pro-
duction? Phoneticians believe that the brain must store
some speech data and then use a set of instructions or a
program to put the data together into recognizable speech
such as words, phrases, sentences, etc, This is as
opposed to the brain's having stored all possible data and
merely playing it back. So one can immediately ask the
question, "What size or sizes are the basic data units?'.
This question and others are being attacked in many ways.
One method is to correlate the activities of the speech
muscles with the speech generated, We can't answer the
data size question completely by this method but we can
at least establish that the unit is either syllable sized or
larger or, if they are smaller than the muscle patterns
of speech are not the right place to look for them ( From-
kin, 1966).

METHODOLOGY AND PROBLEM

A brief summary of the data collection/analysis meth-
odology used in this laboratory follows., More detailed
descriptions are available in Hirano and Ohala (1967) and
Hirano et al. (1967). The software has been described
by Harshman and Ladefoged in the Fall 1967 DECUS
PROCEEDINGS.

Currently, we measure muscle activity by inserting a
pair of wires into a muscle and the electrical signals
which result from muscular action (electromyographic
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signals or EMG). (See Figure 4) It turns out that these
signals, which are voltage pulses or spikes, are individ-
ually about the same size. The number of these spikes
per unit time is roughly proportional to muscular effort
except for extreme muscular effort -- when the amplitude
must be taken into account as well because the spikes be-
come superposed. In our system (Figures 1, 2, 3) we
record these signals, then later play them back through
the computer, for analysis. But there are some hurdles
to overcome in order to get this data into the computer:
Speech events of interest may last up to several seconds.
If all the muscle spikes are stored (there may be thou-
sands), a great amount of memory will be used. For-
tunately, only the relatively slow changes in the muscle
activity are of interest, so only the envelope of the activ-
ity is required. Previously, this was entered into the
computer without preprocessing and, after averaging the
envelope was enhanced by a software smoothing technique,
was only partially successful. The difficulty was there
was a computer generated artifact which appeared sim-
ilar to noise. It appeared that this artifact could be elim-
inated if a kind of temporary storage or smoothing device
could be installed external to the computer circuitry. An
added advantage of this device would be a relaxing of the
software requirements and a resulting increase of avail-
able core.

SOLUTION

A computer synchronized, analog integrator was devel-
oped to accomplish the temporary storage/smoothing func-
tion. It turned out that the synchronization feature was
easy to accomplish, since it required a simple modifi-
cation to the LINC-8 computer. This modification should
be reasonably easy for other computers using multiplexed
analog to digital converters. A true integrator was
chosen over an RC type in order to avoid having optim-
izing the integrator for a particular sampling frequency.

DESCRIPTION OF THE INTE-
GRATOR SYSTEM

(See Figures 5, 6, 7) Raw EMG signals are rectified by
a linear full wave rectifier. The output of the rectifier



drives the true integrator, which sums the signals in such
a way that hoth an increasing number of signals per unit
time and increasing signal size (amplitude) cause the
summed output to increase. This process continues for
a time determined by the analog to digital converter
sampling frequency, which in turn, is determined by the
coftware. Almost immediately after the computer sam-
ples the output of the integrator it is discharged to zero
(within 15 microseconds) and resumes summing. In this
manner the rectifier-integrator combination act as an
analog memory and provide a smooth transmission of the
analog data to the analog to digital converter.

HARDWARE REALIZATION

(See Figure 8) As might be expected, certain embellish-
ments to the original idea are necessary so that the hard-
ware is compatible with the real world. An output amp-
lifier follows the integrator and acts as a buffer between
the integrator and the normal computer input and, addi-
tionally, conditions the output to meet the normal input
requirements of the computer. An input preamplifier
increases the input impedance from 50 k ohms to about 1
megohm, provides for an optional additional gain of 10
and acts as a low impedance driver to the linear recti-
fiers. An overload detection circuit warns the user that
the integrator has reached its upper limit. This detec-
tion circuit triggers a special lamp driving circuit which
holds the lamp on long enough to be seen. The overload
indicators are necessary since only one channel can be
monitored by the computer's oscilloscope during a given
averaging run., A input potentiometer has been added to
permit timely adjustments in case of integrator overload
and to provide an adjustment capability for unadjustable
input devices.

All the circuitry has been built on DEC-compatible printed
circuit cards which were installed in the spare recepta-
cles in the Data Terminal Panel. Switches, knobs, and
lights were mounted on the front of the Data Terminal
Panel. Extensive use of integrated circuit operational
amplifiers keeps the overall cost of the interface low.

Schematics of the circuitry are available on request from
the Phonetics Lab., Linguistics Dept., UCLA, Los An-
geles, California 90024,

COMPUTER MODIFICATIONS

(See Figure 9) Four DEC flip-chip pulse-gate equipped
monostable multivibrators (one per data channel) were in~
stalled in and connected to the computer. The outputs of
these circuits provide triggers to the circuitry which re-
sets the respective integrator to zero. There are two
inputs per gate: a voltage level which indicates that the
computer is sampling that particular channel, and the

1.9 microsecond pulse which enables the sampling of in-
puts to the analog to digital converter of the digital
computer,
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SUMMARY

A hardware interface which enhances the processing of
electromyographic speech data has been described. This
interface simplifies programming by easing the software
requirements both by eliminating the software rectifier
and by presmoothing the data, In addition, the interface
saves some core and eliminates a sampling artifact.

The interface provides an output proportional to both the
amplitude and number of EMG signals during a given in-
tegration/sampling interval,
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COMPUTER MODIFICATIONS FOR THE LINC-8 (FOR FOUR CHANNELS)






LEXIGRAPH: AN INTERPRETIVE LANGUAGE
FOR GRAPHICS

Dr. Daniel M. Forsyth
Psychology Department
University of Vermont
Burlington, Vermont

Abstract

LEXIGRAPH is an interpretive language which places a display system
and various peripherals in the hands of researchers unfamiliar with
low-level languages. The interpreter accepts as input a "script"
from paper tape or DECtape. The user may specify the display of
text or arbitrary figures defined in the script. A wide range of
script commands have been implemented. Presentation and inter-
presentation times are controlled (with milli-second accuracy),

and chains of displays may be generated which run off without in-
tervening instructions. When display segments (texts or figures)
are grouped in lists or strings, attributes of the individual seg-
ments (intensity, origin, etc.) may be varied selectively. Subject
responses may be recorded via a response box tied to the information
collector, from a Teletype, or by way of a light pen. Acceptable
responses or response patterns are defined in the input script.

Logical testing of responses is provided for, and full branching

capabilities are included. Data (e.g., name of response key and
reaction time) are recorded automatically and stored on DECtape

and may be punched onto paper tape for off-line listing at the con-
clusion of an experiment. The script can also direct the opening
and closing of selected bits in the relay buffer. This may be used,
for example, to control a remotely located audio tape recorder, re-
cording subject responses at arhitrary intervals.

LEXIGRAPH is a programming language de-
signed to ease the task of utilizing the com-
puter in certain classes of psychological ex-
periments. It was originally planned as a
system which would facilitate the preparation of
experiments utilizing a display to present
textual material to subjects (hence the name),
It has been modified to permit convenient re-
presentation of two-dimensional figures, and to
provide for control of peripheral devices in ad-
dition to the display scope.

The system provides, among other capabili-
ties:

1. Simple specification of textual material
and figures for display

2. Flexible control of the material dis-
played (e.g. timing, location, intensity,
etc.), and of other peripherals (e.g.
relay buffer).

3. Automatic recording of data collected
during an experiment.

4. Conditional statements and pregram
branching.

5. Program size limited only by DECtape
capacity (i.e. automatic overlay).

6. A reasonably natural programming lan-
guage.

The program operates in an 8K PDP-4 with at
least two DECtapes, 340 display with character
generator and vector mode, and millisecond
clock. It is implemented in the context of the
Harvard Center for Cognitive Studies Operator
System and Scope Editor (DECUS PDP-4-14 and
PDP-4-15). The system permits programs to be
entered directly from the teletype at a remote
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location via the Scope Editor. The DECtape
files produced by this operation are read by the
LEXIGRAPH system. Thus experiments may be
written and debugged {(and subjects run) without
leaving the scope room.

As an interpreter, LEXIGRAPH scans the
source pregram, immediately performing the op-
erations commanded there. Interpretation and ex-
ecution is performed on a statement by statement
basis. Statements in LEXIGRAPH may establish the
value of a variable, manipulate a stimulus para-
meter, define a figure, initiate an operation,
etc. A program for LEXIGRAPH, consisting of a
series of statements, is called a script. Scripts
are maintained on DECtape. At any given time,
only a portion of a script will be in core.
Statements are processed serially, the script buf-
fer being refilled from DECtape, until a branching
statement is encountered. Branching statements
refer to line numbers which appear in the script
(similar to FORTRAN lines). As LEXIGRAPH main-
tains a record of line numbers which have been
encountered and their location on tape, branching
can be either forward or backward. Thus looping
is permitted under control of either internal or
external parameters (e.g. the value of a program
variable or the condition of a response device).

No attempt will be made in this paper to
fully specify the LEXIGRAPH language, but selected
statement types will be examined to indicate the
nature of the system. All material which might
appear in a script 'as is' will be presented in
full caps. Arguments will be presented as 'argl,
arg?2' etc.



The basic manipulanda of the system are
texts and figures. They are specified simply:

TEXT argl (THIS IS A SAMPLE TEXT.)
FIGURE argl (40,20/B0,-20/40/20)

The arguments are used by statements specifying
an operation, as in displaying a figure. Fig-
ures are compounded from a series of vectors
specified by doublets, where the sign has the
usual significance and a doublet preceded by a
'B' indicates a blanked (invisible) line. The
figure above, for example, would appear as a
pair of parallel lines. Texts and figures have
an origin whose value is established by the
statement:

ORIGIN LINE argl, TAB arg2

The scope is treated in this sense as a type-
writer with tabs set 10 character spaces apart.
Refinements of origin can be made, in text
specifications, with spaces, and for figures,
with blanked lines. Once an origin has been
specified it remains as an internal parameter
until changed by a new origin statement. Texts
and figures are assigned the origin which is
current. at the time they are scanned. The ori-
gin is an attribute of the figure or text (one
of several) which can only be changed by the
command:

SET TEXT argl ORIGIN LINE arg2

This command would have the effect of setting
the origin of text 'argl' to line 'arg2', tab O
(the value of tab if not specified in the argu-
ment) .

When the interpreter encounters text and
figure declarations, it assembles an internal
representation (scope buffer) and stores it in
the main buffer area. This is a dynamic storage
area in which is stored all material that must be
preserved across statements. Scope buffers, line
number locations, variable names and values, and
other material is maintained in this area in a
threaded list structure. If the interpreter, in
looping, encounters a figure or text which has
already been entered in storage, it will be ig-
nored by the scan. The programmer may optimize
storage by selectively removing material which is
no longer needed, by issuing the command:

CLEAR TEXT argl,..... argn

Similar clear statements might be formed for
other items in storage. Removal of items from
the buffer is accompanied by automatic garbage
collection so that there are never any holes in
the storage area. This is accomplished by com-
paction and re-threading (scope buffers must be
preserved as intact, although variable length,
records) .

Texts and figures which have been declared
may be displayed by using the command:

DISPLAY TEXT argl, arg2,..... argn
DISPLAY FIGURE argl

Any number of texts or figures may be displayed
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simultaneously by providing a string of arguments
as illustrated above. More complex forms of the
display command are available, e.g.:

DISPLAY TEXT argl, arg2/FIGURE arg3, argh

Whenever a display command is encountered, the
interpreter sets up a job list with pointers to
all the scope buffers involved. This insures
that in executing the display command, the usual
slow speed of interpretation is eliminated.

Often, in preparing stimulus material for
psychological experiments, it is advantageous to
organize a small number of elements into a large
number of lists. This can be done in LEXIGRAPH
by defining a
QUEUE argl = TEXT argl, arg2,..... argn

The queue may then be displayed:
DISPLAY QUEUE argl

As opposed to the simultaneous display of
material by compounding arguments in a simple
DISPLAY command, a queue is displayed one mem-
ber at a time.

It is necessary at this point to consider
how a display may be terminated. The display
statement itself merely sets a process into
operation, but does not specify when it is to
stop. For a number of reasons, in the LEXI-
GRAPH system the terminating condition is es-
tablished as a property of the individual text or
figure. 1In the current version there are three
types of conditions that can be used to signal
the end of a display:

1. The subject has pressed an acceptable
response key (i.e. an acceptable code has
been found in the information collector).

2. The clock time alloted a display has ex-
pired.

3. By indicating the appropriate text with a
light pen, a correct terminating condition
has been attained.

These terminating conditions are specified in
the script by a mode statement, e.g.:

MODE TACHISTOSCOPE
MODE KEYPRESS

These, together with additional mode statements,
are used to set an internal program parameter; a
text or figure, when encountered, will be tagged
according to the mode in effect at the time.
Associated with the two examples given above are
specific values, e.g.:

KEY 1,2,3
TIME argl, arg2

The key statement establishes which of 14 keys
on a response box must be pressed to terminate

a display which is in key mode. The time state-
ment sets the values of two internal program
parameters, an 'on' clock and an 'off' clock.

As with origins and modes, these values become
part of the internal representation of a text or
figure. It is possible to modify these values



(using a SET command) after a scope buffer has
been created.

Variables may be introduced:
ABC = 10

ABC = ABC + 10

line numbering:
LINE 100

branching statements:
GOTO LINE 200

and conditionals:
IF ABC = 50 GOTO LINE 75

It is possible to substitute for a real
number either the value of a variable, or a ran-
dom number:
DISPLAY TEXT 15
DISPLAY TEXT ABC
DISPLAY TEXT RANMOD 20
All the above are legitimate. In the second
case, that text would get displayed whose label
equalled the value of ABC, 1In the third case, a
text would be displayed whose label would be some
number between 1 and 20, selected randomly.

While the instruction set is not exhausted
by these examples, enough material has been pre-
sented to indicate the major capabilities of the
LEXIGRAPH system. A very short example may serve
to illustrate the wav a script might appear:
BEGIN
/COMMENTS FOLLOW INITIAL SLASHES
MODE TACHISTOSCOPE
TIMES 1000,1000
/SETS CLOCKS TO ONE SECOND EACH
ORIGIN LINE 10
TEXT 100 (

THIS IS ONE TEXT)
TEXT 200 (

THIS IS ANOTHER)
DISPLAY TEXT 100,200
END

Data collection is automatic during the
execution of the program. Key presses are re-
corded by key number and response latency (with
millisecond accuracy), along with other relevant

information. The value of a variable may be re-
corded on command, and information may be speci-
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fied which will control the listing of the data
after the experiment is completed, e.g.

PRINT THIS IS PART II OF THE EXPERIMENT

would cause all except the PRINT command to ap-
pear in the output.

LEXIGRAPH in its current form (version II)
has been operating in the Computer-Based Labora-
tory of the Harvard Psychology Department for
approximately one year. It has proven valuable
in experiments in psycholinguistics, short-term
memory, concept formation and in other areas, and
has greatly facilitated use of the laboratory by
individuals without experience in using a com-
puter.
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ABSTRACT

The system is designed to acquire and accumulate data from three
sources and operate upon that data for purposes of product con-

trol and acceptance.

The discussion includes system design and
control, data acquisition, and data reduction.

The "fresh-start"”

system creation, optional interrupt processes, restart capabili-
ties, report generations, and system "shut-down'" procedures are

also discussed.

SYSTEM DESIGN AND CONTROL

The Dikewood Corporaticn, operating within design
specifications from Sandia Corporation of New
Mexico, has designated the hardware and designed
the software for this contrcl system, and implemen-
tation of the system is presently progressing. The
discussion of this system is logically divided into
three sections: system design and control, system
operation for data acquisition, and system opera-
.tion for data reduction. Only a generalized theory
of operation for each section is treated here; de-
tailed questions should be addressed to the authors
at The Dikewood Corporation.

The hardware components of the system include a
PDP-8/1 central processor with 4K memory, four DF32
disks and controller, an incremental PEC magnetic
tape unit, a Kleinschmidt printer, a CR8I card
reader, and an ASR-35 teletype. The function of
each of these units will be discussed when they are
considered. The system interfaces three product
testing units (hereafter referred tc as PT's) which
are used as test data transmission devices; however,
each unit is capable of both sending and receiving
information from the central processor. Each PT iz
programmed by paper tape to perform groups of tests
on the product. The data accumulated by the three
PT's is then examined and evaluated, rather simply
in real time, but more extensively later during the
data reduction phase of operation. The evaluation
is accomplished through the use of reports which
were designed to point out problem areas and to
control product acceptance.

The software system design provides three types of
initiation: a completely new start, a complete
system load from a previously created magnetic tape,
or a simple restart from a previously operating
condition. 1In any case, the system will allow
itself to be modified before entering the actual
execution phase. This modification is made possi-
ble through the use of a resident system monitor
which is either loaded from paper tape (as in case
A above) or loaded from disk (as in cases B and C).
The system monitor contains its directive coding, a
single pass Phoenix assembler, a binary lcader, and
disk read/write routines. Execution of this moni-
tor will allow immediate entry into the executicn
monitor, the assembly of routines and punching of
tapes, and/or the loading of previonusly punched
binary tapes. It should be noted that the sole
purpose of this system monitor is to facilitate the
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debugging and modification phases of system imple-
mentation: once satisfactory operation is achieved,
it would be no longer required and could be removed
from the system.

Upon completion of all or any cf the options made
available by the system monitor, control passes tc
the execution monitor which controls the operation
of the data acquisition, data reduction, and
optional modes of the system.

Each operational day is broken down into three dis-
tinet portions: the data acquisition section is
concerned with data monitoring and accumulation
(approx. 16 hours), and the data reduction and
optional secticns are concerned with report genera-
tions which take place during the remaining portion
of the day. Since each data reduction phase con-
cerns itself with only that data taken during the
previous data acquisition phase, it wculd seem
obvicus to allow the execution monitor to pass con-
trol directly to the data acquisition mode; however,
there are some optional functions within data reduc-
tion which could be of great use prior to data
acquisition, and it is for this reason that the mon-
itor will query the operator at the beginning of

the day as to which of the three modes he wishes to
enter.

DATA ACQUISITION

There are four types of interrupt in the data acqui-
sition mode of system operation: PT, teletype,
Kleinschmidt, and card reader. With the exception
of servicing the keyboard interrupt which initiates
a "shut-down" of data acquisition, time of service
is of paramount importance. The interrupt routine
is entered immediately after each interrupt is
received and saves the location and cell contents
necessary to assure correct return after the inter-
rupt is satisfied. The routine also determines the
source of the interrupt and directs control accord-
ingly. Priority is internally established to set
all PT's at an equal level, the teletype second, and
the card reader last. As soon as a Kleinschmidt
interrupt is received, 1t turned off and execu-
tion is resumed. Since a real-time activity summary
is the only item which is allowed to be printed dur-
ing data acquisition, and since that printing in-
volves only a single character at a time, we can
effectively "ignore" this interrupt. The card
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reader will process cards only when the system is
free from any PT considerations.

The bit configuration presented at the initiation
of a PT interrupt is held only for one second and
may degenerate after that time, therefore it is
mandatory to complete all computations involving
these bits within that time. However, a further
restriction exists in the fact that interrupts may
occur from each of the three PT's simultaneously.
This requires that all computations be completed
within 333 milliseconds. To allow for adequate
safeguards, this time has been further reduced to
300 milliseconds of processings all other inter-
rupts are "closed out" and will not be recognized
until the processing is completed.

All data arrays and counters must be initialized
prior to the start of data acquisition due to the
fact that, for purposes of data reduction, only
daily data is retained. An in-core buffer is main-
tained for each of the PT's: each data buffer is
composed of an ID block and results of all tests
conducted in a group. Since data 1s presented

from the PT in 48 bit patterns, the ID (consisting
of sixteen words) must be collected by means of
four samplings of the 48 bit register. The remain-
ing portion of the buffer is filled four words at

a time as each test is completed and the entire
buffer is copied onto the disk at the end of a test
group.

The processing of the PT data must necessarily ac-
complish three tasks; the first of these consists
of properly identifying the source of the incoming
data; that is, which of the three PT's is sending
data. This is accomplished by testing each of the
three PT flags in order. Since it has been estab-
lished that processing of an interrupt will be
completed within 300 milliseconds, it is possible
to test each flag every time an interrupt is
received without establishing a bias for the first
PT. The second task involves the generation and
checking of all system flags and counters. One or
many of these are updated or initialized each time
an ID is received, each time a test measurement is
received, each time a group is completed, each
time some signal is to be returned to the PT, and
each time a buffer is dumped onto disk. All flags
are stored for each PT due to the fact that there
is no relation between the activity of one PT and
the processing occurring on either of the other
two. The third task requires completion of an
entry into the real-time activity buffer. This
buffer is filled whenever appropriate information
is received and is printed, one character at a
time, whenever the system is not concerned with
other interrupt conditions.

Upon receipt of a keyboard interrupt, the data ac-
quisition phase must accomplish completion of all
test groups currently -operating and then set up a
restart capability for possible use when all
options have been completed. Successful completion
of the "shut-down" procedure must be verified by an
operator-inserted code before data acquisition is
abandoned. Once verification is received, control
is returned to the execution monitor and the appro-
priate data reductiorn or optional program is then
loaded and executed.
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DATA REDUCTION AND OPTIONS

As previously mentioned, the operational day is
broken down into three distinct parts: data moni-~
toring and accumulation, report generation, and
options. This section deals with the latter por-
tions of the day. The time allotted to these parts
is approximately 8 hours, since another data acqui-
sition period will follow.

There are two kinds of reports to be printed during
this time: mandatory and optional. Mandatory
reports consist of a daily failure list, a statisti-
cal summary of the data, a product summary, and tape
copy functions. Each of the reports is generated
automatically by a separate program which resides

on disk. The loading and execution of each program
is handled by the data reduction monitor. When a
particular report is desired, its respective pro-
gram will be loaded from the disk and executed,

with control returning to the monitor program in
order to process the next necessary program in the
same manner.

The first operational step is to request that the
operator mount a magnetic tape on the transport.
Following a message to that effect, the four manda~
tory report programs are loaded and executed in
order by the monitor program. After these functions
are complete, a check is made to insure that the
tape 1s ready. The monitor then controls the cre-
ation of the three tapes: an IBM 360 compatible
tape containing the data taken during the last data
acquisition phase, a complete data history tape,
and a system tape to be used in the event the sys-
tem and its associated data are destroyed.

Upon completion of this tape generation, all of the
mandatory tasks have been accomplished and the next
step is to satisfy any optional requests which the
operator may make. A list of possible reports
their respective code numbers will be available to
the operator. He will enter the code number of the
program to be executed and the system will then
load the program from disk, execute it, and return
to accept additional requests. Some of the option-
al programs are: an individual test summary, an
individual group summary, an individual unit sum-
mary, various test analyses, changing and printing
of test limits, and a software/hardware program
check. When the operator indicates that he has no
further requests, he has three options at his dis-
posal. He may request that the system be turned
off to enable hardware diagnostics or other problem
programs to be run; he may set the system in a
"wait" state in preparation for the next data acqui-
sition period which is probably only a few minutes
away; or he may choose to continue data acguisition
in which case initialization is skipped and data
acquisition would proceed as before. This latter
fact will probably occur only when the data acqui-
sition process was interrupted to perform some
optional tasks.

awnd
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To summarize then, the execution monitor exercises
complete control over each of the three subsystems
(data acquisition, data reduction, and optional
programs), allowing each to terminate under program
control or at the discretion of the operator. Up-
on termination of any subsystem, it is possible to
enter any of the other two, thereby affording com-
plete flexibility to the system.



VIDAC
A DATA ACQUISITION SYSTEM

Noel P. Lyons, Robert W. Skyles
VIDAR Corporation
Mountain View, California

ABSTRACT

VIDAC is a data acquisition system program for the non-

sophisticated computer user.

Its features include flexibility

of sub-routine usage, a linking loader, and an easily modi-

fied executive routine.

VIDAC

VIDAC is a real-time programming system devel-
oped for operating a processor-controlled data ac-
quisition system manufactured by VIDAR Corpora-
tion. VIDAR is a manufacturer of a broad range of
test instrumentation and data handling equipment.
One of VIDAR's major lines is a group of digital data
acquisition systems or data loggers.

In surveying the uses of our data logging products,

it became obvious that the majority of the data being
recorded was subsequently analyzed on a central
computer. In 1967 VIDAR first combined a data log-
ger with a small computer in one integrated system.

At that time, a survey of available equipment indi-
cated that while many computer manufacturers of-
fered A-D converter front-ends, none of these pro-
vided the sensitivity and noise immunity required for
direct measurements of typical industrial/scientific
transducers such as thermocouples, strain gages,
load cells, etc. Subsequent discussions with DEC
led to the development of the DEC AF04 Scanning
Digital Voltmeter for the PDP-8 and PDP-9 families
of computers. As far as we know, this was the first.
commercial A-D front-end for a computer developed
by an instrumentation manufacturer.

Concurrent with this effort, VIDAR embarked upon
development of the VIDAR 5206 - a proprietarydata-
acquisition system using a PDP-8/S to bring the pow-
er of a small computer to the data acquisition cus-
tomer. Our product planning indicated that the soft-
ware system would be as critical as the hardware
system. The total system would be used by cus-
tomers skilled in their field of instrumentation, but
having little or no knowledge of computer program-
ming. Typical applications for this class of equip-
ment included:

Test monitoring (by a jet turbine manu-
facturer)

Product Test (by a consumer electronics
manufacturer)
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Fuel Cell Research (by NASA)

Geological Research (at a mid-
western university)

Process Supervision (in a glass
manufacturing plant)

Thus, it became obvious that a "total system' ap-
proach to hardware and software would be required.
Using such an approach, we can examine the hard-
ware and software parameters which such a total
system should have:

Hardware Parameters:

1. Sub-microvolt sensitivity for direct measure-
ment of T/C's, strain gages, etc.

2. High noise immunity (true integrating measure-
ments) to withstand noisy industrial environ-
ments.

3. High common-mode voltage rejection, to allow
for long leads to transducers.

4. Fast and accurate, to match modern computer
speeds.

5. Modular, to allow each user to configure his
system to meet his exact requirements with a
minimum of special equipment.

6. Reliable. Neither the customer nor the vendor
ever profits from a service call,,

Hardware Results

The Resulting System Shown in Figure 1 can:
1. Measure down to 0. luv.

2. Offer true integrated measurements, period
selectable, from 1-2/3ms to 166-2/3ms.

3. TFurnish up to 160db of common-mode rejection
at common-mode voltages up to 500v.



Random Access, from 10 to 1000 channels at
speeds of 50 channels/second.

5. Figure 2 shows the various optional equipment
that can be added to configure systems of 10 to
1000 input channels, optional measurements of
DC and AC voltages, frequencies, time inter-
vals, and resistance. The PDP-8 family of
processors offers complete control of random
channel-by-channel measurement selection,
function and speed.

Software Parameters

1. Control experiment or test in process.....

2. Acquire the data, - both controlling the mea-
surement system and bringing the data into the
processor.....

3. Manipulate the data, with full arithmetic and
logical capability.....

4. Output results to recording peripherals, dis-
play panels and control outputs.

5. The software system must be so structured that
users who know their data acquisition task, but
not computer programming, can readily com-
bine the hardware and software to apply the full
power of the "total system' to their instrumen-
tation problems. Thus, software should be
written in a data acquisition oriented language
with the most common tasks pre-programmed
by subroutines.

6. Typical applications to be easily programmed
on a 4K PDP-8 family computer.

Software Results

The result has been the development of VIDAC--a
real-time assembly-language programming system
for the VIDAR 5206. The system is built around a
relocatable assembler, a linking loader, and adata-
acquisition oriented subroutine library.

After much study, an assembly level language was
chosen instead of a compiler level language. Real-
time data acquisition and manipulation problems are
intimately associated with what is happening in the
computer, Compiler level languages were all
found to be too far removed from the real-time
world to be easily adapted or extended to real time
processing.

A second factor was the ease in which logical func-
tions and manipulations can be handled by an assem-
bly language. VIDAC concentrates on the logicalnot
the mathematical manipulation of data. In addition,
the efficiencies of speed and space available to the
non-expert user with assembly language were an
added bonus.

VIDAC is not an assembler in the strictest sense in
that each mnemonic instruction generates only one
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machine instruction. VIDAC uses a fleshed-out ver-
sion of PAL III with the addition of 19 convenient
pseudo operations. An automatic paging feature
eliminates the novice programmer's problems with
only 256 directly addressable locations. VIDAC pro-
grams are written as if 4096 locations were directly
addressable.

The output of the VIDAC Assembler is a relocatable
binary tape. The VIDAC Linking Loader automati-
cally links together the user's program and the
VIDAC system subroutines. This allows the pro-
grammer to use any VIDAC system subroutine or
any subroutine he has created without the usualprob-
lems of off page references and subroutine locations.

The VIDAC software package contains over 50 pre-
written subroutines to handle the control, acquisition,
manipulation and recording of data on a real-time
basis. A typical data acquisition system will use
about 30 of these routines.

The main subroutine in the VIDAC library, referred
to as the VIDAC System Module, is capable of per-
forming all the tasks comron to the majority of
data acquisition and control applications. The
VIDAC System Module is a real-time monitor pro-
gram capable of handling three distinct types of
program interrupts associated with real-time pro-
cessing and control. These interrupts represent
the most demanding aspect of the tasks which the
System Module must perform. At the first level,
there are a large number of program interrupts
which go back and forth between the selection and
measurement front-end, the Teletype, a software
clock, and the various 1/0 peripherals. Next, the
System Module itself generates program-independent
time interrupts that allow unconditional jumps to
pre-selected program segments at preset time in-
tervals. Naturally, this type of interrupt requires
saving the state of processor, including the contents
of the Floating Point Accumulator, to allow restora-
tion at a later time. Finally, the System Module
must service Priority Process Interrupts in which
the user may, on a priority basis, interrupt the pro-
gram and request a reading of individual input chan-
nels from the Teletype keyboard.

The system module contains all the subroutines
necessary to randomly select and measure any se-
quence of input points, These subroutines fully con-
trol the data acquisition hardware, including the
many optional hardware modules.

Additional subroutines allow the user to easily es-

tablish a multilevel real-time interrupt sequence to
easily handle the variety of timing requirements of
various data acquisition routines.

In addition to handling all 1/O and program inter-
rupts, the VIDAC System Module also contains a
functionally complete set of Floating Point Arithme-
tic Subroutines which handle 8 decimal-digit numbers

over the range of 10_38 to 10+38. The speeds of the

Floating Point operations vary between 8 and 15ms.



Experience has shown that these times are quite com-
patible with real-time data acquisition and manipula-
tion requirements. Floating Point subroutines elim-
inate number system scaling problems that would
otherwise plague a novice programmer.

The balance of the VIDAC Subroutine Library con-
tains additional routines for integer arithmetic, data
conversion for non-linear functions, utility routines
for optional peripherals such as the DEC DF32 disc
memory, field conversion routines with FORTRAN-
like format specifications, and other miscellaneous
logic routines.

Another important aspect of the VIDAC system isthat
the large library of relocatable subroutines allows a

simple logical programming framework to be fol-
lowed for eachdata acquisition problem. Thisframe
work is directly related to the real-time problem,

with minimum consideration of the computer. Fig-
ure 3 is a listing of a complete user programtomea-

Figure 1 -
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sure and type out 200 channels of data. This exam-
ple demonstrates the basic programming framework
that can be used with VIDAC to set up much more
complicated data acquisition and manipulation tasks.
Figure 4 contains segments of various user's pro-
grams showing the ease of accomplishing various
other real-time functions and adding them to the
basic programming framework.

Thus, the task of programming a highly complex and
sophisticated real-time hardware system has been
reduced to a straightforward sequence of writing an
assembly-language program using the problem-
oriented VIDAC language (over half of a typical such
program consists of ""ealls" to library subroutines),
assembling the program via the one-pass VIDAC
Assembler to a relocatable binary tape, loading this
program together with the VIDAC System Module and
any other library or user subroutines required, and
pressing START.

VIDAR 5206
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SaMPL2:

*

ENTRY
CALL
TAD
DCA
Dca
CALL
PAR

VIDAC SAMPLE USER PROGRAM 2

PROGRAM SCANS AND TYPES OUT CHANNELS 0-199

SAMPL2

0,\0P INITIALIZE THE SYSTEM MODULE

=-p200 MINUS NUMBER OF CHANNELS

DCTR TO A DOWN COUNTER LOCATION

CHAN SET FIRST CHANNEL TO ZERO

1,VIDAR START INTEGRATION QOF CHANNEL ZERO

CHAN CHAN IS THE BASE OF THE PARAMETER VECTOR

* THE FOLLOWING IS A LOOP EXECUTED FOR EVERY CHANNEL

*
LOOP:

* *

*

152
CALL
PAR
CALL
DCA
CALL
PAR
CALL
CALL
PAR
PAR
CALL
PAR
PAR
I1sz
JMP

CALL
HLT
JMP

CHAN ADD ONE TO CHANNEL NUMBER
1,VIDAR START INTEGRATION OF NTH CHANNEL

CHAN
0>VRSLT GET THE RESULT FROM THE N-1 TH CHANNEL
CH N-1 IS IN THE ACCUMULATOR SO SAVE IT

1,\STO THE RESULT IS IN THE FLOATING AC SO SAVE IT
RSLT

0,-\TTO AC IS CLEAR S0 TYPE A RETURN-LINE FEED (CODE 00>
2,I10UT PRINT THE CHANNEL NUMBER

CH FIRST ARGUMENT IS ADDRESS OF NUMBER TO FPRINT
IFMT SECOND IS ADDRESS OF FORMAT WOED

2,FQUT NOW TYPE THE RESULT

RSLT FIRST ARGUMENT IS THE ADDRESS OF NUMBER TO PRINT
FFMT SECOND IS ADDRESS OF FORMAT WORD

DCTR CHECK THE DOWN COUNTER TO SEE IF MORE CHANNELS
LOooP THERE ARE MORE CHANNELS LOOP AGAIN

ALL THE CHANNELS HAVE NOW BEEN PRINTED

0,\CK WAIT FOR ALL PRINTING TO CEASE
THEN STOP THE COMPUTER
SAMPL2 RESTART PROGRAM IF OPERATOR HITS CONTINUE

* THE FOLLOWING IS ALL THE VARIAELE STORAGE

%*
DCTR:

CHAN:

CH:

RSLT:
IFMT:
FFMT:

BSS
IFF
BSS
PAR
PAR
PAR
BSS
BSS
PAR
PAR

END

DOWN COUNTER FOR COUNTING CHANNELS
PARAMETER VECTOR

CHANNEL NUMBER

FUNCTION 1 - DC

RANGE 7 - AUTORANGING

RESOLUTION 2 = 1646 MS

CHANNEL RETURNED FOR PRINTOUT
FLOATING POINT RESULT

0400  INTEGER FORMAT WORD FOR AN I4 FORMAT
1206  FLOATING POINT FORMAT FOR AN F10.6
NOTE THAT 12 OCTAL IS 10 DECIMAL

(AT TN > BN BC N N

Figure 3 Typical Program
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*
* SELECTED AUTOMATICALLY EVERY S MINUTES
*

ENTRY SAMPLS

SAMPLS: CALL As\0P INITIALIZE 1/0
CALL 2,SETIM SET THE TIME ROUTINES TC GO TO LOCATION
PAR =D60 LABELED HWORK IN 69 SECONDS
PAR WORK

*

% FOLLOWING 1S CALLED AUTOMATICALLY EVERY 3080 SECONDS (5 MINUTES)
*

WORK: CALL 2, SETIM SET UP SO WE WILL RETURIN HERE IN 5 MINUTES
PAR =D333
PAR HORK
CLA FIRST CHANNEL
DCA CHAN
TAD =-D103% NUMBER OF CHANNELS TO AVERAGE
Dca INDX
CALL @,\CL CLEAR FLOATING POINT ACCUMULATOR
CALL 15\STO SAVE IT IN THE SuM
PAR SUM

*

*

NOW COMPUTE THE AVERAGE

cAaLL 1»\FAD PLACE THE SUM IN THE FPAC
PAR SuU¥
CaLL 1-\FDV DIVIDE BY THE NUMBER OF CHANNELS
PAR TEN
caLL 1>\STO0 AND STORE THE RESULT
PAaR AVG
¥ NOW PRINT OUT THE RESULTS
*
CALL 1, TYPE PRINT "HIGH"
PAR TXT1
CALL 2, F0OUT PRINT OUT THE HIGH RESULT
PAR HIGH
PAR FMT1
CALL 1, TYPE PRINT "LOW"
PAR TXT2
CALL 2,FOUT PRINT OUT T!HE LOW RESULT
PAR LOW
PAR FMT!
CALL 1, TYPE PRINT '"AVERAGE"
PAR TXT3
CALL 2, FOUT PRINT OUT THE AVERAGE
PAR AVG
PAR FMTI1
cAaLL @, \CK WAIT FOR ALL I/D0 TO COMPLETE
HLT AND HALT
JMP SAMPL3 EXECUTE PROGRAM AGAIN IF OPERATOR HITS CONTINUZ

Figure 4 Typical System Timing and Data Manipulation Routines
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EXPO - A FLEXIBLE PDP-8 DATA~-ACQUISITION PROGRAM

Bruce Arne Sherwood
California Institute of Technology
Pasadena, California

ABSTRACT

EXPO is a PDP-8 program which reads various kinds of data from
experimental apparatus, optionally logs data on magnetic tape,
and accumulates one - or two - dimensional histograms of select-
ed varisbles; these histogrsms may be displayed on the teletype

or scope, simultaeneous with data acquisition.

From the keyboard

the user defines what variables are to be histogrammed, and
under what conditions; variable names are symbolic and numerical

parameters are decimal.

for teletype or scope output with some control of format.

Also from the keyboard the user may call

Because

of its flexible user-oriented input-output, EXPO has proven to be
very useful in debugging and utilizing complex apparatus in a
high-energy physics experiment; it is likely to be useful in

similar experimental situations in science or engineering.

The

paper includes a useful general discussion of interrupt handling

on the PDP-8.

INTRODUCTION

How to Read This Paper

The section on "Basic Structure" gives an overview
of the progr-m EXPO. "Input-Output Interrupt Hand-
ling" should be of general interest to the serious
reader, whereas "On-line Anslysis" is perhaps of
more speclal interest to experimenters as a sug-
gestion of useful on-line compilation-like tech-
niques and as a guide to the actual use of EXPO,
which will be available from the DECUS program
library. An appendix on operating instructions
details the use of the various keyboard control
options.

Required Hardware

EXPO requires a PDP-8 with 4K of core, hardware
multiply/divide, and a teletype; also needed is
an interfasee to read experimental data. A mag-
netic tape unit for data-logging is optional. A
standard scope, while optional, is extremely use-

ful., EXPO will also handle as an optional device
a point-plotter which shares the scope's x - and
vy - buffers. (The plotter should interrupt when

ready, but the scope shouldn't.)

Program Size

EXPO occupies cells 0-7177g (with a few holes), and
the rest of core is used for magtape buffers and
histogram storage. In many applications it will
be possible to have a considerably larger histogram
area; this will be discussed later.

BASIC STRUCTURE

For those familiar with the terms, the basic strue-
ture of EXPO may be described as a multiprogram-
ming scheme with different tasks connected to the
various interrupts; the foregreund consists of
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tasks which resd data, log data on magtape,

and handle other external devices, while the back-
ground consists of a routine which samples the in-
coming data and constructs histograms from this
data. This succinct description is offered as
orientation to some readers; the technical jargon
of multiprogramming will not be used in what
follows.

EXPO handles a situation common in many experi-
mental arrangements: Data from some apparatus
arrive at a high rate, either continuously or in
bursts, and must be logged on magtape (for later
analysis ) as efficiently as possible to avoid
excessive "dead-time" (time when no data can be
acquired because the computer is busy logging
previous data). At the same time, rather extensive
on-line analysis of this data is desired in order
to monitor the quality of the acquired data and to
suggest possible changes in data-taking strategy.
This on-line analysis should not itself create
large dead-time; first priority must be given to
acquiring and logging data for off-line analysis.
This implies that the on-line analysis be performed
on only a fraction of the data when data rates are
high; this should of course be an unbiased sample.

Efficient data-logging is achieved by EXPO through
double-buffering: The data-reading routine stores
directly into one of two magtape buffers. As soon
as one buffer is full its transfer onto magtape
(through data-break in our case) is triggered;
while this record is being written, the data-read-
ing routine stores into the other buffer. In this
way there will be significant dead-time only if
data rates exceed tape-writing speeds.

For the on-line analysis of sample data the analysis
routine must have access to two parasmeters in the
data-reading routine: the pointer which shows where
data was most recently stored in the tape buffers,
and a flag (i.e., a cell whose contents are 1 for
"set" or O for "reset") which indicates that some



data have been read and are available for sampling.
When the analysis routine i1s idle with no data
available to work on (for example, before the Tirst
data arrive), the routine simply waits in an in-
finite loop asking vainly whether the flag is set.
(see Fig. 1.) WVhen a data interrupt occurs this
loop is interrupted while the data reading routine
stores new data into the tape buffer, advances the
pointer to be ready for the next data interrupt,
sets the flag, and exits from the interrupt. This
brings us back to the loop, where it is now found
that the flag is set, whereupon the flag is reset
and data located by the pointer are moved (copied)
from the tape buffer to a "sample buffer". (After
moving, the flag is checked. If set, the flag is
again reset and the data moved using the new pointer
value. This is repeated until the flag stays reset
during the move, insuring that the data in the tape
buffer weren't changed during the move.) Once the
data are in the sample buffer the analysis routine
may spend a long time digesting the data, including
making histograms, during which time meny more data
interrupts may occur with attendant data-logging;
these data are lost to the one-line analysis but
saved for off-line analysis. When the sampled dats
have been fully analyzed, the analysis routine
returns to the loop, asking whether the flag is

set for more data.

The important thing to notice is that, with the
exception of one instruction to set the flag, the
data-reading routine carries none of the burden of
the sampling procedure; hence it is freed to per-
form the vital data-logging function as efficiently
as possible,

It may be useful to point out that just as the data-
reading routine is initiated by a data interrupt,
so the on-line analysis is initiated by a software
pseudo-interrupt, the condition of the flag being
set, This pseudo-interrupt is triggered by the
data-reading routine (by setting the flag). If it
should be desirsble not to waste time idling in the
flag-test loop, it would be easy to connect the
analysis routine to an actual hardware interrupt.
All that is needed is an external flip-flop, con-
nected to the interrupt bus, which could be set by
a command from the data-reading routine. (The
connection to the interrupt bus should be gated to
permit the analysis routine to disable this inter-
rupt once acknowledged.)

In addition to the tasks performed by the data-read-
ing, data-logging, and on-line analysis routines,
there are other tasks initiated by interrupts from
the teletype (keyboard and typer) and from the
plotter, The keyboard interrupt actually may be
thought of as many different interrupts, since de-
pressing different control characters initiates
different tasks.

In the next sections sufficient details of this
overall scheme are given, with reference to the:
program listing, to permit the reader to use and
modify the program. The program listing will be
available through the DECUS library. EXPO is
written in the language of the Lawrence Radiation
Laboratory assembler, DECUS 5-13. This is similar
to but less flexible than PAL; however, because
assembly is performed on a large computer, a large
symbol table is permitted and a very useful cross-
reference listing is provided. In addition to the
listing there will also be available a BIN vaver
tape and the source card deck.
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INPUT/OQUTPUT INTERRUPT HANDLING

Fig. 2 shows a more detailed flow diagram of the way
EXPO handles input/output through interrupts from
the various external devices. Initially the pro-
gram is started at DRONE, address 1200. DRONE en-
ables the interrupt and goes into an infinite loop
walting for dsta to histogram. When an interrupt
occurs, a search is initiated to determine which
external device was responsible; this is done in
INTSCH on p. 200 (page 200 is the page vwhose initial
address is 200g) without disturbing the AC (accumu-
lator) or L (link). Once the device has been iden-
tified, the AC, L, and return address (contsined in
cell 0) are saved in cells unique to the device.
Each device saves the registers in its own stack,
which permits another device to interrupt before

the first device-handling routine is finished,
without lpsing the original return address to DRONE.
The only other necessary precaution is to prevent
the same device from interrupting ils own interrupt-
handling routine and thus overwriting the saved
register stack, which would induce an infinite loop.
In the case of the teletype (both keyboard and typer)
and the plottery the interrupt device flag is clear-
ed before the ION is given, thus preventing a second
interrupt from the device. In the case of the mag-
tape and data, the ION isn't given until servicing
is complete, since these devices must be handled
quickly without interruption. In Fig. 1 the nota-
tion "return" includes restoring the saved regis-
ters. (If no device is identified, INTSCH goes to
NOINT at 4760, which rings the teletype bell in
warning. )

Data

If a data interrupt occurs, a check of & "tape" bit
in the data is first made to see whether to log
this event on magtape (Fig. 2). If so, DATA (p.3600)
reads from the data interfsce into the tape buffer
(and triggers tape output if the buffer is now full),
then sets the "move" flag. The "move" flag (MOVEFL)
tells DRONE to move newly acquired data from the
tape buffer to the sample buffer for histogramming.
If the new event is not to be logged on tape and

the sample buffer is empty, DATA reads directly into
the sample buffer and sets the "sample" flag
(SMPFLG ), which tells DRONE that the sample buffer
contains data to histogram. This is slightly more
general than the simplified scheme discussed above
and shown in Fig. 1, where for clarity it was
assumed that all events would be logged. DNote that
a full tape buffer may hold many events, while the
sample buffer holds only one.

If DRONE during its infinite loop finds the "sample"
flag set, UNPAK (p. 5000) unpacks the compact sample
buffer data into as many separate varisbles as are
contained in the data. For example, one 12-bit

work might unpack into two six-bit pulse heights;
another word might unpack into twelve separate log-
ical variables, each with value O (false) or (true).
After unpacking, the sample buffer is no longer
needed, so the "sample" flag is reset, enabling DATA
to reload the sample buffer. Then IF (p. 5200)
checks whiether selected variables fall into the
ranges previously defined as permissible by the
user; if so, HIST (p. 3200) histograms this event

in those correlations previously defined by the

user and then returns tc DRONE.

If DRONE encounters the "move" flag set, it setis
the "sample" flag to prevent DATA from resding into



the sample buffer. WNext it resets the "move" flag
and moves data from the tape buffer to the sample
buffer. After moving the data DRONE asks whether
the "move" flag hes been set by DATA during the
transfer. If so, a nev attempt is made to transfer
the data, since the tape buffer may have changed
part way through the transfer. When the "move"
flag is found still reset after the moving, the
transfer is successful and unpacking of the sample
buffer begins.

Typer

Typer output is performed from buffers containing
character strings. Histogram output requires con-
siderable computation to set up each line of type,
and this is done one line at a time so that the
buffer may be small. DRONE in its cycle checks
whether histograms are being typed out and, if so,
whether the present line has been fully typed. If
needed, DRONE call TMXOUT (p. 5600) to set up the
next line and initiate output. The actual charac-
ter-by-character typing under interrupt control
from the buffer is handled not by DRONE, but by
TRIGR (p. 600) and by TYPT (p. 1000); these routines
will be described in detail later. During typing
the interrupt is off for only 40 microseconds per
character.

Scope and Plotter

Suppose for the moment that the system includes a
scope but no point plotter. If DRONE in its cycle
sees that the scope is being used, it calls a
scope-handling routine to set the scope's x - and
y - buffers and intensify to display the next
point; then EXPO goes back to DRONE, Hence while
the scope is in use a new point is plotted each
time DRONE completes a cycle; the entire scope
display with all its points 1s repeated continuously
to provide a steady picture. One of the scope-hand-
ling routines is TITLEI on p. 3000 which writes
character-string titles. (These strings have the
sagme format as those used for typing out; see
description below.) TITLEI furnishes successive
characters to OSCHAR (p. 1400) which plots them as
a 3 x 5 matrix of points.(OSCHAR is a Lawrence
Radiation Leb subroutine.,) The character patterns
are stored on p. 2400, one character to two words;
only 15 of the 24 bits are mesningful. The other
main scope routine is POINTS (2300) which plots a
column or row of histogram data as a graph, 1la-
beled by TITLEI. The vertical scale of the graph
is determined by the switch register setting, whose
decimal equivalent appears as part of the labelling;
this scaling feature is very useful. (The rather
time-consuming DIVIDE routine (cell 6543) vhich
sets up the scaling factor is entered only if,
after plotting the last of the points, the switch
register is found to hsve changed from its previous
value., In that case the next entire display cycle
will use the new scale factor.)

The point plotter must be handled somewhat dif-
ferently. It uses the same x - and y - buffers

as the scope but differs vastly in its response
time: the scope can plot 10° points/sec, whereas
the plotter can complete 5 points/sec. Hence the
scope is ready every time DRONE comes eround and
should not be tied to the interrupt bus, but the
plotter must interrupt when ready. If the plotter
is used, DRONE does not enter the scope routines;
these are entered instesd from a plotter interrupt
as shown in Fig. 2. A plot command issued after
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x and y are set causes the plotter to move the pen
to the new location, plot, and eause an interrupt
upon completion. In order to make a plot there
must first be a scope display running; then a
keyboard commend sets the necessary flags (PLTFLG,
PLFLGI) so that the next complete series of scope
points goes onto the plotter. After one pass
through all the points the plotter is disengaged
and EXPO reverts to the fast scope display.

Keyboard

Initially EXPO waits in DRONE for instructions from
the keyboard. Depressing a key causes an interrupt
which is handled by KEYBD (p. 400); see Fig. 3.

If the CTRL key is depressed together with a letter
from A - Z (but not M; CTRL-M = 215 = carriage
return), KEYBD types out the letter preceded by an
asterisk and computes a jump to one of the control
routines; otherwise KEYBD merely echos back the
character to permit writing comments. The control
routine addresses are listed starting at 444;
unused letters correspond to KBDRET ( at 552) which
is the return from the keyboard interrupt.

Some control routines, such as CLEAR (clear histo-
grams and event counters), do not require further
information from the user to perform their tasks.
In that case, upon completion of the task the
routine simply jumps to KBDRET to exit. Other
control routines, such as HALT (halt after N events),
require additionsl input: in this case, a four-
digit decimal number N specifying the number of
events to be histogrammed before halting. To
acquire this needed data, HALT (cell 4734) calls
GETNAM (p. 4400); see Fig. 3. GETNAM modifies
KEYINT so that future keyboard interrupts will

take an gbnormal JMP* KEYINT (at cell 407) into

the GETNAM routine at GTNM (cell 4412), where the
new character is read and added to the input string;
then exit to KBDRET is taken to await the next
character. A space or CR (carriage return) signals
GETNAM that the input character string is complete,
in which case instead of exiting through XBDRET

the GETNAM subroutine restores KEYINT to its normal
value and finelly returns to the HALT routine.
There the input data is used to complete the task
of the HALT control routine; the decimal input
string is converted to octal, made negative, and
used to initialize an event counter. Then return
is made through KBDRET. The next keyboard inter-
rupg will tske the normsl path through CNTRL (cell
410).

Magnetic Tape

TRGTAP ( p. 6600) sets up the calling sequence to
the tape handler RECORD (p. 7000). The non-stan-
dard magtype interface was designed and built at
CalTech; transfers occur through 3-cycle data
break, and the word count and address registers
are at 7776 and 7777. Tape commands are given

by issuing a 6734 instruction for unit 2 (or 6714
for unit 1) together with appropriate bits in the
accumulator to specify write or reasd, rewind, set
ready, ete. Completion of transfer on read of
write generates an interrupt which is identified
in INTSCH by a 6721 instruction (6701 for unit 1).
A few other IOT's are used to check parity, etc.
RECORD is entered with AC bits to specify read or
write, unit 1 or 2, interrupt on or interrupt off
operation. TAPE, the main subroutine within
RECORD, is also occasionslly called directly by
EXPO for unusual operations such as backing up over



a record. The subroutine RECORD is included in the
listing as an aid to determining what kind of tape -
handling routine other PDP installations will need;
some of the progrsmming techniques used in RECORD
may also be of general interest.

Tt should be pointed out that DATA (p. 3600) calls
TRGTAP in such a way that tape output is double-
buffered with consequently very little dead-time
due to logging the data on magtape.

Before calling TRGTAP, DATA call TWALT (at 1144)
to check whether the previous tape operation has
been completed. If so, TWAIT returns immediately.
If the operation has not been completed, TWAIT
walts for completion with the interrupt off, then
simulates a magtape interrupt to service the tape,
after which return is made to DATA,

More On Typing Out

There is a special problem associated with the
typer which must be explained in order for the
solution to seem relevant. Suppose EXPO is typing
out a histogram, one line at a time as described
above, when EXPO discovers upon reading a new

event that it must type out an error message.
Moreover, suppose the error is such that EXPO
should continue acquiring data rather than waiting
for completion of the histogram output line. 1In
order not to lose the error message 1t 1s necessary
to link the new character string (the error message)
to the old string (the histogram line) in such a
way that the error message will be typed automati-
cally when the old line is finished. ©Note that in
general these two strings are not stored contigu-
ously in core.

The problem of linking successive strings together
is handled by the subroutine TRIGR (p. 600). Single
character typeout from a string under interrupt
control is performed by TYPT (p. 1000); when TYPT
has typed the last character of the string it
checks the chain of links generated by TRIGR to

see whether another string must be typed.

The calling sequence for TRIGR is as
follows:

JMS TRIGR

LINK® to link character strings,
address of first character

of string.

ADRESY

The first call to TRIGR finds ACTFLG reset (equal
to zero), indicating that the typer is unused.

TRIGR sets ACTFLG (to 1), saves the address of
LINKS in LO* (link zero address) and LI* (last

link address), initializes the string pointer

ADDR to ADRES@, and transmits the first character
of the string (which must not be a special charascter
such as carriage return). Then the last link, in
this case LINK@, is set to 1 and TRIGR is finished.

After one-tenth second the teletype has typed the
first character, the one transmitted by TRIGR.

This completion csuses s typer interrupt to TYPT
which turns the interrupt on after merely saving
registers and clearing the typer flag. Using the
pointer ADDR, TYPT gets the next character in the
string, transmits it, end returns. PRach succeeding
charscter is typed in this way by TYPT until $ is
found, signslling the end of the string; this
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causes a jump to DONE (cell 1044). Here the con-
tents of the original link LINK{ are exsmined (in-
direct through LO*). If there has been only one
call to TRIGR, LINKS still contsins 1, which tells
TYPT to reset ACTFLG and LINKP (to zero) to signal
completion, and typing is finished.

On the other hand, suppose during typing of the
string stored at ADRESY there comes another call
to TRIGR:

JMS TRIGR
LINKL 0
ADRESL

In this case TRIGR finds ACTFLG set (typer active)
and must therefore link this new string to the old
one, Remember that LINK@ contained 1 while the
ADRES{) string was being typed out, and LINKS was
reset to § on completion. TRIGR now changes LINK{
to contain not 1 but the address of LINKL. The last
link address, LL*, is also set to the sddress of
LINKL. Then when TYPT reaches DONE it finds in
LINKS (indirect through ILO*) not 1, but the ad-
dress of LINKL, the next link in the chain of
calls to TRIGR. TYPT resets LINK® to show that
the first string is finished, puts the LINKL ad-
dress in L0*, and initializes the string pointer
ATDR by getting ADRESL from the cell LINKL + 1.
Then the first character of the new string is
transmitted. In this way an erbitrary number of
calls to TRIGR will be linked together, and the
character strings will be typed out in order.

If it is desired to type out s string completely
before proceeding to other tasks, the following
sequence should be used:

I0F Turn off interrupt to prevent
JMS  TRIGR simultaneous entries into TRIGR.
LINKS o
ADRES$
ION Interrupt on to await completiorn.
TAD LINK@ Get link,
SZA CLA Skip if link = @; string has
been typed.
JMP  *-2 Not done yet, go back and wait.
NOP All finished.

The characters in the strings are packed two to s
word; these are 6-bit characters formed by sub-
tracting octal 24¢ from ASCII codes. Octal 76 and
77 are special 6-bit characters: 76 induces TYPT
to issue a carriage return and line feed, while s
word 77xx tells TYPT to type xx number of spaces.
A dollar sign $ (244-24¢ = P4 in 6-bit form) ter-
minates a string. The first character of a string
must not be a special character (76,77,04) since
no checking of its nature is performed before
transmission; hence to type only a carriage return
the string must consist of ¢¢76 @40g, which will
type an extra space before giving the CR and LF.

For typing single characters there is a special
routine TYPE (cell 504 ). TYPE takes the character
and constructs an appropriate character string in
TT (cell 543), then calls TRIGR. TYPE is used to
echo text input from the keyboard. To avoid cer-
tain timing problems that can erise if keyboard
text arrives too rapidly, TYPE does not echo if
the previous character has not finished typing out:
TYPE first checks whether its previous request to
type string TT has been completed and, if not,
simply throws away the character. Otherwise the



chain of TRIGR calls would contain an infinite
loop, since the string TT would be linked to it-
self. (It might be better to have TRIGR do this
checking.)

ON-LINE ANALYSIS

Heaving described asbove the input/output handling,
we now turn out attention to the details of the
on-line analysis part of EXPO. As mentioned
briefly sbove, UNPAK (p. 5000) unpscks the com-
pressed data for an event, IF (p. 5200) determines
whether the data fit the criteria previously spec-
ified by the experimenter and, if the event is
acceptable, HIST (p. 3200) increments the histo-
grems specified by the experimenter. These histo-
grams together with s few overall event counters
(number of data interrupts, number of events
analyzed on-line, etc.) may be examined at any
time by the experimenter in order to monitor the
performance of the experimental apparatus and, in
case of malfunction, to isolate the trouble. The
great power of EXPO in monitoring and trouble-
shooting derives from the fact that the permissible
IF criteris snd HIST specifications are quite
general, and may be created or changed rapidly and
easily from the teletype keyboard. This is poss-=
ible becsuse the sample buffer is unpacked into
separaste varisbles whose locations are specified
by = dictionary of four-character names contained
in EXPO; keyboard reference to these mnemonics
permits on-line compilation of the IF and HIST
specifications.

The compressed dats contsined in the sample buffer
may be of several types, which are unpacked by
UNPAK in different ways. One 12-bit word of com-
pressed data msy represent twelve "logical" vari-
ables, each of which has the value O or 1.

Another word may consist of two 6-bit "analog"
varisbles resulting from anslog-to-digital con-
version. Both logical and analog variables are
single-valued variables; to each variable corre-
sponds one number specifying its value for the
current event, O of 1 for the logicals and a range
0 to 63 for the analogs.

In high-energy physics experimentation there is
another useful kind of varisble, the multiple-
valued varisble; this too is handled by UNPAK.
This kind of variable may or may not be useful
in other fields, These variables arise naturally
when describing the passage of several particles
through an array of particle detectors (called a
"hodoscope" ) designed to determine the spatial
location of the particles, If we number the
hodoscope detectors (1,2,3,...N) we can specify
a location by giving the number of the detector
struck by a particle. If there can be more than
one particle, we must give a list of detector
numbers; that is, the varisble representing the
hodoscope is multiple-valued. 1In the compressed
dsts an arrasy of twelve detectors would be re-
presented by a 12-bit word whose individual bits
specify whether the corresponding detector has
been struck (1) or not (0). If this word were
010001000001 ( = 2101 octal), then UNPAK would
produce a list of detector numbers (2,6,12) snd

a count of 3 particles, and this information
would be stored in an area referenced by the name
of the hodoscope. UNPAK will handle longer hodo-
scopes by crossing word boundaries; in the dis-
tributed version of EXPO there are two hodoscopes
names MHA snd RHA of 15 end 32 detectors respec-
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tively.

There are two dictionaries of varisble mnemonics,
one for single-valued varigbles and one for multi-
ple-valued variables. The dictionary of single-
valued variables is found in SNAMES (p. 6000).
Suppose for simplicity there were only three such
variables, with mnemonics FRST, SCND, and THD. Then
the structure of SNAMES would be

6000 6000 SNAMES PZE *

6001 4662 ALF FR

6002 6343 ALF SC S first helf of nasme
6003 0064 AIF T

6004 6364 ALF ST

6005 5644 ALF ND second heglf of name
6006 5044 ALF HD

6007 0000 FRST  PZE \\ UNPAK stores into
6010 0000 SCND  PZE these cells

6011 0000 THD  DZE ){

(The alphanumeric characters are 6-bit characters
formed by subtracting 240 octel from the ASCIT
codes.) When the user types SCND in defining the
IF event criteria or the HIST histogram speci-
fications, the subroutine SEARCH (st 4461) locks
for SC in the first part of SNAMES and when found
checks that ND is in the corresponding second part
of SNAMES. EXPO then knows thet UNPAK will place
the value of SCND in cell 6010; that is, the add-
ress of the wvariasble SCND is 6010, and this sdd-
ress is used in the compilation.

If a mnemonic is not found in the SNAMES dictionary
SEARCH looks in MNAMES, the dictionary of multiple-
valued variables starting at cell 636.

The structure is similar to SNAMES:

6836 0636 MNAMES PZE *

637 0055 ALF M\ first half of
name

640 0062 ALF R

641 5041 ALF HA\ second half of
nsme

642 5041 ALF HA

643 0000 MHA PZE UNPAK places here
the number of

4 particles which

644 0000  RHA PZE hit MHA and RHA

645 0647 MAMULT\ addresses of
lists

646 0654 RHMULT,

647-653 MAMULT BSS 5 up to five parti-
cles allowed in

654-660 RHMULT BSS 5  ©@ch hodoscope

When SEARCH finds MHA (say) in MNAMES it acquires
not only the address 643 but also the address 647
where the list of traversed detectors will be built
up by UNPAK. This supplementary address (the list
location) is set to zero if the name is found in
SNAMES; hence the histogramming routine may deter-



mine what kind of variable is in use by checking
whether this supplementary address delivered by
SEARCH is zero or non-zero, In EXPO this infor-
mation is in fact referred to as KIND-the kind of
variable.

The IF Function: Event Selection

The occurrence of a data interrupt is usually deter
mined by hard-wired circuitry outside the computer.
It is often essential in trouble-shooting or moni-
toring to analyze on-line some special subset of
the data (without of course disturbing the logging
of all the data)., This need is met by the IF
routine (p. 5200), which checks each event against
a compiled list of criteria in IFLIST (4102-4137).
If all criteria are met, the event is analyzed;
otherwise the event i1s ignored. Even if it were
permissible to stop normal data-taking by modify-
ing the hard-wired circuitry, it would be difficult
to set up with hardware the complex criteria which
may be easily compiled into IFLIST.

The IFLIST compilation is performed by IFIN

(p. 4000), TIFIN reads specifications from the
teletype keyboard of three types: coincidence,
veto, and analog. The coincidence requirement

is that a named variable be non-zero, veto require-
ment is that a named variable be zero, and the
analog requirement is that a nemed variable have

a value which lies within a given range. These
various types may be combined, thus producing a
very complex event specification.

IFIN is entered by a keyboard interrupt generated
by depressing the CTRL key and hitting the I (for
IF). IFIN then responds by typing COIN (for coin-
cidence ) and walting for a list of names termin-
ated with a §. The addresses of these variables
(i.e., the cells stored into by UNPAK which corre-
spond to the names) are stored in TFLIST, and the
number of these ig specified by the coincidence
counter CCNT (cell 65). Next IFIN requests veto
requirements by typing VETO; the corresponding
addresses are added to IFLIST and VCNT (cell 66)
keeps count of how many there are. Finally IFIN
types ANAL to request analog specifications of

the form SCND 5 29 FRST O 3, etc.; that is, the
variable SCND must have an unpacked value between
5 and 29 inclusive, FRST must lie between O and 3
inclusive, etc. The number of analog requirements
is specified by ACNT (cell 67), and adresses and
ranges are stored in IFLIST. A fairly elaborate
IF assigmment is given as an example in the
appendix on operating instructions.

Note that the IF specification consists of the
logical AND of the various requirements: All

of the coincidence variables must be non-zero

and all of the veto variables must be zero and
all of the analog variables must fall within the
prescribed limits; otherwise the event will be
ignored. Often it is useful to have an OR capabil-
ity; that is, be able to analyze two or more types
of events in a single data-taking run. EXPO does
provide a limited OR capability: HIST constructs
two-dimensional histograms (arrays), and it is
often possible to arrange that the various columns
cof an array correspond to physically distinct
types of events.

The HIST Function: Histogramming

Once an event has passed the scrutiny of the IF
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routine, it may be analyzed. The only type of
analysis incorporated in EXPO is that of msking
two-dimensional histograms of any variable agsinst
any other variable (including itself); this is
done by HIST (p. 3200). One-dimensional histo-
grams may be made by using a special dummy
variable as one of the two variasbles in a two-
dimensional histogram. Which variables are histo-
grammed is controlled by information in the histo-
gram assigmnment 1ist ALIST (261-376), which is
compiled by the ASSIGN routine (p. 4200) in
response to a CTRL - A keyboard interrupt (see
appendix on operating instructions). The region
of core above the resident program is a scratch
area used for histogram storage; the size and
number of histograms are limited by the size of the
scratch area and by the length of ALIST, which

can hold the defining information for six histo-
grams.

The histogramming routine HIST uses ALIST to
determine which variables are to be histogrammed,
the array size, the relevant storage locations,
and what kind of variables they are: the "KIND"
entry in the list is zero for single-valued and
non-zero for multiple-valued variables. To
compile ALIST, ASSIGN initislizes the BASE pointer
to the beginning of the scratch area, then calls
HSTINP twice to acquire from the keyboard row and
column defining information for a two-dimensional
histogram. For row and column, HSTINP reads a
variable name, such as RHA, calls SEARCH to
locate it in the dictionaries of single and mult-
iple variables, and when found saves in ALIST the
address of the variable and the KIND. Then
HSTINP reads the minimum, maximum, and binning
factor desired and adds these to ALIST., The
binning factor is actually the number of AC right
shifts made to the data when histogramming in
order to lump 1, 2, 4, 8, or 16 adjacent bins
together. Also added to ALIST is the row or
column length, computed from

maximum—minimum)
(binning factor)
2

length =

+1

After twice calling HSTINP, ASSIGN multiples
together the row and column lengths to determine
the amount of scratch area required for this histo-
gram. If this extends beyond the end of the
scratch area, an overflow message is typed and
ASSIGN waits for the histogram to be redefined;
otherwise the BASE pointer is advanced to the
next available cell in the scratch area, and the
next histogram may be defined. ASSIGN finally
terminates upon receipt of a § from the keyboard
or after hav ing six histograms defined; the
number of histograms (< 6) is contained in NHST
(cell 76).

The sample assigmment given in section 3) of the
appendix on operating instructions is:

MHA 1 15 0NMH 1 5 0O
RHA 5282 Z 000 $

(Additional description of this keyboard input is
given in the sppendix.) These definitions would

generate in ALIST (cells 261 -) the entries shown
below.



base address; where

261/ 7421 HOMEA . ,NME . ) will be
min min
stored.

643 address of MHA value after
unpacking an event,

647 KIND; nonzero for multiple-
valued; address of vector
list.

1 minimum.
MHA 17 | description maximum (15 decimal).
binning; number of right
O| of Ist shifts.
L 17| histogram row length.
. 222> address of NMH value after
6 unpacking an event.
0 KIND; O for single=valued.
1 minimum.
NME < 5 maximum,
0 binning.
5 column length.
. 7542 base of second histogram;
(7427 + 17%5) octal,
644
654 non~-zero for multiple-
D valued.
RHA 5| description
34 | of 2nd (28 decimal.)
2 | histogram o
L 6 (28 = 5)/2° = 5 truncated;
(6224 5+1=6.
0
7 0 13 decimal cells required
0 to define a histogram.
0
1

Note that after unpacking an event, cell 643 ("MHA")
contains the number of entries in the list of

struck detectors found in the list starting at cell
647. TFor ease in referring to the "struck” count

as & single-valued variable, the contents of MHA
(cell 643) are copied by UNPAK into NMH (cell

6222), which is in the SNAMES dictionary.

It should be mentioned that HIST doesn't store into
a histogram if the minimum-meximum bounds are

exceeded.

Overflow Handling

With the short PDP-8 word length it is important
to be able to handle overflows encountered during
histogramming; it is assumed that only a few cells
will overflow. In order to save space there is an
overflow "associative memory" in OLIST (2734 - 2777),
created by OVFLOW (p. 2600) in response to a call
from HIST. OVFLOW is entered with the AC contain-
ing the address of the cell that overflowed (i.e.,
reached a count of 4098 decimal)., If this is the
first time this cell has overflowed, this address
is added to the first half of OLIST and the corre-
sponding location in the second half of OLIST is
set to one (to count one overflow). Also, NFLOW
(cell 2730), the number of overflowed cells con-
tained in OLIST, is incremented. If in the future
the same cell should overflow again, OVFLOW will
find its address already entered in the first half
of OLIST and will increment the corresponding over-
flow counter in the second half of OLIST, (Natu-
rally NFLOW is not incremented in this case).

When typing out a histogram, for each element
OLIST is scanned in order to type out the "double-
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precision" result. Since this is time-consuming,
the overflow information is ignored in scope dis-
plays.

From the above description one sees that a count

of 4096 would result in 1 in the high-order
associlative memory and O in the original histogram
cell in the scratch area. Actually, because it
made the double-precision binary-to-decimal con-
version on output seem simpler, OVFLOW performs one
further function. The histogram element which has
Just reached zero through overflow is set to 96
decimal; thus the full double-precision result is
4000x (high-order count) + (low-order count),
rather than 4096x (high) + (low). (Note that after
the first overflow, a histogram element will over-
flow every 4000 more counts, since it has a "head
start" of 96 each time.)

If OLIST is fﬁll, overflow in a new cell cannot be
treated normally. In this case the location of the
overflowed cell is merely typed out.

Histogram Output

At any time, including during data-taking, the
present contents of any histogram may be examined
either by typing out on the teletype or by dis-
playing on the scope. Type-out is initiated by a
CTRL-P (P for print) keyboard interrupt, followed
by a histogram specification similar to the format
used to assign the histogram originally. Print-
outs of selected regions are permitted, and row and
column totals are given; details are given in the
appendix on operating instructions. Scope display
is initiated by a CTRL-S (S for scope) keyboard
interrupt, followed by specifications similar to
those for print-outs. The display is in the form
of a labeled one-dimensional histogram with scale
determined by the switch register setting; one
may display any portion of one row or one column
of the two-dimensional histogrem in core. (Again,
see details in the appendix on operating instruc-
tions, including use of a point plotter.) If

data is coming in one sees the counts rise dynami-
cdly on the scope, which is fun.

Since the interrupt is always on during the scope
display and is off for only 40 microseconds per
typed character (or 400 microseconds per second at
10 characters per second, which is 0.04% of the
time ), histogram output creates negligible dead
time. There may be some small loss in the fraction
of incoming data which is analyzed on-line, which
usually is unimportant.

The subroutine MXA (MX for matrix or histogram;

p. 5400) is called following a request for either
printing or scope display. MXA in turn twice calls
HSTINP (the same routine is used by ASSIGN) to resad,
from the keyboard, information defining the desired
histogram and region for output. Then ALIST is
inspected to find out where this histogram lies in
core. Once the histogram is located, TMXOUT (p.
5600) controls printout or POINTS (at 2300) controls
scope display of the histogram contents. Labels or
titles are set up by MXTITL (p. 2000) for printing
and SCTITL {(at 6251) for scope display.

When printing, overflows are taken into account by
MXWORD (p. 3400): Before printing a histogram
cell, the overflow list OLIST is scanned to see
whether this cell overflowed. If so, the double
precision result is used. In either case, leading



zeroes are suppressed by LDZERO (at 1466 ).

MISCELLANY

There are two keyboard control functions related
to magtape handling which are not discussed in
the appendix on operating instructions: RUN
(at 6706; initiated by CTRL-R) and ZEND (at 2157,
initiated by CTRL-Z). RUN begins a new data run:
First it asks for a run number from the keyboard,
then searches the present data tape for a double
end-of-file (EOF) and backs over the second EOF,
ready to write a title as the first record of this
new file. Next the routine RTYSTR (p. 1600) reads
a title of up to 70 characters (terminated by $)
from the keyboard into the tape buffer, which is
then written onto the magtape. The first three
PDP words of this title record contain the run
number, a 1 to indicate this is a title record
(the data records to follow have a O here), and
nonsense (data records have here 240x, meaning
24 octal words per event and x events in this
physical record, which may be 0, 1, 2, or 3);
the physical record is 75 decimal words long.
RUN also initializes pointers and counters for
storing data into the tape buffers and for con-
trolling switching between the two buffers.

ZEND terminates a run: The incompletely filled
tape buffer presently in use is written out,
then two EQOF's are written and the second is
backed over. The tape is now in the proper
position for RUN to find a double EOF for the
next run, since RUN actually looks for an empty
file to indicate a double EQF.

CONV10 (4600) converts decimal keyboard input to

octal. The sequence to read a four-digit number,
convert, and store in A is:

JMS GETNAM

JMP DONE (2bnormal; $ found)

JMS CONVIO (normal return)

DCA A

If the four-digit input is greater than 4095
decimal, A is set to 7777 octal. The four-digit
input number 1s terminated by a space or CR; if
more than four digits are typed before a termina-
tion the last four are taken, which provides a
simple way of correcting typing errors.

The subroutine BCD (4655) converts an octal number
in the accumulator to four BCD characters packed
two per word in BCHT and BCDLO (cells 147 and
150). BCD is a DEC subroutine.

COUNT (3750) and DCOUNT (1354) are identical sub-
routines used for making double-precision tallies
of the number of data interrupts, the number of
events which passed the If test, etc. COUNT is
used by the analysis task. Since a data interrupt
might catch DCOUNT in use, DCOUNT would have to
be reentrant to be used by DATA; hence the two
tasks have two identical (non-reentrant) subrou~-
tines.

READAT (661) .reads ten 12-bit words from a pulse
height analyzer (PHA), each of which consists of
two 6-bit pulse heights, and an additional ten
12-bit words from an external buffer storage unit
(referred to as BSL in the program). Obviously
READAT must be tailored to specific needs and
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hardware configurations, just as the dictionaries
SNAMES and MNAMES must be.

In some cases more and/or larger histograms would
be useful., TIf magtape is not used (i.e., the
printed histogram information is all that is
needed ), the magtape handling routines and buffers
above 6600 are unnecessary and the scratch area
may be extended down: change BEGSCR (cell 4274)
from its present value of 7427 to 6600 and change
cell 3607 from SNA CLA (7650) to CLA (7200) to
prevent DATA from calling the tape routines. As
long as the magtape isn't in use the routine
RTYSTR (which needs a title from the keyboard to
write on tape) isn't needed either. Hence ALIST
can use the space from 1600 to 1754 (or 1777 if
the characters strings used by IFIN are moved
elsewhere, say to the old ALIST area), which will
permit 8 rather than 6 histograms to be defined:
change ALIST* (cell 71) from 261 to 1600 and change
NHSMX (cell 4303) from 6 to 8.

If magtape is used it is much more difficult to
get more room; reassembly will certainly be required.
Some suggestions are probably in order. There are
certainly routines which could be removed at a
rather small sacrifice. TIn particular, the scope-
labeling routines (but not POINTS) including the
character patterns while useful are perhaps the
least essential pieces of EXPO, Next might come
RTYSTR; the tape will lack titles but not data.
ASSIGN and IFIN could reside in the scratch area,
to be overwritten once they have compiled ALIST
and IFLIST; all that is lost is the ability to
change these compilations without reloading the
program. As described in the appendix on operating
instructions, the routines which handle scope and
printer histogram output permit the user to type
the output specification in an order reversed from
the original ASSIGN order (and hence reversed from
the order in ALIST). This permissiveness leads to
lengthy coding in several parts of EXPO; loss of
this facility would only affect typer output for-
mat, as described in the appendix.

APPENDIX: OPERATING INSTRUCTIONS FOR THE PDP-8
PROGRAM "BXPO"
0. Turn off data-acquisition interface to prevent

data interrupts.

Load program and start at 1200.

I for IF. Type CTRL-I (i.e., hold down the
CTRL key and type I).

o=

Computer will respond with COIN for "coinci-
dence", inviting you to type the names of

those variables you wish to be non-zero in the
events to be histogrammed. 7You type for ex-
ample (_ means space, CR means carriage return)

Cl V1 NMH SH7_$

This means counters Cl

must be at least one particle in the multiples
hodoscope, and shower counter 7 must have a
non-zero pulse height. The dollar sign termi-
nates the string. Note that each wvariable
name, including the last, must end with a
space or CR.

and Vl must fire, there

The computer will next type VETO., You type
the names of those variables which you want



to be zero in order for the .event to be S.
histogrammed.

For example, 6.

V2 GCS(CR)
RHG2_$

This means counter V, didn't fire, the south
gas Cerenkov counter discriminator didn't
fire, and the RHG2 (RH > 2) discriminator
didn't fire.

Finally the computer types ANAL, asking for 7.
"analog" requirement. You define minimum
and maximum values of variables; e.g.,
NRH_3 5 RHA 17 _29(CR)
SH6 13 19 $ 8.

For an event to be histogrammed, you have
required that there be 3 to 5 particles in
the rear hodoscope, all of these within the
range of counters 17 through 29; in addition
shower counter 6 should have a pulse height
between 13 and 19 inclusive.

The computer now responds with ENUF to in-
dicate completion of the IF definition. If
you want to change this definition, retype
CTRL~T.

A for ASSIGN.
be constructed.
for example,

Now assign the histograms to
Type CTRL-A. Then type,

MHA 1 15 0 WMH 1 5 O(CR)

For those events satisfying the criteria of
the IF definition, two histograms will be
made. The first is of the multiples hodo-
scope (lumped in bins of 2° = 1 counter from
counter 1 to 15) versus the number of parti-
cles striking the multiples hodoscope. The
second histogram plots the rear hodoscope
from counter 5 to 26 lumped in bins of o2 = ¢
counters (i.e., 5-8, 9-12, 13-16, 17-20,
21-24, 25-26), versus Z, a special variable
which always has value zero to facilitate
making histograms which are effectively one-
dimensional. Note that if any particles in
the rear hodoscope lie outside the 5-26
range, none of the counters will be plotted.
This is just part of the multiple-particle
problem. After you type the dollar sigm,

the computer types ENUF to show the assign-
ment is finished. It will also type ENUF 9.
after the definition of the sixth histogram;
6 histograms is maximum. If you type a name
wrong (i.e., RAH instead of RHA) the ccmputer
will respond with a ?7; then you may retype
RHA. If you define a histogram which would
overflow the scratch area set aside for
histograms, the computer types OVFL. 7You may
then retype the last definition. If you want
to change everything, just retype CTRL-A and
start over.

C for CLEAR. To clear all histograms and
event counters, type CTRL-C.
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Turn on the data-acquisition interface to
permit data interrupts. Events will now be
processed.

H for HALT., If you wish to halt after N
events have been histogrammed (passed the IF
test), type CTRL-H followed by N, a decimal
number less than 4096. This may be done at
any time, even while running. If you do it
after N events have already been histogrammed,
the computer will halt after N + 4000 events.
The teletype bell will ring to signal the
halt. Stop the computer, turn off the data-
acquisition interface and restart in 1200.
Output may be made even while collecting data,
although on the teletype the last line will
have events collected over a longer time than
for those of the first line. This is due to
the fact that only a one-line buffer is used
for teletype output.

P for PRINT. To print out a histogram, type
CTRL-P, followed by MHA 3 12 X MMH 2 3 Y ,
for example. Here X may be anything, and Y

is zero if no titling is desired. If Y is
non=-zero you will get
NMH MHA 3 4 5 6 7 8 9 10
2 _ _ _ _ _ _ _ __rowsum (3-10)
3 __ rov sum

column sums (2-3)

NMH MHA 11 12

2 ____ row sum (11-12)
3 __ __ row sum
column sums Grand total

(2-3)
If Y is zero only the lines starting with NMH
MHA are omitted. If you type
______ you get
Z RHA 10 11 12
0 __ Sum

sums totals

If you type in the other order

7 0 0 ORHA 10 121 you get
RHA z 0
10 _
1l _ sums
12

sum  total

If you make a mistake, type $ and then CTRL-P
to start over.

S for SCOPE. To display on the scope, type
CIRL~S, followed by MHA 3 12 O NMH 5 5 1
(same format as for CTRL-P). This will give
a scope display like

178,
v ! Here the "178" is the deci-
N 5 e, mal conversion of the switch
o «.| register setting, which con-
MHA 3 178 1p| trols the vertical scale.

You can in this way display any slice of a
histogram. If no title is requested you get
only the points. Once you have a display you



10.

like, you may turn on the plotter with the
"STANDBY" switch in the middle position and
type CTRL-G, whereupon whatever is on the
scope will go on the graph plotter.

E for EVENTS. Type CTRL-E to get event
counts:

TAPE\\

MOVE Tape + nontape = number of interrupts
oV acknowledged.

NTAP

PRYN ,Sample + sample moved = number of
NPYN//events tested by IF statement.

SMPL
s fHistogram = number of events which
aM passed the IF statement.
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interrupt > data? > tape? +——»
NO P NO
YES ¢ YES vy
<+—{ flag set? save save
NO
YES < Y Y
4
t fl read info service tape
reset tlag tape buffer vice tap
A
7 § \ 4 v 4
move data
from tape adv. pointer,
buffer 1o set flag ION, return
sample buffer
\ 4 A Y
flag set? ION, return
9 YES ’
A NO v
analyze
Figure 1 Simplified flow diagram cf the bhasic interrupt handlirg

and on-line analysis.
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0 NO 0 NO .
interrupt magtape? N keyboard ? typer ? N plofter? N data? none;
ring bell
Yes+ YES+ YESir YES+ YES}

| save save save |
save clear flag clear flag clear flag save
ION ION ION
1 v 1 Y

service service service service service
magtape keyboard typer plotter data

1 1 1
Lt | [owm | Lom | [ | [ 8]

! service data | DRONE
! 3 I
! tape data? N move ? vEs ! ION t ! t rm\f:e dota
1 e dalg? [ sumple ? sef sample reset move Tom
i : fﬂupel'ffe
| YES + + N NO mplep
! ; YEs| |
read into unpack
JESEA R
| No ¥ i
| Gy || = ~ ~
read info
| [ set move buffer] : IF okay?
|
' | YES
| v Pt ! typing ‘YES line YEST set up
: | l histogram J histogram? finished? new line
I > < : L N« ¥NO <
: ToN !
1 return |
L J
_________________ R
: j
| }
|
| |
! |
NO using | YES[issue plot \
] plofter ? command return |
| |
S, |
Figure 2 Detailed flow dia

gram of input/output interrupt handlin
3 . g'
"RETURN" includes restoring the saved accumulator and

link, followed by an indirect Jump to the saved return
address.
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keyboard
interrupt
v
KEYBD
save
y
JMP+ | gbnormal | GTNM . read
KEYINT g (cell 4412) e character
normal y v
read space or
character CR?
v YES ¥
NO restore
CTRL-X? > type X KEYINT for
normal JMP
YESy Y v
R KBDRET JMP=
fype =X return GETNAM
JMPs Xe
control
routine GETNAM
HALT
V v
modify
JMS KEYINT
GETNAM for abniormal
JMP
v l
use input to KBDRET
data
fo KBDRET
Tigure 3 Flow diagram for keybeoard contrcl functions.
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add new
character
fo string

!

to KBDRET
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Figure 2. The completed interface and computer installed in an instrument rack.
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ABSTRACT

SCHLEP is a program which was written to work in
conjunction with magnetestrictive read-out spark

chambers.

Its main purpose is to help maintain these

spark chambers and other devices which are the appara-

tus used in this High Energy Physics experiment.

The

experiment that it will participate in, is the study

K° long lived meson decay into 3x mesons.

It also has

the ability to do some on-line analysis of some of the

data.

As a start let me first describe the hardwareof

which the program makes use. The basic machine is
a PDP-9 with Extended Arithmetic Element, 2 Dec-
tapes units and a control and a 34-H Display. The
rest of the non-standard 1/0 equipment has been
built at the University of Pennsylvania. This in-
cludes an IBM compatible tape unit interface, and
an interface that transfers the spark chamber co-
ordinates into the computer. Also, we have an
alarm which can be turned on and off. I would
like to describe the tape units that we have.
is a Kennedy Incremental that is ''souped" up to
run at lkc. We plan to use this in the back up
mode. The tape unit that we plan to use as the
main unit is manufactured by Peripherial Equipment
Corp., Model No. 4820-7 and it reads or writes at

a maximum of 20kc. I would, also, like to describe
in brief some of the new instructions that were
added to the interfaces. The first and probably
most unique is a program interrupt at word count
overflow from the tape units. This gives the
program the opportunity to block the records on
tape without the use of a large buffer. 7This is
important when you only have 8192 words of memory
This leaves room for more programs by keeping the
output buffer small. Of course the efficient use
of an instruction like this depends on a high and

One
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constant input rate. Another instruction that was
added is a 'skip on program interrupt active" this
allows the program to handle waiting interrupts

without returning to the interrupted program first.

- The main purpose of ''Schlep" is to help
maintain approximately 20 spark chambers and 40
scintillation counters that are the basic components
of this experiment. One of the ways that it does
this, for spark chambers, is to compute straight
lines from the spark coordinates and from these
points calculate histograms of the spark position
in each chamber. These histograms will have a
resolution of about 1 inch per bin. By looking at
this set of histograms the physicist can see if the
chamber or the read-out device, the wand, is work-
ing properly. The way this information is presented
is by plots on the CRT The physicist can tell if
these devices are working properly by looking for a
loss of symmetry in the histogram, i.e., a hole in
the middle of it. Another plot of the spark cham-
bers is a histogram of the residuals. A residual is
the difference between a computed spark position and
a real spark position. This histogram would show if
there is a translation of the spark coordinates in
the spark chambers. It can also be used as a meas-
ure of the resolution of this wand or spark chamber.



We also have a histogram of the number of times a
particular scintillation counter fires. This would
be a quick check of whether a counter is function-
ing properly. The program also will monitor volta-
ges from several power supplies used in the experi-
ment. The maintenance value here is obvious. It
is, of course, when one of these voltages change
beyond limits the physicist can be notified immedi-
ately.

Besides its maintenance value the program
could also be used as a filter of the data. There
is a natural phobia involved here, that is, of
course, the fear of throwing away data that may

initially look bad, but may be useful in some sense.

Excluding this, the program has the capability of
making some simple cuts on the data. The first of
these would be incorrect "Time of flight" for the
k meson. Others make use of the line finding por-
tion of the program. These would be a restriction
on the number of lines in the front chambers. 1In
our case we would require at least two. We could
also ask if these two lines have an intersection
point within a given area. The aperture of the
magnet can also be used as a cut by requiring that
the lines go through, not hit the sides. There is
probably some other requirements such as trigger
which we could use, but since we have no plans at
present to cut the data I will leave this up in the
air.

The initial objective of buying the PDP-9
and then investing time in writing programs is to
increase through-put of data.Our input record size
is 172, 12 bit words. From this I expect to be
able to "prune" about 30%, this 30% would be data
which is outside the active region of the chamber.
Using the above numbers , our spark chamber in-
terface time would be 1.72 milliseconds. This

record is then to be written on IBM compatible tape.

The time required for this would be 18 millisec-

onds. Somewhere in between the time the record
comes into the computer and the time it goes out
to the tape unit, we have the program. The pro-

gram as I pointed out before reduces the data and
moves it into another buffer, this operation will
take about 30 milliseconds. We are, therefore,
through-put limited to about 30 events per second.
It is most probable that this present experiment
will run at 10 events a second or less.

The program itself is divided into four
distinct parts those being 1) Supervisor and I/0
devise handlers 2) Display routines 3) Throughput
4) Compute. The supervisor, and in my case I use
the name loosely, is basically a revised DDT which
makes use of Program Interrupt and the Extended
Arithemetic Element. One of the things that were
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changed in the basic DDT, is the output to the
paper type punch. These were punched in a punched
in "Funny Format.'" What is done now, is the oper-
ator has the choice of punching in "RIM'" mode or in
"Hardware Read-in' mode. These I found to be much
more useful. The reason being that one is able to
write any type of program, which may or may not per-
tain to Schlep, and get an easily useable paper

tape. Another useful option in Schlep is the Dec-
tape. What I have done is divide each Dectape into
10 files. The operator can use any of these files

to write out core or just a portion of it. The
routines are also available to Schlep itself. At
present we have no plans for online storage of data,
but the program is set up so that by setting a few
locations and calling a subroutine .one can easily
write data on different files or just successive
blocks. Probably one of the most useful aspects of
having a real time DDT is the ability to debug back-
ground programs while the experiment is running,

that is, taking data. This would be useful when I
or someone else would like the program to compute a
new variable or even add a new display routine. This
may sound like it could be very dangerous because of
having an undebugged program in core with Schlep run-
ning. For those of you who think so, I agree. 1
have taken some precautions to help prevent anything
too terrible from happening. The program can be

set in a mode so that no data emtered from the tele-
type could be entered into the region of Schlep
which is finished and debugged. 1In other words, one
is not able to change core locations where the pro-
gram resides. But, one can only type information
into a data section of core. One always has the
ability to examine any location in memory via the
teletype, but unless he knows a keyword, he would
not be able to change any locations except those in
a data region. For instance an example of the data
that he would be able to change, is number of bins
for a particular type of histogram, or even the
range of this histogram, and other such parameters.
Another useful feature of the supervisor is the
ability to dump an event on the teletype in deci-
mal, at the same time plot this event on the CRT.
This is very useful at the beginning of an experi-
ment for one would like to see what were the actual
coordinates of the sparks in the chambers  Any time
during the running of the experiment one can shnrt
down the data taking by hitting a key on the key-
board. One can also terminate a run by use of a
macro type instruction entered via the teletype.
summary the supervisor provides I/0 device han-
dlers, a macro facility, a simple minded memory
protection, and mnemonics for core locations and
instructions. I will conclude the section on the
supervisor with a short description of the macros
available to the operator through the console
teletype.

In



1) PUNCH$ - punch a paper tape in RIM loadable
format by first setting locations.
PBGNS - first location to be punched and
PLST - last location to be punched.

2) DKTAPS - write or read from or into core
locations from unit 1. One must first
set DBGN$ - first location DLST - last
location RWBIT - O - read into core, 1
write from core onto defined file.

FILE - the file on which the data resides.

3) RIMS - read in a RIM loadable tape.

4) DUMP$ - dump on the teletype in decimal,
core locations defined in TBGNS - first
location to be dumped TLST - last lo-
cation to be dumped.

5) STOPS$ - this is the instruction which
causes Schlep to go to its end of fun
routine.

6) WORDS$, NOT$, SYMBOS, ADDRES - these are
the standard DDT macros which are explained
in the DDT manual.

7) SCON$ - this sets the program in a mode
such that it types out the event on the
teletype and displays it on the CRTbit 16
controls the acceptance of the next event.

8) SCOF$ - turns off the last option

9) D$ - get the directory from dectape and
print it on the teletype.

10) OPEN$ - this allows the operator to ex-
amine and change any location in memory.
11) CLOSES$ - this macro prevents the operator

from changing any of the "protected'" region
of core.

The next section of the program is the display.

This is the portion of the program which displays,
histograms, pictures of the event, and counter
voltages. The display section is divided into
many subroutines which perform small functions.
The reason that it was done this way, is because
this modular approach helps make many subroutines
available to other parts of the program. It also
would make it easier to add new displays to the
program. To choose the display that one wants to
see is just a matter of '"flicking'" one of the AC-
switches. A macro which pertains to the display
position of the program is called DMESS. This
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allows the operator to enter a message into a buf-
fer which is displayed in the top portion of each
display. This can be used to leave messages to
other operators or can be used to label a certain
display. The hardware that is used with the dis-
play programs is a 34-H display unit, the small
Tektronix scope with attached camera, and a Hewlett-
Packard 1300A. Both scopes have the same display.
The display programs are of the lowest priority.
This means that we do not display anything until we
have finished with the higher priority items, these
being, throughput which is the highest priority, and
the compute section, which is the next highest in
priority. A great deal of effort was put into the
display programs to make the display easy for the
physicist to interpret. For example, in the histo-
gram displays a base line with half bin. This helps
in the statistical analysis of the histogram. In
the spark chamber display routines the chambers them-
selves are marked off, so if he wishes he could cale
culate roughly the kinematics of the event. Also,
in the display of the spark chambers each scintilla-
tion counter is defined by its edges, and when that
particular counter fires it is filled in with dots.
One would like to be able to hold a histogram or
picture of event on the scope without having it
change each time a new event comes. He has this
ability by using another AC-switch. It is, also,
conceivable that the physieist would like to look at
one of the histograms on a log scale. He again has
this ability through another AC-switch. Another
thing that may be useful is the ability to see the
histogram doubled in the x-scale or the y-scale,
again by the use of the AC-switches he can do this.
I might point out that the histograms of the spark

position in each chamber are displayed with the bot-

tom half of the screen display, the x~~oordinate and
the top half is committed to displaying y-coordinate.
In concluding the description of the display section
of the program I will list the assigoment of the
AC-switches.

ACO0  display 2 histograms of the wands
ACl display time of flight of the
k-meson and y ray

AC2  display 2 histograms of chamber
residuals

AC3  display the x-view of the event

AC4  display the y-view with the rear
left chamber

AC5 disp1a¥_tbe histogram of counter
irings

AC6  display the rear right y chambers
with switch AC4

AC7 display the voltages

AC8 freeze the buffer

AC9  display the previous on log scale

AC10 double the x-scale for histograms

AC1ll double the y-scale for histograms

AC16 get next ezent, in association with
SCON

ACl7 turn off the audible alarm



If any part of Schlep could be considered its
heart, the throughput section would be it. The
throughput section is naturally divided into two
parts, those being input and output. The input
section is called the scanner section after the
device which transfers the data into the computer.
Both the input and output section of the program
makes use of a word in memory called FLGWRD. The
bits in this word are used to indicate the condi-
tion of the I/0 devices, buffers and the through-
put programs. These octal equivalents are as

follows:
1 INITIAL INPUT BUFFER PULL
SCANNER BUFFER (SB)
2 STORED SCANNER BUFFER NOT EMPTY (SSB)
4 WANT RAW DATA
10 DATA WAIT IN SB
20 HALT AFTER END OF RECORD
40 P.T. READER BUSY
100 COMPUTE BUSY
200 PAST END OF TAPE
400 P.T. PUNCH BUSY
1000 GET AN EVENT
2000 DECTAPE BUSY
4000 TELETYPEWRITER BUSY
100000 NOT ASSIGNED
200000 REGISTER 10-12 SAVED
400000 NOT ASSIGNED

The throughput, is naturally broken into two parts.

The first part is the SCANNER, and the next part
is the MAG-TAPE. We will first describe the flow
of the scanner or read in portion. The first sig-
nal that we get is an interrupt called ER (EVENT
READY). This causes a program interrupt, and we
are transferred to a routine called SCAN. 1In this
routine we first find out if the SCANNER BUFFER
(SB) is empty. 1If it is, we initiate the transfer
of the data into the SB. If the buffers are all
full we set a flag and return to try it again, at
some later time. Assuming that we find an empty
SB we then transfer the data into the SB via the
data channel. At this time we get an interrupt
when either a word count overflow or an EVENT
COMPLETE (EC) occurs, which causes a transfer to

a routine called SCANI. The first thing we do
here is see if the SCANNERS have underflowed or

not transferred as much information as we expected.

If this does happen we type out a message on the
teletype which reads "SCANNER UNDERFLOW". We

then set a flag in FLGWRD which tells the rest of
the program that the SB is full. After this we
find out whether we are going to use raw data or
condensed data. If we are going to condense the
data we do this in the SB. The last thing that we
do is move the SB if possible to the STORED
SCANNER BUFFER (SSB). 1If it was impossible to
move the data we set a flag so that we may try
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again later. Once there is some data in the SSB we
then try to write this data out on magnetic tape.
The first thing we do is find out in which buffer
this data exists, and then set up this address and
word count in the appropriate registers. At this
point we initiate a transfer to the tape unit. The
decision of whether to end the record with an EOR
or to continue is made at the time of a word count
overflow. At the beginning of each record there is
the internal event number, the word count and the
starting address for this record. The records

will be recorded on tape with unknown logical
record size. The blocking factor is also unknown.
this seems to be a ridiculous way to do things,

but the experiment is going to be analyzed on a

3rd generation computer and the facilities to han-
dle these type of records exist. The 2nd genera-
tion computers can also be made to do this, too,

by use of tricky traps.

The compute section of the program is divided
into two parts. These being, compute all things
that arée unrelated to line finding, and compute all
things that make use of line finding. 1In the order
of time, the items unrelated to line find are com-
puted first. These would include histograming of
counter voltages, histograming of counters that
fired, and histograming of the time of flight of
the k meson and associated gamma~ray. The rest of
the compute section is devoted to line finding
and its brand of histograms. The line finding
program is fairly simple minded in that it only
tries to fit a straight line through several
points. Since there is three groups of spark
chambers and we have 2 views for each group, then
we can break them up into six units. These units
or views are worked on by the program one at a
time. Schlep then analyzes each view one at a
time and finds as many lines as it can. These
lines are then used to compute the spark position
in each chamber. If this spark position falls
within a given range the coordinate is accepted.

We then continue this process for all the views.

As each line is found and accepted, the coordinates
of these lines are then used to compute histograms
of spark position. These histograms would also
give us the relative efficiency of each non-choice
chamber. These relative efficiencies are as im-
portant as the histogram itself, for they will

give us a feeling of how well the chamber is work-
ing. We also use the difference between the real
spark position and the computed spark position to
plot another histogram. This is, as I have men-
tioned before, called the residual. When the
track finding is done for a certain event the pro-
gram transfers to the general dispatching routine.
I will describe this in the next section, but be-
fore Igo on let me first show the method that is now



used in track finding. I say ''mow used'" because we
are in the process of changing to a faster technique.

1) get the coordinates of the choice chambers
2) with these calculate the slope and intercept

W ooz
y AC X2-X1
b =2 -mX
Y o Yo

3) calculate the points in the other chambers

Z,=b

4) if there are enough points to make a line,
then histogram the points and the residuals.

In describing all of the previous sections of
the program we talked about many conditions which
were left hanging in the air. These conditions
will be taken care of when the program transfers
control to the dispatcher. The dispatcher is a
small routine whose main purpose in life is to help
keep all other programs happy. The way it does
this for the scanner routine is to see if there is
any data waiting to be condensed or to be moved.

If there is it transfers to the appropriate routine
It does the same type of thing for the magnetic
tape. It asks if there is some data waiting to be
written, and if there is it transfers control to
the magnetic tape programs. The next thing on its
list is the compute programs. It again sees if
there is data waiting to be computed if there is
then it calls the compute program. If there is no
data to be computed it then starts to display. So
we can see that this program somewhat defines the
priority of the system.

In writing this program for the PDP-9 computer
I have noticed a few things which I think we might
have done a little differently. For example, I
think that when you are running an online experi-
ment with many I/0 devices that it would be very
advantageous to have the Automatic Priority
Interrupt. This would help speed many of the pro-
grams up. It would also allow for a much neater
and more powerful system. Another item that I
think would be very useful is a drum. A drum that
could be used for program storage, and more impor-
tant display storage. The program storage advan-
tage is obvious it would allow for a simple time
sharing system on-line to an experiment. The
display ability of a drum would allow much more
time and core to be committed to on-line analysis
of data, and in many experiments this could be
done in real time.
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So, in conclusion I think that Schlep is a
powerful program for doing a magneto-strictive
spark chamber experiment but it is only a begin-
ning. There are many things that could be added in
the hardware and the software to make the program
even more powerful.
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ABSTRACT

A DEC PDP-7 has been interfaced with the instrumentation and control system
for the High Temperature Lattice Test Reactor. The test reactor's electric
heating system can heat it to 1000°C, so its graphite moderator is blanketed
with pressurized nitrogen to inhibit oxidation. The digital computer directly
controls the nitrogen and heating systems, and provides operational aids for

the nuclear system. The central processor has 8K words of core storage and

utilizes 3 DECtapes for bulk storage.

In addition to the interface for over

100 analog and 190 digital inputs, two unique features are a three color,
alpha-numeric display and two six decade analog-to-digital converters for
measuring flux. The software system is composed of a highly integrated set
of routines to monitor computer operation and provide operations assistance

for the test facility.

INTRODUCTION

A small digital computer (DEC PDP-7) has been
interfaced with the instrumentation and control
system of the High Temperature Lattice Test
Reactor (HILTR)*. The computer, the interface
and the instrumentation and control system make up
the Programmed Measurement and Control System
(PMACS), which controls the heating and cooling
loops, aids nuclear reactor operations, and pro-
vides data acquisition and logging.

The reactor facility is used to take nuclear

data at temperatures to 1000°C, which will provide
support for the design of high temperature power
reactors. The reactor itself consists of a ten
foot cube of graphite with a removeable central
section--all enclosed within an insulated, gas-—
tight container. It is electrically heated with
graphite heater bars supplied with 384 Kw. Tem-
perature measurements are taken from thermocouples
and moveable high precision resistance temperature
devices (RTD's). The reactor blanket is a recir-
culating nitrogen atmosphere at low pressure. Con-
trolling and monitoring devices associated with the
gas system are gas blowers, digital stepping valves,
binary (open-closed) valves, flow transducer ele-
ments, gas chromatographs and moisture monitors,
and low precision RID's. The flux level is measur-
ed by digitized signals from enriched BF3 ion cham-
bers and is controlled with horizontal control
rods. There are four vertical safety rods.

The complete programmed system is composed of a
highly integrated set of executive control and
utility routines and system application programs,
which are coded in machine language. Because of
the close interdependency between the computer,
the interface and the hardware of the reactor
system itself, Fortran is not used for on-line
programs. The programming and computer memory
requirements sometimes were responsible for actual
hardware and interface modifications, and the con-

*Operated for the United States Atomic Energy
Commission by Battelle llemorial Institute, Pacific
Northwest Laboraitory, Richland, Washington.
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verse was true. A general description of the
system programs is almost a description of the
instrumentation requirements for the HTLTR.
Briefly, the requirements are: (1) monitoring
nuclear flux and automatically calculating reactor
period and power; (2) accurately measuring the
pressure of the reactor atmosphere and the temper-
ature of the moderating graphite; (3) heating

the reactor and maintaining a desired temperature;
(4) cooling the reactor and operating vital
equipment within safe limits; (5) detecting the
off-on or closed-open status of mechanical devices
such as valves and doors; (6) accurately measuring
the position of all horizontal control rods and
completing the operator-computer control with
respect to operational safety requirements. (In
addition, the capability must exist to monitor the
vertical rod status at all times.); (7) logging,
displaying, and storing all measured data and
binary inputs in meaningful, easy-to-read form

for reactor operators and the physics staff; (8)
providing the capability to automatically shut
down the reactor without operator intervention,
and (9) allowing operation communication with the
computer. For example, the operator must be able
to ask for heat control, turn heat control off,
demand various outputs (demand displays or logging
on typewriters), and move the control rods.

CONCLUSIONS

The programmed control and instrumentation system
is extremely flexible, because some members of the
operating staff know how to program and can main-
tain the system programs without requiring outside
help. When the original programs were being
written, there was very close cooperation between
the programmers and the operating staff--this is

a necessity for a real-time system. Three members
of the operating staff know how to program, while
three others have lesser knowledge about programm-
ing, or computers. Their lack of knowledge about
computers has in no way hindered the effectiveness
of the latter group of operators. The fast res-
ponse of the computer has required the programmers
to carefully consider such physical problems as
contact bounce, and noise on power and signal lines.
Although any kind of problem with the PMACS seldom
occurs at present, noise is often the cause when a



problem arises. The Programmed Measurement and
Control System (PMACS) cost approximately the
same as a comparable analog hardware system, so
economy can not be claimed as a feature of the
installation. However, the on-line basic data
analysis with the results automatically logged
and continuously displayed to the operator in
engineering units makes a more efficient and
safer operation. There is less chance for human
error during the operations and data handling.

MEASUREMENT AND CONTROL HARDWARE

The basic computer is the PDP-7, manufactured

by Digital Equipment Corporation. The central
processing unit has the extended arithmetic op-
tion and is supplied with an 8K word core.
Computer peripherals consist of a high speed
paper tape reader, a high speed paper tape punch,
three DECtapes, two Teletype KSR 35's, and the
necessary circuitry to read 18 digital inputs
(one watch channel) into the information collec-
tor and to decode computer words for generating
control pulses.

The system has two oscilloscope units which can
be run in the normal mode or can be used as
storage scopes. With the interface developed

by Battelle-Northwest two different point plots
can be presented under program control. One of
the units is also used as a backup for the three-
color display.

The PDP-7 was also supplied with a 16 channel
automatic priority interrupt (API). There are two
APT modes: (1) A single instruction mode which,
upon interrupt, increments a core counter and re-
turns control to the interrupted program. (2)
The second mode is the regular multi-instruction
mode which allows subroutines to be entered and
executed. The interrupt service routines allow
interrupts from lower channels only when they
have completed their function and restored the
proper registers.

Two hardware modifications were made to the com-
puter: (1) Cecre space and programming capa-
bilities were increased by allowing the use of
core locations 1 - 7, in addition to 10, - 17,
as auto indexing registers. (2) Input type-
writer reliability could be checked by allowing
an optional change over between duplex and simplex
operations. When the programming system is in
control, the keyboard program prints the actual
character received. If the program is not enter-
ed, depression of a key does not cause printing.
This is called the duplex mode. Simplex mode is
the normal typer mode with or without computer
control. If the command typewriter should fail,
the logging typer can replace it.

The process-computer interface was fabricated by
Astrodata and consists of the following:

Analog calibration unit, multiplexer, analog-
to-digital converter (ADC) and two amplifiers.
Either the low-or-high-gain amplifier can be
selected by computer command. There are 128
channels which are scanned approximately

once every second.

Two flux digitizer units with a current-to-
voltage amplifier and a voltage to frequency
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converter in each. Each amplifier has 12 gain
ranﬁes providing a full scale range of 1011 to
10™% amperes. The computer reads the digitizer
outputs and controls the range settings and
calibration inputs of zero and ten per cent of
full scale.

System clock which uses a two-megacycle crystal-
controlled oscillator. From this circuitry,
there is derived the .1 second interrupt (wired
into the API system) for the basic program
timing loop, which results in periodic program
execution and the pulsing of activity sensors,
or deadmen, every .l second. For example, the
activity sensors must keep the safety circuit
made up, if the facility is operating in a
nuclear mode.

Rod position counters which allow the program to
keep track of the horizontal rod counters.

Alpha-numeric display unit which accepts BCD

data from fixed computer core locations by
stealing computer cycles. The three color (blue-
green-red) unit allows character generation of

26 alphabetic and 10 numeric characters, as

well as, the minus sign and period. The unit
will display 420 characters including spaces

and color change indicators. The 420 characters,
which are in a 20 x 21 matrix, require only 140
core locations in the computer memory.

Digital outputs providing 35 contact outputs used
to open and-close relays for saturable reactors,
gas system valves, warning horns, moisture mon-
itors, gas blowers and process water pumps.

Stepping motor outputs which drive the 9 hori-
zontal rods at program changeable rates, and the
7 valves and 4 vertical rods at fixed rates.

Ten analog output channels with digital to ana-
log converters. These are used for controlling
the heater power and for driving the oscillo-
scopes.

Safety circuit which makes up flip-flops and
deadmen. Functional commands are provided to
turn on or set the logic level for both PMACS
safety circuitry channels.

These devices making up the process-computer inter-
face are under control of the computer program, or
it reacts to them in response to their interrupts.
To the computer, the many devices in the Astrodata
hardware look like one peripheral. In this peri-
pheral there is a register whose contents are de-
coded to signal the device action. The program
tests if this Computer Data Register (CDR) is busy
or not. If not busy, the program executes a trans-
fer command which transfer a control word from the
PDP-7 accumulator to the CDR. The control word in
the CDR contains device identification and actionm.

MEASUREMENT AND CONTROL SOFTWARE

All the HTLTR operations staff became familiar with
the original software in varying degrees, and a few
of them also contributed to the design and coding
of some of the applications and maintenance pro-
grams. After the completion of the original soft-
ware package, the operations staff took over the
task of maintaining it. Examples of recent modifi-



cations to the programs will be discussed after
they are briefly described in their original form.
A rather lengthy report,cited under '"Acknow-
ledgements', gives complete details of the ori-
ginal programs.

The programs were designed to satisfy basic
operations needs, rigid safety requirements, the
availability of computer core and magnetic tape
storage, and the requirements imposed by hardware
and electro-mechanical reactor equipment.

To allow the operators to interrogate the PMACS
system for reactor information at any time and
initiate reactor control or actions leading to
control, over 150 separate Teletype commands were
made available. For those types of operator re-
quests (via the Teletype) which demanded some
sort of action such as moving rods or opening gas
system valves, the programs themselves permitted
the action if certain necessary conditions were
met. This involved the examination of many pro-
gram parameters. In the case of the 14 different
logs (temperatures, pressures, raw flux, etc.)
the logging programs had to reference many core
locations. Other types of programs had to have
access to other program inputs and outputs and
parameters. To avoid duplication of program con-
stants and common reference parameters and tables,
a large equivalence system and constant pool was
devised--for use by all programs, whether per-
manent core residents or transient (scratch area)
programs.

The logic and flow of the functional programs re-
flected the many years of experience of the oper-
ating personnel. If a certain condition demanded
a particular programmed action and even if this
condition was almost sure never to happen, the
programmed instruction set still had to exist. If
there were not safety requirements, a program to
move the control rods would have been three in-
structions long. There were numerous examples of
this sort. In addition, the programs were written
to guard against operator errors-—even if safety
was not the main issue.

When the reactor was in the nuclear mode at a set
temperature, there were 20 major programs which
completely used all 8K of core. In addition to
the core residents, 26 additional programs were
written—--programs having a combined instruction
set which was approximately 10,000 words long.
Counting tables, constants and programs, there
were about 18,000 programmed words. Only four of
the above mentioned 26 additional programs were
completely independent programs and operated
mostly off-line. The rest of them formed an in-
tegral part of the programmed system. The core
capacity was doubled by chain linking various
operational programs and by the use of a core
scratch or overlay area which was used by 17
programs. By operator request or at fixed in-
tervals, these on-line programs were retreived
one at a time from magnetic tape, stored in the
scratch areas and executed. The scratch area was
then free for another program.

All programming was done in machine language and
was very compact in order to conserve core. Also,
all calculations were done using fixed point
arithmetic. Machine language was most efficient
for handling the complex interrupt system and the
special machine instructions required for the
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unique computer-process interface. The program
package was a multi-programmed system to the extent
that several programs could be at different levels
of execution because of I/0 or other delays. For
example, a program could be waiting for a valve

to re-position.

Table I outlines the original HTLIR software.

Table I. Software complement.
Executive Control and Service
Timing Control

Input-Output

Limit Check and Alarm

System Application
Maintenance

The first three program groups could probably be
considered the system Monitor. As will be seen,
the Monitor performs the usual computer system con-
trol, with the details dependent on this particular
installation. The "System Application Programs"
handled problems unique to the operations in the
HTLTR facility, while the "Maintenance Programs"
were used for calibration and routine maintenance
checks of hardware components. In addition to the
on-line and real-time programs, there were pro-
grams for reading in and starting them, and for
shutting down the PMACS so that the computer could
be run off-line or shut off.

Executive Control and Service Programs

The "Executive Control and Service' programs are

listed in Table II. Because they were either part

of the Monitor or used by many other routines,

these programs were all permanent core residents.
Table II. Executive Control and Service Programs

Executive Control

Analog-Digital Service

Microtape Service

Binary-BCD Conversion

Message Queuing and Buffering

Units Conversion

Temperature Averaging

Executive Control Program-The functions of the
Executive Control Program were to: (1) Listen
for keyboard commands from the operator and call
the Keyboard Executive Program when a command was
detected. (2) Print out any error messages and
control the message queue table. (3) Handle
Microtape requests for program loading or data
logging. (4) Interrogate the program on-off
status table and allow execution of programs that
were in core and ready for execution. (5) Start
execution of the program which updated the CRT
display. The program mentioned in (5) was ex-
ecuted after all programs in (4) had progressed as
far as possible without entering a waiting loop.

Analog-to-Digital Converter Service Program-The
Analog-to-Digital Converter Service Program was an
interrupt service routine which was entered each
time a digital conversion was completed. A total
of 128 input channels were converted once every
1.28 seconds. The converted raw counts were
stored in a current value table, where they were
available for all function programs. The routine
switched back and forth between the low gain and
high gain amplifiers depending on the analog signal
level in a particular channel.




Microtape Service Program-This was an interrupt
service routine, which was entered when a block
number was encountered, a data word had been

read or written, or when an error was detected.
It was initialized by the "Executive Control Pro-
gram', which actually selected the proper tape
unit and set the search forward mode. Three tape
units were used: one for program storage, which
was only read in real-time, and two others used
for storing and retrieving data.

Binary - BCD Conversion~Two routines were used for
converting between teletype coded decimal num-
bers and their binary representations. The
binary to decimal conversion program was called
with the binary number and the binary point lo-
cation as arguments. The result was a 13 entry
table with six integer numberals and six fraction
numerals separated by a decimal point. The
decimal to binary converter started with a table
of coded integer and fraction numerals and gave
the binary representation for the integer part

in the AC register and the fraction in the MQ
register.

Message Queue and Buffer Programs-Programs could
output messages of variable lengths to the commun-
ication typer using these routines which were in-
termediate to the final output routine. Messages
longer than three characters, including spaces,
were packed three characters to a word in tables
at least two computer words long. The program for
queuing messages was called with the length of the
message and its location as arguments. As each
message was taken from the queue it was unpacked
and transferred to the output program. For
messages of three or less characters, a program
for queuing was called with the actual message

as the argument.

Units Conversion Program-The engineering units
conversion routine could be called by all programs,
except the interrupt service routines. The calling
program supplied the conversion program with the
core address of the conversion equation index.

The conversion program used this information to
find the correct raw number from the analog-to-
digital converter, which had been stored by the
ADC routine into a current value table. This raw
count was converted to the particular prescribed
units by using the proper programmed equation,

and the converted value was then returned to the
calling program. All calculations were done using
fixed point arithemetic. Conversion equations
were written to supply engineering units from the
ADC words obtained from the following transducer
types: (1) low precision and high precision re-
sistance temperature devices; (2) two types of
thermocouples; (3) Hall effect devices for meas-
uring heater power; (4) flow transducers for
measuring nitrogen flow; (5) pressure trans-
ducers for measuring nitrogen pressure; (6) a
current transducer for measuring current in the
gas blower motor; (7) valve position transducers;
and (8) rod position transducers.

Temperature Averaging
ing was included as a
the results were used
in certain typewriter
application programs.

Program~Temperature averag-
service program because

in the three-color display,
logs and in some system
Averages were obtained for
thermocouples grouped near the top and bottom, for
thermocouples on each side of the reactor, and

for thermocouples in the reactor core.
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Timing Control Program

The "Timing Control Program' was entered on a 0.1

sec. interrupt, and performed the following
functions: (1) Called the nuclear check programs
whenever the reactor was being operated in the
"nuclear mode'". (2) Monitored the two analog
channels which corresponded to the high precision
RTD inputs. The monitoring was necessary because
the two RID's had 10 different ranges, which could
be selected by the computer. (3) Every 10 seconds,
turned on the Limit Check and Alarm Program. (4)
Turned on the Gas Purity Check Program, one of the
System Application Programs once every second.

(5) When time, updated the time of the day

(hours and minutes) and the day of the year. (6)
Incremented, every 0.1 second, auxiliary time
counters used by the gas-heat programs. (7) Read

and stored the horizontal rod position counters ten
times a second. The digital feedback counts were
stored in a table and thus were available for

use by other programs. The digital counts were
converted to readings in inches for all nine hori-
zontal control rods (HCR) and then stored in a
table for use by the display program. (8)

Checked to see if any HCRs or vertical safety rods
(VSR) were selected and if so, entered the
associated rod monitor routines, which were

System Application Programs (9) Shut off any horn
relays after a 4-5 second delay if they had been
turned on. For example, when the nuclear program
made up the safety circuit, the safety circuit

horn had to be blow. (10) Called in the analog-
digital calibrate program at regular intervals.

Input-Output Programs

These programs, which are listed in Table III,
provided the sequences of computer instructions
necessary to drive the input and output peripherals
used during on-line operation. The one input
device used by the operator was the command typer.
Limited output in the form of concise responses to
operator commands also occurred on this teletype.
Hard Copy logs appeared on a second teletype unit
with identical storage of the logs on a Microtape.
The three-color display presented real-time
operating information.

Table III. Input-Output Programs.
Keyboard Executive
Display*
Tape-Core Buffered Output
Internal Data
Logging

Keyboard Executive Program-The Keyboard Executive
Program was the essential link between the oper-
ator and the total programmed system. It allowed
the observation of reactor measurements and the
pre~operational checks on computer inputs and
outputs and permitted the initiation of the Appli-
cation Programs for the heat, cool and nuclear
systems.

Display Programs-These programs controlled the pre-

sentation of permanent and transient information
on the three-color display. Real-time logs dis-
played information about the constituents in the
reactor atmosphere; valve positions and gas flow
and pressures; heater power and thermocouple temp-
eratures; and readings of horizontal control rod
position from the analog position transducers.



The states of contacts could also be displayed
in 18 bit groups. Any one of the real-time logs
could have been displayed and continuously updated.

Tape-Core Buffered Output Programs—-Using a tape-
core buffer allowed the teletype output buffer to
accumulate data faster than the teletype could
print. For example, if several logs were re-
quested, it could take several minutes for them

to be typed and there would have been a consider-
able time lag between the first and last log if
the log data were collected at the teletype speed.
With the buffer, however, if a log was being typed
and another one was requested, the logs were
stored onto magnetic tape, and they were then read
into the typing buffer from the tape.

Internal Data Program-This program, which was
entered from the Executive Control Program every

time the Executive loop was executed, caused trans-

fer to tape of any data which may have been gener-

ated by the heat and nuclear system programs. This

data was not normally available from an operating
log.

Logging Programs—-Fourteen different logs were a
available on the typewriters. The majority of

these log programs printed analog process data

on the logging teletype.

One of the Logging Programs typed on the command
teletype the identification, raw counts and en-
gineering units for a single analog channel re-
quested by the operator. He might request typing
of any number of channels (one at a time) and
could deactivate the log at any time.

Another Logging Program allowed the operator to
request the contents of any address in the core
memory during the real time operation of the
system. These numbers were also typed on the
command teletype.

Limit Check and Alarm Program

This program was a permanent core resident and was
routinely executed once every ten seconds. How-
ever, the program was also executed immediately
after the reactor safety circuit was tripped by
something external to PMACS in order to identify
the source of the safety circuit trip to the
operator. The primary function of this program
was to examine PMACS inputs for off-normal con-
ditions and to indicate these conditions to the
operator using the color display and the logging
teletype. The inputs checked were binary values
from switch contacts and analog values of reactor
gas constituents.

System Application Programs

There are three major systems in the HTLTIR
facility: (1) Cooling, (2) Heating, and (3)
Nuclear. In Table IV are listed the Application
Programs related to these systems. The Gas-Heat
Program handled the manual and automatic control
of the cooling and heating systems; the Nuclear
Program was concerned with flux measurement in
the nuclear system; the Gas Purity Program deter-
mined the amounts of different types of gases in
the gas (nitrogen) system; the Reactor Rods Pro-
gram aided in positioning the horizontal control
rods and vertical safety rods in the nuclear
system; and the Scram Program identified the
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cause of an automatic shutdown of the nuclear
system.

Table IV. System Application Programs.

Gas-Heat System
Nuclear System
Gas Purity
Reactor Rods
Scram

Gas-Heat System Programs-These consisted of 11

distinct segments on four magnetic tape links,
becuase the coding was almost twice as long as

the assigned core locations. Each of the
different segments roughly corresponded to the
state of the gas and heat systems during execution
of the program segment.

Valves could be moved on command, or could be set
on automatic control to maintain operator requested
conditions in the gas system. In the heat system
the operator could set heater powers or could
request automatic temperature regulation at any
temperature to 1000°C. Checking was performed by
the programs to only allow valve positions, heater
powers, and automatic controller setpoints which
were within the physical limits of the equipment.
The basic automatic feedback control algorithm

was a discrete version of a continuous two-mode
controller (proportional-plus-integral). Many
modifications were introduced to allow for the
physical characteristics of the systems. For
example, different error signs had to be allowed
for control of water cooled heat exchangers, as
well as, for control of the pressure in the reac-
tor containment vessel. Although there were many
different types of measured variables and different
ranges, automatic control was achieved with one
time shared control program for the gas system

and one for the heat system.

Nuclear System Program-The following program func-

tions were performed for both flux digitizer units
in the PMACS: (1) Determined if operational
safety requirements were satisfied before allowing
the nuclear program initialization and the 'making
up" of the safety circuit for the nuclear mode of
operation. (2) Found the proper digitizer range,
or made sure the digitizer was 'on scale", and
kept the digitizer on scale whenever the reactor
was in the nuclear or core load mode. (3) Cal-
culated a low accuracy period ten times each sec-
ond and compared it with the lower period limit
set by the operator. An automatic shutdown would
occur after a predetermined number of low periods
appeared in succession. (4) Every second cal-
culated period and power values, and compared
these against operator set limit values. If the
period was too short or the power too high an
automatic shutdown occured. (5) Every eight
seconds performed a high accuracy period calcula-
tion, stored the result on magnetic tape, and dis-
played it on the CRT.

Gas Purity Program-This permanent core resident was

executed once every second. Its primary function
was to read the signals from moisture monitors and
gas chromatographs and then calculate the quan-

tities of gas contaminants in the nitrogen atmos-
phere. The peaks in the analog output from the

chromatographs were found by the program, but the
operator had to synchromize the chromatograph self
timer and the program. The program monitored the



accuracy of the synchronization by the location
of the nitrogen peak. Moisture content was cal-
culated directly from the outputs of moisture
monitors every four minutes.

Reactor Rods Program-With this program the opera-
tor was able to manipulate the horizontal control
rods and the vertical safety rods safely, because
it allowed only predetermined sequences of op-
erations. The program did not initiate rod motion
automatically, but merely related operator speci-
fied movements to predefined safety criteria and
movement sequences.

Scram Program-The Scram Program identified the
cause of an automatic shutdown. Shutdowns

caused by the programmed system could have been
the result of the program bug of executing a zero
operation code, or off-normal conditions as sig-
nalled by switch contacts and analog signals. An
automatic shutdown resulting from conditions ex-
ternal to the programmed system was signalled by
a hardware interrupt. For example, if the reac-
tor door, which makes contact with a limit switch,
was opened, an automatic shutdown would occur; a
too short period could cause a shutdown; or the
operator could push the ''Shutdown" button, which
triggered the hardware interrupt.

Maintenance Programs

These programs, which are listed in Table V,
differed from a memory checkerobard test, for
example, in that they were part of the on-line
program system.

Table V. Maintenance Programs.
Valve Calibration
Analog-Digital Calibration
Rod Maintenance
Digitizer Maintenance

Valve Calibration Program-The operator requested
this program to calibrate one valve in either the
full open or closed positions using limit switches.
Calibration of valves was necessary in order to
determine the actual position of a valve stem or
to maintain agreement between the digital drive
motor pulse count and the analog position feed-
back signal.

Analog-Digital Calibration Program-This program
checked for proper operation of typical analog-
to-digital converter channels which contained a
low level voltage, a high level voltage, a low
precision RTD, and a high precision RTD.

Rod Maintenance Program-This was used when the
facility was in the non-nuclear mode for making
up the safety circuit and then driving a control
or safety rod for testing, calibrating or repair-
ing. Response times of the independent safety
circuits could also be determined.

Digitizer Maintenance Program-The program per-
mitted the operator to read the neutron flux with-
out making up the safety circuit, to check zero
offsets, and to make adjustments to the digitizer
units.

Initialization and Shutdown Programs

Before the real-time programs were loaded into core
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and their execution started, the PMACS hardware
was routinely tested to a limited extent for mal-
functions, and then it was initialized for the
real-time programs. Initialization was performed
by program, or a message was typed requesting

the necessary operator actions. In addition to
the hardware initialization, the queues, switches,
data tables and flags for the resident programs
were also initialized.

A shutdown program provided messages and programmed
actions to assure the operators that the PMACS was
in a safe condition and could be left unattended.

OPERATING EXPERIENCE

The operator has a typewriter keyboard and a

single spring loaded toggle switch to operate most
of the equipment in the reactor systems. The

list of over 150 acceptable commands, which he

can type, is too large for an operator to easily
memorize, but he can memorize the routinely used
ones and refer to a convenient tabulation of the
others. As an example, the operator moves con-
trol rods by enabling the rod drivers for specific
control rods with typewriter commands and then
moves the rod or rods by pressing the toggle switch.
At any time a conventional push button switch, the
reactor shutdown button, can be used to disable

the rod hold power supply and shut down the reactor
instantly. Using a teletype for controlling the
reactor systems has not been too unwieldy.

Training for the operating staff consisted of re-
viewing and actually writing programmed functions,
and participating in the final debugging. The
operators performed the design tests, which pro-
vided them with further experience.

Failure in the computer mainframe has caused no
unscheduled process shutdowns, however failures
in the computer peripherals and in the computer-
process interface have occurred.

HTLTR has been operating over a year as an ex-
perimental reactor. During this period both the
PMACS hardware and software have been modified,
with all programming being done by the HTLTR
operations staff. All modifications are reviewed
and approved prior to their final incorporation
in the Programmed Measurement and Control System.
Also there have been some additions to the process
equipment external to PMACS which will not be
considered here. The majority of changes in the
PMACS software and hardware were made in three
general areas: (1) Programs were added to make
up for deficiencies in the original program pack-
age, or to add capabilities that had not been
though of for the original system. (2) Programs
were changed to remove bugs that showed up during
routine operation. (3) Changes were made to im-
prove the operation of the reactor facility.

In some cases the program deficiencies were
recognized at the completion of the original
system, but were not included because of time
limitations. An example of this is a tape re-
trieval program for logging information from Micro-
tape. Another added program continually checks
that the central processor is not locked in a loop
which is smaller than the Executive Control Loop.
This insures the operator that all programs, which
have been requested and turned on, are being execu~
ted. As another example, in order to allow un-



attended operation of some parts of the HILTR
facility with the PMACS active, an annunciator
and typewriter have been installed in an adjacent
reactor facility. When a malfunction occurs, the
computer sounds the alarm and types a description
of the malfunction.

Modifications in the system were made to simplify
the operator's job of operating the facility for
experimenting, as well as programming and main-
taining equipment. One change that was made

was increasing the use of the three-color display
for programming and for checking out the hardware.
Several changes were made to make the keyboard a
less cumbersome means for commanding the PMACS
operation. For example, the Keyboard Executive
Program was expanded to recognize more mnemonics,
and some mnemonics were shortened. Accuracy of
some calculations was improved. The gas chromo-
tograph was removed from the PMACS system, be-
cause of the difficulty of keeping track of the
gas peaks as a function of time. Gas chroma-
tographs have been under computer control, and
the one at HILTR could probably be controlled
also. However, the operations staff felt that
proper control of the chromatograph would take
too much core storage that would be more valuable
for other programs.

Modification of the software to continually im-
prove the operator's capability for controlling
the process was one of the prime arguments for

including a computer in HTLTR's instrumentation
system. That this original argument was sound,
has been proven already in the short operating

life of the facility.
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THE USE OF THE PDP8
IN AUTOMATED TEST SYSTEMS AT SANDIA LABORATORIES

Glenn Elliott
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Albuquerque, New Mexico

ABSTRACT

The PDP8 series of computers is being used frequently in

automated test systems at Sandia Laboratory.
tem configurations are presented briefly.

Several sys-
Emphasis is

placed upon the solution of general problems arising from
their use in a large organization of design engineers and
in applications where delivery-schedule time scales are

very short.

and a semimodular approach is shown.

General interfacing methods are discussed

Sandia's method of

obtaining programs from an engineering organization where
no programming talent previously existed is presented.

The author is a member of a group of about 50
engineers and technicians at Sandia Laboratories
responsible for the design of test systems. These
test systems are used in development and accept-
ance testing and for quality verification of com-
ponents used in the AEC's weapons programs.

Typically, a requirement for a system is not known
until late in the tested item's development proc-
ess. This results in a very tight time scale
being placed upon the test-system designer. The
procurement of parts for the systems are routinely
on a '"crash" basis, with the frequent burning of
large quantities of "midnight oil."

One of the difficulties in such an operation is
that the designers tend to fall into familiar
ruts and change does not come easily. This could
result in bypassing new and more effective ways of
accomplishing the jobs at hand. With the advent
of the small, inexpensive digital computer came
the basic question: Could these new machines be
used to an advantage in our test systems? Of
course, the answer was definitely affirmative,
but some problems were apparent which would need
solutions within our framework of doing business.

1. Could our design engineers be trained to
understand and apply digital computers?

2. Could we interface the computers with the
proper transducers and control circuitry
necessary to do the complete testing job?

3. Could we find qualified programming help?
We stepped gingerly forward, ordered our first

PDP8, and started our first application. This
was about 18 months ago. Today we have purchased
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23 of the PDP8-series computers, and their use
has become almost routine.

Before we discuss the solution to the previously
mentioned problems, let us look briefly at some

of these applications.

INERTIAL SWITCH TESTERS

PDP8/S's have been used on three inertial-switch
testing programs. Two of these programs involve
testing of rather conventional slug mass devices,
and the other a device based upon Sandia's new
Rolamite principle. Typically, the computer con-
trols a centrifuge to follow some precise accelera-
tion versus time function by implementing a digital-
to-analog converter. Readings are taken of accel-
eration levels, contact resistance, high-voltage
leakage currents, and several other variables. The
test operation, data taking, and presentation are
entirely under the control of the PDP8/S, and are
completely automatic.

TIMER TESTER

A precise, multichannel electronic sequence timer
is tested, using a test system based upon a PDP8/S.
This project involved the interfacing of the com-
puter with a number of high-quality commercial
electronic timers.

JUNCTION BOX TESTER

At first glance, the use of a digital computer

for testing of a simple thing, such as a junction
box, would appear to be an unlikely application.
However, the inspectors and production engineers
could easily be overwhelmed by the quantity of
data from loop resistance tests and leakage-current



tests on multipath junction boxes. The computer
removes this problem by only presenting out-of-
limits readings, and then, on a lot basis, quality
summary information such as X bar and sigma.

THERMAL BATTERY TESTER

A thermal battery is a one-shot device. Once the
heat-producing chemical reaction is complete and
the battery has produced its current and voltage,
the device is discarded. This means that thermal-
battery test systems must be reliable. A produc-
tion engineer tends to be rather unhappy if a
thermal battery is fired without obtaining useful
data.

The PDP8/S computer controls a binary-coded-decimal
resistor bank to produce a rapidly and precisely
controlled varying load. Output voltages and
currents are measured periodically.

EXPLOSIVE POWDER DISPENSER

A PDP8 is used as a process-control computer to
control the dispensing of small quantities of
explosive powder to a high degree of accuracy.
Naturally, the system is completely automatic,
being located in a remote concrete blockhouse.

MASS PROPERTIES LABORATORY

A PDP8 is used in a time-sharing mode to record
data from two balancing machines and several
moment-of-inertia devices. Three teletypes
operate into an executive program to permit the
operator to enter independent variables and
receive output results.

RADAR TESTER

A PDP8/I with discs and IBM compatible magnetic
tape is used to assemble data taken from four
sophisticated radar testers. This is the subject
of another paper presented at this meeting by

Mr. Tom Rau.

In reviewing these examples of application, one
can see that the computers have been put to a
wide variety of uses. A number of engineers have
been involved in the design and checkout of these
systems. It is interesting to note also that
these engineers are a part of an organization
where two years ago very little computer back-
ground existed.

The first problem tackled was the training of
personnel. A few individuals were sent to the
DEC programming school in Maynard. But this
proved to be somewhat ineffective, since the
curriculum of the school assumes consdiderable
prior knowledge of computer technology and
programming. Upon receipt of the first PDPS,
one man was assigned to become familiar with the
machine, with the intent that he conduct classes
for others. This was done with 10 individuals in
the first class. Two of these were subsequently
sent to the Maynard course and reported it to be
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of little value after taking our own in-house train-
ing. The next training sessions included members

of the Sandia Educational Division, who are trained
engineering instructors. More recent classes have
in turn been taught by them. To date, over 200

have taken our in-house computer course. Attendance
by supervisory and managerial personnel at recent
sessions has been heavy.

The second big problem undertaken was the inter-
facing problem. This, in retrospect, proved to

be less of a problem than originally thought.
Fortunately, our engineers' talked to each other,
and informal standards soon evolved. DEC logic
boards (R and W series, primarily) are used, and
have proved to be satisfactory. The digital engi-
neer certainly cannot be bothered by problems
residing within the logical building blocks, and
the DEC equipment fills the bill in that respect.

In our applications, typically, a number of relays
are operated by the computer under program control.
A technique, using either the W103 interface board
or a combination of R107's, B117's, R203's, and
W061's, was originated early and has not varied
greatly. Typically, schematics of earlier jobs

are red-marked for the current job and sent to
drafting for rework and to the fabrication shops
for wiring of the card racks.

Obtaining effective programming aid proved to be

a more difficult problem. We have determined that
it is absolutely necessary for the design engineer
to be a capable programmer. This is necessary for
him to understand his system in all its aspects.
But to prevent his being burdened by the intricate
details of programming, it is desirable to have a
professional programmer working with him. Origi-
nally, it was thought that any programmer qualified
on any modern computer would suffice. This did
not prove to be totally true. With some program-
mers, thoroughly experienced in using highly
advanced software, the gap was just too great for
them to communicate on a hardware-oriented level
with our engineering staff.

Recently, we have specified programmers with
engineering background as those qualified for our
jobs. This service has generally not been avail-
able within our own house, and we have gone to
outside programming houses with good results.

In conclusion, then, it would appear that we at
Sandia Laboratories have just begun to scratch
the surface in our application of small digital
computers. We anticipate a rapid growth in the
use of the computer in our business in the’
immediate future.
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ABSTRACT

This paver describes the use of a FDP-8/5 computer
in obtaining the characteristics of hydraulic rotating

machinery.

The aim of this work is to provide a

raoid and accurate method for carrying out such tests.

Some of the interface problems, methods of handling
the data and orogramming techniques which are
peculiar to this type of system are discussed.

A programming language, which makes use of macros
and an operating system, has been written providing
the user with a powerful test control and data

acquisition system.

Introduction

The problem of obtaining the steady state
operating characteristics of hydraulic pumps,
motors and transmission systems can be con-
sidered at three basic levels:

1. All the work, including processing test
data and plotting graohs, to be done manually.

2. Setting uv the test conditions manually, but
using a data logging system to collect the test
data for further orocessing by computer.

3. Using a comouter to set up the test con-
ditions, to suvervise the collection of test
data, to orocess this information and to
outoput it in the required form.

If only a few results are required at fixed
points on the characteristic curve of the
device under test, then a manual system will
normally suffice.. However, if a complete set
of characteristics is required, then to perform
the tests manually is a lengthy, error-prone
process.

The object of the test rig described here is to
provide a system capable of determining and
olotting the characteristics of a hydraulic trans-
mission system quickly and accurately.

Figure 1 illustrates a tyoical set of graphs
which may be required for a motor test. Not
all of these may be needed for any one test,
and many other characteristics are also
possible.
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Design Criteria

The following are some of the considerations
which were taken into account during the
design of the system:

1. Flexibility

Since many different kinds of test are
carried out on one test bed, system
flexibility is essential.

2. Accuracy

In the absence of an international testing
procedure, tests are carried out according
to principles laid down in a draft proposal
being considered by the British Standards
Institute. This proposal will probably be
adopted in a modified form as an inter-
national standard, and is therefore used
as the basis for this work. This proposal
calls for accuracies of the order of .5%

in all measurements and this figure is used
as the maximum permissible error for

this system.

3. Simultaneous Readings

The proposal mentioned above states that
all readings should be taken simultaneously.
This is not possible when testing manually,
but can easily be achieved in a computer
system.

4. Manual Capability

It is sometimes desirable to run tests manually,
when no programme exists for the required
test and only a few spot checks are required.



5. Ease of Programming

An easy method of programming tests had to
be provided so that non-standard tests could
be programmed easily and with a reduced
risk of error.

Description of System

Figure 2 shows the system when set up to
carry out tests on a variable stroke
hydraulic motor.

The three input voltages Vi, V5 and V3

can be derived from manually set potentio-
meters or from the computer through

digital to analog converters. These voltages
control the pump output flow, motor torque
and motor stroke respectively. It can be
seen that in all three cases the control loop
is closed outside the computer. This is done

to provide system stability when running under

manual control. It can be shown that this
does not limit the flexibility of the system
when running under computer control.

Consider the loop controlling the piston of
the linear actuator which sets the pump

stroke. The amplifier output current "i" is
given by

i = K(V{ - VFB) ................... (1)
where V is the voltage fed back by the

potentiometer and K is the amplifier gain.

If the computer output voltage is Vl' instead
of V1 such that:

Vit = KV - (Ky-D Vg ceeennnnn. (2)

Then
i = K[KyVy (K -DVep - Veg].... (3)
= K Kl(Vl-VFB) .................. (4)

and the effective amplifier gain is now modified

by the term K; and becomes K.Ky.

Similarly by setting

1= KV1 ............................ (6)

which means that the feedback loop has been
effectively opened.

Therefore, closing the loop physically does
not impose any restriction on the system
when running under computer control.

Measurement of Variables

Signals to be monitored are converted into
voltage levels or pulse trains. Voltage levels
are multiplexed into an analog-digital converter.
Pulse trains are monitored by using the
pulses to gate a 10 Mc/s clock, and the
clock pulses are counted on a 23 bit binary
up counter with a final flip flop to detect
overflow. Time interval measurement is
used because the pulse trains have a low
repetition rate and a long sampling time
would be required if a fixed time interval
pulse counting technique were used.

Measurement of flow is carried out by means
of a turbine flowmeter. This type of meter
gives a number of pulses (N) for each
revolution of the turbine. The number N is
equal to the number of blades on the turbine.
It is necessary to divide the output pulse
train by the factor N before gating the clock,
so that one complete revolution of the turbine
is timed, and errors due to inaccuracies of
the blade positions are therefore eliminated.

Software

Figure 3 illustrates the computer core map
during normal operation of the computer.

The binary loader has been modified so that
in the event of a checksum error when a
user's programme is being read in, the user
area in core is cleared to "halt'". This
minimizes the possibility of a programme
running wild, which could cause damage to
the system.

The operating system consists of a floating
point package, [/0 subroutines and all
subroutines needed for test purposes. This
includes routines to perform "do loops',
conditional branching, control functions,
XY plotter control and so on. In fact, the
only instructions which the user is allowed
to incorporate in a programme are macros
and entries into the operating system sub-
routines., This further reduces the possi-
bility of damaging the hydraulic equipment
when running a programme which has not
been debugged.

The supervisor is an independent programme
which is entered at regular time intervals by
pulsing the programme interrupt line with a
clock pulse. When the supervisor is entered,
the test is frozen for a short period and all
of the system variables are monitored to
ensure that they fall within safe predetermined
limits. The supervisor is able to initiate an
alarm or a system shutdown if it detects an
"out of limit" condition, but will allow the

test to continue if all conditions are satis-
factory.



Data Handling_

There are three sources of data to be con-
sidered:

1. The keyboard
2. A/D converter
3. Binary counter

Instead of having three different input macros,
a common 'read" instruction is used as
follows:

Any user programme begins with a series
of data definition statements such as:

KBD A
BIN
AD

(source - keyboard)
B, 1, 230 (source-binary counter)
Pl, 1, 526 (source-A/D converter)

These macros will be expanded as:

A, g
[
)
#0038 (data source indicator -
keyboard entry)

B,

LSRR SR

4003 (data source indicator -
digital entry)
1 (digital channel number)
230 (transducer number, for use
with calibration table)

Pl, @
@
@
3777 (data source indicator -
analog entry)
1 (multiplexer channel number)
526 (transducer number)

The instruction "READ A'" is interpreted as
a jump to the read subroutine with the address
of the variable "A'" following the subroutine
jump instruction. The read subroutine will
then check the data source indicator and enter
one of three subroutines depending on the
indicator value. [If the data source indicator
shows that the source is the A/D converter,
the following sequence is initiated:

1. The multiplexer channel is examined and
the correct channel is selected.

2. The A/D converter is sampled a pre-
determined number of times, and the
arithmetic mean value calculated.

3. A stored table is consulted for the trans-
ducer numbers concerned. This table
provides calibrated data corresponding to
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the result obtained from the above averaging
process. This calibrated data is given
directly in engineering units. By using linear
interpolation between the points in this table,
it is therefore possible to correct for non-
linearity in the transducer and to convert the
result into engineering units in one step.

4, Finally, the result is stored in the
allocated location.

The averaging process mentioned above is,
in fact, a simple numerical filter used to
filter out unwanted ripple in the variable
being measured. The characteristics of
this filter are shown in Figure 4 for
samples of 1, 3 and 10.

The filter output h(xt,f,n) is related to the
sinusoidal input g(t) by the relationship

h(At,f,n)=g(tl+%.M) .A(n,x)

where A(n,x)=350 0x X

n sinmx
and x = f.at
f = frequency of g(t)
A&t = sample interval
n= number of samples taken

The derivation of this relationship is trivial.

It can readily be seen that all frequencies
between f=0 and f=-L can be attenuated, and
t
when the sample ngmber' becomes large, the
filler becomes a narrow band comb filter.
All frequencies above f=_1_ can be attenuated
by means of a suitable low pass electronic
filter if necessary. Using the graph shown
in Figure 4, it is therefore possible to deter-
mine the sample number necessary to
attenuate ripple if the ripple frequency is known.

Conclusion

Using the system described here, it has been
possible to reduce the total time required to
carry out comprehensive tests on hydraulic
rotating equipment, and to maintain a high
degree of accuracy. At present, system
variables are controlled by means of a simple
finite difference equation, and the operator has
to specify three constants which determine
loop gain, error reset and damping. An
alternative '"adaptive!! system is being planned
to eliminate the need for this, so that the
operator will not be concerned with changes
in the system performance when the device
under test is changed.
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ABSTRACT

The paper describes the methods of implementation of a data acquisition system

in a manufacturing enviroment on an 8K PDP-9 with DEC tapes.

The system main-

tains production unit counts and updates production schedules, logs processing
unit state changes, reports exception conditions, and processes real time

inquiries.

The system utilizes queue structures for in-process data in order

to conserve and dynamically allocate core storage.

INTRODUCTION

The primary function of a data acquisition
system in a manufacturing enviroment is mainten-
ance of production records, For the system being
considered, this requires maintaining:

1. counts of the number of production units pass-
ing by each of two counting points on each pro-
cessing unit;

2. the identification and the schedule for each
of four production assignments for each process-
ing unit;

3. the identification of the three operators
assigned to each processing unit;

4, records of the durations of each of nine
operational modes for each processing unit.

The system is implemented on an 8K PDP-9 with
power failure protection option, three DEC tapes
a CROLE card reader, multiple teletypes, a DSO2BA
data scanning unit, and a DRO1B light driver unit.

Production unit counts are derived from the
data scanning unit input. The passage of a pro-
duction unit through a counting point complements
a flip-flop. Comparison of the flip-flop with its
previous state indicates whether a production unit
has been produced. Processing unit operational
modes are input through the data scanning unit.
Production assignments, schedules, and schedule
changes may be input through the teletypes and
the card reader. Operator assignments are input
through the teletypes. Interrogatives and
commands are input and replies are output through
the teletypes. Exceptional operating conditions
are reported on the teletypes and, by means of the
light driver unit, are reported on a light at
each processing unit. Data is logged on punched
paper tape and backed-up on DEC tape.

The system is core resident and occupies in
excess of five thousand locations. In addition,
production records for each processing unit
require in excess of forty words, the bulk of
which is DEC tape storage. The system is
completely protected against power failure.
input and output is under interrupt control.

All
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Processing unit scanning is initiated by fixed
interval clock interrupts, but processing unit
scanning is fully interruptable. The system
maintains clock time,

SYSTEM CAPABILITIES

Each processing unit is a member of a class
and a subclass. The number of processing units,
subclasses, and classes is variable; the number
of processing units in a subclass and subclasses
in a class is variable. Four production assign-
ments are maintained for each processing unit,

A processing unit has nine operational modes.

One of these modes indicates the processing unit
is inactive. If the processing unit is in any of
the other eight operational modes, it is active;
its mode indicates which of the four production
assignments is active and whether production units
are to be counted.

The system recognizes and reports two kinds
of assignment completion conditions. An over-
flow condition exists when a processing unit's
production assignment has been fulfilled. Pro-
duction units with the same identifications may
be assigned to multiple processing units., If
this situation exists for processing units in
different subclasses, it is assumed that the
assignments represent different stages of comple-
tion of the production units; if this situation
exists for processing units in the same subclass,
it is assumed that the production units are
functionally identical. A second kind of over-
flow can exist. When the sum of the assignments
of functionally identical production units has
been produced, overflow conditions exist for the
functionally identical assignments. Either type
of overflow may also occur as a result of schedule
decreases. Each class of processing units is
serviced by one teletype. When an overflow occurs
the condition is reported on the teletype servic-
ing the class. When an overflowed assignment is
active, a light on the processing unit is om.
When schedule changes or schedule increases cause
either type of overflow condition to terminate,
the condition change is reported on the teletype
and the overflow light is turned off.

Teletype reports indicate the start of
production of an assignment. When a processing



unit enters counting mode and was last in count-
ing mode for a different assignment, a report of
the entered mode is made on the class teletype.

Data logging occurs for each mode change,
production schedule change, production assign-
ment change, operator assignment, and for console
teletype initiated changes to the system's real-
time clock. The system maintains an operator
shift schedule for each class. When shifts
change the class is logged. When a processing
unit enters counting mode and has not been in
counting mode since its shift change, a report
of the entered mode is made on the teletype for
the class., Each teletype may accept commands
for shifting its class or any processing unit in
its class. Data is logged on DEC tape. When the
paper tape punch is available, the data is copied
from DEC tape to paper tape.

The system recognizes additional teletype
commands to enable and disable selected overflow
lights, The system also recognizes teletype
interrogatives which cause typeouts of:

1, the operators of a processing unitj;
2, the status of a processing unit;

3. the status of specified modes of a processing
unit;

4. the status of every processing unit is a
subclass;

5. the status of every occurrence of a specified
production assignment in a subclass,

A teletype will only accept commands relevant to
processing units in its class; however, the
console teletype will accept commands for -any
processing unit. All interrogatives are accept-
able from any teletype. In order to suppress an
item of teletype output, a one character command
is entered from the keyboard while the output is
occurring. When available core storage reaches
critically low levels, further keyboard inmput is
temporarily prohibited; the prohibition is
indicated by failure to echo. If teletype out-
put is pending and user has taken more than two
minutes to type a command or an interrogative,
the system takes the teletype from the user.

SYSTEM IMPLEMENTATION

Faced with this hardware complement and
system capability and the design objective of
maximizing the potential for system expansion
and processing unit additions, the decision was
made that the system would be core resident and
production records would be DEC tape resident.
However, DEC tape access speed was judged
insufficient for random access to production
records. A scheme was devised for batching tasks
requiring access to a production record. With
this scheme production records are accessed
sequentially and when a production record is
available the batch of tasks requiring it is
processed.

One production record exists for each
processing unit, For each production record,
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four words are core resident and forty-five words
are DEC tape resident. Which assignment's pro-
duction information is in core is a function of
the mode of the processing unit. The objective
is that information which must be accessed most
frequently be in core. The information in core
includes the status last reported by the data
scanning unit, the status of the overflow light,
the production unit counts for the active assign-
ment, and the production schedule for the active
assignment, Two pointers are also part of the
in-core production record. One of these is the
queue-head for the batch of tasks requiring access
to the DEC tape production record. The other
points to a production record item which is
shared by functionally identical production
assignments.

Core available for task queues is divided
into fixed length blocks of consecutive words.
These blocks are strung into a garbage queue. A
garbage queue-head points to a block which in
turn points to another block, and so on. When a
task is recognized, the block which the garbage
queue-head points to is removed from the garbage
queue. This is done by replacing the pointer in
garbage queue-head by the pointer contained in
the removed block. The information which des-
cribes the task is then placed in the block.
some tasks multiple blocks are necessary, in
which case multiple blocks are removed from the
garbage queue. The block describing the task is
placed in the task queue of the appropriate
processing unit. The pointer currently in the
queue-head is placed in the block being inserted
and a pointer to the block being inserted is
placed in the queue-head. 1If multiple blocks
are required, the first block is queued in the
usual manner and a word in it is used as a queue-
head to point to a queue of additional blocks.
When the task has been completed, the procedure
is reversed: the block is removed from the task
queue and restored to the garbage queue. If the
task required multiple blocks, the queue of
additional blocks must also be restored to the
garbage queue. The process of removing the task
is actually part of the task, that is, the task
defines its disposition.

For

The new end of the queue is the end which
contains the most recent addition, that is, the
end to which the queue-head points. It is
generally desireable to process the queued tasks
in the same order in which they were generated.
To access the oldest block in a queue, it is
necessary to step through the queue until the
oldest block, designated by a special end-of-
queue code in its pointer, is found. The proce-
dure for insertion and removal of blocks from
any part of a queue is simple but is fastest for
the new end of the queue. This speed facilitates
rapid queuing of tasks generated in real time.
Tasks are subsequently executed at leisure.

Tasks often arise which require access to
many production records. In this situation, the
task is self perpetuating which means that its
execution causes it to be moved to the queue for
the next production record. A task may also be
capable of creating additional tasks during its
execution. Before creating a task, the system



checks a count of available garbage blocks. 1If
the maximum of the number of blocks which may be
required during the task's execution is not avail-
able, creation of the task is deferred until its
requirement can be met. If the blocks are avail-
able, they are reserved by reducing the garbage
block count. When the task is being executed
and conditions do not require the creation of

all of the additional tasks, the reservations

are cancelled by incrementing the gargage block
count,

Tasks often require access to teltypes, If
the teletype is not available, the task is left
pending until the required teletype is available.
In this manner the queues also stack teletype
output. Each teletype has a single line buffer
used for both input and output. Associated with
a teletype buffer are several indicators. One
of these indicates whether the buffer is current-
ly assigned to a task. Another indicates how
many tasks have bids pending for the teletype.
When a task which may generate teletype output
is created, a bid is made for the teletype.
Before the task is executed, the system deter-
mines if the teletype is already assigned to a
task. If it is assigned, any other task requir-
ing it is left pending. 1If it is not assigned,
it is assigned to the task requesting it, and
its bid count is decremented. When the task
to which the teletype is assigned releases it,
it becomes available for reassignment. A tele-
type is available for input only when it is
unassigned and its bid count is zero.

The core resident portion of the production
record contains a pointer to production informa-
tion which is shared by functionally identical
production assignments. Master schedules must

Figure 1 Program Flow
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be maintained to show the sums of the individual
schedules of functionally identical production
assignments. The master shcedules reside in core
but exist only for assignments which are active.
Many core production records may point to the
same master schedule., When an assignment becomes
active, the system determines whether its master
schedule is in core. If it is not, a task is
created to generate a master schedule.

When a production schedule ceases to be
active and is not functionally identical to any
other active production assignment, the block of
storage used for its master production schedule
is released, Master production schedule core
blocks which have been released are strung into a
garbage queue. An active master production
schedule contains a count of the number of active
assignments pointing to it. When an assignment
ceases to be active, the count in its master
production schedule is decremented. If the count
becomes zero a task is created to release the
master production schedule block.

CONCLUSION

Batching tasks makes it possible to maintain
production records in auxiliary storage. The
number and size of production records can be
expanded greatly without necessitating design
changes to the system, With core free from large
amounts of production information, it is available
for the addition of system features. Queuing
dynamically allocates available storage to the
tasks and production records which require it.
Because this is done, arbitrary limits are not
imposed on the allocation of storage.
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COMPUTER CONTROLLED TIRE FORCE ANALYSIS SYSTEM

Richard A. Cabot
5. Sterling Company
Southfield, Michigan

ABSTRACT

A machine control system has been developed for a 4K PDP-8
computer, model ASR-33 teletype, and DF32 disc file to
control, analyze, and alter the force characteristics of

passenger car tires,

The system provides many of the

characteristics of large scale time-sharing systems while
avoiding much of the programming complexity required in

such systems,

The control features of the system include

the ability to execute operator initiated "macro" commands

in an online mode or in a batch mode.

The analysis fea-

tures of the system range from storage of digitized data
records on the DF32 disc file to the computation of Fourier
coefficients using the recently developed Fast Fourier

Transform techniques.

INTRODUCTION

When I first became inveclved with this
system, I was overwhelmed with the fee-
ling that I was unknowingly taking part
in a huge practical joke., The 3.
Sterling Company was seriously responding
to a request from the General Tire and
Rubber Company for a system that would
grind rubber from the edges of brand new
passenger car tires! As a car owner this
was exactly what I diligently tried to
avoid (rotation, balancing, etc.) and yet
General Tire was intending to grind
rubber off tires before I even got a
chance to buy them.

It soon became clear, however, that the
process of tire grinding, called tire cor
rection by the industry, is an ingenious
method developed over the past several
years by test engineers at General Tire
to alter the force characteristics
exhibited by a tire when placed under a
load equivalent to a passenger car. By
removing a few thousandths of an inch of
rubber from specific spots on the circum-
ference of the tire, its ride is signifi-
cantly improved. It is matural to wonder
why these spots, or "force bumps,” are
not avoided during the production of the
tire, thus eliminating the need to carry
out post-production tire correction. The
reason lies in the literally hundreds of
variables involved in the tire molding
process. Understanding the myriad of
interrelationships between these vari-
ables, let alone controlling for their
effects on the final force characteris-
tics of the tire, is currently impossible.
Although the process of tire correction
had been shown to be conceptually sound
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through a previous, strictly analog
machine, there were still many research
questions to be answered. It was also
necessary to test the practicality of
correcting tires in production quantities.
Thus the 5. Sterling Company was confron-
ted with the problem of developing the
electronic hardware and programs to con-
trol a tire correction machine to be
operated in both a research and production
mode by test engineers with no prior
real-time computer experience..

HARDWARE

Figure 1 provides an overall view of the
hardware involved in the system. The
electronics cabinets contain the follow-
ing equipment:

—_

Digitec digital voltmeter (slide
wire type%
Dana amplifiers
BLH signal conditioners
Datronic signal conditioners
Moog differential amplifiers
(servo controllers)
Strip chart recorder outputs
PDP-8 computer with 4K core, ex-
tended arithmetic element, mem-
ory parity, and power failure
options
1 DF32 disc file with one surface
1 Texas Instrument 16 channel A/D
converter-multiplexer
1 QOperator's control panel with a
dial indicating current RPHN,
switches indicating rotation dir-
ection, tire size, and whether the
tire is mounted or unmounted.

- O o\



The axle of the load drum contains six
load cells (three at each end) that pro-
vide the means of measuring the various
major forces of a tire. When the load
drum is brought in against a tire, the
load cells produce outputs equivalent,
when summed in pairs, to the radial,
lateral, and tangential forces exhibited
by the tire. The summing is carried out
in analog form, at the load cell, for the
radial and lateral forces and in digital
form, in the computer, for the tangential
force. All resulting force signals are
conditioned and amplified by the BLH sig-
nal conditioners and the Dana amplifiers
before being brought to the A/D converter
as input for the computer. The force
signals are also available to the digital
voltmeter as a visual aid for the
operator during calibration checking.
Once in digital form the force signals do
not require further conversion (other
than the summing of tangential) since
they have been calibrated so that one
binary digit represents one pound of
force.

The grinder carriages require the great-
est amount of control of any component of
the system. The two carriages are mirror
images of each other. During the actual
grinding of a tire, the carriages move
laterally across the face of the machine
to a position over the outer edges of the
tire. In order to grind a tire with re-
gard to its force characteristics, it is
first necessary to keep the grinder wheels
(see Figure 2) a small constant distance
from, and directly over, the edges of the
tire. It is important to realize, at
this point, that the physical roundness
(called runout) of a tire is not directly
related to its intermal force character-
istics. It is possible, therefore, for a
tire to be perfectly round and yet have
an extremely variable force trace. The
converse is also true as long as the tire
runout is within industry quality control
limits. Thus, maintaining a small cons-
tant distance between the grinder wheels
and the tire edges first requires contin-
ual monitoring of both lateral and radial
tire runout. The electronics used to
perform this function include Datronic
signal conditioners and Moog differential
amplifiers that receive input from two
LVDT's mounted on each of the runout
probes shown in Figure 2., The lateral
changes in runout are known to be gradual
throughout a tire revolution and thus are
monitored in closed loop, causing the
corresponding lateral movement of the par-
ticular grinder carriage via two iloog
servo valves, The radial changes in run-
out require more precise control due both
to the abruptness of the changes and also
the physical separation of the runout
probes and the actual grinder wheels. As
in the lateral control, the radial runout
LVDT's also produces a signal that ulti-
mately controls the Moog servo valves
positioning the particular runout probes,
but now two additional signals are
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required to be received by the computer,
delayed in time, and used %o position the
actual grinder wheels. These additional
signals are provided by two potentio-
meters, one for each carriage, whose case
is attached to the given grinder carriage
and shaft attached to the runout probe.
Thus, when the probes change position cor-
responding to a change in radial runout,
the potentiometer readings change. The
computer receives the runout potentio-
meter output from both the left and right
grinder carriages via the A/D converter.

The positioning of the grinder wheels is
accomplished by the two slides shown in
Figure 3. The reader should also observe
from this figure that the runout probe is
extended to the edge of the tire (the left
grinder carriage was disconnected for the
photograph). The readings received from
the runout potentiometers are delayed in
the computer and sent to the runout slides
via two D/A converters whose values ulti-
mately control two Moog servo valves (one
for the runout slide on each grinder
carriage). Since the force slides ride on
top of the runout slides, a change in the
position of the runout slides causes, by
physical necessity, a corresponding
change in the relative position of the
force slides. Thus, by sending delayed
runout values from the computer to the
runout slides, the grinder wheels will
follow radial runout at a known, small,
constant distance from the tire. At this
point the only components of the grinder
carriages that have not been actively
affected are the force slides. These
slides, which, due to their physical po-
sition on top of the runout slides move
with tire runout, are used to drive the
grinder wheels into the tire at the

points exhibiting force "bumps." The
reader should recall that the force char-
acteristics of the tire are captured by
the load cells within the axle of the load
drum (180° from the grinder wheels).

Thus, the readings from the force axis to
be used for grinding are delayed in the
computer, modified to represent grinder
depth, and then sent to the force slides
via two D/A converters. The delay for
both the runout values and the force
values is kept independent of RPM by using
the 128 tooth gear clock attached to the
motor drive shaft (see Figure 3).

The decision as to which force axis to use
in grinding, the criteria for choosing the
points to be ground, and the number of
revolutions to attempt grinding a single
tire, are specified by the test engineer
in a parameter table described in the
following section.



PROGRAMMING
General

From the previous section it is clear
that the mechanical complexity of the
system alone warrants a fair amount of
control work from the computer. iore im-
portantly, however, since the machine was
to be used in both a production mode and
a research mode, the scftware had to
allow the "hands-on" flexibility required
in the research environment and also the
speed and simplicity-of-operation re-
quired in the production environment.
And, finally, both these objectives had
to be accomplished in a2 manner that

would allow system operation 1o be car-
ried out by test engineers with no prior
real-time computer experience. In order
to achieve these goals a good deal of
time was initially spent (away from the
computer) developing the basic system
structure.

The structure evolved from picturing the
total task of measuring and correcting a
tire as a set of linked subtasks. Each
subtask consists of a logically complete
unit, such as fetching a tire from the
conveyor and loading it in the machine,
recording data from the tire, correcting
the tire, performing a Fourier Transform,
saving data on the memory disc, entering
operating parameters, etc. The subtasks
were developed as separate programs
whose execution can be commanded by the
test engineer via the system teletype.
The major benefit of this approach is
that the order in which the subtasks are
linked is now at the operator's dis-
cretion. Obviously, certain sequences of
commands are impossible to execute, such
as attempting to correct a tire before a
tire has been brought into the machine,
or attempting to list data before data
has been recorded. This problem is auto-
matically handled by the system, however,
by monitoring each of the operator's
command requests and typing an error
message 1f a command is requested that
requires information not yet obtained.

Another benefit of this approach results
from the autonomous nature of each sub-
task, Since each subtask (command) is a
separate program, new commands can be
added to the system with minimum diffi-
culty. Thus, as the testing methodology
expands, the system can also expand to
incorporate the new techniques.

Although the decision %0 subdivide the
total task into linked subtasks provides
maximum operating flexibility, it also
carries with it the inherent disadvantage
of requiring the operator to physically
enter each command. When the system is
used in a production mode versus a re-
search mode, such a disadvantage becomes
overpowering. This problem, however, was
foreseen during system development and
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avoided by allowing the operator to com-
pile a sequence of up to 16 commands to be
executed whenever required. Additional
commands were added to provide operator
control over the sequence, e.g., begin
using the sequence, pause during the use
of the sequence, restart the sequence, etc.
During execution of such a sequence the
operator may still define commands, and
thus, in effect, cause the temporary in-
sertion of a command in a previously de-
fined sequence.

A command is entered via the teletype key-
board by typing a colon(:) followed by a
command message. Since the system only
uses the first two leters of the command
message to determine what action has been
requested, the operator may abbreviate
commands to two letters or may type a
complete message. A command is considered
to be defined when the return key on the
teletype is depressed. The entry of a
command may occur at any time during sys-
tem operation. If a command is being
executed when a new command is entered,
the system will, if possible, execute

both commands concurrently. If, due to
logical or space constraints, it is not
possible to execute both commands concur-
rently, the command presently in execution
will be completed before the new command
1s carried out.

There are currently 25 commands available
to the operator of the system, many of
which are shown in Figure 4. This figure
also demonstrates the compilation of a run
sequence.

The system was organized in a way that
attempted to minimize the dead time be-
tween the execution of commands. Clearly,
when the operator is manually entering
commands that are to be executed as soon
as their definition is complete, (not
using a previously compiled run sequence),
the dead time between commands is irrele-
vant. However, when operating in a pro-
duction mode, with commands being taken
from a run sequence, the more rapidly the
commands are executed the higher the pro-
duction rate. The techniques used to ac-
complish this objective are described in
the following section.

Internal Structure

The memory of the computer was divided
into two segments: a resident segment and
a background segment. The resident seg-
ment consists of the system monitor,
(including a disc referencing routine and
the table containing any compiled com-
mands), an interrupt processor, a circular
buffer for all teletype output, a teletype
output processor, and a common region con-
taining the parameters required by various
commands during their execution. The
background segment is continually over-
layed, from the disc, with the programs
corresponding to the commands requested



by the operator. All output generated is
placed in the output buffer with each
location containing two trimmed ASCII
characters. It should be noted that it
is necessary for the actual trimmed
characters to be placed in the table,
versus, in the case of a title, a pointer
to a string of characters located within
the command program being executed, since
the command program is very likely to be
overlayed before its output is completed.
In order to avoid an overburdening of the
disc transfer capability, the system was
designed so that the occurrence of an in-
terrupt from the tire correction -machine
never requires a disc transfer for its
processing. Thus the command programs
that examine the sequence of interrupts
to, for example, bring a tire from the
conveyor and load it in the machine, are
also permanently located in the resident
segment. Since these programs respond to
interrupts generated by a relatively slow
moving mechanical process, most of the
time these programs are in execution is
spent waiting for the next interrupt. In
order to take advantage of this, the sys-
tem was designed to allow the execution
of other command programs while waiting
for the mechanical operations to be com-
pleted. Steps 11-14 of the run sequence
of Pigure 4 show an example of how to
take advantage of this feature. Since the
great majority of command programs require
a disc transfer, a significant amount of
design time was spent in developing the
technique to initially store and subse-
quently retrieve information from the
disc. For various reasons, the command
programs are generally not stored in a
single sequential block of memory, but
rather in several noncontiguous blocks.
The number of words in each block is
never the same within a given command
program and seldom the same across the
various commend programs., Finally, the
various command programs generally do not
begin at the same starting address. The
above constraints lead to a design in
which the disc image of each command pro-
gram contains its own loading information.
The first two words of the image indicate
the number of blocks and the starting
address. Each of the subsequent blocks
is preceded by a count of the number of
words in the block and its loading ad-
dress. Since each of the control words
must be processed by the computer before
the information to follow can be loaded,
the storing of the entire disc image in
sequential disc locations would cause
several needless disc revolutions to pass
during the transmission of the entire
image. To avoid this problem, each group
of control words and each program block
is padded with several trailing blank
words. The blank words are not trans-
mitted from the disc to core, but rather
serve as time gaps during the trans-
mission, to allow the disc routines to
carry out the required control proces-
sing.
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RESULTS

Although the system has not been in
existence long enough to effectively eval-
uate its contribution as a research
device, there are certain observations
that can be made. The test engineers

have found system operation easily
learned. With a single 15 minute practice
session they are prepared to attack the
problems confronting them in their re-
search. The feature of the system that
they felt best contributed to their rela-
tive ease in learning was how the system
apparently adjusted itself to the oper-
ator's level of sophistication. Initially
the test engineers would type complete
command messages but soon began abbrevi-
ating commands to the first two letters.
They would also request for the printing
of every bit of data available from a

tire versus those results that were of
actual concern. As they became more en-
thusiastic in the use of commands they
also began making more logical errors,
e.g., requesting the printout of the
results of a calculation before reguesting
its computation. Since the system "looks"
for this type of error, and, when dis-
covered, prints an error comment, the
operator tended to be irritated at him-
self versus bothered by the system inter-
ference.

Of course, all of this is strongly
colored by the results produced by the
system. If tires were not being cor-
rected, no amount of flexibility of oper-
ation could make up for it. Figure 5
shows the results of grinding an 8.25 x 14
tubeless two-ply passenger car tire. The
relative increase in high frequency com-
ponents after grinding has been attri-
buted to the grinder wheels currently
being used. The main initial objective,
however, is to reduce the difference be-
tween the maximum point and minimum

point (called peak-to-peak). The data
shown in Figure 5 reflects a reduction in
peak-to-peak from 37 pounds to 14 pounds.
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A SEISMIC DATA ANALYSIS CONSOLE

P. L. Fleck
Lincoln Laboratory, * Massachusetts Institute of Technology
Lexington, Massachusetts

ABSTRACT

A software system for a PDP-7 digital computer with a 340 display has

been designed to process seismic data.

The system permits quick

visual inspection of digitized data and allows easy application of power -
ful programs which operate on the digitized data or on the results of

previously used programs.

Some operations which can be performed

are: epicenter location, beamforming, magnitude, complexity and
spectral ratio computation, filtering, autocorrelation, Fourier trans-

formation, sonogram generation and automatic event detection.

A

human operator is in the processing loop, inspecting the output at each
step before applying the next. This system has greatly increased the
speed and efficiency of much of our seismic data processing.

GENERAL

There is a trend for data acquisition and other
field systems to use digital magnetic tape as the record-
ing medium in lieu of analog devices such as chart, film
or analog tape recorders. This trend is likely to in-
crease as cheaper and more reliable digital tape re-
corders become available and processing by digital
computers becomes more popular. Digital tape record-
ing has some large advantages over most analog record -
ings, viz. multichannel capability, precise timing,
increased dynamic range, improved accuracy}* and com-
patibility with digital computer input devices. Experi-
menters are reluctant to use digital systems, however,
because of the increased cost and complexity concomitant
with these systems and also because it is difficult to
visually examine the data. This paper describes a sys-
tem which not only circumvents the latter difficulty, but
makes standard data processing schemes that require the
full power of a digital computer easy to use, apply, and
interpret.

Our particular hardware configuration is shown in
Fig. la. It consists of two identical PDP-7s, each with a
340 display, 32 K of core memory, an EAE, and an APIL.
They share a three million word drum and six 570 seven-
track IBM compatible tape drives. One of the PDP-7s can
be connected to the M.I. T. Computation Center via a
40. 8 kilobaud phone link. The software system described

* QOperated with support from the U. S. Advanced
Research Projects Agency.

** QOff-the -shelf digital systems claim over 80 db
dynamic range with 0. 01% accuracy, while it is difficult
to get more than 60 db and 0. 1%, respectively, from
analog recordings. It is interesting to note that the dy-
namic range and accuracy of digital systems are not
limited by the recording method per se, but by the
analog-to-digital converting processes.

123

in this paper is self-contained in each PDP-7 and does not
use the link to the 360 system. That is, we have, in
effect, two data analysis consoles that can be run simul -
taneously.

The Lincoln Data Analysis Console is a computer-
oriented system which is designed to analyze seismic data
from the Large Aperture Seismic Array (LASA). 1 (It can
be used to analyze any data which has been digitized onto
magnetic tape in any one of the several LASA formats. )2
This system is designed to do many of the standard data
processing tasks more efficiently and accurately, and yet
be quicker and easier to use than a '"batch processing’’
computer of the type that is found in most modern data
centers. The system displays the input data or the com-
puter output on the 340 quickly and in an easily interpret-
able manner to a human data analyst who can alter the
data or give new commands to the computer via a fiber
optics light pen, adjustment knobs, or a teletypewriter
keyboard (see Fig. 1b).

This man-machine system puts a man in the feed-
back loop to do pattern recognition and to make decisions
based on his experience as a trained seismologist or geo-
physicist, and to do other tasks that are very difficult for
a modern electronic computer. The computer is in the
loop at a place where it can function with an efficiency
equal to or better than that of a human.

One of the difficulties of processing geophysical
data in large computing centers arises from the large
amounts of both input data that is required and output data
that is produced. With data from a large seismic array
such as the Montana LASA, the input might typically be a
reel of magnetic tape and the physical output might be 25
feet of 32-channel chart recording, of which only 25 con-
stants are useful output (which may be the input, along
with the original data tape, to the next step in the proc-
essing). Each iteration or pass through the computing
center takes time, generates a lot of superfluous data,



and can introduce error in each two-way digital -to-analog
and analog-to-digital conversion process (e.g. errors in
reading the chart recorder and transcribing to punched
cards).

The Lincoln Data Analysis Console is designed to
eliminate these difficulties by presenting to the operator
quickly and simply only that data which he desires to see.
This data is presented in a quasi-analog manner, i.e.,
it appears analog to the eye and can be manipulated by
analog devices (e.g. light pen and knobs), yet the full
accuracy of the digital values is retained for computation
because the data never leaves the computer. For exam-
ple, the operator can easily scan the input data tape to
insure it is not only good, but it is indeed the data he de-
sires to have processed. Useless data is not put onto
paper, but it is readily available for perusal if need be.
Only after the data has been reduced, or after the oper-
ator decides he really wants it, is a permanent hard copy
produced in the form of chart recordings, 'scope photo-
graphs, teletype copy or punched paper tape.

The system is organized so that the operator can
have all the processing programs that have been written
and debugged available literally at his fingertips. This
ability to process the results of a prior processing with-
out punching data cards and submitting for another pass
through the computing center saves time. Typically,
operations that take several days via other methods can
be done in a few minutes on the analysis console.

THE MONITOR SYSTEM

The operation and control of the console are done
by a master program which is called the MONITOR sys-
tem. This program always resides in the computer core
memory and controls the calling and execution of all the
console system programs which are stored on magnetic
tape or a drum as a program file. The MONITOR pro-
gram always knows which programs have been used and
hence which physical parameters have already been de-
termined. The MONITOR saves all these parameters so
that further processing will have access to them. Any
processing that tries to use parameters which have not
yet been determined will not be executed by the MONITOR
until they have been determined. The MONITOR pro-
gram is the only program that must be manually read in-
to the computer. This is done once at the start. A self-
protect feature makes it impossible to be destroyed by
any of the software.

All commands to the MONITOR are input to the
computer via the teletypewriter keyboard in a one-
character mnemonic code. The MONITOR will fetch the
proper program from the program file, transfer it into
the core memory and execute it All the programs are
arranged so that they return to the MONITOR automati-
cally. Control can be returned to the MONITOR prema-
turely by typing R (for return) on the keyboard.

THE DISPLAY SYSTEM

The console display system is the basic program
from which most of the other programs are called. It is
designed to make digitized seismograms accessible to a
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seismologist in a quasi analog manner to which he is
accustomed. This program displays the seismograms
(earth motion vs time) on the 'scope with six knobs con-
trolling the parameters of the display.

The six knobs control the horizontal and vertical
gain of the seismograms, the vertical separation between
the seismograms, the horizontal and vertical position of
the seismograms, and a clipping level. Figure 2 shows
some typical examples.

The operator can use this program to scan the data
visually and pick a portion of any seismogram for further
processing by other programs. This picking is done by
pointing the light pen at any waveform which causes it to
be saved in a ""'reference buffer.'' The contents of this
reference buffer will be displayed at the top of the screen
with a vertical cursor appearing at the exact point in the
waveform that was touched by the light pen. This
"'reference'’ trace is unaffected by most of the knobs.

Thus one can, for example, move all the traces, one by
one, alongside this reference by adroit manipulation of the
horizontal and vertical position knobs to do visual align-
ment and correlation. This process is used to pick arrival
times for the various traces to be used for beamforming
and location (see below). By proper adjustments of the
gains, this time picking can easily be done with a precision
of one sample (50 milliseconds when using short-period
data) as illustrated in Fig. 3.

THE CONSOLE PROGRAMS

Some of the operations that can be done with the
analysis console will be briefly described. * The system
is designed so that additional programs can easily be
added when they are written and checked out.

Initialize

This is usually the first program that is called and
executed. It reads the data tape and determines which of
the several allowable formats the tape has been recorded
in. (Each site may have its own tape format.) The pro-
gram types out this information, along with the date and
starting time of the data tape. The operator can select
which data channels he wants to operate upon (there may
be up to several hundred channels recorded on the data
tapes) and what sampling interval should be used. The
sampling can be changed by instructing the computer not
to use every sample that was recorded, but to skip a fixed
number of data samples from each channel. This program
initializes all the other programs to use these pre-selected
parameters.

Location

If three or more arrival times are picked, either
by the Display program or by manually typing them in, the
best fitting plane wave that minimizes the r. m. s. error
will be calculated. From this, the horizontal phase velo-
city and azimuth will be calculated. In addition, the

* A detailed description of all the programs is available
from the author on request.



relative arrival times when this plane wave would hit all
21 sites, along with the residuals from these times, is
typed out. Provision is made for deleting times from any
sites that may have large residuals and repeating the cal-
culations (If the data is from short-period seismometers,
station corrections will have automatically been inserted
in this calculation, and the distance from the center of
LASA, the latitude and longitude of the epicenter will be
computed. Also the G.M. T. time at which the portion of
the seismogram corresponding to the reference cursor
must have originated will be calculated, assuming a focal
depth of 33 km.) Two constants giving the major and
minor axes of the location uncertainty ellipse are also
typed out. Provision is made for manually deleting the
station corrections. Figure 4 shows the output for the
event shown in Figs. 2 and 3.

Beamforming

If one or more time picks are made via the Display
program or the manual type-in program, the delay-and-
sum beam will be formed and placed in the reference buf-
fer as in Fig. 5. From here, it can be filtered (see below)
or used as a reference to pick arrival times from weak
events. Chanmnels that have been deleted in the Locate pro-
gram (above) will also be automatically deleted from the
beam.

Constants

This program displays the reference waveform on
the "'scope. Two points can be selected by the light pen
and the G.M. T. time corresponding to each point will be
displayed to the nearest 0. 1 second. In addition, the time
difference between the points and the amplitude difference
in millimicrons corresponding to the two points picked
(assuming normal calibration for the data) will be dis-
played. The magnitude based on these last two quantities
will be typed out on request if the distance has already
been computed. Provision is made for inputting the dis-
tance if it has not been computed. If the data is from a
short-period instrument, the ""Q"' factors for a depth of
33 km are used. See Fig. 6.

Filtering

The data stored in the computer (21 seismograms,
each 600 samples long) or the reference can be filtered.
Currently, one has the choice of two filters which have
been found useful in the past for short-period data.

Notch Filter This is a low distortion filter with two
notches in the frequency response (at 0.2 and 0. 3 Hz) to
attenuate microseismic noise occurring around these
frequencies. Zero frequency is attenuated about 10 db
and frequencies higher than about 1 Hz pass through with
little attenuation or phase shift.

Butterworth Filter This is a three-pole bandpass filter
with 3 db points at 0.6 and 2.0 Hz. Both zero frequency
and high frequencies (— 30 db at 5. 0 Hz) are attenuated,
but some phase distortion occurs.

Figure 7 shows some examples of the use of these
filters.
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Plot

This program plots all the waveform data stored
in the computer on the Sanborn chart recorders so that
hard copy can be obtained. This gives a much larger
scaling than photographs of the 'scope can.

Transform
This program computes and displays the auto-

correlation function of the reference waveform (512 data
points), which has been modified as follows:

0 j<A, j>B
MoD _
J

ijEF A=j=B j=1, 512

where A and B are set to any values via the light pen.

The finite Fourier transform of either the modi-
fied reference or of its autocorrelation function (both
considered periodic with a period of 512 samples) can be
computed. The autocorrelation function can be modified
by an adjustable rectangular window. The periodogram
of this transform is normalized and displayed (db versus
frequency) and it can be output onto paper tape. Figure 8
shows some examples.

Complexity

This program computes and types out the
complexity of the reference trace (beam or seismogram)
starting at the cursor. The complexity is defined as
follows:

tc+353ec
), ¢ — )

'=tc+Ssec

¢ = te + 5 sec
’ f —f
L&D

J—tc

where t. is the time of the cursor that was set by the
light pen, and

Sonogram

A sonogram is a display of signal intensity
(represented by several different levels of brightness)
as a function of frequency (vertically) and time (horizon-
tally). Figure 9b shows the sonogram of the test cali-
brate signal of Fig. 9a.

This sonogram uses a bank of 50 constant
bandwidth filters, each with a (sin x/x)-type frequency



response, with impulse response exactly 10 seconds in
duration. The filters are spaced 0. 1 Hz apart, and they
cover a range of 0. 1to 5.0 Hz. The input to these filters
is the reference trace starting 1200 samples before the
data displayed in the reference buffer and continuing for
3200 samples. The sonogram time scale, therefore,
covers a range of 160 seconds if short-period data is
used or over 2 hours if long-period data is used.

Each output of the 50 filters is full -wave-linear
rectified to form the signal intensity, * and passed
through two low-pags filters in cascade. The first is an
energy summing "'integrate and dump'’ filter. It sums
the output of the rectifier for 20 samples,then resets it-
self to zero and repeats. The second filter takes these
outputs, sampled just before the dump and performs "RC"
type low-pass filtering. The 3 db cutoff of this latter fil -
ter is 0. 11 Hz. The computer stores the output of this
bank of 50 "RC" filters in a two-dimensional array of
power Vs frequency and time. The sonogram is simply
the pseudo three-dimensional display of this two-
dimensional array.

If, for every time element in the sonogram array,
the intensity at every frequency is summed, a one-
dimensional ""energy profile'' array is formed. This
program calculates and displays this energy profile as a
series of 160 fine dots at the top of the display.

If, for every frequency element in the sonogram
array, the intensity between two set times is summed, a
one-dimensional ''frequency spectrum'’ is formed. This
program allows the two times to be manually set via the
light pen. The spectrum is displayed as a series of S0
coarsely spaced dots superimposed upon the energy pro-
file. Both these latter displays are automatically nor-
malized to use all the room on the 'scope available to
them.
The spectral ratios’ can easily be calculated by
summing the proper elements in the sonogram array and
taking their ratio. This is done and the result is output
on the teletypewriter.

Automatic Event Detection

This program scans the data tape and types out
the time of all teleseisms encountered. The actual mech-
anism by which teleseisms are distinguished from micro-
seismic and other types of interference has been discussed
elsewhere. >»© This operation takes place much faster
than real time so that one can start with this program
and quickly find all the events on the data tape, then anal-
yze each separate event by using the programs described
earlier.

Convolutional Matched Filtering

This program cross correlates the reference trace
with a matched filter that is especially designed to enhance
the S/N of long-period dispersed surface waves. ' The

* Intensity rather than power is computed because it
makes less stringent requirements on the dynamic range
of the internal computer calculations.
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matched filter is a sinusoid with a linear frequency
modulation (chirp). The matched filter has three param-
eters that can be input to the program via the teletype-
writer. They are: the period at the start of the chirp;
the period at the end of the chirp; and the length of the
chirp. The maximum allowable length of the chirp
matched filter is 800 samples which corresponds to 160 to
1920 seconds depending on the sampling chosen in the
Initialize program. Enough of the input reference will be
convolved with this chirp to give 512 samples of filtered
output, which will appear in the reference buffer.

Figure 10 shows a typical example of this type of filtering.
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Figure 3a

Seismogram No. 4 Used as Reference

Figure 2b and Aligned with No. 1
The Top Four Seismograms with Greater Gain and Separation

.
.
(A ETRTEITL

Figure 3b Same Except Aligned with No. 2 and More Gain
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A9 8302 *278 ~1450 Figure 5 Beam Formed from All 24 Seismograms

at Top. Notice Improved S/N
Figure 4 Output of Locate Program
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13+ 46m 41 .65
134 46 41 .8s

Figure 6 Some constants for top seismogram
of Fig. 2. Note that the vertical lines.
can be moved at will with the light pen.
The teletypewriter typed MAG = 5. 2.

Figure 7a  Top trace is notched filtered. Second trace: raw data.
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Figure 8a Top trace is input data. At the bottom,
a certain portion is selected with the
light pen. The middle trace is the
autocorrelation function of the
bottom trace.

Figure 7b Top trace is Butterworth filtered. Second trace: raw data.
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Figure 8c Same as Fig. 8b showing the first

three Hz expanded.

Figure 8b Periodogram of the bottom trace of Fig. 8a.
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Figure 8d Periodogram of the autocorrelation function of Fig. 8a after it has been
modified by a rectangular window (vertical lines in center portion of
Fig. 8a).

Figure 9a Calibrate signals on various channels.
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Figure 9b Sonogram of top trace of Fig. 9a. Note energy profile (fine dotted
line) and spectrum (coarse dotted line) at the top. Note slight third
harmonic distortion inadvertently present in the calibrate signal.

Figure 9 Sonogram of top trace of Fig. 2b.

Teletypewriter typed
SPECTRAL RATIO = 0. 647.

Figure 10 The top trace is the result of convolving the Rayleigh wave shown in
the bottom trace with a chirp filter 400 seconds long with a starting
period of 40 seconds, and an ending period of 16 seconds. The
sampling interval is 1.2 seconds and the horizontal scale is 10.24 :
minutes.
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COORDINATE MEASURING MACHINES AND COMPUTERS

Neale F. Koenig
Information Control Systems, Inc.
Ann Arbor, Michigan

ABSTRACT

Digitizer applications of Coordinate Measuring Machines
(CMM's) are directed toward the production of N/C tape for
machining complex two and three-dimensional part configura-
tions, This task is best performed in a man computer coali-
tion, i.e., the man directs the CMM over the part and the
computer performs the mathematical computations and trans-
lation of data to the desired tape format, In the immedi-
ate future, these tasks can be performed in a fully auto-
matic mode whereby a surface sensing probe provides infor-
mation that when processed by an interfaced computer, allow
the computer/CMM to automatically digitize the part., The
operator in this case takes the role of supervisor and only
needs to define the limits of digitizing during the initial-
ization phase,

In order to achieve the most cost effective (i.e., low cost,
high effectivity) hardware system, a great deal of concern
must be paid to the development of associated computer
software. Thus, such techniques as foreground/background
and priority interrupt processing must occur to effect total
utilization of a small, inexpensive on-line computer inter-
faced to the CMM, Such a system has been developed for the
production of N/C machine tapes to digitize turbine blades

and is fully described in the text,

A HISTORY OF COMPUTERIZED
COORDINATE MEASURING MACHINES

Little has been done to date in producting N/C* tape
from CMM's due to the general lack of adequate data
processing techniques in converting the raw data as
received from the measuring mechanism, This problem
was due in part to the lack of a high speed integral
processing system that could convert directly the
input data to a finished N/C machine tool tape, With
the advent of inexpensive, highly flexible digital
computers, the mating of the CMM and a small digital
computer essentially solved the problem of real-time
N/C tape production, The first appearance of such a
combination occurred about a year ago (1967) on a
production basis, At that time, the applications
took the expected turn of solving basic coordinate
rotation and translation problems as well as numer-
ous tolerance comparison problems, As progress
would have it, attention was finally brought to the
development of tape production. Several of these
programs, which have been written during the past,
have led to the production of tape to drive N/C
machine tools. An example, which is included, rep-
resents a fairly sophisticated N/C tape production
program, This program has as its main feature the
ability to perform three axis contouring and thus,
suggests CMM/Computer usage for producing N/C

tapes for any complex three-dimensional surface
which cannot be easily drafted in an engineering
drawing.

The applications of programs of this sort are unlim-
ited. Such programs are easily developed for car
body design, inspection and model making, These ap-
plications can eventually be extended to the rough
cutting of dies, thus effecting a great cost savings
in automotive design and subsequent production,

*N/C - Numerical Control
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Ship model development for production of test hulls
represents another area where CMM/Computer combina-
tions are valuable, Such things as scaling, pattern
inversion, and other transformations are easy tasks
for the computer to perform during data taking.

The CMM Family Tree

Coordinate Measuring Machines have proven to be a
valuable aid in the inspection of precision parts.
These machines, in conjunction with general purpose
digital computers, also provide the answer to direct
production of N/C machine tool tapes. The inspec=-
tion uses of CMM's include both manual and automated
gaging of parts for hole locations, cam tolerance
measurements and, in general, comparing production
parts to the desired part configuration, These
tasks can be accomplished with or without the aid of
an interconnected computer, In the former case, the
inspector performs the calculations from the optical
or digital outputs of the CMM, In the latter case,
the computer provides an output if an out of toler-
ance condition exists., Computers, in this role,
allow for computer alignment of parts on the table,
polar coordinate measurements and numerous other
user oriented functions.

CMM's, when fully automated with feedback control
systems, can be used to perform automatic inspection
via the use of N/C machine tapes. These tasks can
be either point to point inspections or continuous
path with pre-selected inspection intervals, Once
this type of inspection is utilized it becomes ap-
parent that the CMM can be used for actual milling,
provided that the material to be milled is relative-
ly soft, The same techniques that are used to per-
form automatic inspection can be used in milling and
point to point drilling, i.e.,, the input is obtained
from a pre-punched N/C tape of the type used with
conventional N/C milling machine tools,



Digitizer applications of CMM's are directed toward
the production of an N/C tape (i.e., the production
of a part). The CMM thus fills the role of N/C tape
production from templates or a model of the desired
part,

Again, with CMM's both cumputer aided and unaided
techniques are used in digitizer applications:

1. Manually oriented system - the user performs all
calculations for the eventual production of an N/C
tape and uses an off-line tape punch machine (such
as a Flexowriter) to produce the tape.

2. Computer assisted system - a more costly tech-
nique, due to required programming in which the com-
puter performs all calculations and actually punches
the tape to be used on the N/C controller. An added
advantage in computer generated output lies in the
elimination of mistakes encountered in manually per-
forming the hundreds of calculations necessary for
the final production of the N/C tape.

Figure 1 summarizes these many applications of CMM's
both for N/C and general inspection tasks.

——CMM's
—-—INSPEE}ION APPLICATIONS

**N/C TAPE

*STORED DATA
INSPECTION

INSPECTION
-Inspection of N/C -Cam Gaging,
Tape Produced -Hole Location,
Parts -Etc.
—=—DIGITIZER APPLICATIONS

N/C TAPE PRODUCTION

*Manual Computer Assisted
-Template -Template
-Model -Model
**Adaptive *Manually
Driven

‘——MILLIN(i APPLICATIONS
*%N/C TAPE MILLING
! ‘\\\\
Mli 11 ing\

Drilling
Adaptive Fixed Rate
Milling

*Manually Operated

**Computer Driven
Figure 1. THE CMM TREE
Future systems include computer driven digitizer
systems as shown in the tree. Such systems are al-
ready existent for inspection applications whereby
the inspection machine is driven in much the same
way as an N/C machine tool,

Digitizers - Manual vs, Computer Assisted

Producing the N/C tape via the manual method (see
Fig. 2.) requires that the operator perform all cal-
culations necessary to convert the X and Y informa-
tion output from the CMM into the machine tool con-
troller tape code. This code usually includes the

following for each individual machine tool instruc-
tion:

N - the instruction sequence number
G - a code indicating the type of machine tool move-
ment, i.e., circular, (CCW or CW), linear or perhaps

parabolic

F - the tool feed rate, a number based on metal re-
moval rate

X
Y
Z%} - coordinates indicating the direction of movement
i for a specific G-function (code)
J
k
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'
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Figure 2. THE MANUAL WAY

The procedure for producing a tape manually is as
follows:

1. The operator places the model or template on the
CMM and aligns it as desired.

2. Data is recorded as the CMM probe scans the
part. This is accomplished either by optically re-
cording data at descrete x or y increments, or by
digital strobing via a footswitch, again at descrete
X or y movements. In most cases, the probe must be
stopped to allow recording (in automated systems,
recording is done "on the fly", i.e.,, while the
probe is moving along the part).

3. The recorded data is "processed" manually via
calculators; the result desired being the N/C tape.
Optimization procedures designed to bring about min-
imum machine tape lengths or minimum machining time
are very time consuming and thus not normally used.

4, N/C coding forms are filled out and production
of the tape is then accomplished via a manual tape
punch such as a flexowriter.

In the automated system, there is no operator inter-
ference with tape production except in movement and
placement of the CMM probe. Figure 3 indicates how
automatic production of tape is accomplished.
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Figure 3. THE AUTOMATIC WAY

In producing the N/C tape, the operator proceeds by
entering the format of the tape to be produced via
computer input at the computer console. He has the
ability to select any of several modes of output,
including raw data printed and punched as well as
optimized data punched in either ASCIT or EIA code
or any number of other user designated optioms.

Once the system is initiated, the part is placed on
the table as is done manually. After placing the
probe on the part, the operator depresses a foot
switch when he wishes to start recording. The com-
puter samples the input data and stores it in raw
form. During the time between samples, the computer
can perform optimizing and data conversion to finmal
output format. At this point tape punching is ini-
tiated, All available computer time is utilized
toward maximizing the continuous input of data and
thus creating high scan speeds. During data taking,
the probe is moving continuously and the data is
stored in the computer memory in raw form, when this
raw data is converted to output, the computer
storage area becomes available for more input data
shortly after the completion of the operator scan-
ning of the part.

CMM & Computer: The Hardware Picture

Connecting a computer to a CMM requires very special
hardware which, in general, appears as shown in
Figure 4. This block diagram illustrates how the
computer "asks" for data from the CMM at descrete
points in time.

DISPLAY STROBE
BUFFERS BUFFERS
[ - —C l—‘
M — | W
i a
——
2
FOOT CONTROL COMPUTER
BWITCH HARDWARE
READY
LIGHT TELE-
PRINTER/
PUNCH
Figure 4. INTERFACING CMM'S TO COMPUTERS

In essence, data is continuously input to the display
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buffers (in BCD), which also supply an optical output
of the probe position. On request from the computer,
a signal is sent via the control buffer. This buf-
fered data can then be transferred to the computer
memory at any time desired by the computer CPU (cen-
tral processing unit). Any required interaction
between operator and computer is accomplished via
the foot switch or the operator ready light. The
ready light is turned on or off by the computer to
indicate computer readiness. The foot switch is
used by the operator, in a similar manner, to indi-
cate operator readiness to the computer., The paper
tape punch is used to produce N/C tape, and the
teletypewriter is used in program initialization
and printing instructions or data to be used by the
operator.

This system provides high flexibility in a general
purpose configuration. It can be used in any inspec-
tion or digitization application. Internal to the
computer are various devices which aid in ease of
programming and are used to maximize the total data
processed. In particular, a clock interrupt of the
computer is valuable to indicate when to strobe the
display buffer for a data sample. This interrupt
automatically halts the CPU from processing its
current data and switches to an input data proces-
sing mode. When this input task is complete, re-
sumption of the former task is effected.

Man/Machine Operation

In any application tying a computer to a machine for
factory production purposes, the most significant
problem encountered is that of man/machine operation.
Frequently (actually in 99% of the cases) the opera-
tor of such a device as a CMM/computer knows little
or nothing about the operation of computers. It is
thus important to minimize those tasks which would
normally require a computer operator to perform.
This can be achieved via the implementation of a
"HELP" system whereby the initialization portion of
the software asks questions concerning the desired
program operation, These questions are designed in
a manner such that the operator can answer with a
simple "yes" or "no". Other questions asked by the
computer are answered with a numeric input, and; as
format independent as possible to eliminate format
errors,

Problems such as stored data overflow are eliminated
via the use of the teletypewriter bell, a device that
can be actuated via the computer. At such time that
the program detects an eminent overflow of the stored
data buffer, the bell is rung to indicate the situa-
tion to the operator. Sufficient space is allowed

to give the operator time to slow down. When the
buffer is emptied sufficiently the bell is once again
rung--this time twice, and the operator proceeds.

The techniques mentioned above are quite valuable in
achieving a minimum of problems when training an op-
erator to use the resulting computer/CMM in an expe-
ditious manner,

An Application, The Sheffield Dual Optimizer Program

Information Control Systems has developed an N/C

tape production program for Bendix, Automation and
Measurement Division, that allows the production of
N/C tapes from turbine blade models. This system
utilizes the Sheffield Cordax CMM and the DEC PDP-8/S
computer with a high speed punch (50 characters/sec.)
Software has been produced that allows maximum utili-
zation of all available components, for this special



applicatiom.

In digitizing the blade, a number of passes is made
over the part in a manner similar to the N/C milling

process. (See Figure 5.)
r~ r*
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Figure 5., SCANNING THE PART

To eliminate the offset calculations for the milling
tool, a probe is selected with the identical shape
of the tool, and a preselected X spacing is used.
This is done to achieve the required finish on the
machined blade, The chord height tolerances are
selected by the operator and input to the computer
for optimization processing by the computer (see
Figure 6.) During optimization, the computer
samples and optimizes at a rate that produces a
minimum length N/C tape.

PART SURFACE

REQUIRED LINEAR INTERPOLATION
TOLERANCE* {see note)

Figure 6. CHORD HEIGHT TOLERANCE

The processing program operates in foreground/back-
ground modes under 1/60 second clock interrup con-
trol. After the Cordax machine operator has keyed
in program options and pressed the START button on
the Cordax, the interrupt clock is enabled, and
thereafter coordinate data are examined every 1/60
second until the program determines the end of a
pass has been reached. This is foreground proces-
sing, and takes approximately 8 mlsec., or half of
each 1/60 second interval. During this time some
optimization is performed; selected points are
stored internally in a memory data buffer for fur-
ther optimization and subsequent output during the
background processing. Background processing
occurs during the second half of each 1/60 second
interval and throughout the end of pass interval,
When the program determines that the end of pass
has been reached, the clock is disabled, allowing
continuous operation in background mode umtil the
operator again presses START. Before allowing the
operator to press START however, the program makes
certain that there is sufficient room available in
the memory data buffer to contain one entire pass.¥¥*

*NOTE: This process can be achieved with either
linear, circular or parabolic approximations to the
part surface,

**A modification to the program will allow large

parts to be digitized via a bell signal which signals

the operator to halt scanning during the middle of a
scan. When the buffer has been sufficiently emptied
another bell is rung to signal continuance of the
scanning process.

This foreground/background technique allows the op-
erator to "move ahead" of the program, i.e., he may
be operating several passes ahead of the point at
which the program is currently printing or punching
output. The only restrictions then, on operator
speed, are desired accuracy of output and core size
of the computer.

A functional flow diagram of this program is shown
below.
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Figure 7. PROGRAM FLOW FOR TURBINE BLADE N/C

TAPE GENERATOR

Clock interrupts have first priority and direct scan
processing. Rough optimization occurs at this point
as well as halted-probe detection (to minimize data
storage) and "end of scan" detection. The computer
detects "end of scan" as the probe drops off the
part edge. The operator foot switch interrupt ini-
tiates scan data taking (i.e., turns on the clock),
and the other interrupts return control to the back-
ground optimization routine which will continue op~-
timization and output of data until another inter-
rupt is detected. With all modes of operation pro-
ceeding more or less in an interconnected manner,
all tasks occur simultaneously and at their individ-
ual maximum speeds. Thus, while scanning occurs,
both typewriter and paper tape output is occurring.
Sufficient computer storage is available to allow
the operator to be several scans ahead of the tape
or printer output., Input and output optimization
create the minimum required raw data to be stored



and a minimum amount of tape punching in output,

Applications for the Future

Applications such as the above point to the future
in a vivid way. These systems are general and indi-
cate complete man-computer interaction. The limita-
tions lie in computer speed and memory size. Since
computers are mathematically oriented, they are at
their best in situations involving a large number
of calculations. Optimization, coordinate trans-
lation, rotation and scaling are easy tasks for the
computer, yet difficult and time consuming for the
unaided operator. Thus, the following applications
can be achieved as a direct result of the computer's
calculating power:

1. Automatic cam alignment, i.e., the part is
aligned once and the computer shifts its internal
data for cam checking, no part realignment is re-
quired.

2. Several CMM's can be controlled by a single
computer on a time-sharing basis. In this way,
computer costs can be kept low per machine.

size would not allow direct measurement.

4., N/C produced parts can be checked directly from
the N/C tape via computer interpretation of the tape.
The computer would indicate which points to check on
the printer and the operator proceeds as directed for
the tolerance check. The computer would then indi-
cate when an out of tolerance condition existed.

With the addition of servo drive motors to the probe,
inspection of parts could be made fully automatic
(such machines already exist). It is conceivable
that the N/C tape that produced the part would also
be the inspection tape.

Digitization for the production of N/C tapes could
also be made completely automatic. The servo drives,
in conjunction with null seeking probes,would allow
the probe to automatically follow the part in much
the same manner as photo electric systems presently
do.

Figure 8 shows the functional orientation of a fully
automatic system where the CMM is driven by the com-
puter, The computer here performs the task of calcu-
lating step velocity inputs to the CMM. This must be

3. Large circle centers can be located where probe done in such a way that the required tolerances of
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Figure 8. FULLY AUTOMATIC SERVO DRIVEN DIGITIZER (FUNCTIONAL FLOW DIAGRAM)

1/1000" are maintained. One great advantage to the
resultant system lies in it's adaptivity. When buf-
fers begin to fill during data taking, a slow down of
the drive motors is affected. Thus the background
processor will keep track of data stored in the buf-
fer and signal the machine drive program to slow
down. All axes are coordinated via the machine drive
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program to achieve minimum deviation from the desired
path. Any corrections necessary to achieve a display
different than a direct read-out from the up/down
counters of the CMM position, such as different co-
ordinate systems (the part's, for instance) or for
detection-correction,are achieved in the display
drive program and updating of the display occurs as a



result. This updating need not occur any more fre-
quently than 15 times a second due to the response
frequency of the eye. The remainder of the com-
pletely automatic CMM/computer system is identical
to the semi-automatic configuration previously
described, with the following exception; an automa-
tic restart capability is provided to allow restart
of the motors after emergencies such as a power
failure or a system failure detection. This is ac-
complished via a special interrupt after failure
mode detect which resets parameters and restarts the
motors from the zero velocity condition. If backup
of the CMM position to pick up lost data is required,
the restart program also handles the function.

Eventually non-contacting systems will be developed
with laser interferometers which will allow in digi-
tizing of soft materials, 1t is felt that at this
point the limit of automation will be reached in the
interfacing of computers to CMM's, the other changes
will then lie in the computer software itself to
bring about a very efficient man/machine system of
automatic digitization.
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GRAPHICS - TERMINAL COMMUNICATIONS PACKAGE

Barry R. Borgerson
Project Genie, University of California
Berkeley, California

ABSTRACT

The SDS-9H¢ user program communicates with the display hard-
ware through a communications package operating between the
SDS-9MU and a PDP-5 which shares memory and the display

controller.

By transferring and buffering all data and

control words, the communications package handles the timing

problems for the user.

With the aid of an unpluggable hardware addition, the PDP-5
runs under an interrupt monitor which handles all of the I/0
for its end of the communications package.

The actual transmission between the two computers is done over
a high-speed, half-duplex link and a low-speed, full-duplex

path.
up on the low-speed path.

JINTRODUCTION

GOCOM is a communications package, for the Project
Genie GO display system, that is designed to
relieve the user of the tedious task of directly
programming the display hardware (see Figure 1).
The two main problems encountered when trying to
use the display without a communications package
are the need to program the PDP-5 and the task of
timing the data traffic.

Although the PDP-5 is a fairly basic computer, it is
obviously desirable to avoid learning to program it
if at all possible. Even if the display user took
the time to learn how to program the PDP-5,-:it is
unlikely that he would program it very efficiently,
not to mention the time that would be wasted.

The second problem, that of timing the data, is a
much more formidable one. The lead strokes have to
be sent from the PDP-5 to the 940 while all of the
display data must be sent the other way.
there is the data from the other devices associated
with the display and the control data to be sent.
The GOCOM package runs a fork in the 94f to read
data, including lead strokes, from the PDP-5 as soon
as it is available. Several units of the various
data are bufferred in the 94 so the user does not
have to get the data right away.

The transmission of the data is handled in such a
way that, whenever possible, the low-speed, full-
duplex link is used to transmit the information.
Also, whenever the high-speed, half-duplex link is
used, its timing is set up by the low-speed link.

External to the SDS-94§, the components are the IDT
controller, the PDP-5, an unpluggable interrupt
improvement for the small computer, and a software
Package running in the PDP-5. The software package
can be separated into three major components; there
is an interrupt monitor that handles all of the
physical I/0 and task scheduling, a basic communi-
cations package which handles most of the data and

In addition
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All of the transfers over the half-duplex line are set

control flow between the PDP-5 and the 94#, and a
package to handle the generation and transmission
of stylus strokes from the Rand tablet.

The user interface in the 94@ is through a single
subroutine called DIO. This subroutine is called
with different values in the A register to perform
its various functions. When parameters are neces-
sary, they are passed by the X and B registers and
by the location following the calling address.

There are three versions of GOCOM. One version
simply allows transmission to and from the 94¢ and
transfer of control to any location in the PDP-5.
Another version allows use of all of the features
of DIO except those connected with the lead package.
The final version uses all of the features of DIO
including those associated with the lead package.

SUMMARY OF THE DISPLAY SYSTEM HARDWARE

The hardware external to the 94¢ consists of a
considerably modified IDI (iInformation Displays,
Inc.) display controller, a slightly modified
PDP-5 with an improved interrupt system hung on it,
a Rand tablet, a keyboard, a five-key handset, a
light pen, and a high-speed, half-duplex and low-
speed, full-duplex communications path between the
PDP-5 and the 4P (see Figure 2).

Below is a brief description of the display hard-
ware. For a more complete description see the
Gol manual.

Display Controller

There have been several additions and modifications
made to the display controller. The most important
of these is the addition of a subroutine facility.
An instruction equivalent to the JMS command in the
PDP-5 was added as an external modification which
fools the IDI logic into thinking it is a jump (JMP)
instruction.



Since the display controller shares memory with the
PDP-5 CPU, it was necessary to modify the display
controller so that it could not execute a JMS into
certain cells critical to the operation of the
PDP-5. These cells include location zero, which

is the PDP-5 program counter, and cells
77408-77778, which hold the link-loader code.

Other changes to the basic unit delivered by IDI
include frame mode changing under program control,
display list match-mode control to facilitate using
the match feature in subroutines, and a display
halt feature that doesn't reset the display control-
ler.

The display controller gets access to the PDP-5
memory via the data-break facility of that computer.
The time required to gain access to the memory is

a function of the PDP-5 instruction being executed
at the time the request for a memory cycle is made.
Since this time can be fairly long, a one-word
buffer has been added that fetches the next word
from PDP-5 core while the IDI is operating on the
last one.

PDP-5 Hardware

The PDP-5 is a one-address, fixed word length,
parallel computer using 12 bits, two's complement
arithmetic. The memory-cycle time is 6 ps. There
is just one control register, the AC. Associated
with the 12-bit AC is an overflow bit, which is
called the link bit (L). Shift instructions cause
the AC and L to shift as a 13-bit ring register.

There have been only two modifications made to the
PDP-5 itself. The most drastic one is a change
which prevents it from destroying the link-loader
code in cells 77&08-7777 . This hardware is wired
in the PDP-5 rack at the location which was pre-
viously wired for use as a D-to-A converter. Any
attempt to modify the protected cells (with the
exception of a JMS from above 7740,) will cause a
program halt without modifying the cell. The other
modification is to the teletype line. A switch has
been added which allows the speed of both the tele-
type input and output paths to be run at either
normal speed or at 16 times normal speed. When the
teletype line is connected to the 9Uf as the low-
speed communications path, it is run at 16§ charac-
ters per second.

The standard PDP-5 has a single channel interrupt
system that can be enabled or disabled. In order
to locate the device that is causing the interrupt,
it is necessary to poll the devices by a series of
test-and-skip instructions. An improvement has
been made to this by the addition of an unpluggable
interrupt extension (see Figure 3). This hardware
accessory was designed so that it could also be
plugged directly into a PDP-8.

The interrupt extension is built around a 16-chan-
nel scanner, which scans up to 16 devices at a
rate of one device per microsecond. This scanner
will stop when it encounters any device that is
armed and has its attention flag raised. The
scanner serves the function of deciding which
device gets serviced, if more than one desires
servicing; and it holds the number of the device
causing the interrupt.

There are several advantages the interrupt exten-
sion offers over the basic system provided with
the PDP-5. First of all, it is now possible to
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arm or disarm individual channels under program
control. Thus, even if the interrupt feature of
the PDP-5 is enabled and a device has its flag up,
an interrupt will not occur unless the device had
previously been armed by the program. Another
advantage of the extension is in the way the inter-
rupting device is determined. Instead of polling
all the flags with test-and-skip instructions, the
device is now located by reading a "JMP* 6@, +
(Device no.)" into the accumulator with an 10T. If
transfer vectors for devices $-17, are placed in
cells 6@,-T7, respectively, then executing the above
instruction will cause control to be transferred
directly to the routine which is to serwvice the
interrupting device. Thus, with the aid of the
extension, it takes a lot fewer cells and requires
much less time to get to the appropriate interrupt-
servicing routine.

Instead of having a separate data-transfer IOT
instruction for each device, the interrupt exten-
sion logic has only one data input-output command.
The scanner selects the appropriate device and
causes the data transfer to be completed between
it and the AC. Whether this instruction causes
data to be input or output is a function of the
device being serviced; this information is hard
wired into each scanner position. All device
attention flags are also reset with a single I/0
instruction, with the scanner directing the pulse
to the appropriate device. Besides greatly redu-
cing the number of I/0 instructions needed, this
scheme has the advantage that more than one device
can be serviced by the same routine (see Section
on GOINT below).

THE PDP-5 PORTION OF GOCOM

There are three major components to the PDP-5 code.
The components are called GOINT, 5GOCOM, and LEAD.
Besides being separate logical elements of the
PDP-5 software, they are actually physically
separate in PDP-5 core. 1In fact, the version of
GOCOM that runs without LEAD simply runs without
the LEAD package; no other changes are necessary.

GOINT

GOINT is the PDP-5 interrupt monitor; it handles
task scheduling and performs all physical I/0.
This version of INT was written by the author spe-
cifically for use with the communications package,
although, as you will see, it is quite general.
The basic philosophy of this package is patterged
after two similar versions written previously.

The heart of GOINT is a task stack onto which pro-
cesses are placed when they are created or when
being dismissed for certain types of I/O, and from
where processes are taken to be run. Processes are
put on and taken off the stack in a round-robin
fashion. All processes run with equal status under
GOINT. If a process wants to create a fork, it
does so by executing JMS* FORK with the starting
address of the new process in A. This address is
placed on the bottom of the stack and the current
process then continues with the next instruction.

A fork can terminate itself by executing JMP* QUIT
which transfers control to the top fork on the
stack.

Most I/0 is done by executing JMS* IO with the
first cell after the call containing the device
code, the second cell containing the starting



address, and the third cell containing the number
of words to be transferred. This same routine is
used for both input and output devices. On all IO
calls the process is dismissed and the next fork on
the stack is started up. A process dismissed by
the IO routine is dismissed in a static sense; that
is, it is not placed on the task stack to circulate
until the I/O is completed, but is completely re-
moved until the interrupt routine places it on the
bottom of the stack when the I/0 is completed.

When the word-count gets to zero for any standard
I/0 block, the interrupt routine will disarm the
device and restart the fork requesting the I/O by
placing the calling address plus four on the bottom
of the stack.

When a call is made on IO, a check is made to see
if the specified device is in the process of satis-
fying a previous request. If it is, then the
address of the call is placed on the bottom of the
task stack. The process requesting I/O is thus
periodically started and then restacked until the
device is free to service it.

For the sake of future exposition, a process that
is dismissed waiting for an I0 block to be com-
pleted. will be called statically dismissed, while

a process currently residing in the task stack will
be called dynamically dismissed.

Input on the low-speed link is not handled by the
I0 routine. The low-speed link can present charac-
ters as close as 6.2 ms apart; and since this is
actually a teletype line, the characters will keep
coming whether or not they have been removed.

Since most characters received on this link repre-
sent commands to 5GOCOM, it is necessary to look

at each character as it arrives; that is, an IO
call with word count greater than one would not be
acceptable. Since it will often take longer than

7 ms to work up through the task stack, it is
obviously not possible to use the IO routine for
teletype-link input. This problem was resolved by
having the interrupt routine for this device read
characters into a 2¢ word ring buffer. A process
obtains characters by executing JMS¥* TTYIN which
returns with the character in A if one is available.
If no character is available, the fork is stacked
such that the request for a character is made again
as soon as the process is awakened.

There is a similar problem with the tablet. When
the stylus is down, coordinates arrive at 7 ms
intervals. To avoid losing points, the tablet
coordinates are read into a 4f, word ring buffer
by the interrupt routine. ThuS, 2@, points are
bufferred representing about l¢¢ ms worth of buf-
fering which is the same as for the low-speed link
input. In order to keep track of the pen position
of a point when it is input, the low order bit on
the y coordinate is turned on if the pen is up and
off if the pen is down at the time of input. Thus,
even though a point may not be removed from the
buffer for some time, the pen position of that
point is retained.

A process can obtain the next point by executing
JMS¥* TABLET. This process will continue to be
dismissed and restarted until a point is available
in the same manner as a call on TTYIN. When a
point is obtained, the process continues with the
instruction following the TABLET call if it was a
pen-up point or the following instruction if it
was a pen-down point. The A register is zero on
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return for TABLET and the coordinates are left in
XVAL and YVAL. These cells are also part of the
display list and serve to position the cursor for
displaying.

It is usually desirable to know the last pen-down
coordinates in any stroke. Using the pen-up flag
for this purpose is somewhat difficult since its
interrupt servicing routine must search for the
last value in the tablet buffer. To facilitate
locating the last pen-down point, a feature has
been incorporated into the TABLET routine whereby
points other than the next one can be requested.
Calling TABLET with zero in A will return the next
point, calling it with -2 in A will return the same
point as it did the last time, and calling it with
-4 in A will return the previous point. Thus,
whenever the first point is found for which bit 11
of the Y coordinate is a one, calling tablet with
-4 in A will return the last pen-down point to
XVAL and YVAL.

There is no need to buffer the high speed link
because it always transfers data and hence large
word-count IO calls can be used. Also, the high-
speed-link input, unlike the low-speed link, will
wait for one word to be read before sending the
next.

All of the input devices serviced by IO are treated
by the same interrupt routine, as are all of the
output devices. In fact, both routines first call
a subroutine which locates the file for the device
and determines the next address to be read from or
written in to. The input routine then executes

the IOC command which inputs the data and clears
the device attention flag; this is followed by an
indirect store through the above address. The out-
put routine differs only in two instructions; it
does an indirect fetch followed by IOC which out-
puts the data and clears the attention flag and the
accumulator. Both routines end by going to a com-
mon routine which first decrements the word-count
and checks for the end of the I/0O block and then
terminates the interrupt routine in the appropriate
manner.

With the exception of teletype output, any I/0 in
progress by any of the devices serviced by IO can
be terminated by executing JMS* DSABLE followed by
the file number for that device. DSABLE will dis-
arm the device and reset its file. Resetting the
file associated with a device includes setting the
word count to zero so that it appears free to any
process trying to use it and removing the return
address from the file so that the fork that was
dismissed for I/O is terminated. The reason for
excepting the low-speed output link is because
this routine waits until that device is not busy
before closing the appropriate file. This is done
to assure that certain forks are actually dismissed
on the expected device and not on low-speed output.

There are a few other features of GOINT, such as a
subroutine that will continue to stack a fork
until the low-speed output link is free, thus allo-
wing subroutines that use this device. But these
features just represent frill and contribute little
to the basic philosophy of the monitor.

5GOCOM

5GOCOM is the PDP-5 portion of the communications
package. When this process is started up, it



initializes itself and then commences to run as two
forks. One of the forks is used to listen to the
low-speed link, the other to the high-speed link.

The fork that is listening for input on the high-
speed link spends most of its time statically
dismissed. It starts out by making a request for
two words and dismissing until it gets them. Upon
being awakened, this fork takes the first word,
which is one greater than the word count of the
data block, subtracts one and stores it in the word
count specification cell of another IO ¢all. The
second word is then placed in the starting address
cell of the next IO call and the JMS¥ IO is execu-
ted. This reads the remaining words of the block
end stores them starting at the specified address.
After finishing the block the process is again
restarted, and it simply transfers to the two-word
TO call which again dismisses and waits for a new
block.

The fork that listens for input on the low-speed
link is the heart of 5GOCOM. All of the commands
from the 94¢ are sent over the full-duplex line,

and this fork interprets the commands and takes

the appropriate action. Many commands are accom-
panied with data; this data may be in the form of

a single character or a series of characters to be
assembled into full words. The commands are inter-
preted by adding the value of the command character
to a transfer to the beginning of the service rou-
tines. This method has the annoying deficiency
that the number of cells used by each routine must
not be changed. For if one routine needs just one
more cell, then the command character values for all
of the following routines must be increased by one.
The obvious way to avoid this is to add the command
to an indirect transfer and store a series of trans-
fer vectors to the service routines; this method
was not used, however, because of the prevailing
desire to conserve space.

The commands to reset, stop, start, and reset and
start the display controller are handled by simply
executing the appropriate IOT and then going back
and waiting for the next character. The general
PDP-5 reset is accomplished by transferring control
to the beginning of GOINT which will clear the task
stack, the teletype input buffer, and the tablet
buffer, will disarm all devices, and then will
transfer to the beginning of 5GOCOM which will
again reinitialize itself.

The lead-enable routine is a little more involved
than those above, but it is still done entirely
with the command fork. The next four characters
on the low-speed link are data associated with this
routine. The first character corresponds to the
inner window value, the second corresponds to the
outer window, and the last two are assembled as
the time-out constant. Actually, the routine that
checks the window expects the first character to
be one less than the inner window value and the
second character to be one less than the difference
between the outer and inner values. This conver-
sion is done in the 94 before sending to save a
couple of instructions in the PDP-5. Also, the
negative of the time-out constant is actually sent
over the link since that is what the routine that
checks for time-out desires. Next, a check is
made to see if the lead package is already running.
If so, no more action is taken, and the net result
is simply an updating of the parameters. If LEAD
is not running, then a check is made to see if
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BAND is enabled. If so, a flag is set to inform
BAND that LEAD is to be started. The reason for
doing it this way is to allow BAND to gracefully
terminate itself before starting up the LEAD
routine. If BAND was not running, LEAD is started
from this routine by creating a new fork. The LEAD
package will be explained in more detail in the
next section.

There is no data associated with the BAND routine.
A check is simply made to see if LEAD is running;
if so, a flag is set to tell LEAD to display in
rubber band mode as well as lead mode. If LEAD is
not running, the BAND fork is started up. The BAND
routine simply displays a line from the first stylus-
down position to its present position. When the
stylus is lifted, this routine will send the first
and last "pen-down" coordinates to the 94@. This
information is sent over the low-speed link, and
since an identification character preceeds the data,
it takes nine characters to get the information to
the 94@. This represents the longest single block
ever sent over the low-speed link.

The LEAD and BAND routines are disabled by simply
resetting the LEAD enabled and BAND enabled flags
respectively. The routines themselves are periodi-
cally checking their enabled flag, and they will
terminate themselves in a graceful manner upon
encountering a reset flag.

The lead-erase routine reads the next character
which is the number of strokes to be erased, and
it then calls the same erase subroutine that the
LEAD package uses. If it attempts to erase strokes
that have not yet been output, the call will be
stacked until the appropriate number of strokes
have been output. For this reason, it is a good
idea not to try to erase more strokes than have
been received by the 9ug.

The routines that enable the Handset, Keyboard,
Match, GO, and Display-Halt routines all work the
same way. A fork is created that immediately dis-
misses on a one-word IO block. This, of course,
arms the device; and the fork will wake up as soon
as any data becomes available. For the keyboard,
the fork just immediately outputs the character
along with an identification code. For the Match,
GO, and Display-Halt devices, their forks output
the appropriate identification character followed
by the word split into two characters. For the
handset, the situation is a little more complex.
Each time a word is read, the value is ored with
the running-or value and this number becomes the
new running-or word. Since there is an interrupt
on every position change of every key, this algo-
rithm will give the assembled number whenever an
interrupt occurs and the word read is a zero.
Therefore, whenever the word read is a zero, the
running-or value is output over the low-speed link
as two characters preceeded by an identification
character.

The five devices above are all disabled the same
way. The DSABLE subroutine is called with the
appropriate file number in the next cell. This
subroutine will wait until the low-speed output
device is not busy, and it will then terminate the
fork that is listening to the device by closing the
file associated with the device. The device is
also disarmed at this time. The reason for waiting
for the low-speed link to be free is so that the
fork that is listening to the device is guaranteed



to be dismissed waiting for that device and not for
teletype output.

There are six data characters associated with the
routine that moves a block in PDP-5 core. The
first two characters are assembled into & word that
represents the origin address minus one. The next
two characters are assembled into one word that
corresponds to the destination address minus one.
These two addresses are loaded into auto-index
registers to accomplish the transfers. Finally,
the last two characters are assembled into a word
which equals the negative of the number -of words
to be moved. This control fork then proceeds to
move the block by means of a three instruction
loop.

The command to send a block to the 94f is not
handled entirely by the control fork. This fork
reads the next four characters and assembles them
into the starting address and word count of an IO
call that is to send the block. A fork is then
created to perform the block output since it could
take a rather long time; and the controlling fork,
which must listen to the low-speed link, cannot
afford to be dismissed for very long. The fork
that was created first issues a link-transmit IOT
instruction. This is followed by a one-word IO
call for the high-speed link output device. This
word sends over the word count which is required by
the 94p. Next, an IO call is made with the starting
address and word count previously assembled as
parameters. Upon waking up from this I/0, the fork
gives a link-transmit end command and then termi-
nates itself.

The routine to initialize a block simply assembles
the next six characters into three words which
represent, in order, the starting address minus
one, the initialization character, and the negative
of the word count. This fork then proceeds to
initialize the block.

The routine to create a process assembles the next
two characters into a word which represents the
starting address of the process to be created.
This address is then placed on the bottom of the
task stack by calling the FORK subroutine. If the
operation of GOCOM is to continue, then this fork
must be terminated with a 5452, which is a JMP¥
QUIT. In this manner, the process will be created
and destroyed as a fork; and, if it doesn't take
too long, GOCOM need not be adversely affected.

Finally, the two commands that change the frame
mode are handled by simply inserting or deleting
the special frame-mode command in the display list.
A display start command is given in the return-to-
normal frame mode request since this is necessary
to switch the mode back after removing the special-
frame-mode command from the display list.

In addition to the above commands, there are two
which are invisible to the user. The/first of
these is the clear-to-send-lead command which is
handled by executing the set-sync-flip-flop (SSFF)
instruction. The lead-output fork will be dis-
missed on an IO call for the sync device. This
command then will wake it up and the outputting of
the stroke will commence. The last command that

is sent to the PDP-5 over the low-speed link is one
to determine when the PDP-5 has finished all pre-
vious requests. This command is satisfied simply
by immediately sending a character back on the low-
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speed link to inform the 9@ that 5GOCOM has
finished with all previous requests.

The basic elements of 5GOCOM have now been des-
cribed. It is obvious from the above descriptions
that the fork that listens to the low-speed link
is the heart of this package, and that the low-
speed, full-duplex path is the center of the
control passed between 5GOCOM and DIO.

LEAD

The LEAD package runs as two forks. One of these
forks inputs the tablet coordinates, checks to see
if the points fall within the window, and places
them in the display list. The other fork outputs
the strokes to the S4f. As soon as the stylus is
pushed to the down position, the first "pen-down"
coordinate is written into the lead buffer. Sub-
sequent points are read and checked to determine
if they fall within the window that has previously
been specified by the user. Points that do not
fall within the window are discarded. As soon as
a point is discovered that falls within the window,
it is written into the lead buffer and this point
is defined as the point from which the future
window checks will be made. This process is con-
tinued until the stylus is raised at which point
the last "pen-down" point is written into the lead
buffer and the stroke is added to the stroke stack.
The last pen-down point is written into the lead
buffer regardless of whether or not it falls within
the appropriate window, This is done to allow
closure when using very large inner windows for
approximating certain geometrical shapes.

After the stylus is raised, the coordinates are
continuously read but ignored except for displaying
the cursor. Also, while the stylus is up, every
time a pair of coordinates is read, the time-out
counter is decremented. If the time-out counter
gets to zero, a time-out character is sent to the
4@ to inform the user. The time-out counter is
not decremented while the stylus is down, and it

is reset from the user specified time-out constant
on every transition of the stylus from the down to
the up position. The counter is also reset from
the time-out constant if it ever hits zero. The
time-out counter is set to its maximum value when
the LEAD package is first enabled to avoid getting
several time-out characters sent over the link
before the user has a chance to start using the
stylus. Since coordinates become available about
every 50 ms, when the stylus is up, a time-out will
occur if the stylus is up for a period of time
equal to the time-out constant * 50 ms.

The lead buffer has room for 1¢@@, coordinates.
This buffer is part of the display list sq that
the number of points that can be displayed by LEAD
is h¢¢8. The lead buffer is stroke oriented, and
hence, there is a stroke stack which can hold
pointers to as many as 5@y strokes. When writing
points into the lead buffér, if a point that is
part of a stroke in the buffer is about to be
written over, then the entire stroke is erased
before writing the point. Thus, the fork that
writes into the lead buffer automatically makes
room when necessary by erasing the oldest stroke
in the buffer. The erase subroutine always checks
to see if the stroke to be erased has been output
yet before removing it from the buffer. If it has
not been sent to the 94f yet, then the erase
request is stacked where it will continue to make



the request until the stroke is sent. Since this
is the same fork that reads the tablet coordinates,
the cursor will stop on the screen if too long a
time passes before this process can continue. The
system is fast enough, however, that under normal
circumstances this should never happen. If, how-
ever, the fork which reads the lead strokes in the
olh@ should die, then the cursor will stop complete-
ly as soon as enough strokes have been drawn to
£ill the lead buffer with strokes not yet output.

The output fork keeps a pointer to the stroke
stack; whenever this pointer does not coincide
with the top of the stack, then there is a stroke
to be output. The first thing that this fork does
upon encountering a new stroke is to determine the
word count and set up the parameters for the IO
calls to send the stroke over the high-speed link.
Next, a lead transmission-request character is
sent over the low-speed link followed by the word
count split into two characters. The fork then
dismisses on an I0 call to the sync device. When
the confirmation character comes back, the SSFF
command will be issued, which will in turn wake up
the fork dismissed on the sync device. Next, a
one word IO call is made to output the word count,
followed by one or two blocks depending on whether
or not the stroke wraps around in the lead buffer.
After outputting the stroke, this fork then goes
back to check for more strokes. When no stroke is
waiting to be output, this process is placed on
the bottom of the task stack; and it continues to
circulate through the stack until a stroke is
entered.

olg PORTION OF GOCOM

Basically, there are three components of the 9h¢
portion of GOCOM. The heart of this system is a
subroutine called DIO which will handle a large
number of tasks for the user when called with
various values in the A register. Upon receiving
an initialization call, DIO will start up a fork,
herein called 9FORK, which will continue to run as
long as the user program does. 9FORK is responsi-
ble for getting the lead, band coordinates, and
device words out of the PDP-5 and buffering them
in the 940 so that the user need not worry about
the timing involved in accepting the data. There
is a package called 50BJ which allows the user to
specify, modify, and delete both subroutine and
fixed display objects. In addition, this package
handles all memory management within the PDP-5 so
the user need not, and in fact should not, use DIO
directly to send data to the PDP-5 if 50BJ is being
used.

DI0

The best way to describe the extent of this sub-
routine is to list the various calls that can be
made on it. The value of A that corresponds to

each call is 'included but the parameters are not.

A (in octal) Function

)] Reset Display

Stop Display

Start Display

Reset and Start Display
Initialize PDP-5

Enable lead

Disable Iead

Enable Band

~S OV Ew D

A (in octal) Function

10 Disable Band

11 Erase Lead

12 Enable Handset

13 Disable Handset

14 Enable Keyboard

15 Disable Keyboard

16 Enable Match

17 Disable Match

2p Enable GO-Button

21 Disable GO-Button

22 Enable Display-Halt

23 Disable Display-Halt

24 Move a Block

> Send a Block

26 Read a Block

27 Initialize a Block

3¢ Create a Process

31 Set Special Frame Mode

32 Return to Normal Frame Mode

33 Read Current Lead Stroke in
Absolute Format

3h Read Next Lead Stroke in Absolute
Format

5 Read Current Lead Stroke in
Relative Format

36 Read Next Lead Stroke in Relative
Format

37 Read Band Coordinates

L Read Handset Word

41 Read Keyboard Character

Lo Read Match Address

43 Read GO Word

Lk Read Display-Halt Address

L5 Read Device Word

ke Initialize Basic GOCOM

L7 Initialize Normal GOCOM

50 Initialize Lead GOCOM

51 Plot

The calls for A from ¢ through 32, were covered suf-
ficiently in section on 5GOCOM. or the calls con-
cerning the lead strokes, absolute format refers

to the pairs format in which points are generated.
The relative format is not good for most types of
computation, but is desirable if the stroke is to
be sent back to be displayed. The reason for two
types of calls for both modes is to allow the user
to obtain any given stroke in both formats. This
would be desirable, for example, if the user wished
to perform computations on the absolute formatted
data, but he also wanted to display it for awhile
on the screen. The time-out referred to in Section
5G0COM manifests itself here in that a user program
will return to the calling address plus two if a
stroke is available. If no stroke is available,
then the user program will hang; and if a time-out
character arrives from the PDP-5 before a stroke,
the user program will be returned without skipping.

When reading band coordinates, the user program has
the option of being dismissed until coordinates
become available or of returning without skipping
when there are none available. This option is
determined by one of the parameters of the A = 37
call on DIO. A similar option exists for the five
devices which can be individually enabled or dis-
abled. For the calls on DIO with A = 4@, through
A = bi,, control will be returned to the user at
the calling location plus one if no word is availa-
ble. If a word is available, control will be
returned at the calling location plus two with the
word in A. If it is desired to hang and wait for a



word, then DIO is called with A = 45;. When any
device word becomes available, contrdl will be
returned at the calling address plus two with the
word in A and a code in X which identifies the
device associated with the word.

The three initialization calls differ mostly in
that they send different packages to the PDP-5.
The only other difference is that of the lead
GOCOM initialization, the user must specify the
starting address and word count of a lead buffer.
Besides initializing all internal buffers, flags,
and pointers, these routines attach the teletype
line that is to be used as the low-speed link,
open the files of the two high-speed paths, ship
the code to the PDP-5 and start up 9FORK. Before
the code is sent to the PDP-5, characters are sent
over the low-speed link which simulate a create-
fork call on DIO. These characters attempt to
create a fork running in the link loader. If the
PDP-5 was already running in the link-loader,
these characters will be ignored. If, however, the
PDP-5 was rumning in any version of GOCOM, then it
will be sent to the link-loader area. Once in the
link-loader routine, the PDP-5 is ready to receive
a new program from the 9uf.

Because of a li-bit address field, the 4@ user
program has an addressable space of 16K decimal.
Since GOCOM is a general user interface, it will
be used by many programs; some of these programs
may be guite large so it is desirable to avoid
keeping the 23@@, words of PDP-5 code in the user
space. In order to avoid this, the PDP-5 code,
together with a very short program to transmit
the appropriate portions of it, now exists as a
subsystem which can be invoked by GOCOM. The
actual sequence is to first read the address rela-
beling values for the subsystem along with the
starting address and then use these values to
create a fork which will run in an address space
separate from the users. When the code has all
been sent to the PDP-5, the fork terminates itself
and releases all the memory it had acquired.

The final call on DIO is one which causes the dis-
play list to be plotted on an incremental plotter.

Pen slglus INT

coordinates | Hordware |

Controlling
Messages teletype

Figure 1 Block Diagram of GOCOM

The plotting is accomplished in a background fork
in a similar setup to that for sending the PDP-5
code. Thus, the plotting routine and core image
of the PDP-5 do not occupy any of the users space,
and the user can continue using GOCOM while the
plotting is going on.

9FORK

OFORK is the fork that listens for data coming
from the PDP-5. Upon receiving lead strokes, band
coordinates, or device words, 9FORK executes the
appropriate interrupt to wake up the user program
if it happens to be dismissed in DIO. If the user
program is not dismissed in DIO, then any inter-
rupt from 9FORK is ignored. When this fork re-
ceives the time-out character from the PDP-5, it
simply enters it into the stroke table as a stroke
of zero length. The same interrupt is then issued
as if a stroke had just arrived, and DIO will know
of the time-out by the stroke length.

Summarz

The description of the PDP-5 portion of GOCOM was
given in fairly great detail. The detail was
provided with that section because most people

reading this paper will be somewhat familiar with
the PDP-5. Since most DECUS members will not be
familiar with the SDS-94@ and since the general
ideas of the data and control traffic were presen-
ted in the 5GOCOM section the description of the 94
portion of GOCOM has been presented as just an over-
view. If the reader would like more detail on this
portion of the display package, a more extensive
paper is being written for Project Genie use, and
this paper can be obtained by writing the author.
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GRAPHIC SOFTWARE SYSTEM USING A PDP-9/339
SUPPORTED BY A RMO9 DRUM

Glen C. Johnson
Phillips Petroleum Company
Atomic Energy Division
Idaho Falls, Idaho

ABSTRACT

A package of PDP-9 subroutines has been developed to facilitate
the use of the 339 display and conserve core storage by cre-

ating display files on the RMO9 drum.

This package requires

2700 PDP-9 core locations, anRMO9 drum, and a 339 display unit.
These subroutines are both MACRO-9 and FORTRAN IV compatible
and create display files in vector, text, and graphplot modes

with parameters.

Routines to initialize the 339 and service
the light pen and function box are provided.

A file swapping

technique, from drum to core, permits execution of large files
of display commands in a small core buffer.

INTRODUCTION

A PDP-9 system that includes a 339 Programmed Buffer
Display and anRMO9 Serial Drum offers a powerful
display option for large files of display commands.
The basic PDP-9 features 8192 words of 18-bit core
memory with a direct memory access (DMA) channel

for a high rate of Input/Output transfer. The 339
is an incremental CRT with a processor that shares
the computer memory. The RMO9 drum, on our system,
has a storage size of 131,072 words and information
is transferred in blocks of 256 words.

While the display processor is reading data, the
PDP-9 processor (through interrupts) is available
for the transfer of display files from drum to mem-
ory. Digital data are required by the 339 display
unit at a high transfer rate for visible images.
The display unit is interfaced to the PDP-9 through
the DMA multiplexer to meet this requirement. The
drum is also interfaced through the DMA multiplexer.
By controlling the transfer of data from drum to
the display unit, via core memory, we can display
large files of commands in a small memory buffer.

Because interaction between the display unit and
the drum is rather sophisticated, it was desirable
to create a graphic software system to facilitate
the use of this display option. When developing
this graphic system the following were our require-
ments:

1. Large display file capability.

2. Minimal core storage requirements.

3. Operator-Computer communication.
4. Versatility for usage.

The subroutines are FORTRAN IV and MACRO-9 compati-
ble to provide versatility for usage. Memory stor-—
age requirements vary from 1600 to 3200 core loca-
tions, depending on the number of subroutines used.
This includes storage requirements for subroutines,
display buffers, and the character gemerator. Func-
tion box and light pen subroutines are available for
communication between the operator and the computer.
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CREATING GRAPHIC FILES

Files of display commands are created on the drum
with a series of calls to subroutines. These files
are referred to as data sets. Each data set may have
up to 1280 commands, which is 5 drum blocks. Five
data sets can be constructed with this system giving
a possible total of 6500 display commands, all of
which can be displayed at the same time.

Creating Data Sets

A subroutine that names the data set and initializes
conditions must be called. Following this call all
display commands from mode and parameter subroutines
are placed in the named data set until a call is made
to end the data set. An excess of 1280 commands per
data set will create an error condition and will be
handled by an error subroutine. Only one data set
can be created at a time. Data sets can be recreated
at any time to update graphic images.

Parameters and Modes

The parameters that can be set when creating data
sets include eight levels of intensity, four scales,
and light pen sensitivity. Parameters can be set as
desired and are in effect until changed in this or
some other data set. The types of mode subroutines
available for creating graphic images are graphplot,
text, line, and set point. An unintensified line and
set point are used to position the beam on the screen
while graphplot, text, and line modes create visible
images. Figure 1 is a flow chart showing the deci-
sions a user can make to create data sets and it sum-
marizes the subroutines available for each decision.

DISPLAYING GRAPHIC FILES

Two methods are used for displaying data sets after
they have been created. The first is a general dis-
play subroutine and the second is a special rotate
display subroutine. Only one of the two display
methods can be executed at a time, but they can be
used alternately as desired within the same user
program.



General Display

This method of display is used to display images as
they have been created in data sets. Any selected
combination of data sets (up to five maximum) can
be displayed at any one time. This subroutine can
be recalled as desired to display various combina-
tions of data sets. A file swapping technique, from
drum to memory, has been developed to load the se-
lected data sets into a memory buffer for the 339
to process. The file swapping is serviced by the
PDP-9 interrupt system and continues to operate
until it is terminated.

Control is a function of this subroutine which keeps
the display and drum transfer synchronous. After
the file swapping and display have been initialized,
program control returns to the user program. Fig-
ure 2 is a picture of four data sets being displayed
simultaneously with 1024 graphplot points in each
data set.

Rotation Display

This special display method was developed with this
system to rotate graphplot data because of the de-
mand at this installation to analyze data utilizing
the scope. A maximum of 5120 points can be rotated
past the screen with a choice of 128 or 512 points
displayed. The direction of rotation (right or
left) can be selected as desired and there is a
choice between two speeds. Selection of speed, num-
ber of visible points, and direction of rotation is
normally made from the function box. Two additional
blocks or 512 display commands of non-rotating data
can also be displayed allowing for grids or other
information with the rotating data.

The automatic scissoring available on the 339 dis-
play unit is used by this subroutine for rotation
by altering the visible sector of display. A file
swapping technique is also used by this subroutine
to minimize core storage requirements. The center
point of this graphplot display has a higher inten-
sity and is identified by a number displayed on the
screen. This can be used to retrieve information
from the plot for anmalysis. Figure 3 is a picture
of this special rotation feature. Observe that 512
points are being displayed and the bright point iden-
tifies the 415th point in the plot.

SYSTEM LINKAGE

The assembler and compiler generate the linkage
necessary to provide a path to the subroutines and
a return path to the user's program. Linkage for
the handling of light pen and function box inter-
rupts is generated by graphic system subroutines to
provide paths to user service subroutines.

OPERATOR COMMUNICATION

Communication between the operator and the computer
is an important capability, and has been integrated
into the graphic software system. The light pen
and function box gives the operator program control
during execution while viewing graphic images.
Service for light pen and function box interrupts
must be handled by a user subroutine. Status of
buttons and light pen hits can be obtained in the
user service subroutine with calls to this package.
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APPLICATIONS

Presently the most demanding use of this graphic sub-
routine system is for data analysis, although this

is not a limitation to its potential. Other areas

in which we plan to use this package are text editing,
information retrieval, and management information
systems.

CONCLUSTON

Development of this graphic system was desirable to
facilitate the display option on our PDP-9. By stor-
ing display files on the drum we are able to display
large files and minimize memory storage requirements.
The ability to create graphic images from FORTRAN
programs and communicate to them has made it possible
to create elaborate displays quickly and easily.
Figure 4 is a flow chart summarizing the utilization
of this graphic system. This chart only suggests the
general sequence to use the system. Between each
call to this system user program effort will normally
take place. Figure 5 is a listing of all callable
subroutines and their functions.
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SUBROUTINE NAME » FUNCTIONS

INDSP Initialize Display Input the character generator if needed. Locate
free drum blocks for data sets.

BEGDS Begin a Data Set >Set conditions to create a data set. Name the data
set.

SETPT Set Point Mode Add commands to the data set to set the beam to-a
screen position.

PARM Parameter Add commands to the data set to set the scale, inten-~
sity, and light pen sensitivity.

GRAPHP Graphplot Mode Add a maximum of 1024 points to the data set for
plotting. .

LINE Line Mode Add commands to the data set to move the beam in a
delta Y and delta X direction.

TEXTA Text ASCII Add commands to display 5/7 packed ASCII data or
Hollerith constants.

TESTI Text Integer Add commands to display signed integer numbers.

ENDDS End of Data Set Terminate the construction of the data set being
created.

INDEV Initialize the Display Select the data sets to be displayed and initialize

Device the 339 display unit.

ROTATE Rotate Set up data sets for rotation and initialize the
339.

ROTAL Rotate Left Rotate graphplot data left.

ROTAR Rotate Right Rotate graphplot data right.

RSPEED Rotate Speed Select between two speeds of rotatiom.

RSCALE Rotate Scale Select between two scales for rotation.

LPSET Light Pen Set Generate linkage for the user's light pen service
subroutine.

LPSEV Light Pen Service Read the X and Y screen position of a light pen hit.

LPRET Light Pen Return Return program control to the main program following
a light pen interrupt.

PBSET Push Button Set Generate linkage for the users push button service
subroutine.

PBSEV Push Button Service Read the push button status.

PBRET Push Button Return Return program control to the main program following

a push button interrupt.

Figure 5 Callable Subroutines for Graphic System



CREATION OF DATA SETS

| BEGIN DATA SET |

] Set Scale
- Set Intensity
Light Pen Sensitivity
N ]
— Absolute: Set Point
Set Beam Position Y Relative: Line*®
Figure 1 Creation of Data Sets N }
y Graph Plot
Select Display Mode Y T;“p °
N Line
N Data Set Complete
Y

% Unintensified Line

[ END DATA SET WC-B-12647

Figure 3

Graphic display using the ROTATE feature.
The brighter point, at the peak, in the
center of the display is identified as
the 415th data point.

UTILIZATION OF GRAPHIC SYSTEM

INITIALIZE
GRAPHIC SYSTEM

Generate Linkage
— For Push Butions
erator Communicoti Y and/or Light Pen

]

General Display
Rotating Displa

Start Genera!

Display Routine
Start Rotation
Routine

Update Displa

Continue with User Program
Interrupts Will Service:
1. Graphic Subroutine System

Figure 2 Graphic display of four data sets; 2 USG'SL.S;:V:”“ Subroutines 18c-8-12683
each with 1024 graphplot points. b Function Box

Figure L Utilization of the Graphic System
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REAL-TIME COMPUTING WITHIN A TIME-SHARING SYSTEM

Peter M. Hurley
Digital Eguipment Corporation
Maynard, Massachusetts

ABSTRACT

This paper describes the capability of the PDP-10
to perform on-line real-time tasks concurrently

with time-sharing activity.

The PDP-10 is not

limited to a single real-time job, nor is it
limited to running solely in a background batch

mode during real-time operation.

several real-time jobs,

jobs,

While handling

such as on-line process
control or data acquisition, the PDP-10 system

can support a complete time-sharing service
including simultaneous data processing jobs, batch

and program development.

Of prime impor-

tance is the consideration of the general real-
time problems including high priority scheduling

and real-time queues.

The paper discusses the

implementation of some of these real-time
features and is supplemented by examples of the
technigues employed at existing PDP-10 installa-

tions.

The paper concludes with a description of

the design goals for a multi-user real-time system
which allows the running and testing of undebugged
real-time jobs without degrading the performance

of other jobs.

THE PDP-10 REAL-TIME
TIME-SHARING COMPUTER SYSTEM

Real-tlme computer systems nave tradlition-
ally been dedicated to controlling a
single real-time processor, eliminating
the utilization of any remaining computa-
tional power of the system by other users.
Likewise, most time-sharing systems have
excluded real-time functions because of
the strict demands which they place on the
system. For instance, when a special
real-time device requests attention, its
controlling program must be activated
quickly. A real-time job also needs to
communicate directly with its special
hardware through the use of I/0 instruc-
tions. Both of these demands are contrary
to the general time-sharing philosophies.

The PDP-10 time-sharing system, however,
was designed to allow real-time activity
to run concurrently with time-sharing.

The software modularity permits easy
additions and alterations. The flexi-
bility of the scheduling algorithms allows
the addition of special job priority
schemes. Real-time jobs can even run in a
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special hardware mode which permits the
execution of I/0 instructions. The PDP-10
system is definitely the first dual
purpose real-time Cime—-shiaring compuier
system.

REAL-TIME COMPUTER USAGE

The crucial aspect which must be examined
when considering any real-time problem is
the response requirement. Before a system
can be deemed adecquate for real-time work,
the response requirements must be satis-
fied. There are three types of real-time
jobs (each classified by its response
requirement), the time critical job, the
time important job and the time periodic
job.

Time Critical Jobs

The time critical class of real-time jobs
ig definitely the most demanding and the
hardest to satisfy. When a signal arrives
from a time-critical device, the computer
must respond (i.e. start the device handl-
ing routine) within a specified period of
time to avoid losing information. The



card reader is a prime example of such a
real-time device. Once the reader starts
reading a card it cannot stop until the
entire card is read. Since the reader
reads a column at a time, overwriting the
last one, the computer must fetch and
process each card column before the next
one is read.

Time Important Jobs

The time important job is very similar to
the time critical jobs; the major differ-
ence being that if the computer fails to
respond to the real-time request within
the specified time period, nothing is lost.
The paper tape reader and punch for example
are time important devices. It is desir-
able to keep these peripherals running as
fast as possible but if for some reason the
computer cannot respond guickly enough,
they will stop and wait for it to catch up.
Likewise, if the computer fails to send the
next picture to an on-line display soon
enough, the display will flicker, but as
long as the freguency of flickers is low,
the system is adequate.

Time Periodic Jobs

The time periodic job requires that it be
run at definite intervals of time providing
it with a steady execution rate. An impor-
tant distinction between this class and the
other classes is that the computer knows
when it must run the real-time job and it
may be able to schedule other activities
around the job. For example, a picture on
a display must be refreshed every 35 milli-
seconds to remain flicker free. One of the
time periodic functions of the system is to
restart the display at least every 35
milliseconds.

It should be noted that both the time
important and the time periodic jobs can be
treated as special cases of the time
critical class. The time important job can
be treated exactly the same as a time
critical job, and the time periodic job can
be put to sleep for its inactive period and
when it wakes it too can be treated exactly
like a time critical job.

INTEGRATING REAL-TIME FUNCTIONS
INTO THE PDP-10 SYSTEM

The response requirements for real-time
jobs can be segmented into three catego-
ries; immediate response (i.e. critical
time period of less than 300 pseconds,
priority response (response of about a
millisecond), and user response. For jobs
with real-time devices which require
immediate response, a special service
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routine to control this device must be
built into the monitor. This routine runs
at interrupt level and allows the user to
communicate with the device in the same
way he communicates with a standard
peripheral unit. Since the monitor is
truly modular, such a routine is inte-
grated into the system with ease.

Those real-time jobs with very long criti-
cal time periods can run as standard time-
sharing jobs. However, to communicate
directly to the real-time devices, these
jobs can request to be placed in a privi-
leged mode where direct I/O instructions
(which are normally forbidden during time-
sharing) can be executed. In fact, a
privileged user can even use the priority
interrupt system for brief periods of time
so that uninterrupted bursts of data can
be transmitted to or from a real-time
device at maximum speed.

High Priority Scheduling

When a real-time job demands to be run in
priority response mode, the monitor gives
this job a high priority, stops the
present job, and forces the scheduling
algorithm to choose another job. Thus,
since the real-time job has higher prior-
ity, it is run immediately. There are two
kinds of PDP-10 time-sharing systems; the
non-swapping system and the swapping sys-
tem, each with its own scheduling
algorithm. Both of these schedulers
depend on a priority gueue structure from
which to choose the next job to run.

Since both of the scheduling algorithms
are table driven, a high priority real-
time gueue is added to either one without
difficulty. When a real-time job recuests
to be executed (i.e. an interrupt has been
received from one of the real-time
devices) the monitor places this job in
the high priority aueue and forces re-
scheduling. Of course, any number of jobs
can be put in this gqueue and are run on a
first-in-first-out basis.

Under the non-swapping (10/40) monitor,
all jobs are resident in core. This
greatly facilitates the solution to high-
priority scheduling. When a real-time

job demands to be run, the monitor inter-
rupts the present job and starts the high
priority job. However, under the swapping
(10/50) monitor, high priority scheduling
is considerably more complex. If the high
priority job has been swapped out onto

the swapping device, then it must be
brought in before it can be executed. To
make enough room in core for this job to
be swapped in, several other jobs may have
to be swapped out first. Thus, even



though a job has been placed in the high
priority real-time gqueue, it might be
hundreds of milliseconds before it is
swapped in and started.

Locking A Job In Core

It is often desirable to lock a job
physically in its position in core. In
the swapping environment this prevents

the job from being swapped out and insures
a faster response time. This also pre-
vents the situation of finding the real-
time job half shuffled between two places
in core (shuffling can often take many
milliseconds to complete). However, lock-
ing real-time jobs in core can cuase
several very subtle problems. The most
obvious problem is core fragmentation.
a job is locked into the middle of core
dividing the remaining core into two
pieces each of less than half of the
original available core, there might be
many Jjobs stranded on the disk that are
too big to fit into either segment. This
problem is almost completely solved if the
job is locked either at the bottom or the
top of core leaving one large block of
free core. There is still the case when a
job is still too big to be swapped in
regardless of where the real-time job is
locked in core. This bind can be elimi-
nated by restricting the allowable size

of the user jobs and by restricting the
size and number of real-time jobs.

If

EXAMPLES OF EXISTING REAL-TIME
APPLICATIONS DURING TIME-SHARING

All of the previously mentioned real-time
methods are being used at various PDP-10
and PDP-6 installations. The most common
solution to. individual real-time problems
has been to build a service routine into
the monitor to handle the real-time
requests from special hardware. This
approach is completely satisfactory when-
ever the service routine is small and
unchanging. For instance the film advanc-
ing routine in the PEPR system at MIT runs
in a real-time mode. This routine calcu-
lates how long it will take to advance to
the next picture frame, starts the advanc-
ing mechanism, and puts in a request for a
film stopping routine to be executed when
that time has elapsed. Since the stopping
of the film advance mechanism is done at a
high priority level the system can contin-
ue scheduling and running the normal time-
sharing users until the real-time film
controller requests to be run again.

The University of Rochester has two
PDP-8's doing simultaneous data collection
under a non-swapping monitor. The PDP-8's
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act as intermediate buffers between the
experiment and the main computer. When one
of the PDP-8 buffers becomes almost full,
it initiates a real-time job in the PDP-6
which reads and analyzes the accumulated
data. This is accomplished by putting the
data analysis job into a high priority
gueue. The monitor then halts the current
job and starts the real-time job, guarantee-
ing it at least 17 milliseconds to complete
its data transfer. This real-time cueue
can handle any number of Jjobs, scheduling
each according to its entry into the aueue.

The Max Planck Institut at Mulheim, Ruhr,
Germany 1is using a PDP-10 swapping system
to control many on-line gaschromatographs
and mass-spectrometers. The mass-spectrom-
eter data analysis program resides on the
disk until a gaschromatograph signals that
a mass—-spectrometer is being activated.
The mass-spectrometer control and analysis
program is given the highest priority to
run, cuasing it to be immediately swapped
in and started. Since the data rate dur-
ing a mass-spectrometer run is very fast,
the analysis program is run at this high
priority until the run is completed.

Stanford University, running under a swapp-
ing system, uses a time periodic real-time
mode to handle their real-time jobs. Dur-
ing this mode of operation, the real-time
jobs are locked into core and each job is
scheduled on a periodic basis. This type
of scheduling is crucial for simulations
which reguire a steady time base. For
example without fixed periodic scheduling
the simulation of human hand movements
would be jerky, and computer generated
music would be off key.

The United Aircraft Corporation has a more
sophisticated real-time system. The real-
time jobs are placed in a high priority
gueue where they are guaranteed a certain
percentage of the CPU time. The leftover
CPU time is used for time-sharing. This
installation has also solved the core
fragmentation problem which arises when
real-time jobs are locked into core. Real-
time jobs are always shuffled to the bottom
of core before being locked in place, and
the monitor checks that no job will be kept
out on the swapping device before it locks
a real-time job into core.

FUTURE GOALS

The problems encountered in attempting to
integrate real-time capabilities into the
time~sharing world are numerous, and not
all of them can be solved. An application
which interrupts too often or uses too much
CPU time at a high priority level can



render background time-sharing useless.
Likewise, a real-time job which can acci-
dently crash the system or destroy another
user's area can also make background time-
sharing unworkable. There must be a real-
time package offering high priority sched-
uling and the ability to lock jobs in core.
Service routines for real-time devices
should not have to be built into the mon-
itor. Real-time users should be able to
chain their service routines onto the PI
channels and debug them in user mode with-
out being able to hang the rest of the
system. These are the goals of the present
real-time software development at Digital.
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DESIGN AND USE OF A DATABREAK DISPLAY
FACILITY FOR PDP-8

E.R.F.W. Crossman, Ph.D.
Department of Industrial Engineering and Operations Research
University of California
Berkeley, California

ABSTRACT

Our current research requires the use of contact-analog displays
simulating the motion of a landscape as seen in perspective from
a moving automobile or other vehicle. By employing geometrical
approximations and table-look-up methods, it proved possible to
generate only marginally adequate displays using the Type 34D
display-controller. An improved display controller was, there-
fore, designed using: 1. hybrid computation,muitiplying digital-
analog converters, and summing amplifiers, 2, data-compression by
storing 6-bit X and 6-bit Y deflections in a single word, and

3. adoption of databreak data-transfer under control of an auto-

matic-sequence-plotting interface.

This interface permits highly-detailed, realistic contact-
analog displays to be generated on line while still allowing

central-processor time for performance evaluation,

Hardware

and software problems will be discussed,

INTRODUCTION AND OBJECTIVES

The device described has been developed in connec-
tion with a car simulator used for automobile
steering research. Its purpose is to provide a
real-time display simulating objects and motions
seen by the driver of a moving vehicle, This
appears on a large C.R.T. screen® placed in the
windshield opening of a stripped-down car body in-
stalled in the laboratory, The steering-wheel
output is connected to an analog computer which
solves the differential equations of the vehicle's
motion and feeds analog signals representing an-
gular heading, lateral position, and forward speed
to the display system implemented by a real-time
program running on a PDP-8. A 'forcing function',
representing the curvature of the simulated high-
way, is also supplied to the central processor via
A/D converter channels. Ideally the experimental
subject should be able to ''drive' the simulator as
readily as a real car. 1In this paper we are con-
cerned with the display hardware and software
required.

CAPABILITY OF 34D DISPLAY-CONTROLLER

The first usable version of the highway display
utilized a regular (Type 34D) display controller,
with conventional-type programming, A software
shift register was used to store topographical data
for highway curves up to 1,280 ft. ahead, the high-
way being represented by a series of 256 numbers
representing real-space planes 5 ft, apart. A
""horizon'' responded to heading changes only. Table
look-up methods were used to compute the necessary
perspective transformation for mapping the current
topography onto the CRT screen, which was achieved
by only a single multiplication (using EAE) per
plane, Some 800 points could be plotted flicker-

“An HP 1300A oscilloscope (8" x 10').
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free, permitting traffic lanes to be indicated by
a single point each,but no scenery or pavement de-
tail could be included.

A very large fraction of program running time was
spent in computation, and the 'brightening ratio''--
the fraction of time during which the CRT spot is
intensified--was quite small (around 2%) yielding

a poorly-lit display,

DESIGN OF AN IMPROVED NON-AUTOMATIC
DISPLAY INTERFACE (Mk. I)

Hardware developments aimed at improving display
capability were therefore undertaken. It was de-
cided to transfer the computations required for
object-positioning and magnification from software
to hardware, retaining pointwise image construction
as a software function and packing both horizontal
and vertical components of each image-point into a
single 12-bit data word., This permits 2-dimensional
objects of each desired type to be constructed from
a unique data string in core and to be shown in

any desired relative direction (i.e., screen posi-
tion) and at any apparent distance (i.e., size)
without digital computation., Vector generation
using analog integration was rejected as being of
little value for curvilinear images. No provision
was made to rotate images.

Detail-generation and magnification were implemented
jointly by a pair of 6-bit hybrid multipliers. Suc-
cessive detail-words were loaded from AC by execu-
ting a newly defined IOT instruction. Horizontal
and vertical magnification data were loaded via two
standard (AAO1A) D/A converters, while position

data were contained in the two existing (34D) dis-
play-coordinate channels, Analog output to the

CRT was provided by summing centroid-positions with



scaled detail-point positions in horizontal and
vertical summing amplifiers, In other respects the
Mark I interface functioned as a Type 34D con-
troller,

This interface permitted landscape features such as
trees, rocks, hills on the horizon, pavement sur-
face detail, and other vehicles to be shown in
cartoon form with little restriction on shape or
density. Since the eye is tolerant of imperfec-
tions in compound curves such as occur in real
objects, objects can be plotted convincingly in

a 64 x 64 matrix, if one does not attempt to pro-
duce true geometrical forms such as. circular or
elliptical arcs.

The time saved by reducing the computation re-
quired for each point plotted permitted marked
improvement in display realism for relatively
small (c. $1,000) capital cost. However the dis-
play routine still occupied a large fraction of
CPU time, and the brightening-ratio could only be
raised to about 10%. A fully automatic version
was therefore developed.

DESIGN OF AN AUTOMATIC DISPLAY INTERFACE
USING DATABREAK (MARK II)

Since image plotting now required only loading a
single register from a single core location fol-
lowed by spot intensification, an automatic
loading and intensification sequence using the
single-cycle databreak appeared feasible, This
imposes the software restriction that detail
points for a given object must be contained in
sequential core locations, and also required an
additional set of IOT instructions to control the
automatic device. These include clearing and
testing a flag to indicate the status of the auto-
matic device, as well as supplying the databreak
starting address and initiating display activity.
Termination of the display cycle must be indepen-
dent of CPU activity and was achieved by defining
an end-of-file code and terminating the display
sequence when this was encountered in the detail
register.

The only direct operating penalty for making the
cycle automatic was an overhead of one core loca-
tion per object-type. The display flag, set on
encountering the end-of-file code in detail re-
gister, was connected to the interrupt bus to free
the CPU from need to monitor display activity.
Compatibility with other databreak devices was
achieved by assigning low priority; if Dectape

or disc is in use the only result is to cause tem-
porary dimming or flickering of the CRT display.

A description of the currently implemented (Mark
1I) version of the device, now termed the Data-
break Display Interface, follows,

DETAILED DESCRIPTION OF THE DATABREAK
DISPLAY INTERFACE

The device permits the 2-dimensional image of an
object to be generated anywhere on the CRT screen
and enlarged or reduced (''zoomed'') to any size.
This is done by loading two data-words to locate
the center of the image and two to determine its
size. The image itself consists of a number of
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points arranged in a fixed pattern relative to one
another and to the centroid. It is produced by
automatically plotting a detail-string, that is a
sequence of words obtained direct from core memory.
The central processor is free for other work while
the detail string is being plotted. Depending on
the length of the string and the plotting rate in
use, this may release from 5% to 95% of CPU time for
non-display activity. When the detail string runs
out, an end-of-file code inserted in core following
the last point to be plotted causes CPU interrupt.
The program is then responsible for setting a new
centroid position and magnification, selecting a
fresh detail string for the next object to be plot-
ted and then initiating plotting action.

(i)

Spot Positioning

Assuming that the output terminals are connected to
a CRT with symmetrical X and Y deflection ampli-
fiers, an