© 00~ N P L) P &

OCO~TOOTEWN -

HARDWARE OVERVIEHW

[vs]

[y

APPENDIX A

LCL 0. 00,22 L O P RN 0, O 50 6. L

BSS CLASS

APPENDIX. .

1,:‘.

O OITOT T TN OTOr A W R R R REBRRAEOTWOOWW

&y

Sne



P e N

P01 A D WM F

-k e A O ONDHDOHBWN -

BSS CLASS

APPENDIX

Page

2



1 1
g p
3 <
4 4
5 5
8 G
g d
9 &
10 10
11 11
12] 12
13} 13
14 14
15§ 15
16 16
17 47
18 18
19 19
20 20
21 12 1
224 22
23 23
24 24
25 25
26 2 6
27 7]
28] 28
29 2
30 3
31 31
32] 32,
ek 33
34 34
35 35
(36 136
37 37
38 38
39 139
103 KO
41 41
42 42
43 143
44 4.4
45 45
ks 16
4 7] 47}
48 8
4 s
50 50
5 1 5 1
52) 5 2]
53] 53
B4 . B4
55 TB5
56 56
57 5 7]
58] 58]
59 59
50 60

~=~B88 GLASS

Page

3



ey

OO MU SN

-k bbbk 2 QDO AW

BSS CLASS

APPENDIX

Page

4



© 0 ~1 O U1 B G A &

OCRWTHOATHE QN

e orapry
N O

ry
L

.,

oy

Y

—

ey

AT OO OTO R R EREERR IRV OOOWWORN N IO NOLONIO NN G w o -

BSS CLASS

APPENDIX

Page

5



P00~ DO WN

OCHIOaR WM~

HARDWARE OVERVIEW

INTRODUCTION

This section 1is an _overview of Burroughs large systems

hardware. Because of hardware differences among large systems
the bhardware overview is divided into five sections as
follows:

B7800 hardware

B7900 hardware

B5900 hardware

B6900 hardware

B5900/B6900 I/0 Overview

B7800 HARDWARE OVERVIEW

The Burroughs B7800 information processing system is a Jlarge
scale, multiprogramming and multiprocessing computing system.

The hardware is controlled by the Burroughs Master Control
Program (MCP) and can be tailored to the processing needs of a
user by arranging Central Processor Modules (CPM),

Input/Output Modules (IOM), and Memory. Control Modules (MCM)
on an electronic grid, or exchange (figure 1-1). The MCP can
be changed dramatically by merely setting or resetting run

time options with simple operator input commands. The system
may be balanced by other operator instructions (and
dynamically by the MCP) that control the interaction of the

independently operating CPM’s, IOM’s, and MCM’s. The
throughput of the system as a whole is maximized, but the
performance of no single element of the system is maximized to

the neglect or detriment of others.

The key to the efficient balanced use of the system is the

Burroughs Master Control Program, a unique executive software
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operating system that automatically makes optimum use of all
system resources. It is this operating system that makes
multiprogramming and multiprocessing both functional and

WO 0o~ O B A

practical by dynamically controlling system resources and
scheduling jobs in the multiprogramming mix. The MCP allocates
system resources to meet the needs of the programs introduced

OO0 HWN -~

into the computer. It continually and automatically reassigns
resources, starts jobs, and monitors their performance.

Further implications of the modularity and flexibility of the
system are its expandability (a capacity to add hardware
modules without reprogramming) and its increased reliability

(and, thus, increased availability to the wuser). This
reliability is achieved by the use of failsoft techniques that
{error detection and correction, redundancy of power supplies)

exclude faulty modules from the system and permit processing
to continue (without reprogramming) with a temporarily reduced
configuration.
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SYSTEM CONFIGURATION

O 00 1D gl D -

Physically, the components of the system fall into three

QONOHOABWN

categories, as follows:

1. Central components of the system: Central Processor

Module (CPM), Input/Output Module (IOM), Memory Control
Module (MCM), Maintenance Diagnhostic Processor (MDP), and
operator’s console.

+

2 Standard Burroughs cabinets that contain peripheral

+ 2 o a i
t 2 cntain ch
controls and exchanges, Data Communications Processor

(DCP), and AC power supplies.

3. Peripheral devices that are joined to the central system

by means of peripheral controls and exchanges. Remote
devices that are joined to the central system by means of
line adapters and the data communications processor.

The arrangement of these components into a system and the size
of the system depend on the application and workload of the

user.

HARDWARE REVIEW

Before looking at the MCP it is important for the student to
have a good understanding of the hardware. Each module on the
system will be discussed. The discussion will start with a

general overview of the system and follow with detailed
information on each modute.

Figure 1-2 is a diagram of a system which is composed of
Central Processor Modules (CPM), Input/Output Modules (IOM),
Memory Control Modules (MCM) and Data Communication Processors

(DCP) .

BSS CLASS ----- APPENDIX

Page

9



1
't 2
1 3
2 4
T Fmmmm—— - + ¢
----------------- + Fm-m-——-=+ 4+ +
g Jir i SCAN I memo |} omem o i imcrf_'_/__i {5,
E e + a— 51534557 573 T T01234567 |
] TR O igrEgeEe el Lrdsrasedt] :
3 | o ' 1 ' o o
3 R s et e \ ; } I
----- oF-——=+ P
10 * e e I i
11 +~-+ DCP +------ P , i
12 t----- + i o] 2 | i
13 R ERE I i
14 +--—-- + T"| 4 | i
15 #ook DCP #-% | 4 O 45 : i
19 - + 'lH' 1 6, ________1_______1 ______________ H i
17] | +-+ (TH--- ) ) i
18 - + +----—- + i s
19 +--+ DCP +--+ z
----- +---- -+
20 + + ' P ! ' ! ' 3
. 1 1 =1+ ------------------- + H 22
-3 " I2l 2 4]
23] o |3| %
24 131 l I o5
25 INTERRUPT 14 I | | s
26 BUS 3 |2| ! I ! o7
b e . pe
s i -+ ' | 30
o] - l 31
30 i 3
o3 I 133
o3 34
3 R ! 3
- P it ! s
£ I f 24 37
5 | " : 38]
% | : 39
38 K ! %
39 1 5 : i
H1a R i 1
4 4 +-+ _Z: ------ 3
z — 14
:2 Figure 1-2. B7800 SYSTEM ig
o 47
7 4 8]
4 7] 3
4 8] =
19 .
50 3
51 2
5 2] s
53 Z
54 z
55 s
56 7
5 7] =
58] :
5 N
- Page 10
BSS CLASS —---- APPENDI X



1 1 1

2 2

3 3

4 4

5 The following general comments can be made about the system. 5

> 5

7| 1. Each module on the system is independently powered. 7

8 8

9 2. All CPM’s and IOM’s are connected with an interrupt 2]

10 bus. 10
11 11
12| 3. There is a scan bus that connects an IOM and the 12
13 DCP’s on that IOM. 13
14 1

15 4. The DCP’s on an IOM will use the IOM‘s memory access 1

16] logic. 1

17 i7
18 5. Each CPM has a time of day clock. 1

19 1
20 6. There is one master clock for the system. It has 2
21 it’s own power supply. 2 1
P2 ”
23] A general discussion of each system component follows. This 2
24 discussion is intended to give the student an overview of the 2

5 system. 2

9 2
2 7] MEMORY 2
2 8} é
2 2 A1l memory will do single bit error correction and
3O multi-bit error detection. Access to memory is phased 3
31 (interleaved). All requestors will take advantage of 31
32 memory phasing. The IOM will make four word requests to 3
33 an MCM. CPM’s will make four or eight word reqguests to an 3
34 MCM. A planar memory MCM will return at most four words. 3
35 An IC memory MCM will return at most eight words. Thus, I3
[36] the number of words returned for a given request is based 3
371 on the type of memory. 3
38 3
39 CPM 3
e 4.
41 The CPM has a 2K word data buffer and a 2K word code 4 1
42} buffer. There is a 32 word store queue which will buffer 4
43 data before it is sent to memory. Thus, memory accesses 4
4 4] can be grouped into multi-word stores. Also repeated 4
45 stores to an address can be eliminated, only the newest 4
46 data will be written to memory. The local buffers in the 4
4.7} CPM will attempt to keep memory requests to a minimum and 4
4 8] will try to have code and data ready for the execution 4
4 unit. Thus, the CPM can overlap fetching of data with 14
50 execution of instructions. 5
P 1 5 1
5 2] 5
53 5
54] 5
55 5
56 5
571 5
58] 5
59 5
60
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1 1 1
2] 2
3 3
4 4
s 10M 5
> 6
7 An IOM has up to 28 fixed channels. Each channel has its [7
¢ own (2 four word) buffers. Data is transfered to and 8
9 from the IOM in 4 word groups. The IOM dobs it‘s own 9
10 path checking and can handle a queue of I/0’s, not just 19 .
11 one at a time. 1I/0 results are reported in a queue. 11
12] Thus, an IOM need not interrupt a CPM for an 1/0 finish. 12
13 The IOM will handle conditional seek 1logic for disk 13
14 packs. The IOM uses MCP generated I/0 queues and an 1/0 14}
15 map. 15
19 16
17 MOoP 17]
18 18
19 Maintenance Diagonistic Processing (MDP) is used for 19
20 testing mainframe modules (CPM, 1IOM and MCM), testing »le
2 1 logic cards and PROM programming. MDP can be run online 21
22} with a CPM or with the Maintenance Processor (MP). The MP 2 2}
23] is a B80O system. Thus, maintenance operations can be run 23
24 by a CPM or the B800. The MP can be connected to a 24
25 datacomm 1line so remote diagnostics can be done. 25
26 26
27 27|
28] MAXIMUM CONFIGURATION 28
o 2 9
30 8 Processors (IOM and CPM) 30
31 8 MCM‘s (2.5 million words usable) 131
32] 255 Units 32
33 8 DCP’s 33
34 34
35 35
36 36
37 37
38 38
39 39
40 40
4 1 41
4 2} 42
43 43
4.4 4.4
45 45
46 46
47} 47
48] 48
49 49
50 50
5 1 51
52] 52]
53 53
54 54
55 5 5]
56 56
57| 57
58] 58
59 59
6 69
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The following part of this review will give a more detailed
discussion of the MCM, CPM and IOM. In addition, the MCP

OO ~1 Q) O G PN b

interface with the IOM will be discussed.

[oRv RN o N ) B NV Ny

MEMORY

Memory Control Modules (MCM‘s) form the interface between a
requestor (IOM and CPM) and memory. Each requestor is
connected to each MCM. A system can be configured with up to 8

MCM’s. The MCM is connected to memory storage cabinets which
contain actual memory storage (planar or IC memory)}.

Figure 1-3 shows two MCMs with planar memory. Each MCM can
have up to 2 Memory Storage Cabinets (MSC). Each MSC has 2
Memory Storage Units (MSU). A MSU has 65K words. Planar memory

will phase at most 4 words. Thus, the maximum number of words
that can be transfered in one operation is 4 words. Following
is the amount of time required to transfer 4 words using

planar memory.

1 MSC/MCM 3.75 microseconds (2 word phased)

2 MSC/MCM 2.125 microseconds (4 word phased)

Figure 1-4 is a diagram of a MCM with IC memory. Each MCM can

have up to 2 Memory Storage Cabinets (MSC). A MSC can have up
to four Memory Storage Units (MSU). Each MSU has 131K words.
Memory is phased at the MSU level and will phase at most 8

words. Thus, the maximum number of words that can be
transfered in one operation 1is 8 words. Following is the
amount of time required to transfer the number of words

indicated using IC memory.

1.87 microseconds for 4 words

2.37 microseconds for 8 words

There are two models of MCM’s (model II and model III). A

model II MCM can control 256K words of memory. A model III MCM
can control 1 million words of memory. This configuration (1
MCM with 1 million words) would provide only one path to

memory and could cause performance problems. Better
performance could be achieved by using two model III MCM‘s
with each MCM controlling 500K words.

A requestor can address 1 million words. Therefore a
monolithi¢ system can use at most 1 million words. More memory

can be configured but would not be usable. Any additional
memory could be used if the system was split into two systems.
A system running tightly coupled can use up to 2 million words

(2.5 million words using model 1III MCM’s). This tightly
coupled configuration (2.5 million words) would require 5
model III MCM’s, 4 CPM’s and 4 IOM’s.

DAAOTATOIOTA O A AR RBRALRALAEBRBRABLMOWWOWW

BSS CLASS ----- APPENDIX

Page

13



1 1 1
2 2
3 3
4 4
5 Words stored in memory are 60 bits as follows: 5
o 3
7 8 bits for error correction and detection. 7
g This allows single bit error correction and B8
9 multi-bit error detection. o
10 10
11 52 data bits are transfered to and from requestor. 11
12 48 data 12
13 3 tag 13
14 1 parity 14
15 15
19 16
17 The MCM is responsible for: 17
18 18]
19 Buffering multi word transfers to and from a requestor 19
PO {memory phasing). PO
21 21
22 Locking out MCM’s to requestors. This is used when the 224
23 system 1is split or running tightly coupled. Requestors 23
24 are locked out by setting requestor inhibit switches on 2
25 the MCM. These switches can be set by the operator or the 2
2 & MCP. 2
27| 2
28 Controlling requestor priority. 2
e 2
30 Doing error correction and detection. 3
31 31
32 Broadcasting which addresses the MCM controls. The <]
33 address range switches (UPPER and LOWER) specify the 3
< memory addresses a MCM spans. These switches can be set 3
35 by the operator or MCP. The register contains the six 3
36 most significant bits of the address that is controlled 3
37] by this MCM. <
38 3
39 Maintaining the MSU status register which specifies which 3
40 MSU’s are available. These switches can be set by the 4
4 1 operator or MCP. 41
4 2] 4
13 One should note a requestor (not the MCM) must keep track of 4
4 4] how many words are received from a memory request. If all 4
4 5 words that were requested were not received a request for the 4
4. 6] remaining words must be made. For example, if a request is 4
47] made for 8 words from an MCM that is only 4 way phased, only 4 4
4 8] words are returned. The requestor must change the word count 4
49 and memory address in the MCM control word and make the 4
50 request to the MCM again. 5
5 1 5 1
52 5
53 5
54 5
55 5
56 5
57| 5
58 5
59 5
60 6
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As an example of how these switches are set, assume a system
is configured as follows: (see figure 1-3)

O 00~ OB PN

2 MCM (MCM {1 and MCM 4) 4 MSU each (planar MSU)
1 I0M (IOM 1)
i CPM (CPM S)

The switches should be set as follows:

MCcM LOWER UPPER INHIBIT MSU STATUS
i 000000 001111 11011101 1111
a 010000 011111 11011101 1111

BSS CLASS ----- APPENDIX Page 15
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1 1 13 1
2 2
3 3
4
5 5
6 CPM 5
7 --- [7
8 8
9 The CPM is composed of several independent asynchronous units. <]
10 It is this independence that allows data fetches to be 10
11 overlapped with instruction execution. The basic functions of 11
12] these units in the CPM_are described in_ the following 12
13 paragraphs (see figure 1-5). 13
14 14
15 MEMORY AGCESS UNIT (MAU): 15
16 16
17} The memory access unit provides the memory interface for 17
18 the CPM. The MAU is capable of doing simultaneous 18
19 fetches and stores to memory as long as the addresses are 19
20 not in the same MCM. 20
2 1 2 1
22! PROGRAM CONTROL UNIT (PCU): 22
23 P 3
24 The Program Control Unit (PCU) interprets object code and 2
25 builds micro operators for the execution unit. These 2
P26 micro operators are placed in a gqueue for the execution 2
277 unit. The PCU will pre process code doing operations such 2 7]
28] as taking unconditional branches, generating absolute 2
29 addresses from relative addresses and operator 2
30 concatenation. That is, join more than one instruction 3
31 into a single micro op. 31
32 3
334 In addition, the PCU is responsible for allocation of 3
34 registers in the Central Data Buffers (CDB). 3
35 3
36 EXECUTION UNIT (EU): 3
37] 3
38 The Execution Unit (EU) performs the actual operations. 3
39 These operators come from a queue built by the PCU. 3
a0l 4
41 The EU includes 1logic for short arithmetics, add 4 1
42] operations less than 20 bits and multiply operations with 4
4 3 results less than 16 bits. 4
4.4 4
5 DATA REFERENCE UNIT (DRU): 4
116 4
471 The Data Reference Unit (DRU) fetches data from 4
48 associative memory or main memory so it can be used by 4
19 the EU. =
50 5
5 1 STORE QUEUE (SQ): 5 1
52 5
53 All stores to main memory go thru the store queue. The 5
54 store gueue will try to group adjacent words into a multi 5
55 word write. In addition, it will test for repeated stores 5
56 to the same address. This will help cut down on memory 5
57| traffic. 5
58 5
59 5
5 6
BSS CLASS ----- APPENDI X Page 18



14

LOCAL MEMORY (ASSOCIATIVE MEMORY):

WO DODWN

The program buffer will hold up to 2K words of object
code in the CPM. The data buffer will hold up to 2K
words of data and control information.

OO TOOTEWON~

CENTRAL DATA BUFFER (CDB):

The central data buffer (64 words) acts as storage and an
exchange between CPM units.

INTERRUPT BUS:

Module to module interrupt line used to interrupt other

.,

CPM’s and IOM’s.

The CPM will do internal residue, parity and continujty

—

checking. If errors are detected a CPM fail word is generated
and an interrupt occurs. The CPM is also capable of
instruction retry.

The CPM must read a register (62) every 8 to 16 seconds. If
this is not done an EGG TIMER interrupt is generated. This

will prevent the CPM from looping in control statg.

Py

—

oy

MOTOTAH OIOTOTO O A AR R E R ER AR ANV ORWNWWRAIRRNNRNNNNNNDRN v wd w et -
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16

The following discussion on associative memory is based on the
B7800 CPM.

0 CO 1 D ] B Q) A 2

Figure 1-6 is a diagram of how the code buffer is set up.
Three data structures are used. These structures are the

address array, priority array and the actual code
buffers.

To access a word in this part of associative memory bits
[7:6] of the 20 bit address are used to get the block
number. This block nhumber is used to index the address

array. By comparing bits [19:12] of the address with the
eight groups in the block vou can determine if the word
you are looking for is present.

HOURDNSO

Assuming the address is present, bit [0:1] selects the
EVEN or 0ODD buffers. The group number (determined in the

address array) is used to choose a 128 word buffer. Bits
[7:7] of the address are used to index into the 128
words.

The priority array has a three bit entry for each of the
64 blocks. It contains the next group number to be

overlayed. When that group is overlayed the array value
is incremented by one. When seven (111) is reached it
will go back to zero (000).

—_
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[19:12] ADDRESS ARRAY
[07:06] BLOCK NUMBER
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ADDRESS ARRAY

[00:01] SELECT BIT
(ODD OR EVEN)

[07:07] USED TO INDEX INTOD

64 BLOCKS
8 GROUPS

THE 128 WORD BUFFERS

12 BIT ADDRESS
2 BIT RESIDUE

128 WORDS | 63 | !

GROUP

! 128 WORDS ! BLOCK .

CODE BUFFERS

8 GROUPS

128 WORDS

PRIORITY
ARRAY

48 BITS CODE
6 BITS PARITY (1 PER SYLLABLE)
1 BIT OVERALL PARITY

(3 BITS)

2 BITS ERROR

Figure 1-6. CODE BUFFER (Associative Memory)
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Figure 1-7 is a diagram of how the data buffer is set up.
Again three data structures are used. These include the

address array, the priority array and the data array.

To access a word in this part of associative memory bits

O O~THOTAWN -

[8:6] of the 20 bit address are used to get the block
number. As with the code buffer, this block is indexed
in the address array. Bits [19:11] of the address are

compared with the four groups to see if the address is
present.

Assuming the address is present, the block number and the
group number are used to locate the proper eight ward
group in the data array. Bits [2:3] of the address are

-,

used to get the proper word from the eight word group.

The priority array has 64 entries, 5 bits each. Two bits

iy

indicate the “‘oldest’ group in the block. Two bits
indicate the ’‘second oldest’ group in the block. The
fifth bit determines the order of the other two groups.

The fifth bit is set if the '‘newest’ group (number) has a
greater value than the ‘second newest’ group (number).

The priority array is updated whenever new data is
written to the data buffer and also whenever a word local
to the buffer is accessed. If new data is to be loaded,

the ’‘oldest’ group entry is overlayed. If a word already
local in the buffer 1is accessed it is moved to the
‘newest’ position in the priority array.

—_
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50 : 50
5 1 Figure 1-7. DATA BUFFER (Associative Memory) (1 of 2) 5 4
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53 53
5 4 5
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0 O~ N BN

The I0M serves as a buffer and control unit for all 1/0

1
2 H
3
4
5
6
7
2]
£l
10 operations. The IOM is composed of several asynchronous units. 1
11 These units can be seen in figure 1-8 and are described in the 1
12 following paragraphs. 1
13 13
14 MEMORY INTERFACE UNIT 1
15 1
16 The memory interface unit provides memory interface for 1
17] the IOM. It buffers and controls all IOM memory access. 1
18 The memory interface unit controls access priority. The 1
19 priority is: 1
20 2
2 1 DSU - Data Service Unit . 2
2 21 PCI 2
P23 DFIA 23
D2 4 DFIB 2
25 Lowest number channel in each unit #
26 has highest priority 2
27 Data comm interface unit 2
2 8} Translator 2
29 P9
30 TRANSLATOR UNIT 30
31 31
32 The translator is the control unit of the .IOM. It 3
33 fetches commands from memory and starts I/0 operations. <k
34 The translator sends interrupts for I/0 finish and ODT 34
35 status change. It holds 20 bit addresses for Home €
36 Address (HA), Unit Table (UT), Queue Head (QH) and Status 36
37| Queue (SQ). In addition, the translator contains channel <]
38 status information, peripheral status and controls
29 conditional I/0 operations. 39
10 e
4 1 DATACOMM INTERFACE UNIT 4 1
4 2 4
43 The datacomm interface unit transfers information between 43
4 4 the IOM and DCP. Thus, it provides the memory interface 4.4
4 5 for the DCP. 45
46 4
4.7 SCAN INTERFACE UNIT 4
48]
49 The scan interface is for scan type operations between 49
50 the IOM and DCP’s connected to the IOM. 50
51 51
52 DATA SERVICE UNIT 5
53 53
54 The data service unit is made up of peripheral interface 54
55 unit, Disk File Interface "A" (DFIA), and Disk File 5
55 Interface "B" (DFIB). It forms the buffer between memory 5
57 and peripherals. There are two (2) four word buffers on 5
58] each channel which allows the IOM to take advantage of 4 58]
59 59
60 60
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word phased access to memory.

CONNECTED TO DATA SERVICE UNIT

O 00 ~1 N OB ) A &

A Peripheral Control (PC) bus is used to connect the IOM
to the Peripheral Control GCabinet (PCC). The PCC

OOJOOSWN =

contains peripheral controls. Data is transferred to the
IOM in one or two byte groups. The PCC is independently
powered or powered by B6700 style AC mods.

=y
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8| DCP DATA BUS DCP’s 3l
9 Pt \ o
10 R s DATA SERVICE UNIT 10
11 Lt R el e e A - L e e T L 11
12 1ol ! ! | 5 PC_BUS 13
13 +---+ i DATA COMM i SCAN i i 10 +-------- 13
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17 +---+ ! i 10 +-------- 17
18] ! 3 | MEMORY H CHAN 18]
19 +---+ INTERFACE fo-mmmmm-- o= +------ 19
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30 o mmmmmmm i m i — e 30
31 31
32 32
33 33
34 Figure 1-8. IOM Block Diagram [34]
35 R5
36 36
37 37
38 &
39 39
40 40
41 . 4 1
42 4.2
43 43
44 4
45 4
46 4
47 4
48 4
49 4
50 5
5 1 5 1
52) 5
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1 1 24 1

2 2

3 13

4 4

5 The IOM and MCP share several data structures. These E

6 structures are located in main memory and are shown in figure

7 1-9. The following paragraphs describe these structures. [7

2! : 23

9 1/0 QUEUE: o

iQ ' 10
11 A1l 1/0’S for a unit are linked to each other. The first 11
12 I1/0 Control Block {(IOCB) is pointed to by the 1/0 queue 12]
13] head word. The last IOCB is pointed to by the I/0 queue 13
1 tail word. The linkage from IOCB to IOCB is thru a 1link 14
1 word in the IOCB. All IOM’s will use the same I/0 queue. 15
1§ A qgueue for a wunit is started when the first IOCB is 16
17 placed in the I/0 queue. The IOM will process the next 17
18| IOCB in the queue without MCP intervention. Thus, a queue 18
19 is only started when a IOCB is placed in a empty queue. 19
ele 20
2 1 RESULT QUEUE: 21
22} 22
03 When an 1I/0 has finished, the IOM will place the IOCB in 23
2 4 the result queue. Each IOM has it’s own result queue. 2 4]
2 5 A1l 1/0 operations done by an IOM are placed in the. same 25
[2 6 result queue. 26
27} (2 7}
28 The operator can decide when it wants the MCP to be > 8l
29 interrupted by the IOM. This interrupt will cause the MCP 29
30 to look at the result aueue. The system can be set up 30
31 (see SBP ODT command) so the IOM will interrupt the MCP 31
32] when: 32
33 33
134 An I/0 queue is empty or CPM is idle 34
35 Each I/0 finishes 35
136 A task is waiting on an I/0 or CPM is idle 136
137 The CPM is idle 37}
38 38
39 UNIT TABLE: 39
zle 40
4 1 The unit table contains unit information used by the IOM 4 1
4.2} and MCP . This information includes ring walk 4 2]
4 3 information, number of channels on an exchange and a lock 143
4 4| bit for the unit table and I/0 queue. 44
45 145
1 6] HOME ADDRESS: 46
4.7] 47|
48 The home address words are used by the MCP to give the 48
49 IOM commands. The types of commands to an I0OM inciude 49
50 load registers (HA, UT, QH, SQ), start I/0, interrogate 50
51 peripheral status and scan out DCP (INITIALIZE, HALT and 51
5 2] ATTENTION NEEDED). There are 6 home address words and are 52
53 defined as follows: 53
54 5

55 5

56 5

Xi 5

58 5

59 5

60 5
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1 25 1
2 2
3 <}
4 HA[O] k
5 Command to I10M. 5
g HA[1] 3
7 Special information (peripheral status). 7
8 HA[2] 2]
9 HALOCKWORD. Buzzed by MCP to get £l
10 control of Home Address words. 10
11 HA[3] 11
12 Not used. 12
13 HA[4] 13
14 IOM fail word, or hard H/L 14
15 result descriptor. 15
19 HA[S5] 16
17] Sync 1/0 result descriptor. 17]
18 18]
19 i9
PO O
21 b 14
22 o 2l
23 b3
24 2 4
2 D 5
2 & b &
27 271
x b8
29 b9
30 130
31 31
32 32
33 33
54 24
35 35
36 136
37 137l
28] 38
(39 39
40 (AC
4 1 41
j4 24 4.2
4 43
4.4 4.4
45 4 5
46 46
47 17]
48 48
49 49
50 50
51 5 1
52 52]
53 53
54 5
55 5
56 3]
57, 5
58] 5
59 5
6 5
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1 1 26 1
2 2
3 3
4 Fommm e m e e e o + 4
5 Fommmmom >i [ + 5
s ! | HOME ADDRESS 6
7 i i WORDS 7
= ' IG WORDS PER IOM 2
9 1 H H &
10 I R + i 10
11 I 11
12 12
13 b E Tt + 13
14 +-=--=- > i< ————— + 14
15 ! UNIT TABLE |} I 15
16 i i i
17 256 WORDS : ; 17
18 - + ! I + 18
i9 I HA | ---+ 4-----c-=------= + l +--- | HOMEADDRESSWORDS | 19
2Ie Fommm - + H D e L T + vl
2 1 | Ut f----- + +----- ! IOMUNIT ! D 1
2 2l tmm——— + Fommme e, + t-—mm e + 2 2|
ok e I e el > i< ----------- ! I0QUEUE ! 03
2 4 +------ + 1/0 QUEUE Frmmr e — e + P 4]
5 T SQ [---+ +---] RESULTQUEUE 05
06 Fo----- + i HEAD AND TAIL i e B + oo
27 27
08 I0M LINKAGE MCP STACK o8
29 REGISTERS LOCATIONS 29
20 i 256 * 2 WORDS 30)
3 1 i | 3
39 Fommmmmmm e + | 30
33 H H 33
34 i i 4]
35 H e + H 354
36 do-mmmm - > fgmmma - - + 36
37 RESULT QUEUE i 37}
38 1 WORD PER IOM I 38
39 i 39
10 L LT ¥ 10
44 41
49 421
13 These structures are in memory and can be addressed 43
4.4 by the IOM or MCP. 44
45 . 45
46 16
47 Figure 1-9. IOM Structures 47|
48 (48
49 49
50 50
5 1 5 1
52 52
53 53
54 54
55 55
56 56}
57 57
58 X 8
59 59
50 60
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1 1 27 1
2 2
3 I3
4 4
5 I0CB’s 5
o 3]
7 An I/0 operation is defined by an IOCB (18 words). The 7
! first 7 words are used by the IOM (hardware) and the MCP. 2
9 The other words are used by the MCP only. The words in gl
10 an I10CB used by hardware are: 10
11 11
12] O IOMNEXTLINK. 12]
13 Link to next IOCB. 13
14 1 IOMSIDELINK. 14
15 Not used by hardware. 15
16 2 IOMAREADESC. 16]
17] Buffer descriptor, address and length. 17]
18 3 IOMIOCW. 18
19 IOCW for 1/0. 19
els 4 IOMCDL. 20
21 CDL built by software for I0OM. 21
22 5 PHYSICALRD. 22
23] Hardware result descriptor. 23]
2 4] 6 IOMTIMECELL. 24
P 5 Channel busy time. 25
D6 el
271 The other words of an I0OCB can be found in the MCP. These [27]
28 words include I/0 mask, reference to event, reference to 8l
29 FIB and other information. 29
30 30
31 I1/0 FLOW 131
32 132
33 The flow of an IOCB will be traced. This flow will start 33
[34] with the MCP building an IOCB. The required words are 34
35 placed in the IOCB. The MCP will 1link the IOCB into the
els proper 1/0 queue. The following procedure is used: 36
37] 37|
38 BUZZ47(IOMUNIT[UNITNO]) % LOCK UNIT TABLE AND I/0 QUEUE 38
9 GET TAIL WORD FOR UNIT 3
140 IF THE TAIL WORD IS O THEN 4
4 1 PLACE ADDRESS OF THIS IOCB IN TAIL AND 4 1
4 24 HEAD WORD FOR THE QUEUE 424
43 ELSE 43
4.4 PLACE THE ADDRESS OF THIS IOCB IN THE IOMNEXTLINK 44
45 WORD OF THE LAST IOCB IN THE QUEUE. 45
16 PLACE THE ADDRESS OF THIS IOCB IN THE 4.6
47] TAIL WORD FOR THE QUEUE. 47
4.8l UNLOCK AND STORE IOMUNIT[UNITNQ] 4.8}
49 IF THIS I/0 IS THE FIRST IOCB IN THE QUEUE THEN 49
50 BUZZ (HALOCKWORD) . 50
5 1 BE SURE LAST COMMAND IS CLEAR 51
52 STORE A START I/0 COMMAND IN HA[O] 524
53 INTERRUPT THE IOM 53
54 UNLOCK THE HALOCKWORD 54
55 55
56 56
57 Before we Jlook at what the 1I0OM does when ‘it is 57
58 interrupted a few comments need to be made about the 58
59 59
60 6
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1 28 1

2 2

3 3

4 start 1/0 process. 4

5 3]

s Bit 47 of a home address command is called the 6

7 lock bit. This bit must be on for all IOM 7

8] commands. 2]

9 g

10 A11 IOM’s that have a path to the unit will be 10
11 interrupted. Only one IOM will do the 1/0 11
12 operation. The MCP maintains information of 12
13 which IOM‘s to interrupt for a given unit. 13
14 14]
15 The IOM will read HA[O] then zero it. Before 15
16 a CPM places a new command in HA[O] it will 19
171 make sure the I0OM has cleared the last 17
18] command. If the last command has not been 18]
19 cleared the CPM will wait .5 sec. If the 19
20 command is still not clear the CPM will b o
2 1 interrupt the IOM again. If the command is 21
2 2] still not clear after .5 sec the IOM will be 2 2]
2 3 removed from the system. 23
2 4] 24
2 Once ring walk is entered the IOM will follow 25
26 the next unit field of the unit table word 26
1271 looking for a unit with the JB bit on. This 27|
o gl bit indicates the I/0 was not done because 28]
29 there was nho channel available at the time. 29
30 Ring walk will give all units on an exchange <]
131 equal priority. 31
(32 32]
33 The IOM has a thruput scheduler for 1/0’s 33
134 which are marked by the MCP (DISK, PACK and 34
35 TAPE). A count of the I/0’s in process will be 35
36 kept and compared against a maximum value (set 36
37 by F.E.). When the maximum value is reached 37|
38 the IOM will queue requests to start more 38
39 1/0’s. This will only be done for units in the 39
140 PCI. The queue size for start I/0 commands is 40
4 1 16. If the queue is exceeded, the IOM will not 141
424 respond to a start I/0 command. 42
43 4 34
4.4 Fail IOCB’s will be generated by the IOM if an 44
45 error is detected by the I0M which is not 45
4 6 associated with a wunit. The IOM will use 46
4 7] IOCB’s in wunit 0. It will place a fail word 47
4 8] in the PHYSICALRD word of the IOCB and place 484
49 it in the result queue. The CPM will be 49
50 interrupted. 50
5 1 51
52| An I1/0 error to a unit will stop processing on 5 2]
5 3 that unit. 53
54] 5
55 5
56 5
57 5
58] 5
593 5
60 5
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Figure
finish

1-10 thru 1-14 are flow charts of start I/0 and

1/0 operations.
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Figure 1-10. START I1/0 (PAGE 1 OF 2)
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1 31 i
2 23
3 3
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5 i BUZZ47 i 3
6 | (IOMUNIT[UNITNO]) | 3
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8 ! 3
9 Vv &l
19 L T ———— ¥ 10
11 i FETCH IOQUEUE[UNITNO] | 11
12} Hommmmmem oo mmmmmmmme + 12)
13 T 13
14 \Y 14
19 Rt + 195
16} i GET RESULT DESCRIPTOR 16
17] FROM DATA SERVICE AND 17
1g] STORE IN IOCE[5] 18|
19 I 19
e STORE I/0 TIME IN I »Ie
D 1 10CB[6] H D 1
2 2! e Fomm e + 2 2]
vk H 03
D 4 v D 4
b5 T FErrppep ¥ b5
D 6 i FETCH NEXT LINK FROM ol
07 ] 10cB[0] 27
08 i %
b9 | STORE NEXT LINK IN D9
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33 Y 33
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37| +----- +o- - + L to-mm———— - + 37
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4 41 +----- +----- + 4 4
45 H 45
46 V 46
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48 1 3 | 48
49 +---+ 49
50 50
51 Figure 1-12. TERMINATE I/0 (PAGE 1 OF 3) 51
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53 53
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Figure 1-13. TERMINATE I/0 (PAGE
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OO~NOUIT_RWN =
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1 1 34 1
2 >
3 3
4 4
5 5
& B7800 TIGHTLY COUPLED SYSTEMS 5
i T il il [7
g ) 8
9 The primary goal of tightly coupling is to achieve a 9
10 multiprocessor system with more addressable memory than could 10
11 be configured for a monolithic multiprocessor system. The 20 11
12 bit address field limits a monolithic system to one miltion 12
13 words (6 MB) of addressable memory. A Tightly Coupled (TC) 13
14 system, by making certain address ranges visible only to 14
195 certain requestors, allows those ranges to be duplicated, and 15
16 expands the total amount of memory accessible to the TC system 16
17 to more than one million words. The B78Q0 implementation of 17
18 Tightly Coupled Systems was accomplished unhder the restriction 18]
19 that it require absolutely no special hardware changes. 19
20 2le
D 1 ARCHITECTURE D
i 2 2)
23 B7800 architecture dictated that a TC system be initialized 23
2 4 (and run), as would any other multiprocessor system, from a kil
2 5 single Halt/Load unit. A B7800 Tightly Coupled system has its 2 5
12 6] low address memory visible +to all on-line-requestors; the 2 6]
27 MCM(s) comprising this shared memory constitute the SHARED or 0 7]
2 8 GLOBAL BOX. Above the highest SHARED mod is local memory: 28
29 those MCMs which are visible only to specific requestors. A 2
30 local BOX on a B7800 TC system consists of one or more CPMs, R
31 one or more IOMs and the high address MCM(s). 31
32 32]
33 An important configuration restriction imposed on -B7800 TC 33
34 systems is that no unit may have in-use paths to more than one 34
135 local box. Units may be exchanged across IOMs as long as the 35
36 IOMs are in the same local box. : 136}
37] 137
38 CONFIGURATION FILES 38
139 39
40 The configuration file is used +to hold GROUP descriptions s
A 1 which define how the system is +to be configured. The 41
1 2f RECONFIGURE ODT command causes the MCP to assume a specified 424
43 GROUP configuration. 4 3
4 4] 4.4
4 5} The utility program, SYSTEM/CONFIGURATOR, is used to construct ZA3!
46 object configuration files (which can be used by the MCP} from 46
4 7] symbolic configuration files. The internal file names used by 47
48] CONFIGURATOR are SOURCE for the input file and OBJECT for the 148
19 output file (defaults: input TITLE SYMBOL /CONFIGURATION, 49
50 output TITLE SYSTEM/CONFIGURATION). 50
5 1 51
5 2] Input to SYSTEM/CONFIGURATOR consists of one or more GROUP 52
53 descriptions, each with a unique GROUP name and its associated 53
54 mainframe and peripheral specifications. The output file from 54
55 SYSTEM/CONFIGURATOR is designated as the configuration file 55
56 with the CF ODT command. The RECONFIGURE GROUP AS <GROUP 54
5 7] Name> ODT command causes the configuration found to be 57l
58] displayed; an operator OK causes the MCP tables on the H/L 58
59 59
60 60
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35

DO N

unit to be wupdated. The system will deadstop to allow the
operator to make whatever changes are necessary to mainframe
switch settings for the new configuration. When the system is

loaded it will result in initialization based on the new
configuration.

QOO OT AWM

SUBSYSTEM DEFINITIONS

A TC system contains one GLOBAL memory subsystem and a local

memory subsystem for each box. The local memory subsystems are
identified by their BOX numbers and the GLOBAL memory is
identified by the letter G or GLOBAL.

Subsystems may be given names in the form of alphanumeric
identifiers. Subsystem identifiers are defined by the operator

through the ODT command MS (Make Subsystem). Subsystems may be
defined including any one or more memory subsystems in the
system.

The user specifies a subsystem by using the task attribute
SUBSYSTEM which may assigned a value only when the task is

inactive. The SUBSYSTEM task attribute can be wused in WFL,
CANDE, programming languages and on Job Queues. The SUBSYSTEM
attribute is treated as a reguest to guide placement of a task

in memory.
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36

B7900 HARDWARE OVERVIEW

O 00~ O WM

This sub-section provides an overview of B73900 hardware and

QOO OTA~WN =

software. The information has been extracted from the 34 B7900
D-notes. In many cases the information has been copied from
these D-notes. It is provided in this document for

completeness.

INTRODUCTION

A B7900 system is comprised of several different modules.
These include Central Processing Modules (CPM), Memory
Subsystem Modules (MSM), I/0 Subsystem Modules (IOSM), 1/0

Expansion Cabinets, a System Control Cabinet (SCC) and the
System Console.

The MSM allows the B7900 to address more memory than any
previous Jlarge system and allows simultaneous read/write
operations.

The B7900 CPM is a pipelined processor with multiple (data and
code) high speed cache {associative) memories.

The I0SM is comprised of two separate processing modules: the
Auxiliary Processor (AP) and the Host Data Unit (HDU). The AP

is a small, strictly serial processor which functions as a
maintenance processor or in the B7900 system as an auxiliary
processor.

The HDU manages all I/0 operations on the system. The 1I/0
subsystem it supports is the DLP-based Input/Output subsystem

used by all of the 900 series systems. The IOSM also contains
four base modules which contain the Data Link Processors which
control the peripherals. The I/0 Expansion Cabinet is used if

additional base modules are required to configure the I/0
subsystem. It contains up to six base modules.

The SCC houses three components: the master clock, the
Maintenance Exchange (MEX), and the HDU/MSM profile card test
station. The master clock provides clock sighals to each of

the boxes in the system. The MEX provides connection between
the components which may act as "maintenance processors” and
the maintenance interface in each box in the system.

The System Console provides table space for the system 0DTs.
For system initialization and maintenance, a modified MTS2

series terminal (MMTS2) is used. The MMTS2 acts as a
maintenance processor, using two ICMD drives packaged in the
leg of the maintenance console for program and file storage.

The MMTS2 has access to the MEX for system initialization and

DOTOOTOTOTOTOTATOTOT R A R R A A
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1 ER] i
2 2
3 3
4 maintenance, and to the I/0 Testbus for off-l1ine DLP testing. 4
5 5
9 In the text that follows, these new features are explained in 3
7 terms of their impact on the hardware and software that 7
g comprise the B7900 system. This explanation is by no means 2]
9 comprehensive. ]

1iQ iQ

11 11

12 CENTRAL PROCESSING MODULE (CPM) 12

L I 13

14 1

15 The B7900 CPM is a powerful pipelined processor with high 1

19 speed code and data caches. It is object-code compatible with 1

17 all previous B5000, B6000 and B7000 machines except in two 1

18 respects: it does not support the six bit character data type 1

19 (BCL) and, 1ike the B7800, it does not support vector-mode. i

P20 2

21 In addition to these changes, the basic design of the B7900 21

22 includes many improvements over the B7800. The two most 2

23 noticeable of these are the more accurate arithmetic 2

24 operations and more efficient branch handling. 2

25 2

ol The B7900 CPM performs arithmetic operations more accurately 2

2 7] than any previous machine (except the B5900). This increased R

28] accuracy should cause numerical algorithms to converge 2

29 slightly faster and may cause minor differences in arithmetic 2

30 results as compared to previous machines. 3

31 31

32 As the B7900 CPM is a pipelined processor, it has the I3

33 traditional difficulty handling conditional branches within a I3

< program. It must always choose a particular direction for a 3

35 branch and prepare to execute the proper code for that 3

36 direction. For example, the B7800 always assumes that the 3

37| condition of an IF statement in FORTRAN or ALGOL will be true <

[38] and fills its pipeline with the code that would be executed 3

39 based on this assumption. Performance of the pipeline is 3

A0 penalized when branches do not go according to their assumed 4

41 direction. The B7900 mitigates this penalty b% remembering 41

4 2] the direction which the branch last took, and assuming the 4

43 same branch will be taken the next time. 4

4.4 4

45 The B7900 CPM has an increased memory addressing capability 4

46 over the B7800 CPM, which is accomplished by memory 4

4 71 environment registers. Because of the 20-bit address field, 4

4 8] the CPM still only addresses onhe million words at any one 4

14 9 time, but it can address all of memory by changing its 4

50 environment registers to access different million-word 5

51 environments. Extended Memory is discussed in the Memory 5 1

52 Management sub-section. 5

53 5

54 The CPM consists of the following hardware modules: Program 5

5 5] Control Unit, Data Reference Unit, Execution Unit, Store 5

56 Queue, Memory Access Unit, and Card Test Station. 5

571 5

58] 58]

59 5

60 3
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1 1 38 1

2 2

3 3

4 4

s 5

6 Fom - t---em - ettt + 3

7 i CODE l‘ i 7

8l | CACHE | PROGRAM CONTROL UNIT | S

9 ] ] ] 9

10 | i 2048 i (PCU) i 10
11 +---m- +4 i WORDS i 11
12 ! MSM l---+ - ------ +----- ommmm—m—m - do-m-mmmmoo--- + 12
13 T2 MEMORY i DATA i CENTRAL ‘l 13
14 +----- + ACCESS REFERENCE | DATA EXECUTION | 14
15 UNIT UNIT 1 BUFFERS UNIT | 15
16 (MAU) (DRU) 1 (CDB) H (EU) J 16
17 R + e et +o—--- B e e T TP R el + 17
18 ' MSM }---+ DATA ! ! 18
i9 R H CACHE | STORE QUEUE 1 19
20 oo + I ; 20
D 1 {2048 | (sQ) | 21
2 2) i i WORDS i 2 2]
23 e ek B e R e e e R T + 23
24 2 4]
25 25
ols 26
2 7] Figure 1-15. B7900 Central Processor Module (CPM) 27
28 08
D o The Program Control Unit (PCU) extracts code from the code 09
30 stream and generates insiructions for the Execution Unit and 30
31 Data Reference Unit. These instructions are placed in queues 21
32] along with a job number and addresses in the Central Data [32]
33 Buffer where input data can be found and where the result is 33
344 to be stored. The PCU is the key unit for the pipeline by 34
35, causing data to be ready for the Execution Unit ahead of time. 35
[36) Operator concatenation is also performed by the PCU. 39
37 37
38] The Data Reference Unit (DRU), upon command from the PCU, 38}
39 fetches data either from associative memory or main memory. 39
40 Extensive use of pipelining allows one-clock references to 40
41 associative memory. 4 1
4.2 42
43 The Execution Unit (EU) performs all arithmetic and logical 4.3
14 operations using data in the Central Data Buffer. The result 4 4]
45 is either placed in the Central Data Buffer or may be sent to 4.5
46 associative memory and the store queue. 4.5
47 47
48 The Store Queue (SQ) is used to reduce traffic to main memory 18]
4.9 by buffering data. Repeated stores to the same address will 49
50 be performed as one store to main memory. Also, adjacent 50
51 stores will be grouped into one multi-word store by the store 51
52 queue. 52}
53 53
5 4 The Memory Access Unit (MAU) provides the interface to main 5
55 memory. The MAU can interface to two MSMs. On memory 5
56 references the CPM Environment Register along with the 20-bit 5
57] address are sent to the MSM. 3]
58] 5
59 5
60 3
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39

The Card Test Station is used to run maintenance tests on
CPM-style cards.

O -1 N A D WM -

MEMORY SUBSYSTEM MODULE (MSM)

OWIOTHRWN =

The B7900 includes one or two Memory Subsystem Modules (MSMs)
totaling up to 96 megabytes. A MSM has a bandwidth of 72

MB/SEC. Each MSM contains from one to four Memory Storage
Units (MSUs) and a Memory Control (MC).

The Memory Storage Unit (MSU) contains one or two sub-modules,
each consisting of 6 megabytes. The memory is eight-word
phased (transmission of words at clock rate) within each

sub-module. This means the system can run with half an MSU or
one sub-module without losing the speed of the eight-word
phasing.

The Memory Control consists of the following major modules:
Requestor Interface Adapter (RIA), Memory Interface Adapter

(MIA), Priority Resolution Module, Error Module, Requestor

Interrupt Module and Maintenance Module.
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1 1 - 40 1

2 2

3 3

4 4

5 5

9 MEMORY CONTROL REQUESTORS 6

7 7

! R e T TP Fomm + e + 2

9 P + ! RIA ! ! ! 2]

10 i MSU H MIA PRIORITY 77 i CPM i 10
11 | 6 DR 12 +----+ RESOLUTION +----- + \ I 11
12) 1 MB ! 3 MODULE ! RIA +------- + s | 12)
13 e + T 6 i i 13
14 EE T ¥ ommmmmeem oo Fo---- + e et + 14
15 g + ! ! ! RIA ! 15
16 MSU 1 i MIA ERROR i 5 14
17 6 OR 12 +----+ MODULE +om-m- + +---m - + 17
18 MB ! ! 2 ! RIA ! ! ! 14
19 +--------- + H 1 HE i AP i 19
00 +----- ¥ memmemmme—e—-— - Fom— - + H | 20
D 1 Hmmmmmmm e + ! | RIA +------- + 3 i D 1
2 2] MSU i | MIA REQUESTOR HEE | i 2 2)
23 6 OR 12 +----+ INTERRUPT +----- + Fo-mmmmm- + 23
D 4| Yy MB ! Py MODULE ! RIA | 04
25 do-mmo-o-- + i A 05
126 +----- +  mmmmmeme——-—-- Fo-e- + e e + 26
7] i dommmmm--- + ! ! RIA ! 1 ! 27
28 i MSU | } MIA MAINTENANCE R i HDU i 28
09 i 6 OR 12 +----+ MODULE +----- + H | 29
30 i MB i ;0 ! RIA #----=-=- + o | L
3 1 ¥ CE 0 1 : | g1
130 R B ittt +----- + R + 32
33 33
34 <
35 3
36 Figure 1-16. B7900 Memory Subsystem Module (MSM) 3
137 <
38] Each requestor interfaces to memory through its own Requestor 3
39 Interface Adapter (RIA). For any memory operation, a control 3
40 word and up to eight data words are sent by the requestor to 4
41 its RIA. The RIA checks these words for errors, reports any 4 1
42| errors to the requestor, and stores them in a buffer memory 4
43 until the priority resolver commands their transmission to the 4
441 Memory Interface Adapter (MIA). 4
45 . ' 4

46 Each RIA contains an address translation table which A

47| determines the validity of the address for this MSM and where 4

4 8] the address resides physically in storage. That is, the 4

49 address translation table provides a mapping from environment 4

50 number and address to physical location in memory. Each 5
5 1 address translation table contains 1024 eight bit words. Each 5 1
52| entry provides information for a page (128K words) of memory. 3
53 The table entry contains a MSU number (2 bits), MSU relative S
54 address (4 bits), validity bit and parity bit. 3
55 5

59 5

57 5

58 5

59 5

6O 6
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1 1 42 1

2 24

3 <

4 4

5 The Memory Interface Adapter (MIA) controls the flow of ]

9 information between the memory control internal bus structure 6

7 and the Memory Storage Unit (MSU). A memory control contains [7

| from one to four MIAs with the capability of all MIAs making 23

o simultaneous requests to the MSU to which they are connected. o

10 10
11 The order in which system requests are handled by the MSM is 11
12 determined by the Priority Resolver Module. Requests are 12
13 processed by a modified First In First Qut (FIFQ) algorithm. 13
14 Snapshots of memory requests are recorded on a basic time 14]
15 interval as they arrive. The snapshots of requests are 15
16 processed in the order they are taken. 19
17 7
18 Within a snapshot, requests will be serviced in the following 18
19 sequence: read operations, write operations, special 19
20 operations (except for write translation table), write 120
21 translation table. The higher number requestor will be given 21
22} the higher priority, if there are duplicate requests for a 22
23 particular type, although this should have no effect on system 23
244 performance. 2
25 D
26 By means of a modified Hamming Code, the Error Module can 2
27} detect and correct single bit errors and detect two-bit 2
28] errors. Any errors detected during MSU operations or internal 2
2 9 memory control operations are reported to the RIA. The Error 2
30 Module will report the control word or the fail word or both 1>
51 if requested by the requestor. 31
[32] 3
33 The requestor interrupt module is responsible for the correct 3
34 routing of interrupts and for interrupting the destination 3
35 requestor via unique interrupt lines on receipt of an incoming 3
36} interrupt. There are two types of interrupt buffers I3
37| maintained by the MSM for each requestor: hardware and 3
384 software. These buffers are used to accumulate interrupts and I3
39 can be read by the requestor " via a system operation. The 3
40 software interrupt buffer contains a bit mask of requestors 4
4 1 from which interrupts have been received. The hardware 41
4 2 interrupt buffer is an eight-bit mask which designates the 4
4 3] type of interrupt. 4
4 4 4
45 The maintenance module performs all maintenance type functions 4
46 for the MSM. 1In system mode, the maintenance module handles 4
4 7] reading and writing the fields in the MSM BOXID. A1l other 47|
4.8 maintenance operations are done through the maintenance =
4.9 interface. 4
50 5
5 1 5 1
52 AUXILIARY PROCESSOR (AP/AMP) 5
53 200 mmemtmmmm mmeemmee mmme--- S
5 5
55 The Auxiliary Processor/Auxiliary Maintenance Processor 5
56 (AP/AMP) is based on the BS5900 Entry Level System and is 5
5 7] compatible with the B7900 CPM. The AP/AMP has two distinct 5
58 modes of operation: AP and AMP. To support these two 5
59 5
60 3
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1 1
2]
3
4 different modes +two unique versions of micro-code, which
5 communicate with different sets of hardware, are required.
o
7 In Auxiliary Processor (AP) mode, the AP/AMP acts as a
g co-processor to the B7900 CPM with the purpose of handling I/0
9 finishes when the CPM is busy. The system has the capability
10 of running with no CPMs (AP only mode). The AP will perform
11 all the functions a CPM would do in this case. When the last
12 CPM__ is removed from the system, the MCP notifies the operator
13 (with an RSVP) that no CPMs remain. The operator must OK this
14 waiting entry in order to allow jobs to run on the AP.
15
16 In Auxiliary Maintenance Processor (AMP) mode, the AP/AMP
17 utilizes its own local memory and HDP hardware section of the
18 processor to exist as a standalone system. The primary
19 function of the AMP is to perform maintenance on the B7300
20 system. The AMP operationally is the same as the B5900.
21
22 The AP/AMP can be divided into five major units: Processor,
23 Local Memory (LM), Cache and System Memory Controller (APMC),
D 4 Interrupt and Maintenance (APIM) and the Host Dependent Port
2 5 (HDP ) .
25 ‘
2 7]
2 8} t------ - Fommmmmmm e - - +----—= +
1 ] 1 1 1
o | | | |
] 1
2! e | i
32 iMSM: P A l A I
33 {2 +----+ P P H L
34 +----- + i M I { PROCESSOR D M |
35 | C M | | P |
36 1 1 ] 1
137 Jr Y + I 1 ¥ 1
35 i MSM | ! : } I
39 1 1 _+----+ ! L 1
10 F----- + F------ +-----= Ho—-mm----—m--—-—---- = +---=-- +---- - +
1 P
1) ! | MLIs
4 3 H . H
44 - AP MODE ONLY ---------- +
45
46 T T
a7 ! |
48 t---m--— - AMP MODE ONLY ---------- +
49
50
51
52 Figure 1-18. Auxiliary Processor (AP/AMP)
53
54 The processor module performes all arithmetic and logical
55 operations for the AP/AMP.
56
57 When the AP/AMP is running in AMP mode, the HDP section
58] becomes active. The HDP provides the I/0 subsystem interface
59
650
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1 1 44
2

3

4 for the AMP.

5

§ When the AP/AMP is running in AMP mode, the 1local memory
7l becomes active and the B7900 MSM memory is no longer used.
8| The 1local memory has a capacity of 512K words. Error
9 correction and logging are features provided by the LM.

1Q

11 When the AP/AMP is running in AP mode, the AP interfaces to
12 the B7900 MSM memory by means of the APMC (Cache and System
13 Memory Controiler) module. The APMC can interface with two
14 MSMs. The cache memory consists of 128 words of code and 128
19 words of data. The cache hardware performs automatic
19 prefetching of code. Any word in the cache can be accessed in
17 1 clock and the cache can be purged in 2 clocks.

18

19 The AP/AMP Interrupt and Maintenance Module (APIM) interfaces
20 to the MSM system interrupt bus and Maintenance Exchange
2 1 (MEX), contains AP box identification information, and
2 2) provides support for the AP Memory Control/Cache (APMC).
23
2 4]
25 HOST DATA UNIT (HDU)
26 e
27
08 The HDU contains a Memory Bus Control (MBC) which handles the
09 HDU’s 1interface to the MSM, the Queue Manager (QM) which
20 handles the I/0 gueue structures and flow control, and three
31 Host Dependent Ports (HDPs) which connect to the 1/0
32 subsystem. Each HDP is capable of operating at a burst rate
33 of 8 Megabytes/Second for a total of 24 Megabytes/Second per
134 HDU.
35
36
37|
38
139
ule
4 1
4 2]
4 3]
4.4
15
146}
47}
48]
49
50
5 1
52
53
54
55 A
56
57}
58]
59
650
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38 Figure 1-19. Host Data Unit (HDU)

39

40 The Queue Manager (QM) is responsible for managing the 1I/0

4 1 queue structures and the scheduling of jobs for the HDPs. It

4 24 has a 4K word local memory which is used to selectively ‘'store

4 3] copies of the I0CBs that have been issued to the 1I/0

4 4] subsystem. 256 words of this local memory are used to contain

45 the code for the MCP Boot and the Minimal Configuration

4 6] information needed to initialize the system. It is called the

4 7] HDU’s Halt Load RAM.

48]

19 The Memory Bus Controil (MBC) provides the HDU’s interface to

50 the memory subsystem. It can connect to up to two MSMs. The

51 MBC handles up to eight-word memory transfers and uses the

52 same memory addressing mechanism (Environment Register plus

53 20-bit address) as the CPM. It also handles the requestor to

54 requestor interrupts which use the memory buses.

55

56 The Host Dependent Port (HDP) provides the HDU’s interface to

57 the 1/0 subsystem using the Message Level Interface (MLI).

58] Each HDP controls two MLI ports, each of which connects to one

59

60
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46

MLI cable. The HDPs control the MLI and are responsible for
all data transfer for the system.

.00 1 O N B RN

DLP-BASED I/0 SUBSYSTEM COMPONENTS

OB NOCTAE WN=

Each HDP in the HDU contains two MLI ports which are connected
to I/0 bases via an MLI. An I1/0 Base is a rack which contains

a Base Control Card (BCC), Distribution Cards (DCs), a
Maintenance Card (MC), Data Link Processors (DLPs), and,
optionally, a Path Selection Module (PSM), and/or Line

Expansion Module (LEM).
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1 1 48 1
2 2
3 I3
4 4
5 The Maintenance Card (MC) provides maintenance functions for 5
] the base. It connects to the I/0 Maintenance Test Bus which 6
7] is used to perform off-1ine maintenance. 7
bt 23
9 A Distribution Card (DC) provides the interface between the o
10 base module and the host. O0One MLI cable from a host’s MLI 10
11 Port connects to a DC in the Base Module. Through the DC, a 11
12 host can communicate with the BCC and the DLPs in the base. 12
13 There can be only six DCs in a base although the "addressing" 13
14 allows for eight. DCs are "addressed" by jumpering an ID from 14
19 0O to 7. 15
16 1§
17 A Path Selection Module (PSM) coordinates the activities of 7
18 multiple DCs in a base, and is reguired in a base which has 18
19 more than one DC. Several hosts can be actively communicating 19
20 with DLPs in a base, but only one DC can access the BCC or 20
21 have access to the base backplane at any time. The PSM 21
2 2f resolves these conflicts. 2 2]
23 . D 3
24 The PSM also uses the masks in the BCC in order to clear only D 4
25 the DLPs assighed to the host 1issuing a Master Clear by 25
26 issuing a Selective Clear or Selective Master Clear (see [26]
vk below) to each assigned DLP. 27
28] 28
29 The PSM contains eight field-installed jumpers (one for each 29
SO possible DLP in the Base) which, when set, will cause a <l
131 Selective Master Clear (instead of a Selective Clear) to be 31
32 issued to the corresponding DLP when the host system issues a 132
33 Master Clear. 33
34 134
I35 The Base Control Card (BCC) provides identification and access I35
36 control for a Base Module. The BCC contains two types of 36
37] masks which are used to control access into a base and its 137
38 DLPs. These are the DC Enable Mask and the DLP Enable Masks. 38]
39 39
40y The eight-bit DC Enable Mask indicates which DCs are allowed 2
4 1 access to the base. A Jlocked-out DC will not respond to the 4 1
4 2] host or execute a host-generated Master Clear. 42
43 43
4 4] The BCC also has eight 16-bit DLP Enable Masks, one for each 4 44
45 possible DC in the base. A DC’s DLP Enable Mask indicates to 45
4.6 the PSM which DLPs this DC is allowed to access. The PSM also 4 6
4 7] uses these masks in order to determine which DLPs will be 47|
48] cleared when a MLI Master Clear is received via a DC. Only 48
49 those DLPs enabled to that DC will be cleared. . 49
50 50
51 Along with the eight DLP Enable Masks, the BCC contains an 5 1
52 Acquire Enable Bit for each possible DC in the base. This bit 52
53 indicates whether or not another DC may "steal" DLPs from this 53
54 DC. 54
55 55
56 The BCC also has a 32-bit Maintenance Mask that indicates 56
57 which devices in the base (DLPs, DCs, BCC, PSM, LEM) are 57]
58] enabled on the I/0 Maintenance Test Bus. Devices are 58]
59 59
60 60
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identified in the mask by their Maintenance Addresses (or Unit
Numbers).

© 00~ O N A G A

The DC Enable Mask and the DLP Enable Masks can be cleared
only by one of the following manual operations:

DSOS WN =

1. Powering up the Base.

2. Pushing the BCC Clear Switch on the BCC.

3. Pushing the Base Clear Switch on the MC.

When the BCC is cleared, the DC Enable mask is set so all DCs
are enabled in the Base, the DLP Enable masks are set so all
DLPs are disabled from all DCs, all Acquire Enable bits are

set to disable the "steal” function and Maintenance is enabled
to all devices in the Base.

The DC Enable Mask can be set only via a DC (by software) if
it is enabled in the DC Enable Mask. A DC can enable a DLP in
its DLP Enable Mask only if the DLP is not already enabled in

another DC’s DLP Enable Mask. The exception to this rule is
the ability to "steal" a DLP. In order for a DC (DC 1) to
steal DLPs from another DC (DC 2), DC 2’s host must have

previously set DC 2’s Acquire Enable bit. When DC 1‘s host
issues a variant of the LOAD DLP MASK command, the specified
DLPs will be disabled from DC 2’s DLP Enable mask and enabled

in DC 1’s DLP Enable Mask. A DC may also share DLPs with
other DCs and transfer DLPs to another DC.

[ANSEANSECENVEME SISV VIV L i S g

A Line Expansion Module (LEM) enables a host to be connected
to more bases by expanding one MLI to up to seven MLIs. It
resides in a base.

A LEM consists of three types of cards. The type ‘“A" card
contains the basic LEM logic, two MLI ports (ports 6 and 7)

and the Maintenance Address jumpers.

The 1x2 LEM ID, or type "C" card, provides two MLI ports

(ports 1 and 2} and LEM identification. The 1x3 LEM Exchange,
or type "B" card, provides three MLI Ports (ports 3, 4 and 5).

A Data Link Processor (DLP) provides the interface between
hosts and peripheral devices. The operation of a DLP is
device-dependent, and there are different types of DLPs +to

control different types of devices. All DLPs follow the MLI
protocols to communicate with a host, perform a set of
standard DLP operations, and return certain standard results.

Included in these standard DLP operations is the TEST IDENTIFY
operation which returns the DLP type and the DLP’'s strapped
ID.

The DLPs that are currently supported on the B7900 are:

DANOTNOOOUNIOCTEIREERSISBITELEWWOWWOWWW
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1 1 50 1
2 2
3 3
4 4
5 DLP Per ipheral 5
s --- __ mm=———-—== 5
7 CR1 Card Reader 7
8 HC2 ISC Host Control 2
9 HT 1 (Host Transfer) 206,3207,659,677 Disk Pack £]
10 MT 1 Mag Tape: PE

11 MT2 Mag Tape: PE/GCR 11
12 MT 3 Mag Tape: NRZ 12
13 OoDTH Operator Display Terminal 13
14 LSP1 Datacom Line Support: Sub-broadband 14]
15 TP2 Buffered Printer: 1200/2000 LPM 19
16 NSP3 Datacom NSP: Blocked 19
17 17
18 18
19 19
RO 20
21 There can currently be up to eight DLPs in a base although 21
2 2] there are 16 T"addresses" reserved. A DLP’s "address" is 12 2]
23 determined from jumpers on the DLP’s logic cards and is also 23
24 its Maintenance Address. 2 4]
25 25
26 DLP address assignment affects hardware priority algorithms: 26
2 7] For proper operation of the system, these algorithms must be 127
28 understood and the DLP addresses assigned accordingly. 28
2N 29
RG Within each Base, concurrent reguests by multiple DLPs are e
531 arbitrated by the Base Control Card based on the Base Module 31
32 Priority of the DLPs. The Base Module Priority of a DLP is 32]
33 determined directly by its address; the DLP with address 7 has 33
34 a Base Module Priority of 7, which is the highest possible 34
35 priority. When presented with multiple DLP requests, the Base I35
36 Control Card selects the DLP with the highest Base Module 36
37] Priority. 37)
38 38
39 39
40 DEVICE NAMING 40
L e e ) 4.1
4 ) 42
4 3 The B7900 will have its 1I/0 configuration described in a 4 3}
A4 Peripheral Configuration Diagram (PCD). The PCD is the B7900 4
45 equivalent of the B7700/B7800 Unitcards and contains 4
|46 descriptions of all devices and conhections in the peripheral 4
47| subsystem. In the PCD all devices (including units, DLPs, 4
48] LEMs, Bases and MLI Ports) are assigned arbitrary numbers, 4
49 called Device Numbers, which will be used when referring to a 4
50 device. The PCD also contains the information necessary to I5
5 1 determine the paths to the device to be used in performing I/0 5 1
5 2] operations. . 5
53 5
54 The B7900 supports larger device numbers than previous 3]
55 systems, which supported eight-bit device numbers. Device 5
50 numbers for the B7900 are currently 15-bit numbers (or between 5
57 i and 32767). Although devices may be numbered between 1 and 5
58 32767, only 255 peripherals, NSPs and LSPs may be in a B7300 5
59 5
50 6
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partition at one time. The B6800, B5900/B690C and B7700/B7800
systems are still restricted to eight-bit device numbers
(between 1 and 255).

Q.00 ~3 O U1 & )N

The device number for an NSP or LSP must be an integer from {1
to 255. This device number must match the NDLII program. An

[T+ IS ) B3 1 I QA G R

NSP can control up to 8 LSPs at any time.

The device number for an HC must be an integer from 1 to 255

if BNA is to be used.

The B7900 MCP will use the PCD to determine the paths to a

device and will attempt to verify the information in the PCD
before using a device.

AMP DEVICE NAMING

The B7900 AMP, which is a modified B5900, uses the B5900
device naming rules. B5300 systems use the strapped ids in

the I/0 subsystem components in order to identify or name the
peripheral units controlled by them. Currently the MCP only
allows for eight-bit device numbers for the B590Q. If a BDLP

can have only one unit attached to it, the Tower eight bits of
that unit’s number are the same as the DLP’s strapped ID. If
there can be more than one wunit controlled by a DLP, the

unit’s number is the DLP’s strapped ID plus the unit’s address
relative to the DLP.

Peripherals not qualified on the B5300 are not supported on
the AMP.

I/0 RECONFIGURATIGN

Online 1I/0 reconfiguration on the B7900 has similar
capabilities to the B7800. Many of +the functions are

identical, in syntax and semantics. Because of the difference
in the hardware components, though, there are some differences
in syntax and functionality, and there are several new and

unique functions.

B7900 peripheral reconfiguration (FREE, ACQUIRE, RY, SV, UR,

UR-, MOVE, REPLACE and CL) is identical to B7800 peripheral
reconfiguration with two exceptions. The first is that the RY
command with path selection to append devices and the SV (-)

command to remove them are not supported. These functions can
be accomplished by loading a new Peripheral Configuration
Diagram (PCD). The second is that the syntax of the LH {(Load

Host) command (to load a controlware file to a disk pack drive
controller) is slightly different. The DLP device number is
used to specify the path instead of CH <#> IOM <#>.

OO OOOOIOTOTE R R ERRE RREREROOOOWWOOWOOWORNIONNRORNNNBIONONN a4 a o
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2 ”

3 3

4 There are two B7900 I/0 reconfiguration capabilities which are 4

5 functionally similar to B7800 capabilities. FREE/ACQUIRE IOP 5

§ (IOP is used to refer to an HDU in the B7900 I/0 ODT commands) 5

7 corresponds to FREE/ACQUIRE IOM. UR DLP <dlp device number> 7

g is similar to UR CH <#> I0OM <#>. 31

9 2]

10 The unique B7900 1I/0 reconfiguration capabilities include 10
11 FREE/ACQUIRE DLP, UR/UR- MLI, UR/UR- BASE, UR/UR- BASE MAINT 11
12] and UR/UR- DLP MAINT. 12
13 13
14 DLPs are not shareable between partitions and, therefore, must 14
15 only be ACQUIREd by one partition at any time (FREE/ACQUIRE 15
16 DLP). DLPs may be reserved 1in order to perform on-line 19
17 maintenance or to suspend operations to the DLP via UR/UR- 17
18 DLP. Off-line maintenance via the I/0 Maintenance Test -Bus 18
19 can be performed using UR/UR- DLP MAINT. 19
20 20
21 Bases are shared by all B7900 partitions to which they are 21
22 connected. Bases may be reserved in order to suspend 22
23 operations through the Base or reserved for off-1ine 23
2 4 maintenance. 2 4]
25 25
2 6] MLIs are implicitly ACQUIREd with the HDUs to which they are 26
2 7] connected. They may be reserved in .order to suspend 27}
28] operations through a particuiar MLI. 28]
29 29
30 30
3 1 I1/0 UNIT/DLP/MLI LOAD BALANCING 31
(3 2] B et e 32
33 33
34 Each Base typically has multiple Distribution Cards and, thus, 34
35 there are typically multiple paths into each Base. Each of 35
36 these paths is conhected directly to an MLI or fans out from 36
137 an MLI via a LEM. Between a running partition and a 37|
138 particular Base, there is at any given time a set of viable 38
39 MLIS. This set of MLIs is relatively static; it can change 39
uie only when HDUs are FREEd/ACQUIREd or MLIs are 40
41 URed/UR-ed/BROKEN. The MCP automatically attempts to evenly 41
i distribute I/0 traffic over all viable MLIs. The balancing 424
43 algorithm 1is always active and does not require operator 43
4.4 action. 44
45 45
16 Pack and tape units (which can be connected to an exchange) 46
47| may be accessible by more than one DLP. (Note: each DLP or 47
4 8] peripheral should be ACQUIREd in only one partition at a 48
49 time.) Between a running partition and a particular string of 49
50 exchanged units, there is at any given time a set of viable Sq
51 DLPs. This set of DLPs is relatively static; it can change 51
52 only when HDUs, MLIs, Bases, or DLPs are reconfigured or 52
53 marked BROKEN. The MCP automatically attempts to evenly 53
54 distribute I/0 traffic over all viable DLPs. The balancing 5
55 algorithm 1is always active and does not require operator 5
5 6] action. 3]
57 5
58 System Option 39 (PATHBALANCING) has no effect on B7000 3]
59 5
60 3
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Systems, including B7900 S