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PREFACE

Purpose

The BiiN™/OS Guide shows you how to use the services provided by the BiiN™ operating
system. U

Audience

This manual is intended for both applications programmers and systems programmers. Such
programmers use the OS to create:

e Object-oriented applications that provide data protection, data integrity, program
modularity, and extensibility

e Applications that manage record-structured files

e Interactive applications that use windows, menus, commands, messages, and forms
o Concurrent applications using multiple processes, including real-time applications
o Distributed applications that provide services at multiple nodes in a network

o New device drivers.

Organization

Preface

The BiiN™/0S Guide is divided into eleven major parts:

I Introduction  Introduces the OS and how to make system calls.

II. Support Services
Fundamental services for message handling, text and string handling, using
system objects, and transaction processing.

HI. Directory Services
Hierarchical directories, lists of directories, user IDs, and authority lists.

IV. /O Services Standard I/O access methods and I/O devices.

V. Human Interface Services _
Programming interactions with the user: command input, menus, forms,
and reports.

VI. Program Services
Concurrent programming and scheduling.

VII. Type Manager Services
Creating new services using new object types.

VIII. Distribution Services
Creating services that exist at multiple nodes in a network and that com-
municate to provide distributed services.

iii
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IX. Device Services .
Creating device managers and device drivers.
BRS S
X. Appendixes  Complete listings of examples excerpted in this manual, and a Glossary of

terms used in this mianual.
Index e
The chapters in each part describe major programming areas such as "Using Basic I/O" or
"Building Concurrent Programs.” A chapter may contain basic concepts about the program-
ming area, specific programming:techriques, or both. Many techniques are illustrated with
excerpts from BiiN™ Ada examples listed in Appendix X-A.

LTI S B

Related Publications

This manual does not provide detailed reference information for system calls. For descriptions
of system calls, see the BiiN"/OS Reference Manual. All OS programmers should also see the
"Files, Modules, and Views" appendix in the BiiN"/OS Reference Manual for important infor-
mation regarding finding OS files and compiling and linking programs that use the OS.

The following manuals may be of use to you while programming with the OS:

BiiN™ Systems Overview
High-level description of BiiN™ systems.

Getting Started with BiiN™ Systems
How to log in, basic interactive commands, and how to set up your en-
vironment.

BiiN™ Systems Programmer’s Guide .
Languages and tools used to program in the BiiN™ environment, and some
application examples.

BiiN™ Ada User’ s Guide
User’s guide for the BiiN™ Ada programming language.

BiiN™ Ada Language Reference Manual
Language reference for the BiiN™ Ada programming language.

BiiN™ C Programming Manual
Programmer’s manual for the BiiN™ C programming language. This
manual includes a chapter on using the OS from C programs.

BiiN™/0S Reference Manual
Package descriptions for using the OS.

Notation

iv

glossary term Terms being defined or used for the first time are in italic font, and can be
found in the Glossary.

Package_ Name BiiN™ Ada reserved words and OS package and call names are in
typewriter font.

The following abbreviations are used throughout this manual:

K 210 = 1,024, For example, 1K bytes equals 1,024 bytes.

Preface



Preface

M
G
AD

SRO

TDO

GDP

PRELIMINARY

220 = 1,048,576. For example, 1M bytes equals 1,048,576 bytes.
230 = 1,073,741, 824 “For example, 1G bytes equals 1,073,741,824 bytes.

Access Descnptm;, a system object pointer. An AD references a system
object.

Storage Resource Object, which defines memory storage available for a
job or node.

Type Definition Object, which defines an object’s type. Each object .
references the TDO forits type.

General Data Processbr, a central processing unit in a BiiN™ node.

In examples of BiiN™ commands, the user’s input is and the system’s prompts and

responses are not. For example:

clex-> |cg hello.c

clex—> [link hello.obj :output=hello|

clex->

Hello, world!
clex—>

name ;.=

name
name
a-z

A/B
[A]
A..

(A)

‘This manual uses the following notation to describe syntax:

syntax-exp

A syntactic equation, indicating that the word on the left side symbolizes
the expression on the right side.

Words in italic font are names for other expressions. A name containing
hyphens, such as basic-type-specifier, should be considered a single word.

Words and symbols in t ypewriter font are literal characters and
character strings.

Specifies any single character >= g and <= z in the ASCII collating se-
quence.

OR: Specifies a string that matches A or a string that matches B.
Brackets surround an optional syntactic element.

Ellipses indicate that one or more elements can be used.
Parentheses group items to specify an order of evaluation.

An example of syntax notation:

appetizer ::=
[ soup-type ] soup /
vegetable almondine /
chips/[& salsa]

soup-type ::=
meat noodle/
cream of vegetable

meat ::=
chicken/beef

vegetable ::=
potato/cauliflower /broccoli
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The following strings are valid appetizers, according to the above syntax:

chicken noodle soup
cream of broccoli soup
broccoli almondine
chips
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Part |

Introduction

This part of the BiiN""/OS Guide provides important concepts and basic programming tech-
niques that are used throughout the system and throughout this manual. You should read these
chapters before reading any subsequent chapters in this guide.

The chapters in this part are:

Concepts Provides an overview of the OS.

Services Areas and Services
Describes the organization of OS packages into service areas and services.

Ada Programming Techniques
Contains common Ada programming techniques used with system calls.
(A future release will add a chapter to describe C programming techniques
used with system calls.)

Part I Overview
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This chapter provides an overview of the BiiN™ operating system (OS) for BiiN™ computers.
It discusses:

e The functionality of the BiiN™ OS relative to other well-known operating systems such as
VAX/VMS and UNIX systems

e The object-oriented architecture of the BiiN™ OS.

The BiiN™ OS is accessed using System Services. These services provide a variety of opera-
tions.

I-1.1 BiiN™ OS Functionality

The OS is made up of logical groups of BiiN™ Ada packages. Each package contains system
calls to the BiiN™ OS. These services support and protect applications. These applications

can be:

multiprocessing  Providing a common queue of processes for execution by one of many
CPUs

Sfault tolerant Giving nearly continuous service that protects against accidental or mali-

cious destruction of information

transaction processing
Ensuring the integrity of system and application disk storage

distributed Supporting location-independent processing, local area networks, circuit
switched networks, and public packet switched networks.

In addition, there are several other important features and functions discussed in this chapter.

I-1.2 Transparent Multiprocessing with Multiple Processors

A single BiiN™ node can have multiple processors that share a common addressable memory.
Also, multiple computing nodes can be connected into a single distributed system that shares
data and resources between nodes. See Figure I-1-1.

1-1-2 Concepts
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NODE 1
NODE 2
crul lcpul |cru /
l ]
|
SHARED SHARED
MEMORY DEVICES
NODE 3 NODE 4
NODE 5
NODE 6/

Figure I-1-1. Networked, Distributed, Multiprocessing Nodes

With the strategy employed by other systems, it’s difficult for different processes to share

memory (in particular, program variables).

e There’s no CPU support to efficiently synchronize access to shared data from multiple

processes.

e There aren’t primitives to help a scheduler make the right scheduling decisions. The
scheduler doesn’t know when processes are working on the same task and should be

scheduled together.

The BiiN™ OS supports the CPU with low-level primitives that handle multiprocessing. Un-
like most computer systems on the market today, BiiN™ systems have been designed—from
the VLSI-component level to the OS level—to support multiple processors.

Figure I-1-2 shows how the dispatcher handles multiprocessing.
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Figure I-1-2. How the Dispatcher Handles Multiprocessing

® A single processor is self-dispatching at a dispatching port.

¢ Synchronization and communications use high-level instructions:
— semaphore instructions,
— communication port instructions, and
— adispatching port instruction.

e The multiprocessing is transparent to users.

® Low-level scheduling (dispatching of processes) is performed by the CPU, with no direct
OS intervention. All CPUs share a common queue of processes, and the work load is
evenly shared among all CPUs.

® The CPU provides synchronization instructions. A synchronization CPU instruction can
suspend a process while allowing other processes to run. This is done without OS inter-
vention. Synchronization instructions such as semaphore locking and unlocking that
suspend and release a process are much less cycle-intensive than test-and-set instructions
that keep chewing up cycles.

e Computations are done as jobs. Initially, a job has one process. Your program can create
more processes in the same job. All processes in the same job can share the same address
space (for example, the same global program variables). The OS scheduler schedules jobs
rather than processes; it schedules jobs into and out of the dispatching mix based on exter-
nal priorities and resource constraints. It is quite possible for all the processes of a single
job to be simultaneously executing—each on a different processor.

I-14 Concepts
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I-1.3 Fault-Tolerant Computing

Concepts

In existing computer systems, protection mechanisms are very limited and have changed little
in the last 20 years. If any application or service makes an addressing error, it can overwrite or
otherwise corrupt data (or code) in many other parts of the system. Finding an error is difficult
because almost any application or service could have caused the error, not just the module that
detects the error. Because errors are not confined to one module or data structure, system
reliability is limited, and the system becomes less reliable as its software becomes more com-
plex.

The BiiN™ OS detects errors at their source (or, at minimum, nearby) and limits the damage
that any one program can cause. The hardware and the OS software work together to make
addressing violations impossible; no service can access code or data outside its protected ad-
dress space.

The non-stop, fault-tolerant engineering of the BiiN™ OS relies on the concept of a
confinement area within which an error is contained at the time of detection and repair. If a
bug is detected, then the damage is known to be confined to the address space accessible to
that program.

The BiiN™ OS supports hardware fault tolerance. The BiiN™ Series 20/40 Hardware System
Description and the BiiN™ Series 60/80 Hardware System Description describe hardware fault
tolerance.

OS support for hardware fault tolerance includes:

® You (or your system administrator) can choose a level of hardware fault tolerance for your
particular system configuration.

® You can monitor hardware operations for potential failures.

® You can configure redundant hardware to step in, for example, if a board fails. The
hardware-controlled "stepping in" occurs without interrupting your normal servicing.

Your system administrator determines policy. For example, if a board goes out and the system
recovers, decisions are required:

¢ Should the system maintain the same level of fault tolerance and run with fewer proces-
sors?

¢ Or, should the level of fault tolerance be set lower so that checking occurs without recovery
and all processors continue functioning?

The BiiN™ OS lets you control the outcome of these decisions. It also supports fault tolerance
by providing built-in redundancy. Figure I-1-3 shows how the BiiN™ OS aids fault tolerance.

I-1-5
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Figure I-1-3. How the BiiN™ OS Aids Fault Tolerance

o Volume sets can be mirrored. If a file exists on a mirrored volume set, the file exists on

two disks.

— If one disk or I/O controller goes down, the data on a mirrored volume set remains

accessible.

— Mirroring can be re-established (online and transparent to applications using the disk) if

the bad disk comes back up.

e Files and directories can be logged. Everything that happens to the file or directory can be
written to alog. After a disk crash, the file or directory can be restored from a previously
saved back-up copy. Once restored, the file can be rolled forward to a specific date/time

based on log entries.

® [Incomplete transactions are undone. If a system crash occurs before a transaction is com-
pleted, all effects of the transaction are automatically undone. (See the next section for

more on transactions.)

Concepts
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Communication is automatically rerouted. The nodes in a multi-node system can be con-
nected with redundant connections controlled by separate I/O controllers. If a connection is
lost, communication gets rerouted.

I-1.4 Transaction Processing and DBMS Support

Transactions are a familiar concept to most mainframe DBMS users. Basically, transactions
group file writes so that either all occur at once, or none occur at all.

Concepts

Although transactions are primarily used to protect data in files, the BiiN™ OS extends the
concept of transactions to include directories and other resources managed by non-filing ser-
vices.

Most conventional systems build transactions into a database layer:

To use transactions, programmers are forced to learn a DBMS. Existing files and programs
must be converted to DBMS formats. This is acceptable for programmers who are familiar
with query languages such as SQL. It’s not, however, always the best solution for
programmers who want quick record access using the existing files of their ported applica-
tions.

Because conventional OS filing does not provide the right structures for database systems,
transactions build into a database layer can be hard to implement. DBMS software must
build file structures (for example, a file cache on top of virtual memory) using the primi-
tives supplied by the OS. This is inefficient.

Transactions and other DBMS filing functions are built into the BiiN™ OS. The BiiN™ filing
service offers:

UNIX-style byte stream files and special BiiN™ record files

hashed or b-tree indexes for record files

sequential, relative, clustered, hashed, and unordered file organizations
one or more key values (of multiple data types) for an index key

support for null values

true variable-length records and true variable-length fields within a record

integration with the BiiN™ Data Definition Facility (known in other systems as a data
dictionary facility).

record-level locking integrated with transaction-support

different levels of consistency including level 3 as defined by IBM SYSTEMR.
sorting and merging large collections of records

database joins, projects, and selects

logging, integrated with backup/restore, so that a file can be backed up and later rolled
forward from a log.

A major performance advantage of the BiiN" file service is file buffering that uses a file cache
in a special RAM-based stable store. Several configurations are available. For example:

A configuration that is fully duplicated, ECC protected (with spare-bit), battery-backed-up,
with each component powered by separate power supplies and separate batteries

I-1-7
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A configuration that is accessible from two busses (in case one bus goes down).

Because of the reliability of the stable store, writes to disks may be delayed indefinitely. Com-
pleting a transaction or closing a file may not cause a disk write.

I-1.5 Computing in a Distributed Environment

When large timesharing machines in the 1970s were shared by many users, data and file shar-
ing was easy. However, CPU cycles were hard to come by.

Today anyone can have a PC, workstation, or other node in a small local area network attached
to a mainframe or mini. CPU cycles may be plentiful, but program and data sharing between
nodes is complicated, often requiring communications, file transfers, and remote file access.
This is tricky to do without a knowledge of file naming conventions and network protocols.

The BiiN™ OS protects users from the complexity of inter-node communication between ser-
vices. For example, you can type a command at your home node and simultaneously run
programs at other machines that are accessing files from still other machines. The combined
file space of all nodes looks like a single file space.

e When a program runs, it sees the same current directory and home directory regardless of

the node it runs on.

There is no special naming for remote files. A file stored in your directory with the name
suppliers might be on any node on a distributed system. The program that accesses the
file (regardless of the node the program executes on) sees the same interface to the OS file
service.

You control where your program is run, but your system administrator controls which
nodes you can run on, and the quality-of-service you’ll get on each of these nodes.

You can control the location of your files (and other programming resources) and find out
where files needed by your program are located. For a program with lots of I/O, it is often
more efficient to run the program on the same node as the data, rather than bring the data to
the node running the program.

I-1.6 Support for UNIX and ISO Standards

The BiiN™ OS supports many industry standards, including:

I-1-8

System V Interface Definition for UNIX systems

Communication Protocols:

ISO Transport Class 4
- ISOFTAM

- X.25

- HDLC

LAN 802.3

|

IEEE Floating Point
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These standards allow you to easily integrate your existing hardware and software into BiiN™
systems. Since UNIX System V-compatible calls are supported, you can port your existing
UNIX applications easily.

I-1.7 Services for High-Function Applications

Concepts

Many systems provide two address spaces within a process—one for an application and one for
the OS. Filing, program execution, and other supervisory routines reside in a monolithic ker-
nel. This is known as the two-space view.

As applications increase in function, they are becoming more complex. To build these high-
function applications, supporting services such as database, forms, and communications are
required. The dilemma faced by traditional two-space operating systems is how to fit these
supporting services to the OS.

There are three approaches to adding a service to a two-space operating system:

® Put the supporting service in the address space of the OS. The result? The OS increases in
size and complexity. The introduction of a new service (from which the rest of the OS
can’t be protected) results in lower OS reliability, and therefore reduced system reliability.
Typically, this is how communications is implemented.

® Put the supporting service in the address space of the application. This is often impossible
because the supporting service needs to access data and operations that the application isn’t
allowed to access. It becomes difficult to track down errors: an apparent malfunction in a
supporting service could be caused by a bug in the supporting service or the application
program. The bug might be as simple as using an uninitialized index variable to store into
an array.

® Put the supporting service in its own address space. This is the approach often taken by
mainframe DBMS software—it means putting the DBMS in its own process. The result?

— Invoking the supporting service from application programs can be awkward. Instead of
a simple call/return mechanism, costly inter-process communication must be used.

— Processing bottlenecks occur when different applications make requests at the same
time.

— There are problems in accounting, resource control, and protection. How does the re-
questing application get charged for its use of the service? How does the service know
the identity of the requestor? How does the service prevent one application from
swamping it with requests, at the expense of other applications?

In contrast, the BiiN™ solution gives each supporting service its own address space within a
process. This is known as the n-space view. Calls to a service are synchronously executed by
the user process itself. However, the data and operations of the called service are protected
from the caller by using a separate address space for the service.

Today’s high-function applications often need to use many supporting services. This demands
more than a simple 2-space view of the world. The BiiN™ OS provides a uniform call/return
mechanism that can be used by all services in the system—from supervisory routines to ap-
plications. Each service can have its own call stack, and can be used by the application the
same way you use an existing service (such as an OS filing service). This increases system
speed, reliability, and ease-of-use. Basically, the key to understanding the n-space view is
protection.

I-1-9
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‘A traditional "onion skin" view of the BiiN™ OS doesn’t convey how programs and data are

protected by the system. Each system service can have an invincible boundary of protection
built around the address space it occupies.

Compared to other operating systems:

e The BiiN™ OS is fast. Within a single process, each service can execute in its own address
space. A single call instruction takes care of switching address spaces. This form of call is
faster than most supervisor call instructions on other machines.

e The BiiN™ OS is reliable. Aninvoked service’s access to the caller’s address space is
limited to just the parameters passed by the caller. A service is protected from an applica-
tion, and an application is protected from a service. One service can invoke another service
using the same calling conventions.

e The BiiN™ OS is easy-to-use. A service executes in a user-invoked process. It does not
have to provide its own protection, resource control, and accounting mechanisms. With
less code, and fewer primitives to learn, you can concentrate on the service’s operations.

I-1.8 Transparent Resource Management for Easy

Programming

Many operations of the BiiN™ OS are executed transparently using virtual memory and file
buffering (with a little help from hardware):

® You can invoke and run several programs simultaneously. Each program runs as a job and
can appear as a window on your terminal screen.

¢ Job scheduling, memory space allocation, and file buffer space are handled automatically.

For example, the total of all address spaces for a job might be 2 MB, but your job really only
needs 500 KB of primary memory to run. Here’s what happens:

e When a job accesses a page not present in primary memory, a fault (invisible to the job) is
generated and the page gets swapped in.

e When the hardware reports that a page in primary memory has not been recently accessed,
the page is swapped out if changed previously.

I-1.9 Getting Real Time Data

I-1-10

Suppose you need to monitor the movement of robot vehicles on the floor of a factory. You
need a way to sense their movement, perform computations, and tell them what to do next—in
real time. You don’t want a lot of memory and 1/O overhead to do this; the robots would be
crashing into each other because of the time delays.

The BiiN™ OS stays out of the way and lets the hardware do much of the work:

e As your program executes, -application-defined interrupt handlers are invoked without OS
intervention.

e Low-level scheduling and synchronization is handled by the CPU. |

e Low-level scheduling is priority-based with preemption.

Concepts
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Consider an interrupt procedure that gets invoked due to a signal from a robot vehicle. The
procedure might do some processing and then signal a semaphore to cause a suspended real-
time process to run. The OS just stays out of the way and lets the hardware do the work.

The BiiN™ OS supports real-time programming:

Your system administrator can define different real-time scheduling levels and grant access
to specific users/programs for a particular level.

— A real-time program can run at a high-priority level.

— The job remains in the dispatching mix (managed by hardware), and bypasses the OS
scheduler.

A real-time program can spawn multiple processes within the same job. Each process can
run at a different priority.

— Processes can communicate information using shared memory and can synchronize
using semaphores.

— The hardware also provides a message-passing mechanism (ports) that uses Send and
Receive instructions. Like semaphores, the port mechanism is integrated with
hardware dispatching.

A real-time job can run with its entire address space in primary memory (that is, in frozen,
non-relocatable memory). When this occurs, the job will not encounter any virtual memory
faults.

Real-time data collection programs can quickly stream large amounts of data to and from
disk, with minimal disk head movement.

— The filing service lays out files contiguously on disk using extents.
— The file buffer management strategy is read-ahead and write-behind.
— Indexes and file records can be placed on different physical disks.

I-1.10 System Administration and the Clearinghouse

What is a "Clearinghouse?" Basically, it’s a location-server database that lets a system ad-
ministrator easily control and administer a network of nodes. The Clearinghouse maintains a
record of which objects and IDs are at which nodes.

Concepts

With most distributed computer systems, it’s difficult to administer networks that consist of
more than a handful of nodes:

To add a new node to a network, the system administrator has to modify configuration data
for all nodes.

Additional modifications are required if a node is moved from one local network to
another.

Often, a file name previously used to access a file on a node must be changed when the
node is relocated.

If a node goes down with a bad board, there is no way to easily move the node’s disk to
another node.

I-1-11
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To remedy this situation, the BiiN™ OS maintains a database of information about nodes,
users, volume sets, and distributed services—the Clearinghouse.

® The system administrator adds information using a Clearinghouse utility.
¢ The information is duplicated on a few key nodes, and is available to all nodes.
e When node 1 needs information about node 2, it asks the Clearinghouse.

¢ The system administrator can select which nodes have Clearinghouse data, and which por-
tion of the total Clearinghouse database they contain.

Suppose, for example, that node 1 contains a volume set (a logical disk). Your system ad-
ministrator can move the volume set from node 1 to node 2 (perhaps on a different local
network) by changing the I/O configurations of nodes 1 and 2. This does not affect users and
programs that previously accessed files on the volume set. All file names remain the same, and
appear as if they are on your home node.

I-1.11 BiiN™ OS Architecture

I-1-12

System Services consist of several distinct service areas such as I/O Services. These service
areas consist of one or more system services such as the filing service. Each service controls a
certain part of the system, and all services interact.

Figure 1I-1-4 illustrates the relationship between services, packages, and calls.

SERVICE
AREA SERVICE PACKAGE CALL

PRI
O

{1

BiiN /0S <

A

A

EXAMPLE: A 1/0 Services
O filing service
] File_Admin
— Create_file

Figure I-1-4. The OS Interface is Made up of Services, Packages, and Calls
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I-1.12 Some Basics

Concepts

Each service executes in its own address space. This space is broken up into individual
protected segments of memory called objects. One way to think of this decomposition is to
imagine a box of building blocks. The blocks—triangles, squares, rectangles, and so
forth—can be combined to form different structures such as bridges and houses.

One structure (for example, a bridge) is independent from another structure (for example, a
house), yet all structures are composed of the same basic blocks. In this analogy the dif-
ferently shaped blocks are objects, and the structures correspond to services. All blocks of the
same shape have the same characteristics. Similarly, every object has a "type", and all objects
of the same type have the same characteristics.

An object is sometimes referred to as a system object to distinguish it from a BiiN™ Ada object.
(A BiiN™ Ada object is a variable or construct—see the BiiN™ Ada Language Reference
Manual.) However, when you see the term object used in this manual, it refers to system
object unless otherwise specified.

Think of an object as a resource managed by a service. For example, a file is represented as an
object of type "file" that is managed by the filing service. Each individual service controls
access to its objects.

Existing operating systems provide two mechanisms to name files, I/O channels, users,
processes, and nodes (that is, their "objects"):

names Symbolic names that you assign to objects, and
identifiers Binary digits that provide an efficient means for a program to identify an
object.

Each "object" in existing systems usually can be referenced by an identifier. In general, the
format for identifiers of each object type is different—an I/O channel identifier has a different
format than a user identifier. The mapping of names to identifiers is also different for each
object type.

In contrast, the BiiN™ OS supports one form of identifier (actually in hardware) for its objects.
This allows identifiers for different object types to be distinguished. It also permits universal
name mapping.

BiiN™ OS identifiers serve several functions:

e They contain the addresses of the objects they correspond to (that is, they function as
conventional pointers).

e They specify the rights of the calling program to use the objects managed by a service.
e They can be used to find out the type of object they reference.

This manual uses the term access descriptor or AD to refer to the object used by the BiiN™ OS.
Figure I-1-5 shows how ADs specify the calls you are allowed to make.
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A caller with my_AD can Open, Create, Rename, or Delete.

Type Rights P -——
7
111 / .
my_AD /Open, The ‘naming
L Create, service is
List Rights On Rename, ]ng mgnoger
——Store Rights On Delete directory
Control Rights On { object.
\
directory object \
> \
\, Package
-~ -

— —

FILING SERVICES

your _AD 001

I— List Rights On
l— Store Rights Off
Control Rights Off

A caller with your_AD can only Open the directory.

Figure I-1-5. ADs Provide Access and Protection to Services

The caller withmy_AD can make the calls Open, Create, Rename, and Delete. The
directory service processes those calls. The identifier my_AD controls the caller’s access.
Similarly, the caller with your_AD can only Open the directory (for reading).

I-1.12.0.1 What Is A System Object?

A system object is a protected segment of memory.

A system object is distinct from a BiiN™ Ada object (an entity that contains a value of a certain

‘type). Whenever you see the unqualified use of the term object in this manual, it means system
object.

There are many types of objects, including file, directory, and pipe objects. Each type of
object can have multiple instances (for example, there might be several instances of an object
of type "pipe” in memory at any particular moment).
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1-1.12.0.2 How Are System Objects Protected?

System objects are protected from unauthorized reference. Access to an object is restricted to
software with a "need to know" about the object. Access can be controlled at the level of
individual data structures and procedures through the use of an AD. Each call requires the use
of one or more ADs.

Each memory word has a tag to indicate whether or not it is an AD. ADs can only be manipu-
lated in controlled ways and with special instructions, all designed to make accidental or mali-
cious violations of the object protection mechanism impossible.

ADs are also protected pointers to data structures and correspond to the pointer values sup-
ported by some programming languages. For example, a BiiN™ Ada access value can be
represented as an AD. ADs are also synonymous with the protected pointers called
capabilities provided by some object-oriented computer architectures.

There can be multiple ADs for an object, and different ADs can grant different access rights.
There are two classes of access rights:

type rights There are three type rights. Each right corresponds to a set of operations
that manipulate an object. The type rights used by the operating system
are usually mapped to use, modify, or control. A caller can have any com-
bination of the three type rights.

rep rights There are two representation ("rep") rights. They are used to control ac-
cess to the contents of an object (using CPU instructions directly). These
are only important to you if you’re creating your own service. See "Type
Manager Services."

An understanding of type rights is helpful for most OS programming. Figure I-1-6 shows an
AD with type rights.
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Access Descriptor
TITLT

Use
Modify Type Rights

Control

Object

Figure I-1-6. An AD Showing Type Rights

Type rights are:

use Required to retrieve information from an object, without changing it. Cor-
respond to a set of operations provided by the service that manages the
object.

modify Required to modify an object, without destroying it or changing its basic
nature. Correspond to a set of operations provided by the service that
manages the object. When compared with use rights, modify rights give a
user additional operations to manipulate the object.

control Required to destroy or restructure an object.

Different services sometimes map their rights to variant names. For example, use
rights—needed to read a file—in the filing service corresponds to the same level of access as
list rights—needed to list the contents of a directory—in the directory service.

Two programs can have ADs for a shared object, with one having only use rights and the other
having only modify rights. An AD can also be null, indicating that it references no object. For
example, objects can be linked together in a list, with each object containing an AD that
references the next list element. The last object in the list would contain a null AD in the link
field, indicating that there are no more list elements.

ADs can be freely copied. It is normal to pass a copy of an AD to a called subprogram to
specify an object as a parameter. The rights on an AD are often restricted when it is copied:
some rights are removed from the copy, leaving only those rights needed by the subprogram
that receives the copy.

Concepts
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Adding rights to an AD is called amplifying those rights. Only the service that manages the
object is allowed to amplify its rights. See "Type Manager Services" for details.
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This chapter briefly describes the OS as a collection of services and service areas. A service is
simply a logical collection of packages. A service area is alogical collection of services.
Services and service areas define a logical organization of the OS, for documentation and
learning purposes. '

Often, a service manages one or more closely related object types. For example, the naming
service manages directories, open directories, name spaces, open name spaces, and symbolic
links.

Packages listed in this chapter can be found in the BiiN™/OS Reference Manual.

I-2.1 Service Areas

There are eight service areas:

Support Services Often-used basic services, including system definitions, utility packages,
object management, transactions, and messages.

Directory Services Manages directories, directory lists (name spaces), symbolic links, and the
authority lists and IDs used to protect directory entries.

1/O Services Provides byte-stream, record, and character display I/O. Manages files,
character terminals, character terminal windows, printers, spool queues,
~ and other I/O devices.

Human Interface Services
Provides commands, forms, and reports used to interact with users.

Program Services Provides various program execution services including concurrent pro-
gramming, scheduling, timing, resource control and accounting, and
program monitoring.

Type Manager Services
Provides special OS interfaces for trusted type managers, including access
to global memory and participation in system configuration.

Distribution Services
Provides services used to build distributed applications that execute trans-

parently in a distributed BiiN™" system.
Device Services  Provides services used to build new device drivers and device managers.

I-2.2 Support Services

Support Services contains:

utility service
object service
transaction service
message service.

I-2.2.1 Utility Service
Manages system definitions, text strings, and long integers.

Long Integer Defs
Defines types and calls for 64-bit long integers.
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Machine_Code_Insertion
Provides useful operations that map to inline CPU instructions.

String_List_ Mgt
Provides operations on string lists.

System Provides implementation-defined (as opposed to Ada-defined) types and
constants.

System Defs Provides common definitions used throughout the OS.

System_Exceptions
Defines common exceptions.

Text_Mgt Provides operations on text records.

1-2.2.2 Object Service

Manages objects, access to objects, and storage of objects.

Access_Mgt Interface for checking or changing rights in access descriptors.

Attribute Mgt
Provides a way to define general-purpose operations supported by multiple
object types or objects, with different type-specific or object-specific im-
plementations.

Object Mgt Provides basic calls for object allocation, typing, and storage management.
Defines access rights in ADs.

Passive_Store Mgt
Provides a distributed object filing system.

1-2.2.3 Transaction Service

Manages transactions.

Transaction_Mgt

Provides transactions used to group a series of related changes to objects
so that either all the changes succeed or all are rolled back.

1-2.2.4 Message Service

1-2-4

Manages system and application errors and messages.

History_ Services
Contains calls for using a job’s history log files. See also the built-in ‘¢
.history log’’ commands, and the : :history control option, in the
Command Language Executive Guide.

Incident_Defs
Defines incident and message types.

Message_ Adm Manages message files used by Message Services.

Message_ Services
Provides calls to write messages from message files, message stacks, or
message blocks.
Message_ Stack Mgt
Manages a process’s message stack.
Msg Object_Defs
Defines the four message objects used by the operating system.

Service Areas and Services
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System Error_ Recording
Provides calls to record errors in a system log file.

I-2.3 Directory Services

Directory Services contains:

naming service
protection service.

1-2.3.1 Naming Service
Manages directories, lists of directories, and symbolic links.

Directory Mgt
Manages directories and directory entries.

Name_Space_Mgt
Provides calls to manage name spaces (lists of directories).

Symbolic_Link Mgt
Provides calls to create, list, and identify symbolic links.

[-2.3.2 Protection Service
Manages authority lists, IDs, and user profiles.

Authority List_Mgt
Provides calls to manage authority lists and to evaluate a caller’s access
rights to objects protected by authority lists.

Identification_Admin
Provides calls to create and modify IDs, and to modify an ID’s user
profile.

Identification Mgt
Provides operations to manage IDs and ID lists.

User_ Mgt Provides calls to manage a user’s protection set and user profile.

I1-2.4 1/O Services

1/0O Services contains:

basic I/O service
character terminal service
print service

spool service

filing service

database support service
data definition service
volume set service
basic disk service

basic streamer service
null device service.

Service Areas and Services 1-2-5



OINDLAIVALIINAI I

I-2.4.1 Basic I/0O Service

Manages byte stream I/O, common I/O definitions, and byte stream files.
Byte_Stream AM

Provides device-independent I/O using streams of bytes.
Device_Defs Declares common I/O types, constants, and exceptions.
Simple File Admin

Manages stream files.

1-2.4.2 Character Terminal Service

Manages character terminals and character terminal windows.

Character_Display_ AM

Provides device-independent I/O to character display devices such as
printers, plotters, and windows on character and graphics terminals.

Character_Terminal Mgt
Manages character terminals.

Terminal_ Admin
Provides administrative operations for terminals.
Terminal Defs

Defines constants, types, and exceptions used by the terminal service
packages.

Terminal_Info
Manages terminfo entries.

Window_Services

Provides windows on character and graphics terminals, including pull-
down menus.

1-2.4.3 Print Service
Manages printers.
Printer Admin
Provides administrative operations for printers.
I-2.4.4 Spool Service
Manages spool queues.

Spool_Defs Declares types and constants used by spooling packages.
Spool_Device Mgt
Manages spool devices.

Spool_Queue Admin
Provides administrative calls for spool queues.

I-2.4.5 Filing Service
Manages files and records.

File_Admin Administers files.
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File_ Defs Provides declarations used for filing and indexing.
Record AM Provides device-independent record I/O.

1-2.4.6 Database Support Service
Provides advanced or trusted interfaces to support DBMSs (database management systems).

Join_Interface
Provides support for block joins of records from multiple indexed files or
record stream devices.

Record_Processing_Support
Provides specialized support for processing collections of records.

Sort_Merge_ Interface
Sorts and merges records from one or more input devices into a single
ordered record stream.

Trusted Record Processing_Support
Provides specialized support for processing collections of records using
user-supplied routines.

I-2.4.7 Data Definition Service
Manages data definitions.

Data_Definition_ Mgt
Manages data definitions (DDefs). This interface is a symbol table for the
development of a DDef compiler.

DDF_Utility_ Support
Defines DDef properties used by services other than the data definition
service.

Field Access Provides buffer access to fields in records that reference data definitions
(DDefs).

[-2.4.8 Volume Set Service
Manages volume sets.

Volume_Set_Admin
Manages volume sets.

Volume Set Defs
Defines types, constants, and type-checking for volume sets and volume
set disks.

VSM_Disk_Admin
Provides administrative and information calls for volume set disks.

VSM Disk_ Support
Provides calls to initialize a volume set disk, verify the allocated space on
a disk, and remove a volume from a volume set disk.

I-2.4.9 Basic Disk Service

Manages basic disks.

Basic_Disk Mgt
Manages basic disks.
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1-2.4.10 Basic Streamer Service
Manages basic streamers, representing streaming tape drives.

Basic_Streamer Mgt
Manages basic streamer devices.

1-2.4.11 Null Device Service

Manages null devices, used as "bit buckets" that discard all output and provide an immediate
end-of-file for input.

Nuldev_Mgt Manages null devices. Null devices support byte stream I/O and record
I/0.

I-2.5 Human Interface Services

Human Interface Services contains:

command service
form service
report service.

1-2.5.1 Command Service

Supports application-defined commands and command sets, and manipulation of command
language variables and of command help texts.

CL_Defs Contains declarations used by the command service, for processing com-
mand language (CL) arguments and variables.

Command_Execution
Contains a procedural interface to command execution.

Command_Handler
Contains operations for reading and processing program commands and
arguments.

Environment Mgt
Contains operations to get, set, or remove local and global environment
variables.

Help_ Text Adm
Manages command and form help texts.
1-2.5.2 Form Service
Manages forms.

Form Defs Defines types and constants used by the Form_Handler package.
Form Handler Provides calls to process, control, and change forms.

I-2.5.3 Report Service
Manages reports.

Report_Handler
Provides calls for initializing and printing a report.
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I-2.6 Program Services

Program Services contains:

concurrent programming service
scheduling service

timing service

resource service

program building service
monitor service.

I-2.6.1 Concurrent Programming Service

Supports concurrent programs, programs with multiple processes or jobs executing together.

Event_Admin Provides Establish_event handler and Change event
state calls for administrative users, more powerful than the correspond-
ing calls in Event_Mgt.

Event_ Mgt Manages event clusters. Event clusters provide distributed communica-
tions and software interrupts for processes.

Job_Admin Provide a more powerful Invoke_job call for administrative users.

Job_Mgt Provides public operations on jobs.

Job_Types Declares types and type rights for jobs.

Pipe Mgt Manages pipes. A pipe is a one-way interprocess or interjob I/O channel.

Pipes support byte stream I/O and record I/O.

Process_Admin
Provides more powerful Spawn_process and Set_process__
globals calls for administrative users.

Process Mgt Provides public operations on processes.

Process_Mgt_ Types
Declares types and type rights for processes.

Semaphore Mgt '
Manages semaphores. Semaphores can be used to synchronize concurrent
access to shared data structures or resources.

Session_Admin
Provides administrative operations on sessions.

Session Mgt Provides public operations on sessions.

Session_Types
Declares types and type rights for sessions.

I-2.6.2 Scheduling Service
Manages scheduling of jobs and processes.

SSO_Admin Provides calls to create and modify Scheduling Service Objects (SSOs).

SSO_Types Defines job scheduling classes, Scheduling Service Objects (SSOs), and
SSO messages. Also provides a function to determine whether an AD
references an SSO.
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1-2.6.3 Timing Service
Manages system time, timed requests, time computations, and time format conversions.

Clock_Mgt Manages a node’s system clock.

Protection_Key_ Mgt
Manages protection keys.
Time_Zone_Map
Provides calls to map between time zones and time zone names.

Timed Requests_ Mgt
Supports the scheduling of timed requests at a node and provides access to
the node’s system clock.

Timing_Admin Provides calls for manipulating timed request queues and setting the local
time zone.

Timing Conversions
Provides calls for converting between numeric representations of time and
other representations, and for obtaining the local time zone.

Timing_String Conversions
Provides calls for converting between string representations of time and
other representations.

Timing Utilities
Provides calls to inquire about timed requests.

1-2.6.4 Resource Service
Supports resource control and accounting.

Resource_Mgt Provides distributed resource management.

Resource_ Mgt AM
Provides the type manager’s interface to resource management, including
the resource administration attribute.

Resource_Types
Defines constants and types used for resource management.

Resource_ Utilities
Implements resource accounting.

1-2.6.5 Program Building Service

Supports programs that build or manipulate programs, such as compilers, linkers, and debug-
gers.

Control Types
Defines a process’s arithmetic controls, process controls, and trace con-
trols.

Debug_Support
Supports the debugger by providing access to a process’s domain object,
static data object, instruction object, control stack, process controls, and
other structures.

Domain_Mgt Provides calls to check whether an AD references a domain object, an
instruction object, a static data object, or a stack object.
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Execution_Support
Supports the execution of executable objects.

Link_By Call Supports finding and calling an arbitrary subprogram at runtime. The sub-
program must be in an image module or view and be interdomain-callable.

Program Mgt Supports program invocation and the retrieval of program-related infor-
mation.

RTS_Support  Supports language-defined runtime systems (RTSs).

1-2.6.6 Monitor Service
Supports monitoring of program execution.

Monitor Defs Defines types used by Monitor Mgt.
Monitor_ Mgt  Manages monitors used to record information about program execution.

I-2.7 Type Manager Services

Type Manager Services contains:

TM object service

TM transaction service

TM concurrent programming service
configuration service

custom naming service

backup service.

1-2.7.1 TM Object Service

Provides object and memory operations for building advanced type managers.
Countable Object Mgt
Supports type managers of countable global objects.

Global_ SRO Defs
Provides access to the global SROs used to allocate global objects.

Lifetime_Control
Provides a trusted interface for creating and managing lifetime violations.

PSM _Trusted Attributes
Defines the passive store trusted attribute.

SRO_Mgt Provides memory management information and control of local garbage
collection for local storage resource objects (SROs).

Unsafe Object Mgt
Provides special object allocation and deallocation calls.

1-2.7.2 TM Transaction Service
Manages transactions within a type manager.

Local Transaction_Defs

Defines the per-object record used by instantiations of the Local
Transaction_Mgt generic package.

Local_Transaction Mgt
Provides transaction-oriented locking for type managers of local objects.
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TM_Transaction_Mgt
Supports global transaction-oriented type managers that customize their
participation in transactions. See Transaction_Mgt for a general
description of the transaction service.

1-2.7.3 TM Concurrent Programming Service
Provides concurrent programming support for advanced type managers.

Job_Resource_ Reclamation
Supports type managers that reclaim resources when a job is terminating.

Port Mgt Provides fast interprocess communication within a job.

Typemgr_Support
Supports masked type managers implementing blocking operations.

Unsafe_Port_ Mgt .
Provides unsafe deallocation for ports.

Unsafe_Semaphore_ Mgt
Provides unsafe deallocation for semaphores.

I-2.7.4 Configuration Service

Defines how type managers configure themselves during system initialization, or dynamically
reconfigure themselves at runtime.

Configuration
Provides operations for creating and modifying a system configuration.

I-2.7.5 Custom Naming Service
Supports custom directories and custom links.

Customized Name Mgt
Provides a call to retrieve the name mapper attribute and an .Ops inter-
face package for implementing customized name mappers.

Link Mgt Provides a call to return the link attribute ID.

Standalone_Directory_ Mgt
Provides the Create_standalone_directory call

1-2.7.6 Backup Service

Supports type managers that participate in backup, logging, restore, or rollforward operations.

Backup_Support
Defines the backup attribute that trusted type managers can implement to
support backup and recovery. This package is not implemented in this
release. Its specification is included to provide design information about
the backup service.

Trusted Log Mgt
Provides trusted type managers with calls for writing to the system logs.
This package is not implemented in this release. Its specification is in-
cluded to provide design information about the backup service.
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I1-2.7.7 Distribution Services

Distribution Services contain:

clearinghouse service
RPC service
transport service.

1-2.7.8 Clearinghouse Service

Manages the Clearinghouse, used to find network addresses, volume sets, and other infor-
mation in a distributed system.

CH_Admin Manages Clearinghouse administrators, and provides calls for ad-
ministrators to add and delete servers, organizations, domains, and en-
vironments.

CH_Client Manages Clearinghouse entries and entry properties.

CH_Support Provides calls to find out about the Clearinghouse structure, to modify
client key, and to check access to environments. Also provides calls to
administer an environment.

Node_ID Mapping
Provides calls for getting node ID and naming information,

1-2.7.9 RPC Service

Provides a remote procedure call (RPC) mechanism for communicating between instances of a
service at different nodes in a distributed system.
RPC_Admin Provides administrative RPC calls.

RPC_Call_Support
Provides functions for remote procedure calling.

RPC_Mgt Provides a remote procedure call (RPC) facility used to implement dis-
tributed services.

1-2.7.10 Transport Service
Provides network-independent communication between nodes.
Comm_Defs Contains common addressing and buffer definitions for the communication
services. See also TM_Comm_Defs and Subnet_Defs.
Datagram AM Provides service-independent datagram communications.
DG_Filter Mgt

Defines datagram 1/O filter functions. See also VC_Filter_ Mgt for vir-
tual circuit I/O filter functions.

Distributed_Service_ Admin

Provides calls for building universal distributed services.
Distributed Service_ Mgt

Provides features needed by distributed service implementers.
ISO_Adr Defs Defines ISO-specific NSAP, TSAP and TCP addresses, and several func-

tions for converting between Comm_Def's byte addresses and ISO ad-
dresses.

Service Areas and Services 1-2-13



PRELIMINARY

ISO_Config Defs ‘
Defines parameter records and incident codes for creating ISO transport
services, including direct and indirect subnetworks, and gateways. See
also the ISO_Adr_ Defs package.

ISO_TM Admin Provides operations to enable and disable communications tracing, and to
get ISO-specific status information.

TM_Comm_Defs Contains common definitions for transport services. See also the Comm__
Defs and Subnet_Defs packages.

VC_Filter Mgt
Defines virtual circuit I/O filter functions. See also DG_Filter_ Mgt for
datagram I/O filter functions.

Virtual Circuit_AM
Provides service-independent virtual circuit communications.

I-2.8 Device Services

Device Services contains:

device driver service

shared queue service

asynchronous communication service
mass storage service

SCSI service

subnet service

HDLC service

LAN service.

I-2.8.1 Device Driver Service
Provides interfaces used to build device drivers.

CP_IO_Defs Contains declarations used for communicating with Channel Processors
(CPs).

CP_Mgt This package defines the types used in communicating with a Channel
Processor (CP). This includes the format of various data structures used
by a Channel Processor. Furthermore, the Send_to_CP operation is
defined here. It forwards an I/O message to a Channel Processor for ser-
vice.

CP_Resources Defines the CP resources attribute.
DD_Support Supports directly-connected device drivers.

Handling Support
Provides calls to save and restore global registers.

Interrupt_Handling Support
Manages interrupt handlers.

IO Messages Defs
Defines the I/O messages mechanism interface.

IO_Messages_ Ops
Provides driver-independent 1/O message calls for device drivers.

Region_3_Support
Provides a call for installing macrocode in Region 3.
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1-2.8.2 Shared Queue Service
Supports device drivers using the shared queues mechanism for low-speed 1/0.

Cluster_Service
Manages cluster servers.

IO_Shared Queues
Defines the shared queues I/O mechanism.

1-2.8.3 Asynchronous Communication Service
Defines the OS asynchronous device driver.

Async_Defs Defines the asynchronous device class.

I-2.8.4 Mass Storage Service
Defines the OS interface to mass storage drivers (various SCSI devices and future IPI devices).

Bus_Independent_Disk_Defs
Defines disk command and reply codes that are independent of any par-
ticular I/O bus, such as SCSI or IPIL.

Bus_Independent_Streamer Defs
Defines command and reply codes for streaming tape drives that are inde-
pendent of any particular I/O bus, such as SCSI or IPI.

Bus_Independent_Tape_Defs
Defines command and reply codes for start/stop tape drives that are inde-
pendent of any particular I/O bus, such as SCSI or IP1.

Mass_Store_Reply Codes
Defines I/0 message reply classes and reply codes for mass storage
devices.

MS_Configuration_Defs
Defines I/O message command codes and reply codes used to configure
mass storage device.

1-2.8.5 SCSI Service
Defines the bus-specific interface to the SCSI bus.

CP_SCSI_Defs Defines CP resources and data structures used to communicate with an
SCSI mass storage 1/0 subsystem.

CP_SCSI_Mgt Defines type-checking calls for SCSI buses, controllers, and devices.

SCSI_Bus_Dependent_Defs
Defines bus-specific commands and replies for the SCSI (Small Computer
System Interface) I/O bus.

1-2.8.6 Subnet Service
Supports network-independent communication between nodes within a subnet.

Carrier_ Mgt Defines communication carriers and functions for manipulating carriers.
Communication carriers are used for carrying user data, protocol data, and
local control information.
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Subnet_CL_AM Defines connectionless (CL) subnetwork 1/O calls. For connection-
oriented subnet calls, see the Subnet_ CO_AM package.

Subnet_CO_AM Common interface to connection-oriented (CO) subnet I/O calls.

Subnet_Defs Contains definitions used by other subnetwork (subnet) communication
packages. See also the Comm _Defs and TM Comm_Defs packages.

Trace_Defs Contains types and definitions for tracing communications. Each com-
munications service provider defines the procedural interface for tracing its
own communications; for an example, see the ISO_TM Admin package.

Trace_Support
Manages tracing of network communications.

I1-2.8.7 HDLC Service

Defines the OS interface to the HDLC protocol.
HDLC_Mgt Manages HDLC subnetworks.

1-2.8.8 LAN Service

1-2-16

Defines the OS interface to Local Area Network protocols.
CSMA_CO_Defs Defines parameters and codes for the Intel 82588 Local Area Network
controller.

Ethernet_LAN Mgt
Manages Ethemet subnetworks.

IEEE8023 LAN Mgt
Manages IEEE 802.2/802.3 subnetworks.
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This chapter shows you common Ada programming techniques used with system calls. (A
future release of this manual will include a chapter on C programming techniques as well.)
You should read this chapter before reading any subsequent chapters in this manual, because
many examples throughout the manual depend on these concepts and techniques. h

I-3.1 Concepts

This section introduces several concepts that are prerequisites to understanding the program-
ming techniques presented.

1-3.1.1 Working with Pointers

Many system calls require or return pointers to objects managed by the OS. A pointer to an
object is called an access descriptor (AD) and contains rights bits that control access to the
object. An AD is defined for each OS object type. The AD is actually a BiiN™ Ada access
type. For example, an AD for a job is defined in Job_Types:

type job_AD is access job_object:

By convention, access types that consist of ADs to a particular type of system object are named
with the suffix AD.

Only the OS can access the internals, or representation, of objects managed by the OS. Your
application can only perform those operations allowed by the system calls defined for a par-
ticular object type.

Another type of pointer, besides an AD, is a virtual address. Some system calls require that the
caller supply the virtual address of a buffer or record to be used by the call. Such parameters
may have the type System. address. '

A virtual address represents an AD to an object and a 32-bit byte offset within the object. By
convention, access types or parameters that are virtual addresses are named with the suffix
_VA. Forexample, in the package Record_AM:
type operation_status_VA is
access operation_status_record;

—— Virtual address of an operation status record.
pragma access_kind(operation_status_VA, virtual);

I-3.1.2 Common Types in the Ssystem and System_Defs Packages

I-3-2

The built-in BiiN™ Ada Sy st em package and the S ystem Defs support package define
types used for many different system calls. In the System package:

¢ System.untyped word is the type used to represent any 32-bit quantity. It may be a
data value, or more typically an AD to any object.

® System.address is the type used to contain any virtual address.

® System.subprogram_type is the type used to contain a pointer to a procedure or
function.

¢ System.null_word, System.null_address, and
System.null_subprogram are the null values for the preceding three types.

¢ System.ordinal, System.short_ordinal,and System.byte ordinal are
32-bit, 16-bit, and 8-bit unsigned integer types respectively. All integer operators are sup-
ported for these types, but without overflow checking.
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In the System_Defs package:

® System Defs.text is the type used as a container for strings passed to and from sys-
tem calls. System Defs.null text is a zero-length text.

® System Defs.system time units is the type used by the OS to measure times and
durations.

I-3.1.3 Standard System Exceptions

The System_Exceptions support package defines exceptions commonly encountered
when making system calls. You should read and understand the exception descriptions in
System_Exceptions inthe BiiN™/OS Reference Manual.

I-3.1.4 Package-level and Subprogram-level Variables

Variables can be declared as either package-level or subprogram-level variables.

A package-level variable is declared inside a package, but outside any subprogram. A
subprogram-level variable is declared within a procedure or function.

The lifetime of package-level variables is independent of the invocation of any subprogram
inside the package. If the code is shared by multiple processes, these variables are visible to all
processes. On the other hand, subprogram-level variables exist only for the duration of the
particular subprogram call.

It is recommended that you avoid package-level variables for cases where multiple processes
will access the code. Using such variables without careful synchronization between processes
can corrupt the variables.

[-3.2 Techniques

This section shows you how to:

e Use unchecked type conversion

e Use overlays as an alternative to unchecked type conversion
® Import operators

e Allocate a buffer

e Recover from record overflow

¢ Handle recoverable exceptions

e Use paired calls.

All techniques are illustrated with excerpts from compiled examples. Appendix X-A contains
complete listings for all examples.

I-3.2.1 Using Unchecked Type Conversion

In different contexts, the OS may require different BiiN™ Ada types to be used for the same
value. If these BiiN™ Ada types are not compatible according to BiiN™ Ada’s type conversion
rules, then an unchecked conversion between types is required.
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Declarations Used: Unchecked_conversion
BiiN™ Ada generic function that does compile-time conversion between
otherwise incompatible types.

-

For example, the BiiN™ Ada type used to contain any AD is System.untyped word.
Some system calls that can operate on any AD use untyped_word as the BiiN™ Ada type of
their parameters or their returned value. Unchecked conversion can convert between other AD
types and untyped word.

To convert between two types with unchecked conversion:

1. The BiiN™ Ada Unchecked_conversion unit must be in your unit’s with clause.

2. Your program must instantiate Uncheéked_convers ion to create a new type conver-
sion function.

3. Your program uses the new type conversion function to do the conversion.
In the following example, which changes the current directory in a caller’s process globals, the
value needs to be converted from type directory AD to type untyped_word. These

steps are shown in the following excerpts from the List_current_directory_cmd_ex
example:

1 with Byte_Stream AM,
9 Unchecked_Conversion;
11 procedure List_current directory cmd_ex

37 is

41 function Directory AD from untyped word is

42 new Unchecked conversion(

43 source => System.untyped word,

44 target => Directory Mgt.directory AD):
79 begin

92 —— Open directory for reading, filtered by

93 -— ":pattern":

94 -

95 opened_dir := Directory_Mgt.Open directory(

96 dir => Directory AD_from untyped_ word(
97 Process Mgt .Get_process_globals_entry(
98 Process_Mgt_Types.current_dir)),
99 pattern => pattern);

126 end List_current directory cmd ex;
Line 9 includes Unchecked_conversion in the unit’s with clause.

Lines 44-47 create the Untyped_word_from_directory function. The function created
by specifying Unchecked_conversion accepts one parameter, of the source type, and
returns a result of the target type.

Line 96 shows a call to the new function, required because Process_Mgt
.Get_process_globals_entry uses the untyped_word type for the value returned,
while Directory Mgt .Open_directory requires a value of type directory AD.
Such calls are evaluated at compile-time and have no run-time cost. ,
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1-3.2.2 Using Overlays as an Alternative to Unchecked Type Conversion

BiiN™ Ada provides an overlay feature that allows a programmer to specify the memory ad-
dress of a variable, rather than relying on the compiler to allocate storage and determine the
variable’s address. A variable can be given the same address as a previously declared
parameter or variable, providing different BiiN™ Ada types for the same value. The different
names can be used as an alternative to performing unchecked type conversions where different
BiiN™ Ada types are needed.

CAUTION

Overlays can be dangerous if used in an unstructured manner because this technique
voids all of the strong typing of BiiN" Ada. Serious programming errors can resullt.

This excerpt is from the Show_current_directory cmd_ex example:

10 procedure Show_current_directory_ cmd_ex

29 is

37 current_dir: Directory Mgt.directory AD :=
38 Directory Mgt.directory_ AD(
39 Process_Mgt.Get_process_globals_entry(
40 Process_Mgt_Types.current_dir));
41 —-—- Current directory’s AD.
43 current_dir_ untyped: System.untyped word;
44 FOR current_dir untyped USE AT
45 current_dir’address;
46 —-— Current directory’s AD as an untyped word.
51 begin
. 52
53 —-— Get current directory’s pathname:
54 --
55 Directory Mgt.Get_name (
56 obj => current_dir untyped,
57 name => dir_name):;

73 end Show_current_directory cmd_ex:

Lines 43-—45 show how an overlay with a different type is declared. The local variables
current_dir and current_dir_ untyped name the same word in memory, but with
different types. The name current_dir is used wherever the type

Directory Mgt.directory_ ADisrequired. The name current_dir_ untypedis
used wherever the type System.untyped_ word is required.

Line 56 shows dir untyped used in the call to Directory Mgt.Get_name.

1-3.2.3 Importing Operators

Some BiiN™ Ada operators ("=", "+", and so on) are defined for many types declared in
System Services packages or the BiiN™ Ada System package. The following rules indicate
where operators are defined:

1. The package that defines an access type also defines "=" and " /=" for that type.

2. The package that defines an enumeration type also defines all relational operators for that
type. If a subtype of the enumeration type is declared in another package, the subtype still
" uses the operators defined in the first package for the base enumeration type.
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3. The package that defines a record type also defines "=" and " /=" for that type.
4. The System package defines for all ordinal types all operators allowed for integers.

5. The Long_Integer_ Defs package defines for long integers all operators allowed for - -
integers.

6. The Text_Mgt package defines the operators "<", "<=",6">" and ">=" for the
System Defs.text record type. The System Defs package implicitly defines "="
and " /=" for texts.

7. Other OS packages may define additional operators for their types.

Your program can use such operators in two ways:
1. Explicitly qualify each use with the package name.

2. Import the package that defines the operators with a use clause, and thén use the operators
normally.

In either case, the packages must be listed in your program’s with clause.

If A, B, and C are long integer variables, the following code fragments show how to write A
:= B + C; using the two techniques. First, using explicit qualification:

A := Long Integer_Defs."+" (B, C);
Note that BiiN™ Ada syntax requires that a qualified operator be quoted and does not allow an

operator qualified with a package name to be used as an infix operator. The following code is
WRONG:

A := B Long_Integer Defs."+" C;

The next code fragment shows importing Long_Integer Defs with a use clause and then.
doing the computation:

use Long Integer Defs;
A :=B + C;

Recommended coding practice is to import packages if operators from the package must be
used, with these restrictions:

1. References to any other calls or declarations in the package should still be fully qualified.
For example, write Long_Integer_ Defs.zero instead of just zexo.

2. If operators from a particular package are used only in a particular call or code block, then
use the same scope for the use clause.

use clauses should be used only where necessary. If names of entities declared in other
packages are not fully qualified with their package names, then your program is harder to
understand and harder to maintain.

I-3.2.4 Allocating a Buffer

I-3-6

When you need to set up a buffer to process the results of a system call, there are two main
options:

Allocate a buffer as a local variable.
This is the recommended option, because allocation is fast and the buffer
can be reclaimed as soon as control exits the subprogram or block.
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Create an object for the buffer.
This is useful when the buffer may need to be resized, as it might be when
reading variable-length records. A disadvantage is the overhead required
to allocate and deallocate an object.

The following excerpt from the example List_current_directory cmd_ex shows
how to allocate a buffer as a local variable. In this example, the buffer holds each entry name
between reading it and writing it.

11 procedure List_current_directory_cmd_ex

37 is

70 name_buffer: array(l .. 250) of character;
71 -- Each entry name is read into this buffer
72 -- and then written from it.

79 begin

102 ~- Get and write each entry name:

103 --

104 loop

105

106 length := Byte Stream AM.Ops.Read(

107 opened_dev => opened dir,

108 buffer VA => name_buffer’address,
109 length => name_buffer’size/8):;
110

111 Byte Stream AM.Ops.Write(

112 opened_dev => standard_output,

113 buffer VA => name buffer’address,
114 length => length);

115

116 end loop:

126 end List_current_directory cmd_ex:

See Output_records_ex in Appendix X-A for an example of a dynamically sized buffer
contained in a separate object.

1-3.2.5 Recovering from Record Overflow

Some system calls assign array values to fixed-length records supplied by callers as out
parameters. If an array value is too large, these system calls simply assign all the values that
will fit in the record and assign the total array’s length to a field in the record.

Checking for such "record overflows" is the caller’s responsibility. Any system call that as-
signs a text record behaves in this way; record overflow assigns an invalid text with 1length >
max_length. "Information” calls that return lists of processes in a job, jobs in a session,
entries in an authority list, or other varying-length arrays can overflow in the same way.

The following excerpt from the Stored_Account_Mgt ex example package body shows
how an application checks for text record overflow and retries if necessary. The same tech-
nique can be used to handle similar overflows for other record types.

The text record is declared and used in a nested block. To retry, the variable controlling the
text’s size is increased and control jumps back to the beginning of the block, reentering the
block and reallocating the text with the new size. Because the text record is declared in a
nested block, it can only be used within that block.
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552 procedure Destroy_account (

594 is

602 begin . ce o
607 loop

614 path_length: integer := 60;

615 —-— Initial text length for name assigned
616 == by "Directory Mgt.Get name". If
617 —- insufficient, then the value is
618 -- increased and the operation is
619 -- repeated,

629 loop

630 declare

631 path_text: System Defs.text(path_length);
632 begin

633 Directory Mgt .Get_name(

634 obj => account_untyped,

635 name => path_text); -- out.
636 if path_text.length >

637 path_text.max length then

638 ~- Text was lost. Retry:

639 path_length := path text.length;
640 else

641 Directory Mgt.Delete(path_text):;
642 EXIT;

643

644 end if;

645 exception

646 when Directory Mgt.no name =>

647 EXIT:

648

649 end;

650 end loop:;

668 EXIT;

669 end loop:;

671 end Destroy_account:;

I-3.2.6 Handling Recoverable Exceptions

Most exceptions raised by system calls cannot be recovered from. When an exception can be
recovered from, this section describes a specific coding technique for recovery.

If an exception occurs, execution of the surrounding block is abandoned and any exception
handler is entered. An exception handler cannot jump back into the abandoned code to retry an
operation. Thus, if an operation needs to be retried in some cases, then the operation should be
placed in a nested block within a loop. The nested block can then handle the possible cases:

¢ The operation is successful. In this case, a return or exit statement can exit the loop.

¢ The operation is not successful and a recoverable exception is raised. In this case, the
nested block contains a handler for the exception. After handling the exception, control
loops back and the operation can be retried.

¢ The operation is not successful and a non-recoverable exception is raised. In this case,
the exception is simply propagated.

Using a nested block to retry an operation and handle a recoverable exception is illustrated by
the following excerpt from the Stored_Account_Mgt example package body:
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loop
if Transaction_Mgt.Get_ default_transaction =
null then
Transaction Mgt.Start_transaction;
trans := true;
end if;
begin
Passlive_Store_Mgt.Update(account_untyped);
if trans then
Transaction_Mgt.Commit_transaction;
end if;
RETURN account_rep.balance;
exception

when System_Exceptions.
transaction_timestamp_conflict =>
if trans then
Transaction_Mgt.Abort_transaction;
else
RAISE;

end if;

when others =>
if trans then

Transaction Mgt .Abort transaction:
end if; - -
RAISE;
end;
end loop:

I-3.2.7 Using Paired Calls

Some important system calls must be carefully paired for your application to work properly.
Some common pairings are:

¢ InSemaphore Mgt: P (Lock) with V (Unlock).

®* InTransaction_Mgt: Start_transaction with either of
Commit_transaction (if successful) or Abort transaction (if unsuccessful).

¢ Ineach I/O access method package: Open with Close. If Close is omitted, an opened
device is closed when all jobs using it terminate.

Pairing system calls is complicated by exceptions, which can cause unexpected transfers of
control out of a code block. If a matching system call must be executed before leaving a block,
use a when others exception handler, as in the following excerpt from the

Symbol Table_ Ex example:

127
128

151

152
153
154
155
156
157
158

begin

Semaphore_ Mgt .P (symbol table.lock);

exception
when others =>
Semaphore Mgt .V (symbol table.lock):
RAISE;
—-- Reraise exception that entered handler.
end;

Semaphore_Mgt.V(symbol_table.lock);
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I-3.3 Summary

I-3-10

Many system calls require or return pointers to objects managed by the OS.
A pointer to an object is called an access descriptor (AD) and contains rights bits that

control access to the object.

fad

By convention, access types that consist of ADs to a particular type of object are named

with the suffix AD.

By convention, access types or parameters that are virtual addresses are named with the

suffix VA.

The built-in BiiN™ Ada System package and the System_Defs support package define
- types used for many different system calls.

The System_Exceptions support package defines exceptions commonly encountered

when making system calls.

Ada Programming Techniques
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Part Il

Support Services

This part of the BiiN™/0S Guide shows you how to use Support Services, needed throughout
all other service areas for basic tasks. The chapters in this part are:

Using Utility Packages
Gives data structures and examples for common system types and opera-
tions.

Using Objects and ADs
Shows basic techniques for using objects and ADs.

Storing Objects Shows how to use the system’s distributed storage system to store objects
on disk.

Starting and Resolving Transactions
Shows how to use transactions to group operations so that either all opera-
tions in the group succeed or all are rolled back.

Writing Messages Shows how to use the system’s facilities for writing messages. The mes-
sage service allows messages to be expressed in different languages and
edited without access to source code.

Support Services contains the following services and packages:

utility service:
Long_Integer_Defs
Machine_Code_Insertion
String List_Mgt
System
System Defs
System_Exceptions
Text Mgt

object service :
Access_ Mgt
Attribute Mgt
Object_ Mgt
Passive_Store Mgt

transaction service :
Transaction_Mgt

message service :
History_ Services
Incident_Defs
Message_Adm
Message_Services
Message_Stack Mgt
Msg Object Defs
System Error Recording

Part II Overview
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USING UTILITY PACKAGES
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Utility packages are used throughout the system by services in all the services areas. Many
system calls require parameters of the types in these packages, such as text, string list,
and long integer. This chapter shows how to perform common operations using these

types.

Packages Used:
String_List_ Mgt

Provides operations on string lists.
Text_Mgt Provides operations on text records.

Long_Integer Defs
Defines types and calls for 64-bit long integers.

System Defs Provides common definitions used throughout the OS.

Figure II-1-1 shows the data structures for the objects discussed in this chapter.

string 1 string 2

byte offset A AL

(

01 2 3 4 56 7 8 38 10 11(12 13 14 15 16 17 18 19 20 2? 22 23 24 25 26 27 28)
String | 17 ] 17 | 2 8 Jux _gr oup| S5Jwor i d
List {

\. v

Yﬁst = list of strings

count = number of strings in "list”

length = number af bytes in "list”

max_length = maximum number
of bytes the stringlist can hold

01 2 3 45 6 7 8 9 101 12
Text l's] 9]/ exe/cl e x|

L____ value = array of characters (1..max_length)

length = number of characters in text

max_length = maximum number of characters
the text can hoid

byte
offset < word boundary
I:;togger low word 0
high word 4

Figure II-1-1. Data Structures for String List, Text, and Long Integer

lI-1.1 Concepts

lI-1.1.1 String Lists

A string list is a standard container for a list of strings. String lists are often used with text
records.
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String lists have the System_Defs.string_list type. A particular string list has a fixed
size and can contain any string values that will fit. An individual string in a string list is
preceded by a two-byte length field and can have from O to 32,767 characters.

A string list contains these fields:

max_length A discriminant, specifying the maximum number of bytes that the 1ist

field can hold.
length The number of bytes used in the 1ist field.
count The number of strings in the string list.
list An array of max_length characters, indexed from 1 to max_length.

list (1 .. length) contains the strings in the list. Each string is contained in a record of
type System Defs.var_ text, a two-byte length followed by the specified number of
characters. Successive strings are packed with no unused bytes and no alignment require-
ments.

list (length + 1 .. max_length) is the free space available in the string list.

System calls that retrieve string lists do so via out parameters. If a string list is larger than the
space in a particular string list record, then such calls assign the actual length of the string list
to the 1length field, the actual number of strings to the count field, and the strings that will
actually fit (without breaking in mid-string) to the 1ist field. This sort of overflowing string
list is an invalid string list. It is the application’s responsibility to check for invalid string lists
where they can occur.

See also String_List_ Mgt.

11-1.1.2 Texts

A text is the standard container for a string.

Texts have the System Defs.text type. A particular text can hold a fixed-size string and
contains a value of any length up to that size. Text sizes range from O to 32,767 characters.

A text contains these fields:

max_length A discriminant, specifying the maximum number of characters that the text
can hold.
length Number of characters actually used, or if greater than max_length, the

number of characters needed in the text.
value An array of max_length characters, indexed from 1 tomax_length.

Many system calls assign strings to text out parameters. If the string is larger than the space
in the text (overflow), such calls assign the actual size of the string to the Length field and
assign the first max_length characters of the string to the value field. Such a text value,
with length >max_length, is an invalid text.

See Chapter I-3 for a technique to recover from such a text overflow.

See also Text_Mgt.
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ii-1.1.3 Long integers

A long integer is represented as a record of two ordinals.

Long integers are of type Long_Integer Defs.long_ integer and range from
-(2*%*63) to (2**63)-1.

The range of long integers in decimal is:
-9,223,372,036,854,775,808 .. 9,223,372,036,854,775,807

Note that the record’s representation reverses the order of the h and 1 fields, so that the low
word is first in memory followed by the high word. This representation is consistent with the
representation used for all other multi-byte integer and ordinal types: the least significant byte
is at the lowest memory address, followed by the next most significant byte, etc. The most
significant byte is always at the highest memory address used.

See also Long_Integer_ Defs.

lI-1.2 Techniques

After reading this section, you will be able to:

Use a literal text

Declare a constant text

Call a procedure with a text result

Create a string list

Read elements from a string list

Use a literal long integer

Compute with long integers

Convert between strings and long integers.

Complete listings of the programs used in the following examples can be found in Appendix
X-A.

1I-1.2.1 Using a Literal Text

The following example from the inventory example program (module
Inventory Messages) shows the use of a literal text:

24 message_file: constant System Defs.text AD :=
25 new System Defs.text’ (

26 31,31,"/example/inventory/message_file");
27 -- AD to message file text name.

II-1.2.2 Declaring a Constant Text

1I-1-4

The following example from the inventory example program (module
Inventory_Reports) shows the declaration of a constant text:
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55 report_by part_DDef_str: constant string :=
56 "/example/inventory/DDefs/report_by part";
57 —-- String constant for "report by part"

58 —-- report DDef’s pathname.

59

60 report_by part DDef pathname:

61 System Defs.text(

62 report_by part DDef str’length) := (
63 report_by_ part DDef str’length,
64 report_by part DDef str’length,
65 report_by part DDef str):

66 —-— Text constant from "report by part”

67 —- DDef’s pathname string.

11-1.2.3 Calling a Procedure with a Text Result

After calling a procedure that retrieves a text result, be sure to check for an invalid text (not
enough space to accommodate the desired text). There are many system calls that return a
result of type text; Directory Mgt .Get_ name is just one.

Calls Used:

Directory Mgt.Get_ name
Gets the full pathname of an object’s master AD.

The following example is from the Stored_Account_Mgt_Ex example package body in
Appendix X-A.

629 loop

630 declare

631 path _text: System Defs.text(path_length):
632 begin

633 Directory Mgt .Get_ name(

634 obj => account_untyped,

635 name => path text); -- out.
636 if path_text.length >

637 ) path_text.max_length then

638 -— Text was lost. Retry:

639 path_length := path_text.length;
640 else

641 Directory Mgt.Delete(path text);
642 EXIT;

643

644 end if;

645 exception

646 when Directory Mgt.no name =>

647 EXIT;

648

649 end;

650 end loop;

In the above example, note how the developer enclosed the call within a nested block to check
if all the characters in the desired text actually fit into the destination text.

The parameter to receive the text is called path_text. After the pathname is received from
Directory_Mgt.Get_name, the values path_text.length and
path_text.max_length are compared to see if the number of bytes in the text was
greater than the maximum specified for the text. If so, then the text is resized to the higher size
and Directory Mgt.Get name is repeated.
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1I-1.2.4 Creating a String List

The simplest way to create a string list is to use String_List_ Mgt and build the string list
from texts.

Calls Used:

String_List_Mgt.Set
Copies a text to a string list.

String List_Mgt.Append
Appends a text to a string list.

The following example shows how to create a string list.

1 with String List Mgt,
2 System Defs;
3
4 procedure String list_ex
5 -
6 -- Function:
7 - Create string list with following entries:
8 - 1. "ux_group"
9 - 2. "world"
10 is
11 string list: System Defs.string list (255):
12 begin
13
14 ~= 1) "ux_group"
15 String List_Mgt.Set (string list,
16 System Defs.text’ (8, 8, "ux _group")):
17
18 -- 2) "world"
19 String List Mgt.Append(string list,
20 System Defs.text’ (5, 5, "world")):
21

22 end String list ex;

II-1.2.5 Reading Elements from a String List

1I-1-6

The package String_List_Mgt provides calls to access the strings in a string list.
Get_element retrieves a string from a string list, given its position number.

Get_element_ by index retrieves a string from a string list given an index variable,
which it updates. Both can be used to loop through all strings in a string list. Get_element
is simpler to use. Get_element_by_index executes more quickly, especially for large
string lists.

Locate finds a string and returns its position number.

Locate_index finds a string and returns its index.

Calls Used:
String_List_ Mgt.Get_element_ by index

Gets the string with a specified index from a string list, and updates the
index variable to reference the next string.
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The following excerpt from the Create_name_space_cmd_ex example shows how
Get_element_by_index canloop through all strings in a string list:
156 i:=1;

157

158 loop

159

160 String List Mgt.Get_element by index(
161 from => directory_list,
162 list_index => i,

163 element => directory path):
164

165 —-— Exit after last string:

166 -

167 EXIT when i = 0;

203 end loop:;

11-1.2.6 Using a Literal Long Integer

The following example from the Long_Integer_Ex example package shows the use of a

literal long integer:
244 -— Declaring a negative long integer constant,
245 -- the easy way and the hard way:
246 -
247 negative_twenty: constant long_integer :=
248 - long_integer’ (0, 20):
249
250 another negative_twenty: constant long integer :=
251 (le#ffff ffff#, 16#ffff ffec#):;
252 -—- Use the hard way when you want a declaration
253 —-— elaborated at compile-time instead of
254 -- at run-time.

11-1.2.7 Computing with Long Integers

All standard Ada arithmetic and relational operators are defined for long integers. The = and
/= operators are implemented using Ada record comparison. All other long integer operators
are defined in the package Long_Integer_Defs.

To use long integer operators, a program unit must explicitly use Long_Intege r_Déf s.

Long integers do not support Ada attributes of integers. A long integer is a record type, hence
the usual Ada attributes defined for integers cannot be applied. The following list gives long
integer alternatives to Ada attributes of integers:

"first Use Long_Integer Defs.min_int.

"last Use Long_Integer Defs.max_int.

"width At most 20 characters are required to represent a long integer as a string.
Long_ Integer_ Defs uses 31 characters, which allows ample space for
embedded underscores.

'pos Not needed; x’ pos = x for integer types.

"val Not needed; x* val = x forinteger types.

"succ Add one.

'pred Subtract one.

" image Call Long_Integer Defs.Long_integer_ image.
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fvalue Call Long_Integer_Defs.Long_integer_value.

1I-1.2.8 Converting Between Strings and Long Integers

To convert between a string type and a long integer type, Long_Integer_ Defs provides
two straightforward calls:

Calls Used:

Long_Integer_ Defs.Long_integer_image
Converts a long integer to a string image.

Long_Integer_ Defs.Long_integer_value
Converts a string image to a long integer.

See the Long_integer_value function in the Long_Integer_ Ex package in Appendix
X-A for an example of code that converts a string image to a long integer. (The code is too
long to include here.)

1-1.2.9 Summary

e Many system calls require parameters of the types text, string list, and long
integer.

® A textis the standard container for a string.
® A string listis a standard container for a list of strings.

® A long integer is represented as a record of two ordinals. All standard Ada arithmetic and
relational operators are defined for long integers.

1I-1-8 Using Utility Packages
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USING OBJECTS AND ADS
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ii-2.1 Concepts

This chapter presents an overview of objects and access descriptors. Objects are the fun-
damental units of object-oriented programming. Access deseriptors are pointers that reference

these objects.

Packages Used:

Access_Mgt
Object Mgt

INLLAWVILIINAK L

Interface for checking or changing rights in access descriptors.

Provides basic calls for object allocation, typing, and storage management.
Defines access rights in ADs.

Access Descriptor

Pointer Rights

Object

Y

Figure II-2-1. AD and Object

I1-2.1.1 What is an Object?

1I-2-2

An object is a typed and protected memory segment. An object has the following charac-
teristics:

A unique identity that cannot be forged, and is guaranteed to exist
as long as references to the object exist

A type, determined by a Type Definition Object (TDO)

A representation, an area of active memory or passive store that
holds the object’s contents

A Storage Resource Object (SRO) from which the object is
allocated and to which its memory space is returned when deallocated

A lifetime that determines whether an object’s existence is
limited to the lifetime of a single job oris

indefinite

A memory type that detehnines whether the object will reside in
normal (swappable) memory or frozen (non-swappable) memory.

Using Objects and ADs
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The size of an object may be from 0 to 232 bytes, and can be dynamically changed. Up to 226
objects are possible in a node’s four gigabytes of active memory.

A type manager is a routine that provides basic operations for all objects of its type. A TDO
defines a type manager’s type. Object types are specified when objects are created, and cannot
be changed.

Only a type manager can create objects of its type, or read or write to the object representation.
Other services can reference objects of a type manager’s type, but must call the type manager
to read or change the objects. Therefore, the integrity of type-managed objects depends only
on the type manager, and not on other services that use the object.

I-2.1.2 What is an Access Descriptor?

An access descriptor is a protected pointer to an object, with rights describing how the object
can be used. Figure II-2-2 shows an access descriptor layout.

Word
‘Boundary
3 \
Tag 1 6543210

Object Index (26 bits)

L Read Rep Rights .
Write Rep Rights Rep Rights

Use Rights
Modify Rights Type Rights

Control Rights

Local

Figure II-2-2. A Valid Access Descriptor

An AD is represented by a memory word with Ada type System.untyped word. An
untyped_word is a one-word, word-aligned value corresponding to one 33-bit memory
word, 32 bits of information and a zag bit. (The tag bit indicates whether the word is a valid
AD.) Anuntyped word can be interpreted as either an access descriptor word or as a non-AD
word.

If interpreted as an AD, an untyped_word contains:

e A valid AD that references an object and provides rights to the object when the tag bii is1
e A null AD when the tag bit is 0, regardless of the value of the first 32 bits.

If interpreted as a non-AD, an untyped_woxrd contains 32 bits of data and the tag bit is
ignored.

By convention, access descriptor names end with _AD. For example, directory ADisan’
access descriptor that references a directory object.
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An AD contains five righis biis: two representation rights and three type righis. These righis
are described in the following sections.

1I-2.1.3 Rep Rights Control Access to an Object’s Representation

Representation rights are required to read or write the object’s representation. These rights
grant access to an object’s physical layout in memory. Rep rights are checked by the CPU
whenever a program reads or writes memory. If needed rep rights are not present, then
System_ Exceptions.insufficient_rep rightsisraised. If an object has atype
manager, then the type manager normally removes rep rights on any ADs it exports for the
object. A type manager can turn on ("amplify") rep rights on ADs for objects that it manages.

11-2.1.4 Type Rights Control What Type-Specific Operations are Allowed

Type rights are specific to the object type and provide access to an object’s logical structure by
determining what type manager calls are allowed on that object. The three rights are desig-
nated use, modify and control by convention to ensure that they are interpreted consistently
regardless of object type.

Use - To get information about the object
Modify - To change the contents of an object but retain its existence and representation
Control - To destroy the object, or perform other privileged operations.

Use and modify rights correspond to read and write rights for files. Control rights give the
user maximum control over the object. The actual functions of these rights is determined by
the type manager. Usually, these types are renamed to reflect the particular usage of the rights.
For example, the naming service defines list and store rights for directories, which correspond
to use and modify rights.

These rights do not form a hierarchy in that a type manager may provide any one or more of
them. For example, a type manager could interpret modify rights and not interpret use or
control rights. rights. :

Checking and enforcing type rights is done by type managers and not by the CPU. A type
manager raises System_Exceptions.insufficient_type_ rights if needed type
rights are missing.

11-2.1.5 Generic Objects

When an object is created without specifying a particular TDO, the new object is generic and is
associated with the generic TDO. A generic object is used only as a memory segment. It does
not have a type manager, and has the same TDO as all other generic objects. The generic TDO
is held by the BiiN™ Operating System. Applications can create and manage generic objects.

l1-2.1.6 Building Type Managers That Define New Object Types

Type managers can be built to support new object types. A new type is defined by creating a
new TDO. See Chapter VII-3 for instructions for building a type manager for a new type.

11-2-4 Using Objects and ADs
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[1-2.2 Techniques

After reading this section, you will be able to:

e Check an object’s type

e Check rights on an AD

¢ Remove rights from an AD
e Create a generic object

e Resize an object

e Get an object’s size

e Deallocate an object.

1I-2.2.1 Checking an Object’s Type

An application can check that an object is of a particular type before attempting to perform
type-specific operations on it. Each BiiN™ Operating System type manager provides an Is_
call that checks whether an AD points to an object of the managed type. The following code is
from the Process_Globals_Support_Ex example. After the process global entry for
the home directory is retrieved, the following code checks to verify that it is a directory object.

323 if not Directory Mgt.Is directory(dir_untyped) then
324 RAISE System Exceptions.type mismatch;

11-2.2.2 Checking Rights on an AD

The access rights of an AD can be examined. The rights to be checked for are set in
Object_Mgt.rights_mask. ThenAccess_Mgt.Permits iscalled. True is returned
if the AD has the rights which were set in the mask.

lI-2.2.3 Removing Rights From an AD

The access rights of an AD can be removed. The rights to be removed are set in a rights mask.
Then Access_Mgt .Remove is called. An AD to the same object is returned without the
rights set in the mask. The following code is from the Account_Mgt _Ex example. While
creating a new account, all rep rights are removed from the returned AD thus requiring all
reading and writing of the account object to be performed via the account type manager.

110 account_untyped := Access_Mgt .Remove (
111 AD => account_untyped,
112 rights => Object Mgt.read write_ rights);

11-2.2.4 Creating a Generic Object

A new object can be allocated with Object_Mgt .Allocate. If no TDO is specified in the
call, the new object is generic. Another method for creating objects is to use the Ada new
allocator. The following example allocates a symbol table object with space for

table_ size entries and no entries in use.

223 symbol table := new symbol table object (

224 table size});

225 symbol table.length := 0;

226 -~ Symbol table initially has space for 100
227 —-— entries with 0 in use.
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1I-2.2.5 Resizing an Object

Object Mgt .Allocate allocates an object at a specified size. That size can be deter-
mined with Object_ Mgt .Get_object_size. (Object size is specified in words.) The
size can also be changed with Object Mgt .Resize as shown in the following example:

98 Object Mgt.Resize(

99 obj => symbol table_ untyped,

100 size => 3 + (2 * symbol_table.max_length * (
101 symbol entry’size/32))):

102

103 max_length_access := 2 * symbol_table.max length;

In this example, a symbol table is expanded so that it will hold twice as many entries and
changes the maximum length of a symbol table entry.

11-2.2.6 Deallocating an Object

Objects can be dynamically deallocated. The following excerpt from Account_Mgt_Ex
shows an account object checked for a zero balance and then destroyed (deallocated).

326 begin

327 account_untyped := Access_Mgt.Import (
328 AD => account_untyped,
329 rights => destroy rights,
330 tdo => account_TDO);
331
332 if account_rep.balance /= Long Integer Defs.zero then
333 RAISE balance_not_zero;
334
335 else
336 Object Mgt.Deallocate(account_untyped);
337
338 : end if;
11-2.3 Summary

1I-2-6

An object is a typed and protected memory segment.

An access descriptor is a protected pointer to an object, with rights describing how the
pointer can be used.

An object’s representation is an area of active memory or passive store that holds the
object’s contents.

A type manager is a routine that provides basic operations for all objects of its type.
A TDO defines a type manager’s type.

Type rights are specific to the object type and provide access to an object’s logical structure
by determining what type manager calls are allowed on that object.

Representation rights are required to read or write the object’s representation.

A generic object is used only as a memory segment. It does not have a type manager, and
has the same TDO as all other generic objects.
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Passive store is the collection of objects stored on disk in a BiiN™ system. This chapter shows
you how to store objects on disk.

Packages Used:

Directory_ Mgt Manages directories and directory entries.

Passive_Store_ Mgt
Provides a distributed object filing system.

Passive store is distributed--spread over multiple nodes and transparently accessible from any
node (Figure 1I-3-1). Of course passive store is equally usable on a single-node system.

NODE

SK

NODE NODE

Figure II-3-1. Passive Store is a Distributed Object Filing Service that
Unifies all Nodes in a BiiN™ System.

Passive store is reliable--stored objects survive system crashes and changes to stored objects
are transaction-oriented.

In many ways passive store is the "glue" that holds together a distributed BiiN™ system. Many
system objects are stored there, such as files, directories, programs, and TDOs.

The use of passive store is typically hidden by the services that use it. For example, the filing
service and directory service handle all needed passive store operations for files and direc-
tories.
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lI-3.1 Concepts

II-3.1.1 Comparing Passive Store, Files, and Directories

All objects stored on disk are "in" passive store, including file objects and directory objects.
However, an application that only uses files and directories can ignore most aspects of passive
store and use files and directories in a familiar way. Even for an application that uses other
object types, files and directories can be appropriate containers for much of the application’s
stored data. The application designer should consider these points:

¢ Files support byte stream I/O and record I/O. Several record-structured file organizations
are supported and a rich set of file management, file indexing, and record access operations
is provided.

e Files cannot contain ADs.

e Directories can contain ADs but have a fixed structure: a set of <name, AD> pairs, such
that each name is unique within its directory.

¢ If the application wants to store its own typed objects on disk, objects that can contain ADs
and have an arbitrary structure, then it must use passive store directly to store those objects.

1I-3.1.2 Using Passive Store at Different Levels
Passive store can be used at three different levels:

1. At the conventional application level, an application can use files and directories. Passive
store is transparent, but the application may still benefit from the distributed file system and
the flexible protection model.

2. At the sophisticated application level, an application can:

e Request that system objects, such as TDOs or authority lists, be stored.
e Create its own network of generic objects and store it.

3. At the object-oriented application level, an application can define new object types and type
manager modules for those types. Each type manager uses the Passive Store Mgt
package to customize the passive store behavior of its object type.

Passive_Store_ Mgt is directly used by the second- and third-level applications. Two
different groups of calls are provided for the two different levels. The sophisticated applica-
tion can use Request__ calls, such as Request_update, which do not require any rights.
However, an object’s type manager can specify type-specific handling of such calls or refuse
them by raising System Exceptions.operation not_supported. A type
manager in an object-oriented application can use direct calls, such as Update, which require
rep rights. A type manager only uses the direct calls for the objects that it manages. The two
groups of calls appear in the same package because one module will often use both groups of
calls: the direct calls for objects that it manages and the Request__ calls for objects that other
modules manage. Chapter VII-6 shows how to build a type manager for a stored object type.

11-3.1.3 Object Versions

Active memory is the collection of objects in virtual memory on a particular BiiN™ node. An
object can have versions in both active memory and passive store (Figure II-3-2).
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Passive Version

PASSIVE
STORE

Active Version

ACTIVE
MEMORY

Figure II-3-2. A Single Object can have Passive and Active Versions.

An object can have multiple active versions, in use by different jobs or nodes, but can have
only one passive version. Though the term "version" is used, passive store is not a "version
control” or "revision control" system and cannot store or reconstruct any but the most current
passive version. The passive store does ensure that out-of-date active versions cannot corrupt
an object’s passive version.

I1-3.1.4 Object Activation

1I-3-4

Only active versions can be directly read or written. Reading or writing a stored object with no
active version causes activation of the object, creation of an active version that is then read or
written.

Objects are activated when needed in the same way that pages of virtual memory are swapped
in when needed. Both operations are invisible to your application.

Changing an object’s active version does not change the passive version.

An active version of an object can only be created from the object’s passive version. There is
no way to create an active version from another active version.

Local objects are activated on a per-job basis. If jobs A and B both use an object, then they get
separate active versions. Activating a local object consumes storage in the job’s local SRO
(storage resource object).

Global objects are activated on a per-node basis. If jobs A and B both use an object and are on
the same node, then they share an active version. If jobs A and B are on different nodes, then
they use different active versions. A global object is activated in either the normal or frozen
global SRO, depending on its memory type.
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11-3.1.5 Activation as Reincarnation

A passive object can "live" multiple times, in the form of successive activations in different
jobs. For example, job A may create and passivate an object, and then terminate. Some time
later, job B references the object and a second active version is created, a second active "life"
for the object. Whether an object remembers its "past lives" depends on whether or not each
job passivates any changes that it makes.

11-3.1.6 AD Activation

Activating an object activates all ADs in the object. However, activating an object does not
activate the objects that it references. For example, a program accesses object A, triggering
A’s activation. A contains an AD for object B. The AD for B is activated, but not B itself. B
will subsequently be activated if the program accesses it.

AD activation is the point at which protection of passive objects is implemented. Chapter III-3
describes how passive objects are protected. When an AD is activated as part of object activa-
tion, then a null AD is activated in its place if the owner of the object that contains the AD is
not allowed access to the object referenced by the AD.

AD:s are frequently activated by being retrieved from directory entries. Protection of ADs in
directory entries is handled somewhat differently, as described in Chapter I1I-3. If the caller is
not allowed access to an AD in a directory entry, then Directory Mgt.no_accessis
raised.

11-3.1.7 Object Passivation

An object’s passive version is modified only when a program or type manager explicitly
passivates or updates the object. Passivating an object copies a particular active version to the
passive version.

These Passive_Store Mgt calls create or update an object’s passive version:

Request_update

Update

Update_tree

Update_with_alternate_rep
Update updates a single object, for which the caller has rep rights. Update_tree updates
a tree of objects; the caller must have rep rights for the root object. Request_update is
used to update type-managed objects from outside their type managers; it requests that the
object’s type manager update an object. A type manager can refuse an update request by
raising System_Exceptions.operation_not_supported.

When an object is passivated from a particular active version, then all other active versions are
marked as being obsolete. Any attempt to update an object from an obsolete version is
rejected, with the Passive_Store Mgt .outdate_object_version exception.

An object’s passive version can have a different size than its active version. For example,
passive versions that contain ADs are larger than the corresponding active versions.
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11-3.1.8 Passivation Dependencies

A passive object should normally only refer to other passive objects. This rule includes im-
plicit references, such as the AD that every object has for its TDO. Thus:

e If an object is passivated, its TDO should be passivated.
e If an object is passivated, 4then its attribute list should be passivated.

e Ifa TDO or an attribute list is passivated, then all attribute IDs and attribute value objects
that it references should be passivated.

e If an object is passivated, then any authority list protecting the object should be passivated.
e If an object is passivated, then objects for which it contains ADs are normally passivated.

As a general rule, if A depends on (references) B, then B should live as long or longer than A.
Note that this rule should also influence when destroying a passive version is allowed.

If your application attempts to access an object that has no active or passive version, then
System Exceptions.object_has_no_representation is raised.

11-3.1.9 Active-Only Objects

Some types of object cannot be passivated; such objects are called active-only. For example,
objects that exist only during program execution are active-only: sessions, jobs, processes,
stacks, and transactions.

Paradoxically, an active-only object type must have the passive store attribute! This is because
the default behavior of objects is to be passivatable. The

Passive_Store Mgt.Set_refuse_filters call assigns fields within a type’s pas-
sive store attribute record so that the type’s objects are active-only.

11-3.1.10 Passive Store Behavior of OS Object Types

II-3-6

This section summarizes the passive store behavior of some common types of objects. The
lists in this section are selective; see the "OS Object Types" appendix in the BiiN™/0S Refer-
ence Manual for a list of object types.

The following OS object types are kept in passive store by their type managers:

normal directories
files.

The following OS object types can be passivated, but the application must handle creating and
updating passive versions:
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attribute ID

attribute list

authority list

basic disk

basic streamer

data definition (DDef) object
domain

event cluster

generic object

instruction object

name space

pipe

static data object

type definition object (TDO).

job

all opened device types

certain system directories
process

session

stack

storage resource object (SRO)
transaction

windows (character or graphics).

The following OS object type cannot be passivated but is permanently stored in the Clearing-
house instead of in passive store:

ID.

I1-3.1.11 Passive ADs

Like any other object, a stored object can be referenced by many ADs, located in active ver-
sions or in other stored objects. Before creating an object’s passive version, you must store at
least one AD to the object. The first passive AD for an object is the object’s master AD. All
other passive ADs for an object are alias ADs. In certain circumstances, described in Section
II-3.1.11.6, an AD is converted from an alias AD to a master AD, but there is never more than
one master AD.

I1-3.1.11.1 Referencing Between Active Memory and Passive Store

ADs can freely cross the boundary between active memory and passive store. A passive

version can contain an AD for an active-only object. An active-only object can contain an AD
for a passivated object.

1I-3.1.11.2 Master ADs

The master AD determines the stored object’s:

Storing Objects

volume set
owner

authority list (if any).
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Master ADs can be stored in directories or any other passive objects.

A stored object is always on the same volume set as the object containing its master AD.
Because master ADs cannot reference across volume sets, any passive object can be reached
by a chain of master ADs from its volume set’s root directory. The volume set containing an
object’s passive version cannot be changed; however the volume set may be moved to another
node or even another BiiN™ system. Also the backup service provides techniques to archive
volume sets or collections of objects within volume sets and then restore them on other volume
sets (but with new object identities).

A stored object’s initial owner is the user ID for the process that stores the master AD.
A stored object’s initial authority list is determined as described in Chapter III-3.

Authority list evaluation uses whatever rights are on the master AD, even when evaluating
rights for an alias AD. Normally a master AD should have all type rights and no rep rights, as
rep rights should only be granted within the type manager. For a passivated generic object, the
master AD should normally have rep rights as well.

11-3.1.11.3 Alias ADs

All passive ADs besides the master AD are aliases or alias ADs. Aliases can be freely created
and deleted without restriction. Aliases can reference objects on other volume sets or other
nodes. An alias may even reference an object on a volume set that is not mounted in the
system.

Alias ADs can be used for any object operations. While some operations require that an object
have a master AD, no operation distinguishes between a master AD and alias when specifying
an object to operate on.

I1-3.1.11.4 Restrictions on Storing Master ADs
There are these restrictions on storing master ADs:

1. If the object will use authority list protection, then its authority list must be set before the
master AD is stored.

2. A master AD cannot be stored after an AD for the object is stored in an active-only direc-
tory.

3. A master AD cannot be stored after an AD for the object is transmitted to another job via
any of these techniques:

e Job invocation parameter buffer
e Event cluster signal

e Remote procedure call

e Datagram

e Virtual circuit.

4. A master AD cannot be stored after an application tries to store a master AD within a
transaction, and then aborts the transaction.

These restrictions will cause no problem if you create a passive object as follows:
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Allocate the object’s initial active version.
If needed, explicitly set the object’s authority list.
Store the master AD.

Passivate the object.

o O

If done within a transaction and the transaction aborts, recover all the way to the first step,
allocating a new object if the code retries. This avoids the problem of being unable to store
a master AD for the previously allocated object.

II-3.1.11.5 Master ADs and Passive Object Lifetimes

In active memory there is no concept of a "master" AD, so why is one AD for each object
singled out in passive store? There are several reasons, and one of the best reasons is that this
solves the problem of knowing when to delete passive versions. Active objects are reclaimed
either by job termination (for local objects) or by garbage collection. Garbage collection can
reclaim objects with indefinite lifetimes by detecting when those objects can never again be
accessed by any chain of ADs. However garbage collection is impractical in passive store,
because ADs can reference between nodes in a network and even reference between mounted
and dismounted volume sets! An exhaustive scan of all filing volume sets at all nodes would
consume too much network and disk bandwidth, but a scan that includes dismounted volume
sets is completely impractical. Instead the master AD is singled out, and constrained to be on
the same volume set as the object it references. If the master AD is deleted, then the object is
deleted and reclaimed. The object can also be explicitly destroyed while the master AD still
exists, but no further passive version of the object can be created.

A passive object exists until its master AD is deleted, or until the object’s passive version is
explicitly destroyed.
II-3.1.11.6 Transferring Mastership

In two cases, deleting a master AD does not destroy a passive object O, but instead converts an
alias AD to become the new master AD:

e If the master AD is stored in a directory entry and other directory entries on the same
volume set reference O, then "mastership” is transferred to one of the other entries.

e If the master AD is stored in a non-directory object and other ADs in that object reference
O, then mastership is transferred to one of those other ADs.

Note that the master AD always remains on the same volume set as the object it references.
Note also that mastership is never transferred from a directory entry to a non-directory object.

1I-3.1.11.7 Object Trees

An object tree is defined by a stored root object and all objects reached from it via a chain of
master ADs. For example, if A contains a master AD for B which contains a master AD for C,
then the object tree rooted in A contains C.

All objects in an object tree have the same volume set.

Several passive store calls operate on object trees: Copy, Destroy, Request_update (in
its default version), and Update tree.

Storing Objects II-3-9



PRELIMINARY

I1-3.1.11.8 Passive ADs as Universal Identifiers

A passive AD contains enough information to uniquely identify a passive object among all the
passive objects ever created on any BiiN™ system anywhere at any time. Passive objects
created on different volume sets, nodes, or systems can never be confused. A passive AD
references one object in a universal address space, an address space that spans all objects ever
created on any BiiN™ system anywhere.

11-3.1.12 Passive Store Behavior of Generic Objects

Generic objects support all passive store calls. All Request__ passive store calls on generic
objects require read rep rights.

11-3.1.13 Passive Object Characteristics

Figure II-3-3 shows a passive object and some of its associated characteristics.

Directory
Entry Master
Name AD
. Passive Object Descriptor
- Owner
Passive Version
DO - .
< Optional
Authority
- List
- Type
Rights
=
DY Rights
| l ID\[_]

Figure I1-3-3. A Stored Object

A passive object information record is also maintained for every passive object:
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length

create_time
read_time

write time
change_status_time
owner

auth_list

volume_ set

node

1I-3.1.14 The Life History of a Passivated Object
Figure II-3-4 shows a job creating and using a stored object:
1. Creating the active version
2. Storing the master AD
3. Storing the passive version
4. Changing the active version
5

. Updating the passive version.

When the job terminates, the object’s active version is deallocated but the passive version still

exists.
ACTIVE ACTIVE PASSIVE
OPERATION AD VERSION NAME /MASTER AD VERSION
1. Creat. ti t
object with mitiar | F—{__100]
balance 100
2. Store AD under [ —={  100] [/ocet/023 ] —
name /acct/023
3. Updat t
pdate accoun I I I 100 I/occt/023 l }———){ 1001
4, Add 200 to bal
© bolance [ —] 300] [/acct/023 | 100
5. Update account L I )l 300[ mcct/ozs I }—-)I SM
6. Job A terminates I/occt/ozs I 300

Figure II-3-4. Life History of a Stored Object Part1

Figure II-3-5 shows another job using and then destroying the same stored object:
1. Retrieving an AD from the directory entry
2. Accessing the object (transparently creates an active version)

3. Destroying the passive version, the directory entry, and the active version.
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ACTIVE ACTIVE PASSIVE

OPERATION AD VERSION NAME /MASTER AD VERSION
7. Job B retrieves

AD from directory :——-’ l/acct/023 | '—-->| 300'
8. Read balance

(activates object) I l 3 ! 300] |/occt/023 I l"—)l 300‘
g. Destroy passive

version l }—)‘ 300I I/acct/023 I I—-—-)
10.  Delete directory

entry l I-—)[ 300]

1. Dealiocate active
version

Figure II-3-5. Life History of a Stored Object Part II

11-3.1.15 Activation Models

Passive store supports two models of object activation: the multiple activation model and the
single activation model. The choice of an activation model can be concealed within an
object’s type manager, and only the type manager implementer needs to be concerned with the
choice.

I1-3.1.15.1 Muitiple Activation

In the multiple activation model, a single stored object can have multiple active versions in
different jobs (Figure I1-3-6).
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PASSIVE VERSION

PASSIVE
STORE

ACTIVE
STORE

A'S ACTIVE VERSION B'S ACTIVE VERSION

Figure I1-3-6. A Single Object can have Multiple Active Versions.

In Figure II-3-6, if Job A updates the object, then Job B’s active version is obsolete. Passive
store keeps track of object versions and refuses updates from obsolete active versions, raising
the outdated object_versionexceptionin Passive Store Mgt.

An application can handle the outdated_active_ version exception by:
1. Calling Reset_active_version to make its active version current

2. Redoing whatever changes it made to the active version

3. Attempting the update again.

A type manager can also define a version-out-of-date flag in the type’s objects. Passive store
then sets the flag in any obsolete active versions of the type. An application can check the flag
before using an active version, resetting the active version if needed. Note that using the flag
does not eliminate the outdated_object_version exception; there can be communica-
tion delays in setting the version-out-of-date flags.

A job using a transaction can avoid any problems with an obsolete object version by reserving
the object for the transaction. The object is reserved until the transaction is resolved. While a
stored object is reserved, only updates associated with the reserving transaction are allowed.
Passive_Store_Mgt.Reserve resets the caller’s active version if it is obsolete, ensuring
that subsequent code begins with the current version.

Reserving frequently accessed objects for long periods can cause performance problems by
delaying other jobs.
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For global objects, there is one active version of the object per node where the object is ac-
cessed rather than per job.

I1-3.1.15.2 Single Activation

In the single activation model, an object is only activated in one home job. Other jobs that
activate the object receive a token active version called a homomorph in place of the object.
Those other jobs communicate with the object’s home job to request operations on the real
object.

The type manager conceals the use of homomorphs. When an application requests an opera-
tion on a homomorph, the type manager handles all the communication needed to perform the
operation and return results.

A type manager can distinguish between homomorph and real active versions by defining an
is_homomorph boolean that is true in the homomorph template and that is false in all real
passive and active versions.

I1-3.1.15.3 Choosing an Activation Model

In the single activation model, operations come to the object. In the multiple activation model,
the object goes to the operations. In either case, the type manager’s public interface should be

the same. The choice of an activation model is an implementation decision, important only to

designers of type managers, not to outside users.

The multiple activation model:

e [s often easier to implement
e Brings the object to the operation (good for repeated operations on smaller objects)

e Often requires code to handle clashes between concurrent and incompatible versions of the
same object.

The single activation model:

e [s often more difficult to implement
e Brings the operation to the object (good for larger objects such as files)

e Does not cause clashes between multiple active versions of the same object.

11-3.1.16 Transaction Support

1I-3-14

Most passive store calls that change passive versions are transaction-oriented. A transaction-
oriented call participates in any default transaction. If there is no default transaction, then a
transaction is created for the duration of the call.

Object activation and Reset_active_version calls normally can do dirty reads, reading
a passive version written by another transaction before that transaction commits. An applica-
tion can ensure that a committed version of an object is used by calling Reserve on the
object.

An object can reserve an object using either a write lock or a read lock. Write locks are
exclusive and are not released until the enclosing root transaction is resolved. Read locks can
be shared with other read lockers, and can be released early with explicit Release calls.
Update and destroy calls assert write locks if the affected objects are not already write-locked
by the calling transaction.
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Applications that use passive store may choose to maintain its transaction orientation. To do
this, applications should group any sequence of logically dependent passive store/file/directory
calls within a transaction. Chapter II-4 shows you how to use transactions.

Stored objects can be concurrently accessed by multiple jobs using multiple transactions. A
passive store call on an object can be refused because it is being used by a transaction with a
more recent timestamp than the transaction enclosing the refused operation. Chapter II-4
shows you how to handle timestamp conflicts.

1-3.1.17 The Passive Store Attribute

The behavior of passive store is customized for a particular object type by supplying a passive
store attribute for the type. Each instance of this attribute is an object with the
Passive_Store_Mgt.PSM_attributes_object Ada type.

11-3.1.18 Default Passive Store Behavior

If an object type does not have the passive store attribute, then by default it supports all passive
store calls. The default allows copying of passive objects of the type and maps all Request _
calls to the corresponding direct calls, regardless of what rights are on the AD supplied.

1I-3.1.19 Type Manager Support

All the features described in this section are controlled by fields in a type’s passive store
attributes object.

A type manager can supply type-specific subprograms to be called in response to any or all of
the following Passive_Store Mgt calls:

Request_passive_object_info

Request_release

Request_reserve

Request_reset _active version

Request_set_timestamps

Request_update

A type-specific subprogram that refuses a request should raise
System_ Exceptions.operation_not_supported.

A type-specific subprogram that makes multiple updates to passive objects, files, or directories
can enclose its updates in a transaction, so that the type-specific subprogram is transaction-
oriented.

A type manager can refuse to allow copying of the type’s stored objects by setting the
copy_permitted boolean to false in the PSM attributes object. For example, if an account
balance represents an amount of money, then it may be wise to prohibit copying of account
objects!

A type manager can define a locking area in its type’s objects, using fields in the passive store
attribute object. When an object is activated, a semaphore is created and an AD for the
semaphore is placed in the first word of the locking area. Other words of the locking area are
initially zero. When an active version is reset, the locking area is preserved and copied over
from the preceding active version.

Storing Objects ) II-3-15



FKELIVMINAKYX

A locking area is needed when multiple processes in a job share an active version. The active
version must contain a semaphore and possibly other information to synchronize access to the
active version. Without a locking area, resetting the active version would lose the reference to
needed synchronization information, such as a semaphore with a blocked process waiting to
use the active version.

1I-3.2 Techniques

After reading this section, you will be able to:

e Create a passive object

e Update a passive object
e Request an update

¢ Destroy a passive object
e Copy a stored object tree

e Get passive object information.

Many of the examples are excerpted from the non-transaction-oriented body of the

Stored Account_Mgt_Ex example. This package extends the type manager for accounts,
developed in Chapter VII-3, to use passive store. Appendix X-A contains complete listings for
Stored_Account_Mgt_Ex and other units excerpted in this chapter.

1I-3.2.1 Creating a Passive Object

Calls Used:

Directory Mgt.Store
Stores a new directory entry.

Passive_Store_ Mgt.Update
Updates an object’s passive version.

To create a stored object:
1. Create and initialize the active object (as described in Chapter VII-3).
2. Store a master AD for the object.

3. Update the object, creating the passive version.

The following excerpt from the Stored_Account_Mgt_Ex package body (non-
transaction-oriented) shows how to create a stored object:
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132 function Create_stored_account (

133 starting balance:

134 Long_Integer Defs.long_integer :=

135 Long_Integer_Defs.zero;

136 master: System_Defs.text;

137 " authority:

138 Authority_ List Mgt.authority list AD := null)
139 return account_AD

140 --

141 -- Logic:

142 - 1. Check the initial balance.

143 -

144 - 2. Allocate and initialize the account ocbject.
145 -

146 - 3. Remove rep rights for the exported and master
147 - AD.

148 --

149 - 4, Store the master AD.

150 - Use "authority" as authority list to store the
151 - account. If "authority™ is null, the default
152 -- authority list of the target directory is used.
153 - If there is none the caller’s authority list in
154 - the process globals is used.

155 -

156 - 5. Passivate the account object itself.

157 -

158 - 6. Return the AD without rep rights.,

159 is

160 account: account_AD;

161 account _untyped: System.untyped_ word:

162 FOR account_untyped USE AT account’address;

163 —— Account with no rep rights, viewed with

164 -- either of two types.

165

166 account_rep: account._rep_AD;

167 account_rep_untyped: System.untyped word;

le8 FOR account_rep_untyped USE AT

169 account_rep’address;

170 -— Account with rep rights, viewed with

171 -- either of two types.

172
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begin
—-- 1. Check the initial balance:
if starting balance < Long_Integer Defs.zero then
RAISE insufficient_balance;

else
-— 2. Allocate and initialize the account object:
account_rep_ untyped := Object_ Mgt.Allocate(
size => (account_rep object’size + 31)/32,
tdo => account_TDO):
account_rep.all := account_rep object’ (
balance => starting balance):

-=- 3. Remove rep rights for the exported and
- master AD:
account_untyped := Access_Mgt .Remove (

AD => account_rep untyped,

rights => Object Mgt.read write rights):

-- 4, Store the master AD:

Directory Mgt.Store(

name => master,
object => account_untyped,
aut => authority):

-~ 5. Passivate the account object itself:

Passive_Store_Mgt.Update(account_rep_untyped):

-- 6. Return the account AD with no rep rights:

RETURN account;

end if;
end Create_stored_account;

11-3.2.2 Updating a Passive Object

Calls Used:

Passive_ Store Mgt.Update

Updates an object’s passive version.

Any operation that changes a stored object normally updates it. For example, the
Change_balance callin Stored Account_Mgt_Ex updates the affected account.

267
268
269

account_rep.balance :=
account_rep.balance + amount:;
Passive_Store_ Mgt.Update (account_untyped);

11-3.2.3 Requesting an Update

II-3-18

Calls Used:

Passive_ Store_ Mgt.Request_update
Requests a type-specific update. Defaults to Update tree.
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The following excerpt from the Make _object_public_ex example shows storing a
master AD and then requesting an update for an authority list object:

58 aut list: constant

59 Authorlty List_Mgt.authority list_AD :=

60 Authority List_ Mgt.Create authorlty(entrles),
67 Directory Mgt.Store(aut_list path, aut_untyped):
68 Passive_Store_Mgt. Request _update (aut_untyped) ;

The excerpt uses Request_update instead of Update because the caller is not the type
manager for authority lists and does not have rep rights.

11-3.2.4 Destroying a Stored Object

Calls Used:

Directory Mgt.Get_name
Gets an object’s full pathname (if any).

Directory Mgt.Delete
Deletes a directory entry.

Passive Store Mgt.Destroy
Destroys a stored object tree.

The Destroy_account callinthe Stored_Account_Mgt_Ex example destroys an
account’s passive version, deletes one dlrectory entry for the account, and deallocates the
account’s active version. If additional directory entries reference the account, then those
entries become dangling references. (Any attempt to access the object via such a dangling
reference raises System Exceptions.object_has no_representation. Hereis
the code:
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path_length: integer := 60;

Initial text length for name assigned

-- by "Directory Mgt.Get_name®™. If
-- insufficient, then the value is
-- increased and the operation is
—-- repeated.
begin
account_untyped := Access_Mgt.Import (
AD => account_untyped,
rights => destroy_rights,
tdo => account_TDO};

if account_rep.balance /=
Long_Integer Defs.zero then
RAISE balance_not_zero;

else

Passive_Store_ Mgt.Destroy(account_untyped):

loop
declare

path_text: System Defs.text(path_length):

begin
Directory Mgt.Get_name(
obj => account_untyped,
name => path text); -- out.
if path_text.length >
path_text.max length then
-- Text was lost. Retry:
path_length := path_text.length;
else
Directory Mgt .Delete(path_text):
EXIT:

end if;

exception
when Directory Mgt.no_name =>

EXIT;

end;
end loop;

Object_Mgt.Deallocate (account_untyped);
end if;
end Destroy_account;

NOTE: If an application knows that an object has only a single directory entry on its home
volume set, and that the directory entry contains the object’s master AD, then destroying the
object is simpler: Just delete the directory entry containing the master AD and the passive
version is also destroyed.

11-3.2.5 Copying a Passive Object Tree

11-3-20

Calls Used:

Directory Mgt.Store

Stores an AD in a new directory entry.

Passive_Store Mgt.Create_ copy_stub
Creates a copy stub, used as the target of a subsequent Copy call.

Passive_Store_Mgt.Copy

Copies a tree of stored objects.
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Suppose that passive store contains a tree of objects that you want to copy, such as a program
containing many modules; perhaps you want a copy to create a variation of the program.
Objects in the tree, all connected to the root by master ADs, are all the parts of the program.
The program also contains alias ADs that reference system services or shared library routines.

When you make a copy of the program, you want to preserve the program’s structure in your
copy. For example, if object A in the program has a master AD for object B, then you want
your copy of object A to contain a master AD for your copy of object B. Thus, copying must
not just copy stored objects but sometimes remap ADs in the objects. On the other hand, if
object B contains an alias AD for an object D that is not in the tree, then the copy of object B
should contain an identical AD. This is the case when the program and the copy reference
shared services or libraries that are not also copied. Figure II-3-7 shows how master ADs (A
to B which maps into E to F) are remapped and alias ADs to objects outside the tree (B and F
to D) are unchanged when a tree is copied. Any AD from an object in the tree that references
another object in the tree is remapped, even if it is an alias (C to B which maps into G to F).

\ COPY /\
Bcom- C Feemmn0
\ -7
‘Dk/

———>» MASTER AD
-——=—3 ALIAS AD
Figure II-3-7. Copying an Object Tree

The passive store copy calls should not be used for backing up or restoring stored objects. See
the BiiN™ Systems Administrator’s Guide for information about backing up or restoring stored
objects.

Some object types cannot be copied. For example, TDOs and attribute IDs cannot be copied.
Objects that correspond to physical devices cannot be copied. (What would it mean to "copy"
a printer?) The copy_permitted boolean in a type’s PSM attributes object determines
whether objects of the type can be copied. The Set_refuse filters call assigns
copy_permitted false. If any objects in a tree cannot be copied, then Copy raises
System_ Exceptions.operation_not_supported.

Copying an object tree copies passive versions and does not create active versions of any of the
copied objects.

When you make a copy, you create a new stored root object and possibly other new objects
below it in a tree. But before this root object that does not yet exist can be stored, a master AD
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must be stored for it! The master AD must be stored to determine the new object tree’s
volume set, owner, and authority lists. So that a destination master AD can be stored before
copying an object tree, Passive_Store_Mgt provides the Create_copy_stub call,
which creates a new "stub" object that is only used to:

1. Store a master AD.
2. Be the destination of a Copy operation.

Copying a tree of stored objects thus has three steps:

1. Create a copy stub, used as the target of the Copy call.
- 2. Store a master AD for the stub.

3. Copy the object tree to the stub.

The Named_copy_ex example procedure copies a source object tree to a destination object
tree, given source and dest pathnames. This excerpt shows the three-step operation:

62 source_AD := Directory_ Mgt.Retrieve(source);
63 dest_AD := Passive_Store Mgt.

64 Create_copy_stub(source_AD);

65 Directory Mgt.Store(name => dest,

66 object => dest AD);

67 Passive_Store_Mgt.Copy(source_ AD, dest AD):;

11-3.2.6 Getting Passive Object Information

Calls Used:

Passive_Store_ Mgt.Request_passive object_info
Requests information about an object’s passive version.

The OS keeps much more information for passive versions than active versions: owner, au-
thority list, volume set, node, size, and time created, last read, last written, and last modified in
any way.

The Older_than_ex example function compares two stored objects to determine if the first
was last written before the second. For example, Older_than_ex can be used to determine
if a machine instruction object is older than the associated source code object, requiring a
recompile.

The function uses Request_passive_object_info rather than
Get_passive_object_info because it may not have rep rights on the objects being
checked:
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21 use Long Integer Defs;

22 -— Import "<" for long integers.

23

24 a_info: Passive Store Mgt.passive object_info;
25 b_info: Passive_Store_Mgt.passive_object_info;
26 Dbegin

27 a_info := Passive_Store Mgt.

28 Request_passive_object_info(a):

29 b_info := Passive_Store_Mgt.

30 Request_passive object_info(b);

31

32 if not a_info.valid or else not b_info.valid then
33 RAISE System Exceptions.bad_parameter;

34

35 else

36 RETURN a_info.write_time < b_info.write_time;
37

38 end if;
39 end Older_than_ex;

The valid field of the passive object_info record is false if the object does not have
a passive version. /

i1-3.3 Summary

Storing Objects

Passive store is a distributed, reliable object filing service.

Use files instead of passive store if you do not need to store ADs and object types. Use
files to port programs that use conventional file systems. Use files if you need fast random
access to record-structured data.

An object can have zero or one passive versions and zero, one, or multiple active versions.
These are all versions of a single object.

Active versions are created automatically when you try to access an object’s representation
within a job without an active version of the object.

Passive versions are created and changed by explicit update calls.

The first AD stored for an object is its master AD, and must be stored before the object is
stored.

An object tree is a root object and all objects reached from it via a chain of master ADs.
Some passive store calls operate on object trees.

The passive store service detects conflicts between multiple object versions and raises ex-
ceptions that can be handled by the callers.

Passive store calls are normally handled within type managers.

Type managers can customize the passive store service for their type’s objects by defining
an instance of the passive store attribute.
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A transaction groups related operations so that either all the operations succeed or all are
rolled back.

Packages Used:

Transaction_ Mgt
Provides transactions used to group a series of related changes to objects
so that either all the changes succeed or all are rolled back.

This chapter introduces transactions and basic techniques for using transactions. Chapter
IV-10 describes transaction locking of files, opened files, key ranges, and records.

Transactions are typically used to group changes to files or other objects stored on disk. For
example, transferring $100 from one bank account to another could be enclosed in a trans-
action. If the change to either account failed or if the system crashed before all changes were
made, then all changes would be undone.

Transactions are also useful in less obvious ways. Even when a single record is inserted into a
file, several disk writes may be needed to update indexes as well as the file’s primary data area.
The filing service uses a transaction to ensure that a failure within such a group of writes
doesn’t make the file and its indexes inconsistent.

lI-4.1 Concepts

11-4.1.1 What Transactions Provide

1I-4-2

Transactions provide several services simultaneously to the developer:

Atomicity Transactions are atomic or indivisible, either completely succeeding or
making no changes at all. (Though atomicity only applies to those opera-
tions that participate in the transaction, as described below.)

Consistency Inconsistent and transitory states that your data passes through within a
transaction are not visible from outside the transaction. For example, the
state when one account has changed but not the other, or the state when
one index has changed but not another, are not visible outside the enclos-
ing transactions. (Consistency is enforced by type managers.)

Crash Recovery  Transactions work correctly even if the system hardware or operating sys-
tem crashes. Transactions in progress when a crash occurs are aborted as
part of crash recovery.

Synchronization  Transactions synchronize with each other so that one transaction cannot
access data being actively used by another transaction.

Deadlock avoidance
Transaction synchronization is designed so that deadlocks are not possible.
An example of a deadlock would be if two transactions each blocked wait-
ing for locks held by the other transaction. However, because each is
blocked, the locks would never be released. The transaction service
defines an ordering scheme that determines whether a particular trans-
action is allowed to block for another particular transaction. If blocking is
not allowed, an exception is raised.
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Time limits When an application creates a transaction, it can specify a timeout that
limits (aproximately) the total time taken by the transaction.

Distributed service The transaction service is distributed. One transaction can include changes
to objects at multiple nodes.

Extensible service By default the transaction service can be used with any new type of local
passivatable object. A type manager can also customize the transaction
service for its object type.

1I-4.1.2 Transaction Calls
Transaction_Mgt defines three basic calls for transactions:

Start_transaction
Creates a transaction.

Commit_transaction
All changes within a transaction are done successfully. Terminate the
transaction.

Abort_transaction
Something went wrong. Undo changes made within the transaction and
terminate the transaction.

Transaction_Mgt includes several other calls, used for special purposes. The three basic
calls are all that many applications need.

I1-4.1.3 Transaction Stack

Transactions can be nested, and several transactions may be active at once. Each process has
an associated transaction stack in its process globals. A process’s transaction stack is initially
empty. Creating a transaction pushes the new transaction onto the caller’s transaction stack.

1I-4.1.4 The Default Transaction

The transaction on top of a process’s transaction stack is its default transaction. Many
Transaction_ Mgt calls have a transaction parameter that can be defaulted, indicating that
the caller’s default transaction should be used. Start_transaction pushes the new trans-
action onto the caller’s transaction stack. By default, Commit_transaction and
Abort_transaction operate on the default transaction and pop it from the stack.

I1-4.1.5 Participating in Transactions

A transaction only affects those calls that participate in the transaction. A participating call
must be implemented in such a way that it can be aborted up to the time it is committed. Some
calls only participate in a transaction if the caller has a default transaction. Other calls par-
ticipate in a transaction even if the caller has none, by creating a transaction for the duration of
the call. If a System Services call participates in transactions, then its call description in the
BiiN™/OS Reference Manual will state that it participates. Calls that affect structured
transaction-oriented files, directories, and other passive objects often participate in trans-
actions.

It is important to realize that aborting a transaction does not roll back non-transaction-oriented
actions! For example, screen I/O, printing a check, or assigning a program variable are not
rolled back.
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i-4.1.6 The Transaction Service as a Coordinator

The transaction service acts as a coordinator for whatever type managers participate in a par-
ticular transaction. Different transaction-oriented type managers may implement transaction
locking, commital, and abortion differently. '

11-4.1.7 Subtransactions

If Start_transaction is called when there is already a default transaction, then the new
transaction is a subtransaction or child transaction of that default transaction. A top-level
transaction is a root transaction. Subtransactions and root transactions behave somewhat dif-
ferently:

e Committing a subtransaction does not make changes permanent but simply passes respon-
sibility for the changes up to its parent transaction.

e Committing a root transaction makes permanent any changes made within the root trans-
action and within any committed subtransactions.

e A transaction cannot be committed until all of its subtransactions are committed or aborted.

e Aborting a subtransaction only aborts changes within the subtransaction and does not abort
the parent transaction.

e Aborting a transaction also aborts its subtransactions.

Why use subtransactions? As far as atomicity and rollback, there seems to be no advantage to
having transactions within transactions. There are two good reasons that subtransactions are
used:

1. To allow transaction-oriented functions to be combined in straightforward ways. A can call
B which can call C, each procedure can enclose its code in a transaction, and they will all
work.

2. To provide synchronization between concurrent processes within the same transaction. The
transaction service uses transactions as the units being synchronized. Any concurrency
within an overall transaction must be split into different subtransactions or the needed lock-
ing won’t happen. (To be precise, subtransactions for synchronization of concurrent
processes in a transaction are only needed if there is data that may be used and locked by
more than one of the processes.)

11-4.1.8 Avoiding Subtransactions

There is some overhead in creating subtransactions when they are not required. A transaction-
oriented module may choose to check whether there is already a default transaction and only
start a new transaction if there is not already one on the stack.

11-4.1.9 Rules for Using Transactions
These rules can help you in designing code that uses transactions:

1. Normally the section of code that starts a transaction should also commit it if successful
and abort it if any exceptions occur.

2. If possible, code between matching Start_transaction and
Commit_transaction calls should not include operations that don’t participate in the
transaction.
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3. If possible, code between matching Start_transaction and
Commit_transaction calls should not include transfers of control out of that code
block, such as RETURN, EXIT, or GOTO. If there are such transfers, then the transaction
should be either committed or aborted on every possible path out of the block.

4. Your code should normally not manipulate the transaction stack directly.

5. If you spawn child processes within a transaction T and those processes need to participate
in T, then:

a. T must be passed to each child.

b. Each child must push T on its transaction stack and then start a subtransaction.
c. Each child must resolve its subtransaction before terminating.

d. Each child should signal resolution of the subtransaction to the parent process.

e. The parent process should not attempt to commit 7 until it is signaled that all the sub-
transactions used by the child processes have been resolved.

11-4.1.10 Transaction Locking

Whenever a transaction-oriented operation reads or writes data, it locks the data or some entity
containing the data. Locking prevents concurrent changes and also keeps changes within the
transaction from being visible to other transactions until such changes are committed. There
are two type of locks asserted by a transaction:

read lock Indicates that a transaction is using an entity and that the entity cannot be
changed until the lock is released.

A read lock allows other read locks but excludes write locks.

A read lock can be explicitly released from within the transaction that as-
serted the lock.

write lock Indicates that a transaction is using an entity and may change it. The
entity cannot be read or written from outside the locking transaction until
the locking transaction commits or aborts (except for dirty reads).

A write lock is exclusive and does not allow any other concurrent locks.

A write lock cannot be explicitly released. Only resolving the locking
transaction releases a write lock.

The granularity of locking depends on the application or type manager. Transaction locks can
be aquired on entire files, records within files, entries within directories, or entire passive
objects.

For reading only, an application can choose to bypass locks and dirty read data that may be
involved in an uncommitted transaction.

11-4.1.11 Transaction Timeouts

Whenever a transaction is specified, an advisory timeout duration is specified. By defaulta
system-supplied value, specified as a node configuration parameter, is used. A transaction that
runs out of time is automatically aborted by the transaction service. A timeout is a lower limit
on the actual time allowed. For example, if a timeout of 30 seconds is requested, then the
actual timeout may occur after one minute. A timeout value is always finite--there is no
concept of waiting forever--but can be very large. Timeouts help ensure that files, records, or
other data structures don’t remain locked indefinitely if a process holding a transaction lock is
killed.
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1-4.1.12 Transactions and Job Termination

When a transaction is started, it is associated with the calling job. If that job terminates and the
transaction is not already committed or aborted, then job termination aborts the transaction.

11-4.1.13 Avoiding Deadlock with Timestamp Conflicts

To avoid circular waiting, the transaction service defines a precedence scheme for transactions.
Younger transactions will wait for older transactions but not the reverse. If an older trans-
action does request a lock held by a younger transaction, then

System_ Exceptions.transaction_timestamp_conflict israised. The rules
are different if the transactions involved are ancestor and descendant; see
Transaction_Mgt.Blocking permitted for details.

An application can recover from a timestamp conflict by:

e Aborting its transaction

¢ Resetting any other state information, such as variables

e Looping back in its code to the point where the transaction is started.

The newly started transaction will be younger than the transaction holding the lock and will be
allowed to wait. Multiple loop backs can occur due to (rare) concurrent activity.

11-4.1.14 Independent Transactions

Transaction_Mgt.Start independent_transaction can be called to create a
new root transaction even if the caller has a default transaction. Consider a system accounting
manager as an example of using independent transactions. Operations that consume or return
system resources would update accounts on disk via the system accounting manager. Such
updates are independent of whatever the application may be doing, and should be independent
of any surrounding transaction. Otherwise, an abort of the surrounding transaction could erase
all charges for resources used during the aborted operation.

A process using an independent transaction should not try to get any lock held by an older
unresolved transaction in the same process. This will cause the process to block until the older
unresolved transaction times out.

I1-4.2 Techniques

After reading this section, you will be able to:

¢ Use a transaction
¢ Avoid unnecessary subtransactions

e Use a transaction and recover from timestamp conflicts.

1I-4.2.1 Using a Transaction
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Calls Used:

Transaction Mgt.Start_ transaction
Creates a transaction.

Transaction_Mgt.Commit_transaction
Indicates that changes within a transaction are done. Makes the changes
permanent if the transaction is a root transaction.

Transaction Mgt.Abort_ transaction
Undoes all changes made within a transaction.

The following excerpt from the Make_object_public_ex example shows how to use a
simple transaction:

65 Transaction Mgt.Start_transaction;

66 begin

67 Directory_ Mgt.Store(aut_list_path, aut_untyped):
68 Passive_Store_ Mgt .Request_update (aut_untyped):;
69 Transaction_ Mgt.Commit_transaction;

70 exception

71 when others =>

72 Transaction_ Mgt .Abort_transaction;

73 RAISE;

74

75 end;

Note that the block containing the exception handler is only entered if the transaction is suc-
cessfully started. Any exception causes the transaction to be aborted and the exception to be
reraised.

11-4.2.2 Avoiding Unnecessary Subtransactions

Calls Used:

Transaction Mgt.Start_transaction
Creates a transaction.

Transaction Mgt.Commit_transaction
Indicates that changes within a transaction are done. Makes the changes
permanent if the transaction is a root transaction.

Transaction Mgt.Abort_ transaction
Undoes all changes made within a transaction.

The following excerpt from the Stored_Account_Mgt_Ex transaction-oriented body
shows how to start and resolve a local transaction only if the caller does not already have a
default transaction:
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195 trans: boolean := false;

196 -— True if a local transaction is started.
219 -— 4, Start a local transaction if there is not
220 - a transaction on the stack:

221 --

222 if Transaction_Mgt.Get default_ transaction =
223 null then

224 Transaction_Mgt.Start_transaction:;

225 trans := true;

226 end if;

227 begin

239 -- 7. Commit any local transaction:

240 —-—

241 if trans then

242 Transaction_Mgt .Commit_transaction;

243 end if;

244 exception

245 -- 8. If any exception occurs, abort any local
246 - transaction, deallocate the account,
247 - and reraise the exception:

248 -

249 when others =>

250 if trans then

251 Transaction_Mgt .Abort_transaction;

252 end if;

253 ' Object_Mgt.Deallocate (account_untyped);
254 RAISE;

255

256 end;

Note the use of the t rans boolean to indicate whether or not a local transaction has been
started.

11-4.2.3 Using a Transaction and Recovering from Timestamp Conflicts

11-4-8

Calls Used:

Transaction Mgt.Start transaction
Creates a transaction.

Transaction Mgt.Commit_transaction
Indicates that changes within a transaction are done. Makes the changes
permanent if the transaction is a root transaction.

Transaction Mgt.Abort transaction
Undoes all changes made within a transaction.

The System_Exceptions.timestamp_conflict exception is raised to prevent trans-
action deadlocks, commonly when an older transaction requests an entity locked by a younger
transaction. An application can recover from a timestamp conflict by aborting its transaction,
resetting any other state information (such as variables), and looping back in its code to where
the transaction is started. The newly started transaction will be younger than the transaction
holding the lock and will be allowed to wait. Note that multiple loop backs can occur due to
(rare) concurrent activity. The following example of using a transaction and handling times-
tamp conflicts is excerpted from the Stored_Account_ Mgt _Ex example’s transaction-
oriented body:
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397 trans: boolean := false;

398 -- True if a local transaction is started.
399 begin

400 account_untyped := Access_Mgt.Import (

401 AD => account_untyped, -

402 rights => change_rights,

403 tdo => account_TDO);

404

405 loop

406 if Transaction Mgt.Get_default transaction =
407 null then

408 Transaction Mgt.,Start transaction;

409 trans := true;

410 end if;

411 begin

412 Passive_Store_Mgt.Reserve (account_untyped);
413 if account_rep.balance + amount < zero then
414 RAISE insufficient_balance;

415

416 else

417 account_rep.balance :=

418 account_rep.balance + amount;

419 Passive_Store_Mgt.Update (account_untyped);
420 if trans then

421 Transaction_Mgt.Commit_transaction:;
422 end if;

423 RETURN account_rep.balance;

424

425 end if;

426 exception

427 when System_Exceptions.

428 transaction_timestamp conflict =>
429 if trans then

430 Transaction Mgt.Abort transaction;
431 else

432 RAISE;

433

434 end if;

435 when others =>

436 if trans then

437 Transaction_Mgt.Abort_ transaction;
438 end if;

439 RAISE:;

440 end;

441 end loop;

442 end Change_balance:;

lI-4.3 Summary

e A transaction groups related operations so that either all succeed or all are rolled back.

¢ Using a transaction can be done with three simple calls that all use the caller’s default
transaction, with no explicit parameters.

e Transactions synchronize with each other using read locks and write locks.
e Younger transactions will wait for older transactions at a lock, but not vice versa.

o Transactions can have timeout values.
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Messages, incidents and exceptions are used to pass error messages between applications,
programs, program modules, and users. This chapter discusses messages, incidents and excep-
tions from a procedural viewpoint.

Packages Used:

History_ Services
Contains calls for using a job’s history log files.

Incident_Defs Defines incident and message types.

Message_Services
Provides calls to write messages from message files, message stacks, or
message blocks.

Message Stack_ Mgt
Manages a process’s message stack.

System Error_ Recording
Provides calls to record errors in a system log file.

Traditionally, a program developer defines errors and exceptional situations and handles the
messages that need to be sent when such situations occur. The BiiN™ system offers an ef-
ficient and powerful mechanism for reporting errors and sending messages using incidents and
messages. Help messages are similar to error messages but are managed separately. See

Help Text Admin the BiiN"/OS Reference Manual.

An incident can be a normal program error, an Ada exception, an OS error, a test point as
defined by a test point monitor, a situation that requires a message to the user or any situation
that is reported outside the program. Each incident is assigned an incident code which iden-
tifies a message and a severity level for the incident. Figure II-5-1 shows how an application
developer can associate an error with an appropriate message using incident codes.

I1-5-2 Writing Messages
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developer's source code

define error NN

define incident code NN
if error

write message (incident
code NN)

message file ABC

Y I\

incident msgq file ABC

code NN
module 3 message| English = "not found”
number 1 3.1 German = "nicht gefunden”

severity =
error

Y

environment variable \

I $ user.language = english |

"not found”

Figure II-5-1. Incidents Associate Errors with Messages

[I-5.1 Concepts

Using incidents greatly eases the development of messages and the handling of errors for large
projects with coherent user interfaces. For example, once an incident has been defined for the
common situation £ile not found, all developers on a large project can reference that
incident code when the situation comes up and only the definer needs to maintain the actual
message text and severity level for that incident.

[I-5.1.1 Messages

A message is the human-readable text associated with an incident. The message may contain
text in more than one natural language (German, English, etc.) in a short or long form and
contain parameters that can be substituted at the time the message is displayed.

The Message_Services package provides the procedural interface for sending messages.
The developer indicates specific message by passing an incident code, message block or com-
plete message stack (see subsequent sections for descriptions of these message constructs).
The human language and the message level are determined by the user’s setting of CL vari-
ables.

From the user’s point of view, a message contains a header, generated by the system, and the
message text, derived from the possible texts in the message for that incident code according to
the user’s CL variables.
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A header is automatically prepended to messages of warning, error and fatal status but
not to messages of information status. The heading consists of the time of occurrence, the
sender name and a single-letter code for the severity level. The appearance of a header and
message is affected by CL variables (defined in a subsequent section).

In the following message example, the time of the incidentis 14 : 30 : 25, the sender is
Inventory_Files and the severity level is E (error). The CL variable msg. time is set to
true, message.longis false and user.language is English.

14:30:25 Inventory Files - E: Insufficient access rights to read file.

For more information about the contents of a message, see the BiiN" Command and Message
Guide.

11-5.1.2 Message Files

A message file contains the short and long forms of messages in one or more language varia-
tions. The messages are indexed by a message index comprised of a module number and
sequential number and, optionally, by a message name. A message file is created for one or
more applications by the manage .messages runtime command of the manage .program
utility. The message_object field in the incident code references the application’s mes-
sage file.

For more information about creating a message file, see the BiiN™ Command and Message
Guide.

11-5.1.3 Incident Codes

An incident is a BiiN™ construct that assigns a unique identifier, an incident code, to each
error situation. An incident code references a message file, an individual message within that
file and a severity level.

It is recommended that each Ada exception be assigned an incident code. Situations that are
not Ada exceptions may also have incident codes. For example, an incident code can be
assigned when a user presses a special function key.

An incident code record contains the following fields:

message_object
This field references the message file containing the message texts. The
message file itself is created with the manage .messages utility. The
software developer decides how to group messages (in a single file or in
multiple files) and how to associate the message file with the software (to
explicitly name the message file or to use a default message file). This
field takes one of three values:

e A valid AD to a message file.

¢ A null AD indicating that the message file is the default message file.
The default message file is created using manage .messages and is
associated with the program via the OEO (Outside Environment Ob-
ject, see the BiiN™ Command Language Executive Guide) using
store.default _message file. (Seethe BiiN" Command and
Message Guide for more information on these utilities.)
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e A compiler-generated value (if the programmer did not define an in-
cident code). This value may be an AD to some object other than a
message file or a non-AD value. Either shows that a message is not
defined for the incident code. In a program where the programmer
does not define messages for program exceptions, for example the com-
piler generates unique exception values.

module A number from 0O to 256K-1, inclusive, assigned to a program or module
within a program. Combined with the incident number to identify an
individual message within a message file. The incident module and in-
cident number provide an index into the message file.

number A number from 0 to 4095, inclusive, assigned to the incident within the
module where it is defined.
severity A level of seriousness for the incident. Four severity levels-are recognized:

information, warning, error and fatal error.

e information
Not related to an error or waming; provides additional or helpful infor-
mation.

® warning
Indicates an occurrence which deviates from the expected behavior but
does not impede the expected outcome of an operation.

® error
Indicates that the operation generating the error cannot complete
properly until the condition causing the error is corrected.

e fatal error
Indicates an error of such severity that further processing is not pos-
sible.

1I-5.1.4 Message Blocks

A message block contains an incident code (which includes the message’s module and number)
and any message parameters. Calls that accept separate incident code and message parameters
(see Message_Stack_Mgt) reformat them into message blocks.

1I-5.1.5 Message Stacks

Program errors or incidents are frequently propagated through many layers of operations, espe-
cially within a large application. The message stack provides a means of keeping a trace of
any incidents that have occurred within a process along with specific information about each
incident.

The message stack is a fixed-length, open-bottomed stack. Each process has its own message
stack. The message stack is large enough for two messages of maximum size. The message
stack is open-bottomed so that if another message is pushed on a full stack, the bottom mes-
sage on the stack is lost.

A message stack contains message block entries. Calls that accept separate incident code and

~ message parameters (see Message_Stack_Mgt) reformat them into a message block which
is then pushed onto a message stack. Entries are retrieved from the message stack as message
blocks.
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A message block is pushed onto a message stack whenever more specific information than that
associated with the exception itself would be useful to someone debugging the program.
(Messages are not automatically pushed on the message stack; they must be explicitly pushed
on the stack by the exception handler.) Large user-written applications may make use of the
message stack in a similar manner.

When a process terminates due to an unhandled error propagating out of its top level proce-
dure, its message stack contains the history of that error’s propagation. The first message
block on the message stack is the actual error that caused termination. The subsequent mes-
sage blocks contain information about the various levels of the system through which the error
propagated.

It is good practice, although not required, for a program that catches and handles an incident or
error to clear the message stack. Otherwise, on a later incident or error, the message stack
contains the history of the previous (already-handled) errors as well as the error that caused
termination. This can be confusing to someone debugging the program.

See the Message_Stack_Mgt package for more information about message stacks.

11-5.1.6 Messages and Exceptions

An exception is the Ada construct that signals the occurrence of errors or other exceptional
situations that arise during program execution. Raising an exception causes normal program
execution to be abandoned in order to deal with the error or situation.

Each exception may be, but is not required to be, associated with an incident. When a
programmer wants to define a message for an exception, an incident code is assigned to that
exception.

[I-5.1.7 CL Variables That Affect Messages

1I-5-6

The following CL variables affect how a message is displayed.

user.verbose Determines whether information level messages are displayed. Messages
which report job status, for example, may be displayed only in verbose
mode. The developer can set verbose_only to true in order to make
informational messages display when calling
Message_Services.Write msgqg or similar calls. When
user .verbose is false, only warning, error and fatal_error
messagess are displayed.

user . language Controls which language variant of a message is displayed. If the message
does not exist in the desired language, the message’s default language
variant is displayed (the first variant stored in the message file).

msg.long_text Controls which form of the message (short or long) is displayed. If false
(the default), the short form is displayed, otherwise the long form. If the
selected level does not exist, the other level is displayed.

msg.time Controls whether the time the incident occurred should be displayed as
part of the message header.

The built-in command set . variable sets or changes the values of user CL variables.
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1I-5.1.8 How CLEX Handles Messages From Terminated Jobs

An exception for which no exception handler exists will terminate a job. All messages pushed
on the message stack (up to the maximum it can hold) prior to termination will be on the stack.
A message, if any, associated with the terminating exception will not appear on the stack.

11-5.1.9 Message Ultilities

A message file can be created and updated with the manage .messages runtime command
of the manage.programutility. The runtime commands of manage .messages include
change, list, remove, set.language and store.

11-5.1.10 History Files

Message_Services automatically records messages in a job history log if one is installed.
Users can turn off message recording via a boolean parameter in the various Write msg
calls. The History Services.Record message call takes an incident code and sends
the corresponding message to the job’s history log file. Thus a job can maintain a record
of any messages that were sent during the course of the job.

A user can have a history installed for a logon session if the CL variable
logon.install history_ logistrue.

A job can have a history installed if:

¢ The control option : :history log was called in the invocation of the job, or
¢ The built-in command start.history_log was called, or

e The package History Services was used to create, open and seta history log
file.

1I-5.2 System Error Log

The System Error_Recording package provides calls for recording system errors on a
system error log. This log is a record-oriented, sequential file. The error information can be
specified as an incident code with from zero to five parameters or as a message block. The
record layout is defined by the type Monitor_Defs.monitor_message.

System Error_Recording.Get_event_cluster provides access to an event cluster
that gets signalled whenever an error is recorded to the system error log file. The system error
log is only for trusted type managers such as device drivers.

1I-5.3 Techniques

After reading this section, you will be able to:

Define application messages

Write a message

Associate an incident code with an exception

Replace OS exceptions with application messages
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® Use predefined OS messages

¢ Push a message when raising an exception

® (lear the message stack when handling an exception
e Write a message with acknowledgement

® Record history entries.

Code examples in the following sections are excerpts from the At _Cmd_EXx,
At_Support_Ex, Inventory_ file,Create_Name_ Space_ Cmd_Ex,
Example Messages and Inventory_ Files example programs that are listed in their
entirety in Appendix X-A.

11-5.3.1 Defining Application Messages

1I-5-8

Declarations Used:

Incident_Defs.incident_code
A representation for errors, warnings, information, exceptions and system
€ITOrS.

The system recognizes four types of messages:

e Those used to identify exceptions
e Those used to identify other messages to be pushed onto a process’s message stack
e Those used to identify operating system errors, and

¢ Those used as test point monitoring codes.

All of these message types may be represented by Incident_Defs.incident_code.
This incident code contains the severity of the incident and a message file reference and
index (module and number) which uniquely identifies message text associated with the in-
cident.

To create an incident code, declare a constant of type Incident_Defs.incident_code
with the following fields:

message object An AD to the message object.

module Number of the module in which this incident is defined.
number A number for the specific incident within the module.
severity A severity level.

When the application developer assigns a module number and a sequential number to an in-
cident, these numbers must be unique within the environment in which they are visible.

The following example from At _Support_Ex defines an incident code:
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-~ Exception Codes:
msg_obj: constant System.untyped word :=
System.null_word; -- use oeo

time_format_error_code: constant Incident Defs.
incident_code := (

module => 0,
number =1,
severity => Incident_Defs.error,

message_object => msg obj);

The fields of the time_format_error_code incident code contain the following values:

message_object

module
number

severity

Declared as a null AD (uses the default message file specified in the
programs Outside Environment Object).

The module number of At_Support_Ex. The value is 0.
The number of this incident in this module. The value is 1.
The value error.

The actual text of the message associated with an incident can be stored in a message file by
one of the following three methods.

I1-5.3.1.1 In the Source File

Include the actual text of the message in the source file with tagged comment lines which can
be identified and extracted by manage .messages. The tag for the comment line in the
example code is *D* (that is, *D* immediately follows the two dashes of an Ada comment
line. The extract.tagged_commands utility extracts tagged lines and passes them to
manage .messages which creates the message file. In this method, the text of the message
is physically close to the definition of its associated incident, an advantage for small programs
with few messages.

In the following code example, tagged comment lines are used to include message text in the
program source file:

45

-- Exceptions:

—--*D* manage.messages
time_ format_error: exception;
——~ Occurs when the time was not input in a proper

~— format
~—*D*  store 0 1 time_ format error \
—=*D* :short = "$pl is an improper time specification

--*D*The correct format is hh[:mm{:ss[.dd]]]"

II-5.3.1.2 In a Command File

Include the text of messages in a command file which is passed to manage .messages
which in turn creates the message file. This method allows all messages for a program to be
kept in a single file which can be edited or updated using any text editor.

I1-5.3.1.3 Using manage .messages

Invoke manage .program then run manage . messages and use its runtime commands to
create and update the text of messages. This method allows easy listing, searching and updat-
ing of individual message texts, an advantage for larger applications where consistency and
coherence among messages is desirable. The following example shows the declaration for the
not_on_file message, the tagged lines used by manage .messages to include the mes-
sage in a message file and the declaration of the exception associated with the message.

Writing Messages
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104 not_on_file code: constant

105 Incident_Defs.incident_code := (

106 message_object =>

107 Inventory Messages.message_object,
108 module - => module,

109 number => 5,

110 severity => Incident_Defs.error):
111

112 ——*D* store :module = Smodule \

113 —=—*D* :number = 5 \

114 ——*Dx* :msg_name = not_on_file \

115 ——=%D* :short = "There is no parts
116 —=*D* record for part ID ‘$pl<part
117 —=*D* ID (index value)>’ does not
118 ~—*D* exist.”

119

120 not_on_file: exception;

121 pragma exception value(not_on_file,

122 not_on_file code):
123 ~- Raised by "Read_parts_record" and

124 -- "Rewrite_parts_record".

For more information on creating message texts, see the BiiN"™ Command and Message Guide.
11-5.3.2 Writing a Message

Calls Used:

Message Services.Write_ msg
Formats and writes a message.

To write a message to the user’s message window, specify:

msg_id Incident code for the message.

param(l...5) Parameter(s) to insert into the message text, if any.

device Opened device to which message is sent. The user’s opened message win-
dow by default. :

For example in the At_Cmd_Ex example program, the message associated with incident code
prior_time warning_code is written as follows:

168 Message_Services.Write_msg(
169 msg_id => At_Support_ Ex.prior_time warning code):

For more information on writing message texts to accept message parameters, see the BiiN™
Command and Message Guide.

11-5.3.3 Associating an Incident Code With an Exception

Declarations Used:

pragma exception_value '
Binds the value of an exception with a named incident code.

It is often useful to associate an Ada exception with an incident so that when the exception is
raised, the incident code is implicitly available. pragma exception_value associates an
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exception with an incident code. This binding is illustrated with the following example from
Inventory File:

104 not_on_file code: constant

105 Incident_Defs.incident_code := (

106 message_object =>

107 Inventory Messages.message_object,
108 module => module,

109 number => 5,

110 severity => Incident_Defs.error);
120 not_on_file: exception;

121 pragma exception_value(not_on file,

122 not_on_file code);
123 -— Raised by "Read parts_record" and

124 -- "Rewrite_parts_record".

11-5.3.4 Replacing an OS Exception With an Application Message

When the operating system raises one of its exceptions, that exception can be replaced with a
more detailed local message. The following code from the Inventory Files example
program shows an update operation. When it is unsuccessful,

Record_AM.invalid record_address is automatically raised. The package raises its
own exception, not_on_file and writes an explanatory message.

230

231 -~ Rewrite (update) parts record:

232 --

233 Record AM.Keyed Ops.Update by_key (

234 opened_dev => parts_file,

235 buffer VA => parts_record’address,

236 length => parts_record’size/8,

237 index => part_ID_index_name) ;

238

239 exception

240

241 when Record AM.invalid_record_address =>

242 Message_Services.Write_msg(

243 msg_id => not_on_file code,

244 paraml => Incident_Defs.message_parameter(
245 typ => Incident Defs.txt,

246 len => part_ID_ index_str.length)’ (
247 typ => Incident_ Defs.txt,
248 len => part_ID_index str.length,
249 txt _val => part_ID_index name)):
250 RAISE not_on_file;

11-5.3.5 Taking Advantage of Predefined OS Messages

The /msqg directory contains predefined message files. These messages may be used by ap-
plication programs. It is advisable to use the messages in the same context for which they
were originally created. These messages may be reviewed with the 1ist command of the
manage .messages run-time command of the manage . program utility.

1I-5.3.6 Pushing a Message When Raising an Exception

Calls Used:
Message_ Stack Mgt.Push msg_ 1l param

Pushes a message block with one parameter onto the caller’s message
stack.
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The BiiN™ Operating System often pushes a message to the message stack prior to raising an
exception. Applications may also push messages on the stack when raising exceptions in order
to provide more information concerning the reason for abnormal program termination.

In the following example from Inventory_ Files, the exception handler for the

Read parts_record procedure catches an attempt to read a part that is not on the file and
writes the message associated with the not_on_file_code. It then pushes the
not_on_file message on the message stack.

126 Message_Services.Write_msg(

127 msg_1id => not_on_file code,

128 paraml => Incident_Defs.message_parameter (
129 typ => Incident_Defs.txt,

130 len => part_1ID.length)’ (

131 typ => Incident_Defs.txt,

132 len => part_ID.length,

133 txt_val => part_ID));

134 Message_Stack_Mgt.Push_msg_1_ param(

135 not_on_file_code):

i1-5.3.7 Clearing the Message Stack When Handling an Exception

1I-5-12

Calls Used:

Message_Stack_ Mgt.Clear messages
Discards all messages on the caller’s message stack.

It is good practice, although not required, for a program that catches and handles an incident or
error to clear the message stack. Otherwise on a later incident or error, the message stack
contains the history of the previously handled errors as well as the error that caused termina-
tion. This can be confusing to people debugging the program.

In the following example from Inventory Files, the exception handler for the
Read_parts_record procedure catches an incomplete key value and writes the message
associated with the invalid_part_ID_code. Itthen clears the message stack before
pushing the current message.

143 Message_Services.Write_msg/(

144 msg_id => invalid part_ID_ code,

145 paraml => Incident Defs.message_parameter (
146 typ => Incident Defs.txt,

147 len => part_ID.length)’ {

148 typ => Incident Defs.txt,

149 len => part_1ID.length,

150 txt_val => part_ID)):;

151 Message_Stack_Mgt.Clear_messages;

152 Message_Stack_Mgt.Push msg_ 1 param(

153 message_id => invalid part ID_code,

154 paraml => Incident Defs.message_parameter(
155 typ => Incident Defs.txt,

156 len => part_ID.length)’ (

157 typ => Incident_Defs.txt,

158 len => part_ID.length,

159 txt_val => part ID));
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11-5.3.8 Writing a Message With Acknowledgement

Calls Used:

Message_Services.Acknowledge_msg
Writes a message with no <LF>, then reads and parses the user’s response.

To write a message and receive a response from the user, use
Message_Services.Acknowledge msg.

The message should explain to the user the choices on which his response must be made. A
positive acknowledgement currently results from yes, ja, true or +. Any other input, in-
cluding just <CR>, returns false. The words yes, ja and true can be abbreviated to one
letter.

If an opened device is specified, it is used both for writing a message and reading the response.
Otherwise, the device from the caller’s user_dialog entry in process globals is used. In
any case, the device must be interactive as defined by

Device Defs.device_info.common_info. The call does nothing and returns false if
the device is noninteractive.

If writing or reading fails for any reason, false is returned.

The following code is from Example Messages (the acknowledge message) and
Create_name_space_cmd_ex (code requesting affirmation from the user before storing a
new name space as a directory entry).

63 overwrite query code:
64 constant Incident_Defs.incident_code :=
65 (0, 4, Incident_Defs.information, msg_obj):
66 -
67 -—*D* store :module=0 :number=4 \
68 ——*D%* :msg_name=overwrite query_ccde \
69 ——*kD* :short = \
70 —-=%D* "Spl<pathname> exists. Overwrite it?"
261 -- Confirm overwrite:
262 -
263 overwrite :=
264 Message_Services.Acknowledge msg(
265 Example_ Messages.
266 overwrite query code,
267 ‘ Incident Defs,
268 message_parameter (
269 typ => Incident_Defs.txt,
270 len => name.max_length)’ (
271 typ =>
272 Incident_Defs.txt,
273 len =>
274 name.maX_length,
275 txt_val => name)):
276 end if;

11-5.3.9 Recording History Entries
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Calls Used:

History_ Services.Record message

Records a message in an opened history file, or in the caller’s current job
history, retuming the record ID.

To record a message in a job’s history 1log file, record an individual message explicitly
viaHistory_ Services.Record message. This call returns a record ID.

11-5.3.10 Summary

11-5-14

An incident is a BiiN™ construct that assigns a unique identifier, an incident code, to each
error situation.

An incident code identifies a message and a severity level for an incident.

An exception is the Ada construct that signals the occurrence of errors or other exceptional
situations that arise during program execution.

A message is the human-readable text associated with an incident.

A message file contains the short and long forms of messages in one or more language
variations. The message_object field in the incident code references the application’s
message file.

A message block contains an incident code (which includes the message’s module and
number) and any message parameters.

A message stack is a fixed-length, open-bottomed stack that provides a means of keeping a
trace of any incidents that have occurred within a process along with specific information
about each incident.

Writing Messages
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Part lll

Directory Services

This part of the BiiN"/0OS Guide gives concepts and techniques for naming objects in direc-
tories and for protecting stored objects from unauthorized access.

This part contains these chapters:

Understanding Directories

Explains basic concepts needed to understand the system’s directory
mechanism.

Using Directories Provides techniques for using directories.

Protecting Stored Objects
Shows how to protect objects using IDs and authority lists.

Using Name Spaces
Shows how to use name spaces (lists of directories).

Creating Symbolic Links
Shows how to use symbolic links between directories or directory entries.

Directory Services contains the following services and packages:

Naming Service
Directory Mgt
Name_Space Mgt
Symbolic_Link_ Mgt

Protection Service
Authority List Mgt
Identification_Admin
Identification_ Mgt
User Mgt
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UNDERSTANDING DIRECTORIES

Contents
DAreCtOry StUCIUIE .. ..ottt ti ittt eteeeeennesosesososotsnonsssasosnsnas nI-1-2
Pathname SYMIaX .. ....vvieenineneneneneentoeaonsosensosaassnsesanas nI-1-3
Alias Entries and Master Entries ..........ccvuininiiniininnrncnrannenns Im-1-3
SymbolC LINKS .....cuitiiiiii it ineeiieerenrneenonoannnencnsnnns n-14
Protecting Directories and theirContents ............covuieiennneennnnens II-1-5
The Clearinghouse: Naming in a Distributed System  ..................coooiaut. II-1-5
ANode’s Default DireCtories  .......ovvienineeneneternenananssosannns III-1-8
Directory Operations . ..........coeeeueeeroressonsosansnsnoneocsnanasosans I1-1-8
Retrieving ENtIies .....vvitiiiineinernnnnreensososonenanansnsnsnnas III-1-8
Listing a DireCtOry ... ovuitiiiiin it iiiiieneiintnerasnraceneneneencans II-1-9
Process Globals and DireCtories .........ovvveirierrenrnenosnsesannsons II-1-9
Directory Operations and Transactions ...........c.ceoeveereuoaecnsenanns II1-1-10
Standalone DIireCtories . ... ..cvvitiiieiienreenrnreennrnsnonennsocenss 1I-1-10

Understanding Directories II-1-1



FRKELLVIINAKY

directory joe
Name specs Name src Name | schedule
AD AD AD

Figure ITI-1-1. Directories Contain <Name, AD> Pairs

Directories allow you to associate a name with the object’s AD and store the <name, AD> pair
in a directory (Figure III-1-1). Given a full pathname, you can find the object associated with
that name.

This chapter explains in more detail the concepts of BiiN™ directories.

lll-1.1 Directory Structure

1I1-1-2

In other systems, directories map names to files or directories only. By contrast, the directory
service allows an AD for any type of object to be stored in a directory. This includes files,
other directories, devices, programs, IDs, authority lists, data definitions, version groups, form
definitions, report definitions, and so on.

All names within a given directory must be unique. The storage of names in directories is
case-sensitive; that is, lowercase characters are distinct from uppercase (for example,
My File isdistinct frommy_ file).

Examples of valid names include:

ADA_source tools
Chapter-1.12 673-59-1257
%_of cost #s_per_sq_inch
2

A directory can contain another directory (a subdirectory), allowing for conventional tree
structures and hierarchies. For example, in Figure III-1-2, src is a subdirectory of joe. A
directory that contains an entry or another directory is the parent of that entry or directory.

A directory can also contain an alias entry. An alias entry is another name for an AD that
already has a name. Because an AD can have any number of aliases, you can set up directory
structures that are not limited to trees or strict hierarchies (Figure I1I-1-2).
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joe su

__-..':_ Alias
AD e et wE LD LD P LT TR \
schedule schedule {
AD| 1
AD .
| alias
/
/
version 1
AD
imodule T Alias module T
ADL_ Jq-—— --—___-—-—-—__—_T\D —— —_l
- module 2|

AD

Figure III-1-2. A Directory Structure with Aliases

In Figure III-1-2, an example of an alias is the name module 1 in directory joe/src. Joe
has a name for this module as does Sue. Both names reference the same underlying object.
Note that an alias can reference an AD on a different node in the distributed system. Deleting
an alias has no effect on the referenced object, so Joe can delete his module_1 without
affecting Sue’s.

Directories and subdirectories are common in other systems. Using BiiN™ directory services,
however, a set of connected directories is not limited to tree structures. A single object can be
stored in the same directory under different names (aliases) or in other directories under the
same or different names. Directories can be linked together into meaningful, networked struc-
tures.

{correct this later. 6/24/88 - stanf} Cycles are allowed; that is, in Figure III-1-2, Sue’s file
module_1 can be aliased to directory sue, even though sue is a parent of sue/src.
llI-1.1.1 Pathname Syntax

See the "Pathname Syntax" appendix in the BiiN"/0S Reference Manual for an explanation of
the different kinds of pathnames and their syntax.
llI-1.1.2 Alias Entries and Master Entries

Calling Directory Mgt .Store to store an AD with a name for the first time places an
entry in the directory and the associated passivated AD is the master AD. Subsequent
Stores of an AD for which a master already exists result in alias entries.

Storing an AD to an object doesn’t always produce a master AD for the object. Only the first
AD to cross the boundary between active and passive space as a result of a Store (or
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Create_directory) orupdate of an object which contains the AD produces a master. If
the first AD to cross the boundary from active to passive space does so as a result of some
other operation, then subsequent Stores of the AD (or updates of its container) will NOT
produce a master AD.

111-1.1.3 Symbolic Links

1I1-1-4

A symbolic link contains a pathname. Symbolic link evaluation retrieves whatever AD is
stored with that pathname. If an AD to a symbolic link is stored in a directory entry, then
retrieving from the entry does not return the entry’s AD. Instead, an AD to the object
referenced by the link is returned.

Aliases and symbolic links provide two ways to associate an AD with different names.

Both are useful in that they allow the user flexibility in the naming and symbolic referencing of
objects.

Both aliases and symbolic links may be stored in any directory for which the user has store
rights.

However, using an alias ina Directory Mgt .Delete causes only the alias to be deleted;
the underlying object is not affected. Using a symbolic link ina Directory Mgt.Delete
causes the symbolic link object itself (not the object referenced by the link’s value) to be
deleted.

An alias has the following advantages:

o It references the same object type.

e The alias may inherit "mastership," so that even if the master pathname is deleted, there
may still be a named reference to the object (inheritance requires that the alias entry reside
on the same volume set as the master AD).

An alias has this disadvantage:

e [t references the same object type, i.e, the associated AD is "object instance" specific, so
that if the underlying object is deallocated, the alias may be left as a dangling reference.
For instance, if you have a program / joe/prog that is aliased by / joe/bin/p and you
replace / joe/prog with a revised version of the same program, the / joe/prog alias
will point to the outdated version. If the alias was /vs2/joe/prog, it would be a
dangling reference to the old version.

A symbolic link has the following advantages:

e It references an object NAME. Any object can exist under this name at one time or
another. This means you can also update an object under that name and not end up with a
dangling reference as for aliases (you might want to replace an existing program with a
revised version, or some such).

® You can set its value to a CL variable, for example, $mybin, which gives you a great deal
of flexibility.

A symbolic link has the following disadvantages:
e The symbolic link cannot inherit "mastership” for the object referenced by the link’s value.
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e The associated link value is "name" specific, so that if a different object is stored under the
same name, the user may end up accessing something incompatible with the type needed.

lll-1.1.4 Protecting Directories and their Contents

Most OSs determine who has access to what programs and data using an owner/group/world
mechanism. Access to programs and data depends on whether your group (or you, or
everyone) has the authority to read, write, or execute a file.

The BiiN™ system extends the familiar three-level owner / group / world protection to flexible,
multi-level protection. This is done with authority lists and IDs. The associated authority list
protects the object. (Chapter III-3 discusses authority lists and IDs in more detail.)

Each caller is represented by a list of IDs which that caller can portray. By default, these IDs
are the user ID, ux_group, and wor1d, which the caller acquires during the logon session.
When the caller tries to access a protected object, the caller’s IDs are compared with the IDs in
the authority list to determine access.

There can be any number of IDs in the authority list (Figure III-1-3), as opposed to the three
allowed in owner / group / world protection. The authority list contains a list of IDs and
associated type rights. For each ID, the type rights specify what the ID holder can do with the
object protected by this authority list.

directory authority list type rights
joe | IDs| Joe 1T list, store, control
ux_groupl| TFF
guest FFF
admin TTT
proj—mgr | TFF
v sue TFF v
world TFF

Figure ITI-1-3. A Directory is Protected with an Authority List

For example, according to the authority list associated with directory joe in Figure III-1-3, a
caller holding the ID for proj_manager has list rights, and can list the contents of the
directory. But a caller holding the ID for gue st has no type rights and cannot access that
directory at all.

Chapter III-3 discusses authority lists and IDs in more detail.

Il1-1.2 The Clearinghouse: Naming in a Distributed System

The Clearinghouse maintains the database showing where objects are actually stored in a dis-
tributed system, by keeping track of where each volume set is mounted. (A volume set is a
logical disk, and contains programs and objects of various types as well as files.)
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Directory_Mgt goes to the Clearinghouse to find the node and volume set, then to the
node and volume set to find the named object. This process is transparent to the caller, so that
the caller does not need to know which node an object is stored on. (The caller also doesn’t
need to know about the Clearinghouse, beyond understanding its role in finding named
objects.)

To illustrate, Figure III-1-4 shows the process Directory_ Mgt goes through to return an
AD for a full pathname.

Caller Directory_Mgt Clearinghouse

I///spirit/eng/id/joe I.__)l // /spirit/eng/id/joe I_ org

Caller has full @ Directory_Mgt sends eng
pathname, wants full pathname dom
AD to Clearinghouse

to discover node,
vs and home AD env “

|joejnode y|/usr}

AD | |<————-[ Retrieve (/usr/joe) i(—- ///spirit/eng/node y/usr /joe}
@ Caller receives Directory_Mgt .
AD corresponding retrieves AD for Clearinghouse
to full pathname object named finds node, sends
/usr/job on node Y full path +

node path to
Directory_Mgt

Figure ITI-1-4. Directory_Mgt uses the Clearinghouse to Resolve Network Names.

When specifying an organization or full pathname, for example to access an object or service
in a different /organization/domain in the distributed system, it is helpful to understand a little
about how objects and services are stored and named over the distributed system. The dis-
tributed storage-and-naming system works like this.

Every object that has been Stored with Directory Mgt .Store exists on a volume set,
which is a logical disk. There can be many names for any volume set, and many volume sets
attached to a particular node.

All the volume sets attached to all the nodes in a distributed system form the passive space.
The passive space is grouped into naming domains, so-called to distinguish them from other
kinds of domains in the BiiN™ system. A naming domain is identified by the org/dom part
of a pathname; for example, spirit_motors/engineering. Each volume set is as-
signed to a naming domain, and a naming domain can contain one or more volume sets. All
volume sets in a naming domain must have unique names.
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Objects in the passive space are identified by pathnames. The BiiN™ system needs a way to
identify objects anywhere in the distributed system, no matter where they are. To refer to an
object in the same naming domain, you can simply use a node or relative pathname. To refer
to an object in a different naming domain, you must use a pathname that begins with two or
more slashes (organization or full pathname). The rest of this paper describes how full path-
names are built.

In BiiN™ systems, there are many valid pathnames for any object. However, there is one
standard pathname, called the canonical patmame, which uniquely identifies a passive object
anywhere in a network of BiiN™ systems by specifying the volume set it is on and its path-
name within the volume set. All utilities that result in full pathnames show them in canonical
form. For example, the output of 1ist.current_directory is always a canonical path-
name.

A canonical full pathname looks like this:
///org/dom/vs/vsname/pathname
The parts of this pathname have the following meanings:

org A BiiN™ distributed system can be divided into several organizations. The
organization is the largest division in a distributed system. For example, a
system for a large corporation might be divided by division (systems,
components, and software) or by site (portland, new_york,
maui, and berlin).

dom Each organization can be divided into several domains. For example, the
organization systems could be divided into the domains
engineering, doc,marketing, manufacturing, and
shipping, or alternatively first_floor, second_floor, and
basement.

vs vs is a predefined directory in each naming domain that holds the names
of all volume sets in the naming domain. The literal word vs in a path-
name indicates that the rest of the pathname refers to an object on one of
the volume sets in the network. (vs is actually one of several
environments in each domain. Two other environments are home and
node, which will be discussed later. Howeyver, the vs environment is
always used in the canonical pathname.)

vsname This is the name of a particular volume set. Volume sets may have names
like vs1, vs2, and vs3 or sys_volset,user volset, and
temp_volset, or anything else.

pathname The pathname that follows the volume set name traces the directories from

the top directory of the volume set to the specified object. It uniquely
identifies the object in the volume set.

For example, if usr is the name of a volume set, then the canonical pathname of the file
~jane/books/ssqg might be

///software/doc/vs/usr/jane/books/ssg
Note that this pathname does not specify the node on which the volume set usr is currently

mounted. This pathname continues to be valid even if the volume set is moved to another node
in the distributed system, as long as it remains in the same naming domain.

The canonical form is not the only way to refer to an object in the distributed system, espe-
cially if the object is in your naming domain. Here are some other valid ways of building
pathnames:
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® ///org/dom/home/username/pathname

This pathname identifies the object relative to the home directory of the specified user. For
example, if /usr/jane is the home directory of user jane, the following full pathnames
refer to the same object:

///software/doc/home/ jane/books/ssg
///software/doc/vs/usr/jane/books/ssg

® ///org/dom/node/nodename/pathname

This full pathname identifies the object according to the node to which it is attached. For
example, if the volume set usr in the example is attached to the node named greedo, the
following full pathname names the same object as the one in the previous example:

///software/doc/node/greedo/usr/jane/books/ssg

11-1.2.1 A Node’s Default Directories

The following directories are installed by the system in a node’s / sy s directory, thereby
presenting a common set of directories at all BiiN™ nodes:

aid
dev
home

id

node

rid

S80O

sys
tdo

vs

An alias to the attribute ID directory on the system volume set.
An alias to the device directory on the system volume set.

An active-only directory that provides access to the home Clearinghouse
environment of the node’s naming domain (see CH_Client in the
BiiN™/OS Reference Manual). References of type /home/jerry resolve
to an AD for the home directory of ID jerry.

An active-only directory that provides access to the ID Clearinghouse en-
vironment of the node’s naming domain.

An active-only directory that provides access to the node Clearinghouse
environment of the node’s naming domain. A listing of "/node" lists the
names of all the nodes belonging to the node’s naming domain.

An alias to the resource ID directory on the system volume set.

An alias to the SSO directory on the system volume set (contains Schedul-
ing Service Objects).

An alias to the root directory of the node’s system volume set.

An alias to the TDO directory on the system volume set (contains Type
Definition Objects).

An active-only directory that provides access to the vs Clearinghouse en-
vironment of the node’s home naming domain.

In addition to these root directory entries, BiiN"™/UX reserves the following entries:

/etc /usr /tmp

lll-1.3 Directory Operations

11I-1.3.1 Retrieving Entries

The most common directory call is Directory Mgt.Retrieve. Retrieve takesa
name such as /usr/ joe as a parameter and returns an AD for the object stored under the

specified name.

II-1-8
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Storing an object’s AD by name in a directory does not necessarily mean the object itself is
also stored there. Directory names can reference objects stored in active memory or in passive
store.

(Storing of objects in directories is distinct from the filing service, which stores data in tradi-
tional file structures. See Chapter III-3 for information about storing objects.)

1l1-1.3.2 Listing a Directory

To list the contents of a directory, you open it as a read-only device to be read with
Byte_Stream_ AMor Record AM. The result is a stream of entry names in ASCII collat-
ing sequence. Associated ADs are not read.

In contrast to Byte_Stream_ AMor Record_AM, the Open callsinDirectory Mgt
allow a pattern to be specified that is used to filter the stream of names. Only those entry
names in the directory that match the pattern will be read. A pattern is a combination of plain
characters which simply match the identical characters in a name, and pattern operators each
of which matches a sequence of zero or more characters in a name.

The pattern operators are:

? Matches any single character.

* Matches zero or more characters.

[amz] Where amz denotes zero or more characters. Matches any of the single
characters within brackets.

[a-z] Where q and z are single characters. Matches all ASCII characters >=a
and <= z. Match always fails if z < a.

\ Escape character. Interprets the following character literally and not as a
pattern operator. Must precede any of 2, *, [, ] thataretobe
matched.

! Not (negation). Makes sure the character immediately following does
NOT match. For example, a [ !b] c matches every 3-character string
beginning with a and ending with c, except the string abc.

Directory_Mgt inthe BiiN™/OS Reference Manual lists which access method calls are
supported and the exceptions that can be raised.

I-1.3.3 Process Globals and Directories

In the BiiN™ system, every process has process globals that determine the environment in
which the process executes.

Process globals carry the following items pertinent to directories:

home directory Location after successful login, that is, initial current directory. Set by a
system administrator.

current directory Current location in a directory structure and usual starting directory for
evaluating relative pathnames.

command name space :
Default directory list to search for commands during name evaluations
started, for instance, by Human Interface Services.
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authority list Default authority list, to protect objects for which ADs are being stored
with a name for the first time, when the directory in which the ADs are
being stored has no default authority list.

11I-1.3.4 Directory Operations and Transactions

These calls automatically participate in the caller’s transaction:

Create_directory
Delete

Get_name
Open_directory_ by name
Rename

Retrieve

Store

If there is no caller’s transaction, Create_directory, Rename, and Delete start their
own transactions.

Directory_Mgt calls are atomic; when carried out within a transaction, if the transaction
aborts their effects are undone, whether or not the directory call has already successfully com-
pleted.

The Directory_ Mgt package description in the BiiN™/0S Reference Manual describes
transaction locking.

111-1.3.5 Standalone Directories

I-1-10

A normal directory is integrated into the system’s directory structure. Occasionally, however,
it’s useful to create directories that are independent of the system’s directory structure.
Standalone_Directory_Mgt creates such directories. The entries in a standalone direc-
tory are managed with normal Directory Mgt calls.

Standalone directories differ from normal directories in several important ways:

e Normal directories have names, whereas standalone directories are identified only by their

ADs (that is, they do not have names).

e Normal directories are created and passivated in an existing parent directory. Standalone
directories are created in the active space; it is the caller’s responsibility to passivate the
standalone before using it. The caller must update the standalone before trying to use it;
failure to do so will raise an exception during calls on the standalone.

e A normal directory resides on the same volume set as its parent directory; a standalone
directory’s home volume set depends on where the caller passivates the standalone’s master
AD.

¢ Entries in a normal directory are always protected by an authority list. By default, stan-
dalones also protect their entries with an authority list; however, if a standalone is created
with the no_authority parameter set to t rue, the entries in the standalone are not
protected by an authority list.

Once a standalone is created, the user cannot later add or remove the protecting authority
list. (An existing list can be replaced.)

¢ Innormal directories, ownership of the directory is assigned to whomever makes the
Create_ directory call. Similarly, by default, ownership of a standalone directory is
assigned to whomever first passivates the directory. That is, ownership is assigned to the
user_ID of the calling process.
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It is possible to create normal directories in standalones. As with normal directories, the caller
can also invoke Directory_ Mgt calls on entries within this structure.

For example, a caller may wish to define a database with two components: a database descrip-
tion and a set of associated ADs to components of the database. One approach would be to
define the database using two ADs, one to the descriptor, one to a standalone directory contain-
ing the related AD set. In a simplified scenario, the caller would act as follows:

1. Create the database and database descriptor.

2. Call Create_standalone_directory to create a standalone in the active space (this
operation does not store and update the standalone directory).

3. Copy AD:s for the descriptor and standalone ADs into the database.

4. CallPassive_Store_ Mgt .Update to passivate the database and its embedded objects
(that is, the descriptor and standalone).

5. The caller may create and store entries in the standalone, and perform other calls common
to directories.

A standalone directory can be deleted from the system by calling

Passive_Store Mgt.Destroy, which will destroy the standalone directory and any
entries it contains. A standalone may also be deleted implicitly as a result of master AD
deletion, for instance, by deleting an object that contains the standalone’s master AD.

To prevent unwanted deletion of standalone directory entries, the caller might call Destroy
from a utility that asks the user for confirmation before completing destructive operations.

lll-1.4 Summary

e Directories associate names with objects by storing <name, AD> pairs in the directory.

® Directory_Mgt.Retrieve is an important call to obtain an AD for an object in the
BiiN™ directory structure.

¢ Directory entry names can be listed using Byte Stream AMor Record AM.

¢ When listing directory contents, the names can be "filtered” so that only names that match a
pattern are listed.

e Directories can be set up with hierarchies, subdirectories, and aliases to other directories,
across the entire distributed system (crossing node boundaries).
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Directories allow you to name and organize objects in a BiiN™ system. You can name an
object by associating a name with the object’s AD and storing the <name, AD> pair in the
directory (Figure III-2-1). Given a name, you can then find any object in the system. This

chapter gives some specific techniques for using directories.

Packages Used:

Directory_ Mgt Manages directories and directory entries.

directory

Name specs

Name

AD

AD

joe

src

Name

AD

schedule

Figure III-2-1. Directories Contain <Name, AD> Pairs.

After reading this chapter, you will be able to:

Create a directory

Store a directory entry

Retrieve a directory entry

Delete a directory entry

List a directory

Use a pattern to filter a directory listing
Retrieve a directory from process globals.

Complete listings of the following examples can be found in Appendix X-A.

llI-2.1 Creating a Directory

The simplest way to create a directory is to call Directory Mgt .Create_directory,
specifying the pathname of the new directory and using defaults for the rest of the parameters.

1122

The pathname must be a System Defs.text record.

Calls Used:

Directory Mgt.Create_directory

Creates a directory.
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The following example from procedure Create_directory_command_ex Creates a new
directory with the name given as input. This excerpt shows just the declarations and state-
ments to create the directory:

45 dir_name: System Defs.text (252):

46 -~ Name of the directory to be created.
47

48 dir_AD: Directory Mgt.directory AD;

49 -- Newly created directory’s AD; returned
50 —- but not used by "create.directory”.
60 Command_Handler.Get_string(

6l cmd_odo => opened_command,

62 arg_number => 1,

63 arg_value => dir_ name);

72 dir_AD := Directory Mgt.Create_directory(
73 name => dir name);

The Create_directory call automatically:

e Stores a master AD for the new directory in the parent directory.
e Creates a representation of the new directory in passive store.

e Assigns an authority list to protect the new directory, either the parent directory’s default
authority list or the default authority list in process globals.

e Sets the owner of the new directory to the caller’s ID.
e Returns the new directory’s AD to the caller with all type rights.

You then have a new directory ready for use.

ll1-2.2 Storing an AD in a Directory

The simplest way to create a directory entry is to call Directory_ Mgt .Store, specifying
the new pathname and the object’s AD, and using defaults for the other parameters.

Calls Used:

Directory Mgt.Store
Creates a new directory entry: AD and name.

The calling process must have store rights in the parent directory for the call to succeed. The
calling process will have store rights if the calling process:

o Created the target directory
e Has become its owner, or

e [s granted store rights by the authority list protecting the parent directory.
Directory_Mgt.Store cannot overwrite an existing entry.

If the AD is the first AD stored in passive store for the object, then:

¢ The directory entry is the object’s master AD,
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e The caller’s ID is the object’s owner,

e Either the parent directory’s authority list or the process globals authority list protects the
object, if the authority list parameter is defaulted.

If there are subsequent stores of the same AD under different names, the subsequent entries are
alias entries and the object’s owner remains the master AD’s owner.

Note that storing the AD for the object does not store the object itself. To update the object’s
passive version, you must call Passive_Store_Mgt.Request_update after
Directory Mgt.Store.

The following example from procedure Named_copy_ex stores an AD in a new directory

entry.
9 source: System Defs.text;
10 dest: System_Defs.text)
62 source_AD := Directory Mgt.Retrieve(source);
63 dest_AD = Passive_Store Mgt.
64 Create_copy_stub(source AD);
65 Directory Mgt.Store(name => dest,
66 object => dest_AD);

llI-2.3 Retrieving a Directory Entry

Retrieving a directory entry is a common way to obtain an AD for a named object in the BiiN™
system. To retrieve a directory entry, use Directory_Mgt.Retrieve. Retrieve ac-
cepts a name (and optional directory and ID) and returns an AD for a directory entry.

Calls Used:

Directory Mgt.Retrieve
Returns AD associated with pathname.

The following excerpt from the Make_object_public_ex example procedure retrieves an

AD for the ID world.
43 -- Get the world ID AD
44 world name: constant System Defs.text(9) :=
45 (3, 9, "/id/world"):
46 world untyped: constant System.untyped word :=
47 Directory Mgt.Retrieve(world name);

lll-2.4 Deleting a Directory Entry

To delete a directory entry, use Directory_ Mgt .Delete, giving the pathname and using
the defaults for the other parameters.

The calling process must have list and store rights in the parent directory for a Delete to
succeed.

If the AD is the object’s master AD (the first AD stored in passive store) and no alias entries
exist for this object on the same volume set, then deleting the AD deletes the object’s passive
version.
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If the AD is the master AD and alias entries do exist on the same volume set, then the OS
converts one of the alias entries to the master AD, and the object’s passive version is not
deleted.

lll-2.5 Listing a Directory

To list the contents of a directory, open the directory as a device and use Byte _Stream AM
or Record_AM to read the opened device. The result is a list of entry names.

Remember that ADs are Retrieved; names are Read.

Calls Used:
Directory Mgt.Open_ directory
Given a directory AD, opens directory for sequential reads.

Byte_Stream Am.Ops.Read
Reads bytes from opened device.

Byte Stream Am.Ops.Write
Writes bytes to opened device.

Byte_Stream AM.Ops.Close
Closes an opened device.

The following example from the List_current_directory_cmd_ex example proce-
dure uses the following steps:

1. Opens directory as an input device.
2. Opens standard output.

3. Sets up a buffer.
4

. Sets up a read/write loop: reads bytes from directory into buffer, writes from buffer to
standard output.
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procedure List_current_directory cmd_ex

-- Function:
-— Lists names of entries in user’s current
- directory.

- Each entry name is written to the user’s
- standard output, on a separate line.

is
opened_dir: Device_Defs.opened_device;

~=- Opened device for reading stream of names
—-— from user’s current directory.

standard_output: Device Defs.opened device :=
Device_Defs.opened device(
Process_Mgt.Get_process_globals_entry(
Process_Mgt Types.standard output));
-- User’s standard output.

name_buffer: array(l .. 250) of character;
-- Each entry name is read into this buffer
~-- and then written from it.

length: System.ordinal;
—-—- Length in bytes (characters) of last
-- entry name read.

begin
-- Open directory for reading, filtered by
-—- ":pattern":
opened_dir := Directory Mgt.Open_directory(
dir => Directory AD from untyped word{
Process_Mgt.Get_process_globals_entry(
Process_Mgt_Types.current_dir)),
pattern => pattern);

-~ Get and write each entry name:
loop
length := Byte_Stream AM.Ops.Read (
opened_dev => opened dir,
buffer VA => name_buffer’address,
length => name_buffer’size/8);
Byte_Stream AM.Ops.Write(
opened_dev => standard output,
buffer VA => name_buffer’address,
length => length):
end loop;
exception
when Device_Defs.end of file =>
Byte_ Stream_ AM.Ops.Close(opened dir);
RETURN;

end List current_directory_cmd_ex;
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l1l-2.6 Using a Pattern to Filter a Directory Listing

To filter a directory listing according to a pattern, use Directory_ Mgt .Open or
Directory Mgt.Open_directory_ by name. When you specify a pattemn to these
calls, only the directory entries that match the pattern are returned by Reads.

For example, you could add a pattern specification to the call Open_directory. The
pattern must be a text record conforming to System_Defs.text. The following ex-
ample from List_current_directory_cmd_ex "filters out" those entries beginning
with a period (those that match pattern ! . *):

27 —=*D* define.argument pattern \

28 —-—*D* :type = string

29 —=*D* set.lexical class symbolic_name

30 ~——*D* set .maximum_length 252

31 —=*D* set.value_default "*"

32 —-—*D* end

54 pattern: System Defs.text(252) := (252, 252, (others => ' ’));
55 -- Optional ":pattern"™ used to select entries
56 -- matching the pattern, such as "abc?" or

57 —- "m*device"™. Default is "!.*", meaning all
58 —- entries NOT beginning with a "." (period).
92 -— Open directory for reading, filtered by

93 -- ":pattern":

94 -

95 opened_dir := Directory Mgt.Open_directory(

96 dir => Directory AD from untyped_ word(
97 Process_Mgt.Get_process_globals_entry(
98 Process_Mgt Types.current_dir)),

99 pattern => pattern):
100

ll1-2.7 Retrieving a Directory from Process Globals

The call Process_Mgt .Get_process_globals_entry allows you to retrieve one of
the two directory ADs in the process’s process globals. A process’s globals contain the ADs
for two directories: the home directory of the process’s user_ID and the current directory.

Calls Used:

Process_Mgt.Get_process globals_entry
Retrieves a value from a slot in process globals.
Directory Mgt.Get_name
Gets the full pathname of an object’s master AD.

The following example from Show_current_directory cmd_ex retrieves the name of
the current directory from process globals with the following calls:

1. Process_Mgt.Get_process_globals_entry gets the AD for the current direc-
tory.

2. Directory_ Mgt .Get name gets the name associated with the AD of the current direc-
tory.
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10 procedure Show_current_directory cmd_ex

é9 is

37 current_dir: Directory Mgt.directory AD :=
38 Directory_Mgt.directory AD({

39 Process_Mgt.Get_process_globals_entry(
40 Process_Mgt_Types.current_dir));
41 -- Current directory’s AD.

42

43 current_dir untyped: System.untyped_word;

44 FOR current_dir untyped USE AT

45 current_dir’address;

46 —— Current directory’s AD as an untyped word.
47

48 dir name: System Defs.text (252);

49 -~ Current directory’s name.

51 begin

52

53 ~-- Get current directory’s pathname:

54 -

55 Directory Mgt.Get name (

56 obj => current_dir untyped,

57 name => dir name);

73 end Show_current_directory cmd_ex;
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This chapter shows you how to protect stored objects from unauthorized access, using IDs and
authority lists.

Packages Used:
Identification_ Mgt
Provides operations to manage IDs and ID lists.

Authority List_ Mgt
Provides calls to manage authority lists and to evaluate a caller’s access
rights to objects protected by authority lists.

User_Mgt Provides calls to manage a user’s protection set and user profile.

Objects may be protected with authority lists and IDs.

An authority list shows which IDs can access the object, with what access rights. An ID
identifies what agent is trying to access the object. A process carries IDs for agents it may
represent in an id list (Figure I11-3-1).

Target
Caller Object
Authority List:
Type
ID List IDs Rights
joe fred 77T
finance 4 susan TFF
~N
design_team “=>| finance TTF
world world FFF
After evaluation, caller is granted "use” and
"modify” rights to object, via ID "finance.”
SSG\prstob

Figure III-3-1. A Caller Accesses a Protected Object

In Figure III-3-1, the caller carries IDs for joe, finance, design_teamand world.
When this caller tries to access an object, all these IDs are used in evaluating the caller’s
access to the object. (Evaluation is discussed in more detail later in this chapter.)

' The object itself is protected by an authority list. In the authority list, ID fred has all rights,

ID susan has "use" rights, ID £inance has "use" and "modify" rights, and ID wor1d has
no rights. When a caller tries to access this object, these <ID, type rights> pairs are used in
evaluating the caller’s access to the object.
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llI-3.1 Concepts

The following concepts present authority-list-based protection from a user standpoint.

llI-3.1.1 Why Objects Need Authority-Based Protection

When you store an object, you must protect it with authority-based protection. This is distinct
from the address space protection mechanism provided by ADs. Basically, authority lists are
intended to extend the architecture’s capability-based protection (ADs) into passive store.

An object is stored in passive store similar to the way files are stored in a conventional filing
system. If there were no authority-list protection, the object would be accessible to any user
over an entire distributed BiiN™ system, not just to the caller who stored the object. This
presents a problem: how can the object itself be protected from unauthorized access while in
passive store, which is accessible from the entire distributed system? Authority lists provide a
solution.

You associate the object with an authority list. To oversimplify, the authority list specifies
exactly which IDs, with what type rights, can access the object. Thereafter, any caller’s ID
must appear in the authority list, with the proper type rights, for the caller to access the object.
(Evaluation is discussed in full in Section III-3.1.6).

llI-3.1.2 IDs Identify the Caller

An ID represents an entity, either an individual or an access class. An individual is usually a
user (joe). An access class may represent a collection of users (design_group), a
program (database) or all "outsiders" (wor1d).

Typically, each individual has a unique ID, which is created by the system administrator when
creating a new user. The system administrator may also define various access classes within
the system and create IDs for them, so that users, by holding an ID to one or more access
classes, may also portray themselves as members of these classes.

The caller carries IDs in an ID list which is stored in the caller’s process globals. The first ID
in the list is the caller’s user ID. The ID list can contain one or more IDs. For example, in
addition to the caller’s user ID, a single caller might carry IDs for the following:

another user (joe)

a group of users (design_team)
aprogram (db_data_entry)

a group of programs (cad_system)
a generic ID (world)

To access an object, one of a caller’s IDs must match an ID in the object’s authority list, with
the proper rights. Access to the object is evaluated according to the rights associated with that
ID in the authority list. (This is oversimplified; more on evaluation in Section III-3.1.6).

In addition to the IDs in the caller’s process globals, many Directory_ Mgt calls accept an
explicit ID. This is especially useful for system utilities that may require rights for an ID that
is not available in the ID list itself.
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II1-3.1.2.1 What’s In an ID?

Figure III-3-2 shows the parts of an ID.

ID
User (logon) name joe Protection set
password opensezme joe 77T
admin TTT
user
profile
Figure ITI-3-2. Parts of an ID
User (logon) name Name for this ID.
Protection set A protection set protects an ID just as an authority list protects a stored

object. IDs are protected with protection sets instead of authority lists
because IDs are maintained in the Clearinghouse, not in passive store. In
Figure III-3-2, the protection set for ID joe allows all type rights to callers

Joe and admin.

Password Password for this ID. Originally set by the system administrator, and
changeable by anyone with control rights to the ID.

User profile Originally set by the system administrator, and some parts changeable by

anyone with control rights to the ID.

IDs and ID lists are active-memory-only objects, maintained through
Identification_Mgt and the Clearinghouse. Thus, calls to Passive_Store_ Mgt on
IDs and ID lists will raise exceptions.

IDs are created with the Identification_Admin package.

111-3.1.3 A Process’s ID List

III-3-4

The caller’s ID list is in the caller’s process globals. By convention, the OS always interprets
the first ID in a process’s ID list as the user ID. (By default, the second ID in the list is the
group ID for BiiN™/UX applications.) BiiN"/UX User’s Guide). See Figure I1I-3-3 for an
illustration of an ID list.

Any caller can obtain an AD to its ID list with Process_Mgt

.Get_process_globals_entry or can list the contents of an ID list with
Identification Mgt.List_IDs, but setting the ID list in the process globals can only
be done using the Process Adm:Ln or Job_Admin packages.

The caller’s ID list is inherited by child processes, just as other items in process globals are
inherited.
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ID List

joe user ID (first in list)

//p/rocess gobos/,’//y finance

design_team

world

Figure III-3-3. A Process’s ID List

1ll-3.1.4 Type Rights on an ID
The following type rights are defined for IDs:

Portray rights Needed to enter an ID into a process’s ID list.

Control rights Needed to change an ID’s password or to set an object’s owner. The user
ID in a process’s ID list must also have control rights.

By default, users have portray and control rights to their own user IDs.

Portray rights are acquired by being passed an ID AD with such rights, or through rights
evaluation. ID rights can be amplified to control and portray rights by providing the correct
password to Identification_Mgt.Portray ID.

111-3.1.5 Authority Lists Specify Who Can Access Objects

An authority list is composed of a protection set, a record containing <ID, type rights mask>
pairs. Normally, the caller who stores an object assigns the authority list, either specifying one
or using the default.

An authority list is an object in itself, separate from the object it protects. As objects, authority
lists need to be stored using Directory Mgt and updated using Passive_Store Mgt;
these calls are not done automatically.

Both active and stored objects can be protected by authority lists, and any number of objects
can share a single authority list, thus saving storage space (Figure I1I-3-4).
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Active Memory Passive Store

object B object C

directory

object A

authority list

e3> | SUSAN TTT

/ testing TTF
L____// design_team | TTF

world TFF

SSG\share
Figure III-3-4. Multiple Objects Sharing an Authority List

l11-3.1.6 How a Caller’s Access Rights to an Object Are Evaluated

Whenever a caller retrieves or activates an AD, the caller’s access rights to that object are
evaluated. That is, the caller’s IDs are checked against the authority list, to return the proper
type rights on the underlying object.

Directory_Mgt.Retrieve does an implicit Authority List_ Mgt.Evaluate
against retrieved ADs before returning the result to the caller.

Object activation, which is done transparently by Passive Store_Mgt, also does an
Evaluate; however, evaluation differs somewhat between a Retrieve and activation. The
following sections discuss each evaluation process.

ITI-3.1.6.1 Evaluating Access During a Retrieve
Figure III-3-5 shows the steps in the evaluation during a Directory_Mgt .Retrieve.
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START

Does object Activate AD
@ have no with rights
as stored

authority list
?

yes

At Ieos't @ Is caller
1 of caller’s IDs no owner or volume no Caller gets
match authority set administrator no access

list's IDs ?
3 ?
yes yes
_Combine type Caller receives
@ rights associated AD with no
with matching IDs rights
(OR)
¥ .
END

Combine results

@ with rights in
object’'s master AD

(AND)

Y

Return AD with

@ evaluated type
rights

Figure III-3-5. Evaluating Access During a Retrieve

1. If the object has an authority list, proceed to step 2. Otherwise, activate the object, granting
the same type rights as when the object was stored, and end evaluation.

2. If at least one of the caller’s IDs matches an ID in the object’s authority list, evaluation
continues at step 4. If the caller’s IDs do not match any in the authority list, evaluation
proceeds to step 3.

3. Ifthe caller is the object’s owner or volume set administrator, the caller receives an AD
with no type rights (no authority list access) and evaluation ends. If the caller is not the
object’s owner or volume set administrator, the caller gets the exception
Directory Mgt.no_access and evaluation ends.

4. The type rights associated with the matching IDs in the authority list are combined (logical
OR). This results in the maximum type rights for that caller and that authority list.

5. The maximum type rights are then compared (ANDed) with the type rights in the object’s
master AD. This results in the least type rights for that caller and that object. That is, the
caller can never get more rights than are present in the object’s master AD.

6. The caller receives an AD with the final evaluated type rights.
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For example, consider the caller, object, and authority list in Figure III-3-6.

Caller’'s Object’s
ID List Object master AD
joe « e TFF
finance owner |D
design_team ] > project
world | object’s
I ¢ authority list
matching D | susan TTT
with maximum |
rights | testing TTF
L design_team | TTF
admin TTT
world TFF

Figure III-3-6. Example: Evaluating Access During a Retrieve

1. The caller’s IDs design_team and world match IDs in the object’s authority list.

2. Type rights associated with ID design_team are "use" and "modify". Type rights associated
with ID world are "use". A logical OR between these two results in type rights "use" and

"mo dif}'" .

3. The type rights in the object’s master ID are "use"” only. A logical AND between these
rights, and the results of the OR operation gives "use" rights only.

4. The caller receives an AD for the object with "use" rights.

III-3.1.6.2 Evaluating Access Rights During Activation

A caller’s access to an object is also evaluated when activating the object’s AD. If access is
not granted, a null AD is activated in place of the AD that should be activated, instead of
raising Directory_Mgt.no_access. Seethe Passive_ Store_ Mgt package for
more information about AD activation.

l1l-3.2 Techniques

After reading this section, you will be able to:

¢ Get information about an object’s proiection
e Use default protection

e Create an authority list
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e Change a directory’s default authority list
e Change an object’s owner and authority list.

Creating IDs is a privileged operation for the system administrator; see the BiiN™ Systems
Administrator’ s Guide.

lll-3.2.1 Getting Information about an Object’s Protection
The following calls are used to get information about an object’s ID and authority lists.

Calls Used:
Identification_Mgt.Get_object_owner
Returns the owner ID AD of the object.

Authority_ List_Mgt.Get_object_authority
Returns AD for the object’s authority list.

Authority_List_Mgt.List_authority
Retumns the set of authority list entries.

Directory Mgt.Get_default_ authority
Retrieves directory’s default authority list.

Authority_List_Mgt.Evaluate
Retums type rights on object.

Identification Mgt.List_IDs
Returns the set of IDs from the ID list.

Note that the calls List_authority and List_IDs require the caller to receive results in
an out variable.

ll1-3.2.2 Using Default Protection
Nonhally, what happens by default is all the protection you need. The usual way to store an
object with authority list protection is to use Directory_ Mgt .Store, accepting the target
directory’s default authority list as the object’s protecting authority list.

1l1-3.2.3 Creating an Authority List
In general, to avoid unexpected results, an authority list should be stored and updated before
being assigned to protect objects.
Calls Used:

Authority List Mgt.Create_authority
Creates an authority list.

To create an authority list:

1. Create a protection set (list of <ID, type rights> pairs) in the form required by
User_ Mgt.protection_set.
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2. Create the new authority list with Create_authority, specifying the protection set.
You will receive an AD, with control rights, to the new authority list.

3. Store the new authority list AD with Directory Mgt.Store.

4. Passivate the new authority list with Passive_Store_Mgt.Request_Update.

The following example from Make_object_public_ex shows how to create a simple

authority list for an object, allowing all type rights for the world ID.

10 procedure Make object_public_ex(

.

42 is

51 —- Define the protection set

52 entries: constant User_ Mgt.protection_set (1) := (
53 size => 1, length => 1,

54 entries => (1 => (rights => (true, true, true),
55 id => world_id))):

56

57 -~ Create the authority list

58 aut_list: constant

59 Authority List Mgt.authority list AD :

60 Authority List Mgt.Create_authority(entries);
61 aut_untyped: System.untyped_ word;

62 FOR aut_untyped USE AT aut_list’address;

63

64 Dbegin

67 Directory Mgt.Store(aut_list path, aut_untyped):
68 Passive_ Store_Mgt.Request_update (aut_untyped):

78 end Make object_public_ex;

Once the authority list has been created, stored, and updated, you can then associate that list

with any object.

ll1-3.2.4 Changing a Directory’s Default Authority List

You may want to change a directory’s default authority list to another authority list. Note that
Directory Mgt.Create_directory sets the default authority list to null; the caller

must act to set a directory’s default authority list.

Calls Used:

Directory_ Mgt.Set_ default_authority
Sets directory’s default authority list.

A directory’s default authority list is the first one Store looks for when a master AD is stored

with default protection.

The default authority list of a directory is not necessarily the authority list that protects the

directory itself.

l1I-3.2.5 Changing an Object’s Owner and Authority List

I1-3-10
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Calls Used:

Identification Mgt .Portray ID

Retumns ID AD with control and portray rights.

Identification_Mgt.Set_object_owner

Sets or changes the owner ID of an object.

Authority List_Mgt.Set_object_authority

Associates a new authority list with an object.

To change an object’s owner:

1.
2.
3.

Obtain the new owner ID AD with Directory Mgt .Retrieve.
Obtain control rights to the new owner ID with Identification_Mgt.Portray ID.

Replace the object’s current owner with a new owner with Set_object_owner. The
caller’s ID (ecither passed or default user ID) must match the old owner ID, and must have
control rights. By default, Set_obJject_owner uses the caller’s user ID, which has
control rights.

To change an object’s authority list:

1.

Replace the object’s authority list with a new authority list via
Set_object_authority. The caller’s ID (either passed or default user ID) must
match the owner ID, and must have portray rights. By default,
Set_object_authority uses the caller’s user ID, which has portray rights.

[11-3.3 Summary

Objects may be protected with authority lists and IDs.

An authority list shows which IDs can access the object, and what type rights they can
acquire.

An ID identifies what caller is trying to access the object.

A caller carries one or more IDs in an ID list which is stored in the caller’s process globals.
The first ID in the ID list is the caller’s user ID.

A protection set protects an ID just as an authority list protects a stored object.

Whenever a caller retrieves or activates an AD, the caller’s access to that object is
evaluated.

During a Retrieve, the caller’s IDs are compared with the object’s authority list and
master AD to return the proper rights on the retrieved AD.

During AD activation by Passive_Store_ Mgt, the "containing” object’s owner ID is
compared with the object’s authority list to return the proper rights on the activated AD.
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A name space is a list of directories to be searched when looking for an object. This is similar
in function to the UNIX-like path environment variable or the MS-DOS PATH command.
This chapter gives concepts and techniques for creating a name space.

Packages Used:

‘Name_ Space_Mgt
Provides calls to manage name spaces (lists of directories).

Name Space directories

/If this is caller’s

current directory,
@ . this directory will
@ /b' be searched first
in
@ /local /bin
@ /usr/bin

@
b'Q | bin

Figure III-4-1. A Name Space Lists Directories to be Searched

lll-4.1 Concepts

A name space contains a string list. Each string list is the name of a directory.

lll-4.1.1 A Name Space is a List of Directories

Directories in a name space are searched in the order in which they appear. For example, in
Figure III-4-1, Directory_Mgt first looks in directory /bin, then in directory
/local/bin, thenin directory /usr/bin. If the "current directory”, represented by dot (),
is in the name space, the directory that is current at the time the call is made will be searched.

Each user’s user profile references a command name space, used by CLEX when searching for
commands.

The directories in the name space are used only for retrieving and listing. That is, no
Store/Delete/Rename or other Directory Mgt calls are allowed on the listed direc-
tories.
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Opening a name space does not open any directories in the name space. Instead, directories
are opened as encountered during Reads. Thus, the first directory in the name space is
opened at the beginning of the first Read request. Rights evaluation is performed against
listed directories when they are opened, to make sure list rights are present in the directories.

As name space Reads progress, the current opened directory is closed and the next directory
in the name space is opened. When the last directory in the list reaches end_of_file, the
name space is also marked as at end_of_file.

A pattern may be specified to select only names which satisfy the pattern (see Chapter III-2 for
an example of using a pattemn).

Name spaces are constants and cannot be modified once they have been created.

lll-4.1.2 How a Name Space References Directories

Reads on name spaces return names (not ADs), just like Reads on directories.

When read using Byte_Stream_ AM Reads, the names are separated by an ASCII newline
character; for Record_AM Reads, each name is returned as a record.

Note that if a directory’s pathname is renamed after the name space is created, the directory
cannot be opened in the name space because the name space won’t be able to find it.

Relative pathnames are usually avoided in name spaces, because you want to use the same
name space regardless of your starting directory. An exception to this is the current directory
(.) which is often the first element in a name space.

Reads on name spaces do not participate in transactions and the directory currently being read
is not locked.

lll-4.2 Techniques

After reading this section, you will be able to:

e Create a name space
e Change the command name space in the user profile

e Change the command name space in process globals.

lll-4.2.1 Creating a Name Space

To create a name space, use Name_Space_ Mgt .Create_name_space, specifying the
list of directories. The list must conform to System Defs.string list.

Calls Used:

Name Space Mgt.Create name_space
Creates a name space containing text entries.

The following is from the example Create name space_cmd_ex in Appendix X-A. The
developer uses the Command_Handler package to get the new name space’s name and
parent directory from user input.
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17 procedure Create_name_space_cmd_ex

78 1is

86 directory list: System Defs.string list(508):

87 -~ 8tring list containing pathnames of the

88 -- directories in the new name space.

143 Command_Handler.Get_string list (opened _cmd, 2,

144 arg value => directory_ list):
210 name_space := Name_Space_ Mgt.Create_name_space(
211 directory list);
221 Directory Mgt.Store(name, name_space_untyped);
337 Passive_Store_Mgt.Request_update(

338 name_space_untyped) ;

358 end Create name_space_cmd_ex;

l1I-4.3 Changing a User’s Command Name Space

To change a user’s command name space in the user profile, use User_Mgt:
1. Use User_Mgt.Get_user_profile to get the current user profile record.

2. Change the command_path component of the user_profile record to contain the
desired new command path, of type System Defs.string list.

3. Use Set_user_profile withthe new user_ profile record to insert the new com-
mand name space in the user’s profile.

It is the responsibility of the one modifying a user profile to guarantee the validity of names in
the profile.

lll-4.4 Changing the Command Name Space within a Job or

111-4-4

Process

The call Process_Mgt .Set_process_globals_entry allows you to insert a name
space into its slot in process globals, to be effective for the duration of the job or process.

Calls Used:

Process_Mgt.Set_process_globals_entry
Assigns a value to a process globals entry.

Note that as for any object, the name space should be created and passivated before being
assigned to process globals.

The following example from Process_Globals_Support_ex shows setting the
cmd_name_space slot in process globals.
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procedure Set_command_name_space(
ns: Name_Space_Mgt.name_ space_AD)
-— Logic:
- 1. Check that "ns" is a name space.
- 2. Set the new command name space.
is
ns_untyped: System.untyped word;
FOR ns_untyped USE AT
ns’address;
begin
if not Name_Space_ Mgt.
Is_name_space(ns_untyped) then
RAISE System Exceptions.type mismatch;

else Process_Mgt.Set_process_globals entry(
slot => Process Mgt_Types.cmd_name_space,
value => ns_untyped):

end if;

end Set_command_name_space;

lll-4.5 Summary

e A name space is a list of directories to be searched when looking for an object.

o Each user’s user profile references a command name space, used by CLEX when searching
for commands.

Using Name Spaces

1114-5



FIKGLAVIAINAKYX

II14-6 Using Name Spaces



PRELIMINARY

CREATING SYMBOLIC LINKS

Contents
0] 4107 o 1SN III-5-2
Suppressing Link Evaluation ...............0. i iiiiiiiiiiiinininnnnn. II1-5-2
How Symbolic Links Compare with Aliases .............covvieenenrnnnnn. I1-5-3
Symbolic Links and LinksinGeneral ..................ciiiiiunnnennn. -, II-5-3
TeChNIQUES .. .ottt it ittt it ettt et et M1-5-3
CreatingaSymbolicLink .............ciiiuiiiiiiniiniiniinnennnnnnn. I1-5-3
SUMMAIY ...ttt ittt it ienetnerneeanoeesoneeneenaeoeneneanaens I11-54

Creating Symbolic Links II1-5-1



FICELAVILIINAK L

A symbolic link provides a way to associate another name with an object already stored under
a different name. This chapter gives concepts and techniques for creating a symbolic link.

Packages Used:

Symbeolic_Link Mgt
Provides calls to create, list, and identify symbolic links.

Figure III-5-1 diagrams a symbolic link.

name 1 |specs name 2 | proj.spec
AD1 AD2

y symbolic link

~joe /specs

Retrieve ("~sue/proj.spec”) returns AD1
Figure III-5-1. A Symbolic Link

l1I-5.1 Concepts

A symbolic link contains a pathname. Symbolic link evaluation retrieves whatever AD is
stored with that pathname.

If an AD to a symbolic link is stored in a directory entry, then retrieving from the entry does
not return the entry’s AD. Instead, an AD to the object referenced by the link is returned.

For example, in Figure III-5-1, aDirectory Mgt .Retrieve("~sue/proj.spec")
returns AD1.

It is also possible to suppress the link. For example, in Figure III-5-1, you can obtain AD2 by
suppressing link evaluation of ~sue/proj. spec.

lll-5.1.1 Suppressing Link Evaluation

I1-5-2

The at sign ( @ ) suppresses link evaluation.

If Directory_Mgt.Retrieve is called with a pathname that contains an at sign ( @ ), the
part of the pathname preceding the at sign is evaluated. If the resulting object has the link
attribute, the link evaluation is suppressed and the AD of the named object itself is used to
complete the evaluation.
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For example, in Figure III-5-1,aDirectory Mgt.Retrieve ("~sue/proj.spec@")
returns AD2,

The one exception to this rule is Directory_Mgt .Delete when the name supplied is the
name of the link object itself. In this case, whether or not there is a trailing at sign, the link
object itself is deleted.

llI-5.1.2 How Symbolic Links Compare with Aliases

Symbolic links and aliases provide two different ways to associate another name with an object
that already has a name. A symbolic link can be thought of as a "soft link," and an alias as a
"hard link."

A symbolic link is a new name for a new object that contains the name of an existing object.
An alias is a new name for an object that already has a name.

Aliases can become master ADs, whereas symbolic links can’t.

A symbolic link has the following advantages:

e It references an object name. Any object can exist under this name at one time or another.
This means you can also update an object under that name and not end up with a dangling
reference as for aliases (you might want to replace an existing program with a revised
version, or some such).

® You can set its value to a CL variable, for example $mybin, which gives you a great deal
of flexibility.

A symbolic link has the following disadvantages:

e The symbolic link cannot inherit "mastership” for the object referenced by the link’s value.

® The associated link value is "name" specific, so that if a different object is stored under the
same name, the user may end up accessing something incompatible with the type needed.
IlI-5.1.3 Symbolic Links and Links in General

Symbolic links are one implementation of the OS link attribute as defined by Link_Mgt.
You may also provide your own implementation of the link attribute, so that a

Directory Mgt.Retrieve will execute your implementation when it retrieves your ob-
ject with the link attribute. See the Link_Mgt package for information about implementing
the link attribute.

llI-5.2 Techniques

After reading this section, you will be able to:

e Create a symbolic link.

llI-5.2.1 Creating a Symbolic Link

To create a symbolic link, use Symbolic_Link Mgt.Create_ symbolic_link,
specifying the pathname within the link. An AD to the link is returned.
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Calls Used:

Symbolic_Link Mgt.Create_symbolic_link
Creates a symbolic link.

l1l-5.3 Summary

e A symbolic link provides a way to associate a name with an object stored under a different
name.

e Symbolic link evaluation retrieves whatever AD is stored with that pathname.

e The at sign ( @ ) can suppress link evaluation, to allow you to retrieve the AD of the
symbolic link.

I11-5-4 Creating Symbolic Links
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Part 1V

1/0 Services

This part of the BiiN™/0S Guide gives concepts and techniques for managing files, terminals,
windows, printers, and other devices using byte stream, record, and character display I/O.

The chapters in this part are:

Understanding I/O Access Methods
Explains the I/O access methods provided by the OS. An access method is
a set of operations for accessing devices.

Using BasicI/O  Shows basic byte stream and record I/O techniques.

Managing Stream Files
Shows you how to manage stream files.

Using Windows  Explains the use of windows on character and graphics terminals, includ-
ing terminal manager support for windows and I/O access methods.

Using Character Display I/O
Shows you how to do I/O to a character display device.

Printing Explains spooled and direct printing.

Understanding Structured Files
Explains basic filing concepts and trade-offs between the available struc-
tured file organizations.

Managing Files and Indexes
Explains calls and data structures for managing files and indexes.

Using Record I/O with Structured Files
Explains the concepts and techniques for using record I/O with structured
files.

Locking Files and Records -
Explains concepts and techniques for locking and unlocking files and
records.

Processing Collections of Records
Explains concepts and techniques for pro