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Introduction

So you've decided to buy my book (or you are at least intrigued enough to read the
introduction). This book is a comprehensive guide to Red Hat Enterprise Linux 5, specifi-
cally geared at system administrators.

Read on to find out what Red Hat Enterprise Linux is, why this book is different than all
the other Linux books out there, who the target audience is, and what type of informa-
tion can be found in it.

I hope reading this book helps you understand Linux administration more. If it allows you
to be better informed of the Linux technology before making an important decision, helps
you develop a solution to an administrative problem, or serves as a reference for your
day-to-day tasks, I have accomplished my goal in writing this book—providing concise,
easy-to-read technical content that educates administrators and empowers them to do their
job with ease and confidence. Use this book to explore all the possible administrative solu-
tions available in Red Hat Enterprise Linux 5 and determine which ones are best for you
and your organization, whether your organization consists of just you or thousands of users.

What Is Red Hat Enterprise Linux?

Starting in 2001, Red Hat, Inc. began offering Red Hat Enterprise Linux in addition to
their original consumer operating system, Red Hat Linux. In 2003, Red Hat started the
Fedora Project to release the Fedora Core operating system instead of Red Hat Linux.

The Fedora Project progresses at a rapid rate, releasing a new version of Fedora every four
to six months. This allows new technologies to be tested by millions of users, which in
turn decreases the amount of time it takes for these technologies to stabilize into produc-
tion-ready software. Each release of Red Hat Enterprise Linux is based on a Fedora operat-
ing system release. The kernel and all of the other software in Red Hat Enterprise Linux
are specifically configured and tested for enterprise-level usage.

Both Red Hat Enterprise Linux and Fedora are based on open source software developed
by the open source community, some of whom are members of the Red Hat engineering
team. The term open source means that the programming code is freely available to
anyone and that anyone can submit code to an existing open source project as long as
the code stays open source. New projects or programs can be created based on a different
open source project or program. Open source developers live all over the world, and they
collaborate on projects every day together.

Key Features of This Book

Unlike most Linux books, this book gives and discusses examples for administering one or
thousands of systems at the same time. It provides guidelines for writing procedures and
policies such as backup procedures and user management policies so that they are scalable
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for future growth. It also provides details about the new features of Red Hat Enterprise
Linux S including Virtualization for setting up virtual machines in which multiple operat-
ing systems are run on the same physical hardware, Security-Enhanced Linux and
ExecShield for protecting against common forms of intrusion, and Kdump for capturing
kernel dump information for further analysis.

64-bit processors are quickly becoming the new standard in computing power. This book
recognizes this shift and provides specific instructions for 32-bit and 64-bit processors,
including a chapter dedicated to how Red Hat Enterprise Linux supports 64-bit, multi-
core, and Hyper-Threading Technology processors.

This book is written in a concise writing style to allow the reader to find the information
he is looking for as quickly as possible. This is especially important when an administra-
tor needs to recover from a system failure. Step-by-step procedures are given whenever
possible so the reader can read it once and then quickly bookmark the reference content
so they can go back to it time and time again.

For potential Red Hat Enterprise Linux customers, this book demonstrates why Red Hat
Enterprise Linux is an enterprise operating system. For existing Red Hat Enterprise Linux
subscribers, it offers insight into the new technologies available since version 4. For the
seasoned administrator, it helps develop a deeper insight into system optimization and
task automation.

After reading this book, the reader will have a deeper knowledge of what tools and
resources are available for Red Hat Enterprise Linux 5. For example, many of the system
performance monitoring and tuning tools are not well documented or not documented at
all because of their recent arrival to Red Hat’s enterprise operating system. They will serve
as invaluable tools for a Linux administrator.

Who Should Read This Book

This book is dedicated to helping administrators who manage networks of all sizes. The core
audience is Linux system administrators for small-to-medium businesses all the way up to
large corporations. The concepts explained in this book can be scaled for a few hundred or a
few thousand systems . Other intended readers include decision makers interested in an
overview of Red Hat’s enterprise offerings and anyone curious about what Linux can do.

Use this book as a concise reference for all the administration tools available in Red Hat
Enterprise Linux. Knowing what tools and resources are available is half the battle of
becoming an efficient, flexible system administrator. This book saves administrators time
by giving them the foundation they need to learn more details about a particular concept
or application as well as assists them in delivering their IT solutions.

How This Book Is Organized

This book is divided into six parts:
Part I: Installation and Configuration

Part II: Operating System Core Concepts
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Part III: System Administration
Part IV: Network Services

Part V: Monitoring and Tuning
Part VI: Security

Part I, “Installation and Configuration,” discusses how to install Red Hat Enterprise Linux 5
on a single system or multiple systems at the same time using a set of preselected installation
options in a kickstart script. After installation, this part guides you through post-installation
configuration from logging in to the system to adding boot parameters. The part ends with a
chapter on updating your systems with the latest, most secure software sets.

Before detailing system administration practices, important operating system concepts
must be understood or reviewed. The concepts in the Part II, “Operating System Core
Concepts,” will prove beneficial to you as you read and study the remainder of this book.

Part III, “System Administration,” is dedicated to common administrative tasks and how
to perform them as efficiently as possible. After guiding you through user and group
creation, deletion, and maintenance, it outlines best practices to consider when starting
your user database. For large organizations such as enterprise-level companies, starting
with solid, scalable rules for user names, home directory locations, and more will prove
useful as the organization expands and as users come and go. Backup and administration
scripts must be written and customized for your needs, and this part discusses backup
concepts, the Amanda backup program in Red Hat Enterprise Linux, the basics of writing
scripts, and how to automate the execution of scripts on Linux.

Network services are what differentiate server and client systems. Part IV, “Network
Services,” teaches administrators how to configure network services for tasks such as user
authentication and file sharing. Each chapter in this part is organized in a similar format
so you can quickly find the information you are looking for.

System administrators are constantly monitoring multiple systems and learning new ways
to tune their systems to accommodate their users. Discovering problems before the system
goes down is key to avoiding downtime. Part V, “Monitoring and Tuning,” explores the
multitude of Linux utilities available for monitoring and tuning. This part is divided into
three chapters, or three subcategories of monitoring and tuning applications: system
resources, the kernel, and applications.

Finally, Part VI, “Security,” introduces a relatively new security-prevention feature in Red
Hat Enterprise Linux called Security-Enhanced Linux, or SELinux for short. The part
includes information for configuring a firewall using IPTables as well as a chapter on the
Linux Auditing System for logging specific actions such as system calls.

This book also includes four appendixes: “Installing Proprietary Kernel Modules,”
“Creating Virtual Machines,” “Preventing Security Breaches with ExecShield,” and
“Troubleshooting.” If you find yourself having to use a kernel module not provided with
Red Hat Enterprise Linux, read Appendix A for how it is recognized by the operating
system and some tips when using it. The last appendix is organized into the same six
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parts mentioned earlier. It is designed to help you find answers to questions should you
get stuck along the way. It also includes a few helpful hints about commands that didn't
fit in the rest of the book.

Conventions Used in This Book

Every book uses a slightly different method for formatting text so that the reader can
better understand it. In a technical book like this one, it is especially important because
commands must be typed verbatim and you need to be able to follow the examples to
fully understand the concepts.

» When commands are shown, the command prompt is omitted to eliminate confu-
sion. When a command is given, type everything shown. For example, type the
following command to view the current kernel version:

uname -r
» In commands or sample output, pointy brackets are used around the parts of the

command or output that should be replaced by user-specific data such as an IP
address or user name:

ssh <ipaddr>
» All code, computer output, commands, and filenames are typeset in a special mono -
space font.

» Throughout the book, short paragraphs of text are highlighted for emphasis. These
callouts can be in one of three forms:

NOTE

Notes are used to provide small bits of extra information such as books or websites
with additional information.

TIP

A tip can be an alternate way of performing an action or a way to improve on a particu-
lar process.

CAUTION

Read cautions carefully. They highlight important information crucial to the success of
the action being described or provide warnings about actions that might cause problems.
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Feedback and Corrections

Despite the number of times I tested each procedure and command in this book, I'm sure
there are parts that can be improved or just plain errors. For a list of corrections, supplemen-
tal material, or to submit feedback and corrections, go to the author’s website for this book:

http://www.linuxheadquarters.com/rhelSadminbook/

Updates and additional information regarding the book can also be found on the
publisher’s website:

http://www.samspublishing.com/


http://www.linuxheadquarters.com/rhel5adminbook/
http://www.samspublishing.com/
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CHAPTER 1

Installing Red Hat
Enterprise Linux

The Red Hat Enterprise Linux installation program is
quite versatile. It can scale from an interactive program
used to install the operating system on individual systems
to a scripted, non-interactive program for simultaneous
installation on multiple systems. The installation process
can even be customized and scheduled via Red Hat
Network. All these installation methods can retrieve the
installation software from a central installation source. This
chapter describes the different installation methods so that
an administrator can decide which method is best for his
organization and his users’ needs. It details how to make
the installation files available to the systems to be installed
depending on the installation method. Then, it provides a
guide through the installation program. If an automated,
non-interactive installation is desired, this chapter provides
a reference for the kickstart method. If the system to be
installed includes a network interface card with PXE
support, consider using PXE to start the installation instead
of a CD as discussed at the end of the chapter.

Choosing an Installation Method

One of the many strengths of the Red Hat Enterprise Linux
installation program is that the installation files can be
retrieved in a variety of ways. For example, if you are only
installing one or two systems, performing a traditional CD-
ROM installation is probably easiest because it requires
minimal setup time. However, if you are installing tens or
hundreds of systems on the same network, the time it takes
to set up a centralized installation source with the neces-
sary files will ultimately save the administrator time and
allow the administrator to scale his efforts. The installation

IN THIS CHAPTER
» Choosing an Installation
Method

» Creating the Installation
Source

» Starting the Installation

» Performing the Installation
» Installing with Kickstart

» Installing with PXE

» Performing an Upgrade

» Red Hat Network Provisioning
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CDs do not have to be swapped out of each machine as they are needed. To perform
simultaneous installs on all the systems, all the systems can be booted using PXE instead
of burning a set of CDs for each system, and they can all be installed from one set of
installation files shared over the network.

Keep in mind that you do not have to standardize on just one installation method. A
combination of methods might work best for you.

The following installation methods are available:

>

CD-ROM

Installing from a set of installation CDs is the most direct method. Insert the media
into the system, make sure the BIOS is configured to boot off the CD, and boot the
system. The administrator is stepped through the process from keyboard and
language selection to choosing which software sets to install.

Hard Drive

Installing from the hard drive requires the ISO images of the installation CDs to be
on a hard drive partition accessible by the installation program (formatted as ext2,

ext3, or vfat). It also requires a boot CD created from the boot.iso image found on
the first installation CD. Refer to the “Creating the Installation Source” section for

details on creating a boot disc.

Network Install (via NFS, FTP, or HTTP)

This method also requires a boot CD created from the boot.1iso image or PXE boot.
After booting, select the preferred network installation method (NFS, FTP, or HTTP).
The installation source must be available to the system using the selected network
protocol. Refer to the “Creating the Installation Source” section for details on
setting up the installation source.

Kickstart

Kickstart is the name of the Red Hat scripted installation method. A kickstart-
formatted script is written, the installation program is started with a boot CD or via
PXE and then given the location of the kickstart file. Refer to the “Installing with
Kickstart” section for details.

PXE

PXE, or Pre-Execution Environment, is available on some Network Interface Cards
(NICs) and can be used to perform a network installation by connecting to a
network file server and booting from files retrieved over the network instead of from
local media such as a CD. Refer to the “Starting the Installation” section for details.

Red Hat Network Provisioning

This method requires an additional subscription to the RHN Provisioning module
and an RHN Satellite Server. The web interface to the RHN Satellite Server includes a
Kickstart Profile creation wizard, which can be used to create and store a customized
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kickstart file. Then the clients are installed from this kickstart file. Refer to the “Red
Hat Network Provisioning”” section for a brief synopsis. Refer to the “Installing with
Kickstart” section for further information on kickstart installations.

Creating the Installation Source

Because each Red Hat Enterprise Linux subscription comes with access to Red Hat
Network, the files necessary to install the operating system can be downloaded from
RHN. Each installation CD is archived into one file called an ISO image. These ISO image
files can be used to create the installation source, depending on which installation
method is used. Table 1.1 summarizes the installation sources per installation method.

TABLE 1.1 Location of Installation Source per Method

Installation Method Installation Sources

CD-ROM Installation CDs created from CD ISO images
Hard drive ISOs on ext2, ext3, or vfat partition

NFS ISOs available via NFS

FTP Loopback mounted ISOs available via FTP
HTTP Loopback mounted ISOs available via HTTP

This section discusses creating each of these installation sources.

Creating the Installation CDs

The ISO images for the installation CDs can be downloaded from Red Hat Network and
then burned onto the media. An ISO image is a file, usually with the .iso extension,
which contains files properly formatted so they can be written to a CD-R or CD-RW,
including making the disc bootable if necessary.

Go to http://rhn.redhat.com/ and log in to your account. Click Channels from the hori-
zontal navigation menu on the top, and then click Download Software from the vertical
menu on the left. The software channels most relevant to your systems are shown by
default. Select the name of the channel to download the ISO images for it. If you don’t
see the correct channel, click All from the vertical navigation menu on the left to view a
list of all available channels.

The download software page provides links to the installation and source CDs for the
initial release of the Red Hat Enterprise Linux version and variant you selected as well as
links to download the installation and source CDs for all update releases available. Each
update release contains all the files necessary to perform a complete installation, so you
do not need to download each update release. To use the latest, most secure version of the
software channel selected, download the install disc images for the latest update release.
You do not need to download the source discs unless you need access to the source RPMs
(the actual source code) used to create the software to be installed.


http://rhn.redhat.com/
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TIP

This page also provides a link to a page with instructions for properly downloading the
ISO image files with curl or wget. Read it carefully before downloading the I1SO files.
Download times will vary and depend on the speed of your Internet connection.

In the table containing the links to the ISO images, notice the third column. This long
string of numbers and letters is called a checksum, which can be used to verify that the
ISO file you downloaded hasn’t been corrupted. If the column contains MDS5 checksums,
check the MDS5 checksum of an ISO file after downloading it with the following
command, replacing <iso> with the filename of the ISO image downloaded (repeat for
each ISO file):

md5sum <iso>

If the column contains SHA1 checksums, check the SHA1 checksum of an ISO file after
downloading it with the following command, replacing <iso> with the filename of the
ISO image downloaded (repeat for each ISO file):

shailsum <iso>

When the utility is finished computing the checksum, it is displayed at the command
line. Compare it to the checksum listed on the RHN page. If they match exactly, the
download was successful in retrieving the entire file without corruption. If they do not
match exactly, remove the ISO file and download it again until the MDS checksum
returned matches the checksum on the RHN page exactly.

Creating a Boot Disc

Network installations, including kickstart installations, can be started with a boot CD
created from the boot.iso image found in the images/ directory on the first installation
CD. Instead of creating the first installation CD to access this file, the files from the ISO
image of the disc can be loopback mounted so the boot.iso file can be retrieved and used
to create a boot disc.

When an ISO image is loopback mounted, the files from the image are listed in a dedi-
cated directory as they would appear on the disc if the image was written to disc. The files
do not actually exist as separate files in this directory on the filesystem. When they are
accessed, the files are read from the ISO image. If they are copied to the filesystem, each
file copied will actually exist on the filesystem.

To loopback mount an ISO image, use the following steps:
1. Create an empty directory to mount the image into, such as /tmp/rhel/.

2. Mount the image into this new directory (if the image is not in the current direc-
tory, provide its full path so it can be found):

mount -0 loop <image-name>.iso /tmp/rhel/
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3. The /tmp/rhel/ directory now contains a list of all the files from the image. Copy
the boot.iso image file over to the filesystem:

cp /tmp/rhel/images/boot.iso /tmp

4. Unmount the ISO image:

umount /tmp/rhel/

Create the boot disc from boot.iso by browsing for it in the Nautilus file browser, right-
clicking on it, and selecting Write to Disc... from the menu. Alternatively, use the
cdrecord command to write the image to disc if the graphical desktop is not available.

TIP

If you already have the first installation CD created, you can issue the command linux
askmethod at the boot: prompt after booting from the CD instead of booting from a
boot disc.

Using the ISO Files

All the installation types except for the CD-ROM installation method can use ISO image
files as the installation source. The ISO files can be used in the following ways:

» ISO files in a directory on the hard drive for the hard drive installation method or
available via NFS for the NFS installation method

» ISO files loopback mounted and then made available with FTP or HTTP

TIP

Before using the I1SO files for installation, be sure to verify their checksums as
described in the “Creating the Installation CDs” section earlier in this chapter.

For a network installation, set up the NES, FTP, or HTTP server, depending on which
installation method you want to use. Don’t forget to make it accessible by all the clients
on which you are installing Red Hat Enterprise Linux. Refer to Part IV, “Network
Services,” for details on setting up these network services.

The same network server can provide different variants or versions of the same operating

system. When doing so, place each set of ISO images in their own directory. Use descrip-

tive directory names such as RHEL5Server or RHEL5U2C1ient so you can quickly determine
which OS variant and version they contain.

For hard drive installations, transfer all the ISO images into an ext2 or vfat partition on
one of the hard drives in the system on which you are about to install. This partition
cannot be formatted during installation because the installation program must access
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these ISO files during the entire installation. Be sure you have enough hard drive space
for the installation after dedicating the partition to storing the ISO image files.

For an NFS installation, copy all the ISO image files into the shared directory on the NFS
server. For an FTP or HTTP installation, use the following steps to share the contents of
each ISO image in its own directory on the FTP or HTTP server:

1. In the shared directory on the FITP or HTTP server, for each ISO image, create a
subdirectory called discX, where X is the number of the ISO image starting with the
number 1.

2. For each ISO image, loopback mount it into its corresponding discX directory with
the command:

mount -o loop <name>.iso /shared/directory/discX

Now the installation program can access all the installation files from the network server.
Next, start the installation with the instructions from the “Starting the Installation”
section later in this chapter.

Instead of burning a set of installation CDs and then creating the installation source, you
can loopback mount the ISO images as described in the “Creating a Boot Disc” section
and copy the files.

Adding Updates to Installation Media or Source

Sometimes updates or bug fixes to the Red Hat installation program are released, similar
to the way updates are released for the packages that make up the OS. Since the code for
the installation program is on the installation media or in the shared directory containing
the installation source, you need a way to use this updated code for the installation
program, which are essential updated Python files. The updates are distributed as an
update image, which is usually named updates.img. If an update image is available for
your version of Red Hat Enterprise Linux and it is necessary to install the OS on your
system, provide the image to the installation program using one the following locations:

» Floppy disk. After starting the installation, type linux updates at the boot: prompt.

» images/ directory of installation tree or first installation CD, with the filename
updates.img. If the image is found, the updates in it are automatically used for
installation. This requires all the files from the ISO for disc 1 to be copied to the
disc1/ directory on the network share instead of just loopback mounting it so that
the images/ directory can be created.

» FTP or HTTP server, with the filename updates.img. After starting the installation,
type linux updates=ftp://<path> or linux updates=http://<path> where <path>
is the directory containing the updates image.
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Starting the Installation

Each installation method is started a bit differently because some require more informa-
tion to find the installation files. For example, in the CD installation method, all the files
are on the CDs, with the first one already mounted and accessible by the installation
program. However, for a network installation, the network protocol to use and the loca-
tion of the installation files on the network server must be provided.

Starting a CD Installation

To start a CD installation, insert the first installation CD, make sure the BIOS is config-
ured to boot off the CD-ROM device, and start the computer. Before the welcome screen
appears, you are prompted to run the mediacheck program to verify each installation CD.
Even if you verified the checksums of each ISO before creating CDs from the ISOs, it is
highly recommended that the mediacheck be performed to make sure an error did not
occur while you were creating the CDs from the ISO images.

After the welcome screen, select the language to use for the installation as shown in
Figure 1.1. The same language is used as the default language for the installed system.

ED HAT

NTERPRISE LINUX 5

What language would you like to use during the
installation process?

Chinese(Simplified) (E#H)
Chinese(Traditional} (£
Croatian {Hrvatski) [

[+]

Czech (Cettina)
Danish (Dansk)
Dutch (Nederlands)

English (English)

Estonian (eesti keel)

Finnish (suomi)
French (Frangais)
German (Deutsch)
Greek (EAAMULKA)
Gujarati (35ridl)

FIGURE 1.1 Language Selection

(o]

After the language selection, select the keyboard layout as shown in Figure 1.2 to use for
installation. As with language selection, this preference is also used as the default value
for the installed system.
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NTERPRISE LINUX 5

Select the appropriate keyboard for the system.

Slovenian

[v]

Spanish

Swedish

Swiss French

Swiss French (latinl)
Swiss German

Swiss German (latinl)
Tamil {Inscript)

Tamil (Typewriter)
Turkish
I ——, |
U.S. International

Ukrainian

United Kingdom

D Release Notes

FIGURE 1.2 Keyboard Selection

Starting a Network or Hard Drive Installation

For all other installation methods, boot off a boot disc created from the boot.iso image
as described in the “Creating a Boot Disc” section earlier in this chapter. If you don’t have
a boot CD but you have the first installation CD, you can also boot off the first installa-
tion CD and type the command linux askmethod at the boot: prompt.

When the installation program starts, the first two screens allow the administrator to
select the language and keyboard layout to use as previously described for a CD-ROM
installation except that the two screens are shown in text-mode instead of graphical
mode. The third screen allows for the selection of the installation method and might be
followed by one or two screens with additional questions, depending on the installation
method selected. Select one of the following:

» Local CDROM » FTP
» Hard drive » HTTP
» NFS image

If Local CDROM is selected and the first installation CD is already inserted, the installa-
tion is as described in the “Performing the Installation” section. If Local CDROM is
selected and a boot CD was used to start the program, the first installation CD must be
inserted when prompted to continue.
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If Hard drive is selected, the partition containing the installation ISOs must be selected
from the list, and the directory containing the ISOs must be provided. If NFS image, FTP,
or HTTP is selected, the server name and shared directory containing the ISO images or
the installation source must be given. If FTP is selected, it is assumed that the server
accepts anonymous connections for the share. If a username/password combination is
necessary, select the Use non-anonymous FTP option.

After selecting the installation method and providing the necessary information, the
welcome screen is shown. To finish the installation, follow the instructions in the
“Performing the Installation” section.

Starting a Kickstart or PXE Installation

To start a kickstart installation, read the “Installing with Kickstart” section later in this
chapter to learn how to create a kickstart file, make it available to the systems to be
installed, and start the kickstart installation.

To start a PXE installation, read the “Installing with PXE” section later in this chapter for
instructions on configuring the PXE server and starting the network installation.

Performing the Installation

After starting the installation as described in the previous section, the administrator is
prompted for an installation number as demonstrated in Figure 1.3. This number is
provided when the Red Hat Enterprise Linux subscription is purchased and is used by
RHN to control customer subscription entitlements. It also unlocks specific software
groups (if appropriate) within the installation media so that they can be installed during
the installation process This unlocks specific software groups so that they can be installed.
For example, an installation number might cause the installation of the software neces-
sary for creating virtual machines with Virtualization or the clustering filesystem.

The installation program then searches for existing installations. If one is found, the
following two options are displayed:

» Install Red Hat Enterprise Linux

» Upgrade an existing installation

If you choose to upgrade an existing installation, also select the root partition of the
existing installation to upgrade. Refer to the “Performing an Upgrade” section later in this
chapter for more details on upgrades. The rest of this section pertains to installing Red
Hat Enterprise Linux.

Partitioning is one of the most important decisions you will make during the installation
process (see Figure 1.4 for the start of the partitioning process). Decisions such as which
software packages to install and the root password can be changed after installation, but
changing the way a filesystem is partitioned is much harder to modify after installation.
Refer to the “Deciding on a Partitioning Method and Type” section later in this chapter
for details.
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NTERPRISE LINUX 5

Select the appropriate keyboard for the system.

Slovenian |

Spanish

Swedish
Swiss French To install the full set of supported packages included in
Swiss French (latin1) your subscription, please enter your Installation Number

Swiss German @ Installation Number: ]

Swiss German (latinl) () Skip entering Installation Number
Tamil {Inscript)
Tamil {Typewriter)

Turkish

s B | |

U.S. International

Ukrainian

United Kingdom =

D Release Notes

FIGURE 1.3 Providing an Installation Number

NTERPRISE LINUX 5

Installation requires partitioning of your hard drive.
By default, a partitioning layout is chosen which Iis
reasonable for most users. You can either chease
to use this or create your own.

Remove linux partitions on selected drives and create default layout. %

Select the drive(s) to use for this installation.

I 286181 MB ATA M| GL3L

op Advanced storage configuration

[] Review and modify partitioning layout

D Release Notes

FIGURE 1.4 Selecting a Partitioning Scheme




Performing the Installation 19

A boot loader must be installed to boot into the operating system. The GRUB boot loader
is installed by default (see Figure 1.5). Options such as enabling a boot loader password
can be selected. Because GRUB is only used for x86 and x86_64 systems, this screen will
vary for other architectures.

ED HAT

NTERPRISE LINUX 5

(& The GRUB boot loader will be installed on /dev/sda.
) No boot loader will be installed.

You can configure the boot loader to boot other operating systems. It will allow you to select an operating system
to boot from the list. To add additional operating systems, which are not automatically detected, click 'Add.' To
change the operating system booted by default, select 'Default’ by the desired operating system.

Default Label Device

Red Hat Enterprise Linux Server fdev/VolGroup00/LogVol00 Edit

A boot loader password prevents users from changing options passed to the kernel. For greater system security, it
is recommended that you set a password.

[] Use a boot loader password |

[ Configure advanced boot loader options

FIGURE 1.5 Configuring the GRUB Boot Loader

Network devices are detected and configured to use DHCP and are active at boot time as
shown on the Network Devices screen in Figure 1.6. Uncheck the Active at Boot option
next to a network device if you do not want it to retrieve an IP address at boot. If your
network does not use DHCP, you can select to configure an IP address and network
settings for each device on this screen.

For the Time Zone screen, click on the map to select a time zone. On the Root password
screen, enter a root password for the system and then type it again to confirm it. If they
do not match, you are prompted to enter them again.

Certain software sets are installed by default, varying slightly with each variant of Red Hat
Enterprise Linux such as including the DHCP server with Red Hat Enterprise Linux Server.
Some additional software sets such as Software Development and Web Server can be
selected during installation. These additional software sets also vary depending on the
installation number and the Red Hat Enterprise Linux variant being installed.

Also, select to Customize later or Customize now. If Customize later is chosen, no
further options are presented. If Customize now is selected, the screen shown in Figure
1.7 is displayed showing a list of software groups in the top-left box.
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Network Devices

Active on Boot| Device | IPv4/Netmask | IPvB/Prefix Edit

etho DHCP

Hostname
Set the hostname:
@ automatically via DHCP

C manually ‘ ost.localdor | (e.g., host.domain.com])

Miscellaneous Settings

D Release Notes

FIGURE 1.6 Activating Network Devices

NTERPRISE LINUX 5

Desktop Environments GNOME Desktop Environment
Applications D KDE (K Desktop Environment)
Development

Servers
Base System
Languages

GNOME is a powerful, graphical user interface which includes a panel, desktop, system
icons, and a graphical file manager.

32 or 36 optional packages selected

Optional packages
Dﬂelease Notes

FIGURE 1.7 Customizing Software
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As a software group is selected on the left, software sets are displayed on the right with
check boxes next to each name. Click the check box next to the software sets to install in
addition to the software selected by default. As software sets on the right are selected, a
brief description is shown on the bottom of the screen. If the software set selected
contains optional packages, the Optional packages button on the bottom right of the
screen is active and can be clicked to further customize the individual software packages
installed for the software set.

The software groups shown on the left side vary slightly depending on the installation
number entered at the beginning of the process. For example, if an installation number to
include virtualization is used, the Virtualization software group is shown in Figure 1.8.

ED HAT

NTERPRISE LINUX 5

Desktop Environments Virtualization

Applications
Development
Servers

Base System

Virtualization

Languages

irtualization Support.

3 of 3 optional packages selected

Optional packages
Dﬂelease Notes & Next

FIGURE 1.8 Virtualization Software Group

After additional software is selected, the installation program checks for software depen-
dencies. A software dependency is an RPM package that must be installed for the RPM
package you selected to work properly. As the software is installed, the progress is shown
as a time estimate and a progress bar (see Figure 1.9). If you are performing a CD installa-
tion, a popup window is displayed when the next CD is needed.

When all the necessary files are installed and all post-installation actions such as writing
the bootloader are complete, Figure 1.10 is displayed. After the system is rebooted, the
Setup Agent is automatically started. Refer to Chapter 2, “Post-Installation
Configuration,” for details on the Setup Agent.
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NTERPRISE LINUX 5

@. redhat.

l

Installing device-mapper-1.02.12-2.el5.i386 (1 MB) Remaining time: 6 minutes
device mapper library

[ome] |

FIGURE 1.9 Installing the Software

NTERPRISE LINUX 5

Congratulations, the Installation is complete.

Remove any media used during the installation process and press the
"Reboot" button to reboot your system.

| [

FIGURE 1.10 Installation Complete
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NOTE

As noted on the last screen of the installation program, a log of the installation is
saved in the /root/install.log file and a basic kickstart file is created based on
the installation in the /root/anaconda-ks.cfg file. Both of these files are in plain
text format and can be read by the root user after the system is rebooted.

Deciding on a Partitioning Method and Type

As shown in Figure 1.4, use the pull-down menu to choose one of the following partition-
ing schemes so the filesystem can be partitioned and formatted:

» Remove Linux partitions on selected drives and create default layout (default)
» Remove all partitions on selected drives and create default layout
» Use free space on selected drives and create default layout

» Create custom layout

If the option you selected creates a default layout, you can select the option to Review
and modify partitioning layout. Figure 1.11 shows the review and modify partitioning
screen. This is the same interface used when creating a custom layout. If the option you
selected requires partitions to be deleted, you will be asked to confirm their deletion
before continuing.

A root partition (/) is required at a minimum. For x86 and x86_64 systems, it is also
recommended that a swap partition and /boot partition be created. For x86 and x86_64
systems, the default partitioning layout creates a root partition (/), swap partition, and
/boot partition. LVM is used by default except for the /boot partition, which cannot be
part of a logical volume group. The default partitions required and created for other archi-
tectures might be different. For example, on Itanium systems, a /boot/efi partition is
recommended instead of a /boot partition. If a /boot/efi partition is created, it must be
the first primary partition.

Most administrators will need to either create a custom layout or create the default layout
and then modify it to fit the needs of the system. For example, creating a separate /tmp
partition prevents a program from creating temporary files that fill up the entire filesys-
tem. Unless the users’ home directories are going to be mounted from a different server,
creating a separate /home directory is beneficial and is even more flexible if the separate
partition is on a separate hard drive. It allows the administrator to limit the total amount
of disk space used for home directories and gives the administrator the flexibility to
replace the hard drive with the /home partition with a larger drive or a network drive with
minimal reconfiguration. Should the system fail while users still need access to their data,
the hard drive containing the /home partition can be quickly moved to a backup system
already installed with the OS (assuming the failure is not with the physical hardware asso-
ciated with the /home partition).
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Drive /dev/hda (38162 MB) (Model: WDC WD400BB-75DEAQ)
hda2 |

36060 MB

New I [ Edit ] [ Delete ][ Reset ] l RAID I [ VM

Mount Point/ Size
Device Type | Format Start| End
RAIDNolume TP (MB)

< VM Volume Groups

~ VolGroup00 38016
LogVol01 swap e 1024
LogVol00 / ext3 o 36992

'~ Hard Drives

~ jdev/hda
/dev/hdal /boot ext3 ' 102 1 13
fdevihda2 VolGroup00 VM PV ' 38060 14 4865

[ Hide RAID device/LVM Volume Group members

FIGURE 1.11 Reviewing and Modifying Partitioning

As previously mentioned, by default, LVM is used to partition the filesystem. However,
standard disk partitions and software RAID are also available during installation. The
following subsections describe how to use these different partitioning methods during
installation. Chapter 7, “Managing Storage,” describes how to set up and maintain them
after installation.

Setting Up Basic Partitions During Installation
To use standard disk partitions, complete the following steps for each partition as demon-
strated in Figure 1.12:

1.
2.

Click New.
Enter a mount point such as / or /boot.

Select swap as the filesystem type if the partition is to be used as swap space. Select
ext3 for all other Linux partitions.

Select the allowable drives if multiple drives exist. Basic partitions cannot span over
more than one physical drive. If more than one drive is selected, the partition will
be created on one of the selected drives depending on the free disk space available
on the selected drives and the desired size of the partition.

The partition size can be set as a fixed size, a variable size up to a specific size
depending on the amount of free disk space, or the total amount of free disk space
available on one of the allowable drives selected.
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6. Optionally, select whether to force the partition to be a primary partition. This is
necessary for some partitions such as /boot/efi on Itanium systems.

7. Click OK to return to the partition list.

Add Partition

Mount Point: [fbuut

File System Type: [exti

B hd

Allowable Drives:

Size (MB): 100 |:]

Additional Size Options
@ Fixed size

O Fill all space up to (MB): 1 B

) Fill to maximum allowable size

[ Force to be a primary partition

FIGURE 1.12 Creating a Standard Disk Partition

Setting Up LVM During Installation

LVM, or Logical Volume Manager, is a storage management solution that allows adminis-
trators to divide hard drive space into physical volumes (PV), which can then be combined
into logical volume groups (VG), which are then divided into logical volumes (LV) on which
the filesystem and mount point are created. Refer to Chapter 7 for a more detailed expla-
nation.

To partition with LVM during installation either allow the installation program to create

the default layout or create a custom layout.

TIP

Instead of creating logical volumes from scratch, you can allow the installation
program to create the default layout and then modify it to your specifications.

To create the LVM layout from scratch, use the following steps:

1. Create a standard disk partition for the /boot partition because it can’t be within a
LVM (or a /boot/efi partition for an Itanium system) as described in the previous
section “Setting Up Basic Partitions During Installation.”

2. Create the physical volumes (PVs). A PV must be created for each physical hard
drive you want to use for logical volumes. Click New again, except this time select
physical volume (LVM) as the filesystem type as shown in Figure 1.13. Click OK to
return to the partition list. Repeat this step for each PV needed.
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Add Partition

Mount Polint: | <ot Applicable | -]

File System Type: [physical volume (LVM) C}

hd 3816

Allowable Drives:

Size (MB): 100 2

rAdditional Size Options
() Fixed size |

O Fill all space up to (MB): 1 H

@ JFill to maximum allowable size;

[] Force to be a primary partition

FIGURE 1.13 Creating a Physical Volume

3. Create the volume groups (VGs). From the partition list screen, click LVM. The size
of the VG is set by the number of physical extents, which is 32 MB by default. It is
not recommended you modify the physical extent size. As shown in Figure 1.14, a
unique name is given to the VG. Modify the name if you want to use a different
naming convention. Select the physical volumes to include in the VG. The total size
for the VG might not be equal to the summation of the PV sizes because a small
amount of disk space is used as overhead. Click OK to return to the partition list.
Repeat this step for each VG needed. Otherwise, continue to the next step.

Make LVM Volume Group

Volume Group Name: [VchroupOO ]

Physical Extent: [ 32 MB s J

hdaz2 38048.00 MB

Physical Volumes to Use:

Used Space: 0.00 MB ( 0.0 %)
Free Space: 38016.00 MB (100.0 %)
Total Space: 38016.00 MB

Logical Volumes

Logical Volume Name | Mount Point | Size (MB)

Add

Edit

FIGURE 1.14 Creating a Volume Group
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4. Create logical volumes (LVs) inside the volume groups. An LV must be created for the
root (/) mount point and for the swap space. Additional LVs such as /home and /tmp
are optional. To create a logical volume, from the partition list, select the VG in
which to create it, and click Edit. (Or keep the dialog window open after creating the
volume group.) Click Add in the Logical Volumes section at the bottom of the
dialog window. As shown in Figure 1.15, the mount point, filesystem type, LV name,
size, and whether the LV should be formatted must be specified. Click OK to return
to the volume group dialog and repeat this step for each LV needed. Then click OK to
return to the partition list in the main window of the installation program.

Make Logical Volume

Mount Point: I! | s ]

File System Type: I ext3 C]

Logical Volume Name: [Logvoloo |

Size (MB): [s000 |

(Max s_Ize_! is 3?920 MB)

[ X Cancel l | ggK ;

FIGURE 1.15 Creating a Logical Volume

After LVM is set up, the main window with the partition list should look similar to Figure 1.16.

ED HAT

NTERPRISE LINUX 5

Drive /dev/hda (38162 MB) (Model: WDC WD400BB-75DEAQ)

hda2
38060 MB

New ] [ Edit ] [ Delete ]I[ Reset l I RAID ] [ Lvm

Mount Point/ Size |
Device AT A T e Type | Format (MB) Start| End

= VM Volume Groups

= VolGroup00 38016
LogVol0o ! ext3 o 8000
LogVolol swap o 2048
LogVol02 fhome ext3 4 27968

~ Hard Drives

¥ jdev/hda
/dev/hdal /boot ext3 s 102 1 13
/dev/hda2 VolGroup00 VM PV s 38060 14 4865

[ Hide RAID device/LVM Volume Group members

FIGURE 1.16 LVM Configuration
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Setting Up Software RAID During Installation

Refer to the “Understanding RAID” section of Chapter 7 for an explanation of software
RAID. Then use the following steps to create a RAID partition:

1. Click the RAID button.
2. Select Create a software RAID partition and click OK.

3. The Add Partition dialog used to create a standard disk partition appears. As shown
in Figure 1.17, select software RAID as the filesystem type, select the allowable
drives, and set its size. Click OK.

Add Partition

Mount Point: ‘ Not Appiic |

il

File System Type: [software RAID = ]

]

Allowable Drives:

Size (MB): 10000 ‘AJ

Additional Size Options
(@ Fixed size

O Fill all space up to (MB}): H

) Fill to maximum allowable size

[] Foree to be a primary partition

FIGURE 1.17 Adding a Software RAID Partition

Repeat these steps depending on how many software RAID partitions you need for your

particular RAID configuration. At least two software RAID partitions are needed for any of
the RAID levels.

NOTE
If the /boot or /boot/efi partition is a software RAID partition, it must be RAID 1.

After setting up the RAID partitions, RAID devices must be created from them with the
following steps:

1. Click RAID on the partition list screen.

2. Select Create a RAID device as in Figure 1.18 and click OK.
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 woomen |

Software RAID allows you to combine several disks into a
larger RAID device. A RAID device can be configured to
provide additional speed and reliability compared to using
an individual drive. For more information on using RAID
devices please consult the Red Hat Enterprise Linux Server
documentation.

You currently have 2 software RAID partition(s) free to use.
What do you want to do now?

() Create a software RAID partition.

(@) (Create a RAID device [default=/dev/md0].:

[Xconcer | [ Dox |

FIGURE 1.18 Creating a RAID Device

3. In the dialog shown in Figure 1.19, give the name of the mount point, and select
ext3 or swap as the filesystem type. Select the RAID device name, where mdO is the
first RAID device, md1 is the second, and so on. Select the desired RAID level (refer
to Chapter 7 for an explanation of the levels), and select the RAID members from
the list of RAID partitions created earlier. If RAID 1 or S is selected, also select the
number of spare partitions to create.

Make RAID Device

Mount Point: |
J
J
J

/home | b

4

[

Flle System Type: [exta
l
[

RAID Device: mdo S

RAID Level: RAIDS =
hda2 10001 MB

RAID Members: hda3 10001 MB

hda5 10001 MB

Number of spares: | |%|

l ¥ Cancel ] | Pok i

FIGURE 1.19 RAID Device Specifications

Repeat these steps until all the desired RAID devices are created. All mount points for the
system do not have to be RAID devices. For example, Figure 1.20 shows all the partitions
as standard disk partitions except for the /home partition because it contains data that
changes frequently and would most benefit from RAID.
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NTERPRISE LINUX 5

Drive /dev/hda (38162 MB) (Model: WDC WD400BB-75DEAD)

hda3 hdas hdabg hdajhda2
10001 MB 10001 MB 10001 MB 20416008 MB

new | [ Eat | [ Detere ][ Reset | [ map | [ wm

Mount Point/ Size
Device AT e Type | Format (MB) Start End

< RAID Devices
/dev/md0 /home ext3 L' 20002.7

~ Hard Drives

= /dev/hda
/dev/hdal /boot ext3 L' 102 1 13
+ fdev/hdad Extended 22050 1289 4099
Jdew/hda7? swap L 2047 3839 4099
/devihda2 i ext3 v 6009 4100 4865

Hide RAID device/LVM Volume Group members

FIGURE 1.20 RAID Example

Installing with Kickstart

A kickstart installation is started from a kickstart file containing the answers to all the
questions in the installation program so that the administrator can start the install and
then walk away until it is finished. If the network card on the system supports PXE boot,
the kickstart file can even be on a different server along with the installation files, allow-
ing for an easy, automated, and non-interactive installation.

Although a CD installation is possible with a kickstart file, a network or hard drive instal-
lation is more convenient, otherwise the administrator will have to return to the system
to change CDs.

To perform a kickstart installation, use the following steps:

1. Create an installation tree for the network install and make it available to the
systems being installed. Refer to the “Creating the Installation Source” section
earlier in this chapter for details.

Create the kickstart file.
Create a boot CD (unless you are using PXE).

Copy the kickstart file to the boot CD or make it available over the network.

o & @ Db

Start the kickstart installation.
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Creating the Kickstart File

A Kickstart file is a plain text file with each kickstart directive on a separate line. A simple
text editor should be used to write or modify the file. Do not use a program that automat-
ically line wraps because each directive must be on its own line. If a long line is wrapped,
the installation program might read it incorrectly and cause the installation to fail. Lines
that begin with the pound sign (#) are comments.

The directives listed in the kickstart file must be grouped as follows:
» Command section
» %package section

» %pre and %post sections

TIP

If you have already performed an installation, a kickstart file based on the installation
is written to /root/anaconda-ks.cfg. You can start with this sample file and modify
it as needed.

Command Section

The command section consists of directives to answer all the questions from the interac-
tive version of the installation program. They can be listed in any order as long as they all
appear before the %package, %pre, and %post sections. This section groups them in cate-
gories to make it easier to determine which directives are suitable for your needs.

Notice that some commands are required. If any required directives are missing from the
kickstart file, the automated installation will pause on the screen for which no informa-
tion was provided in the kickstart file. To continue the installation, the administrator
must complete the instructions for the screen and click Next.

This section divides the kickstart commands into categories based on their usage: installa-
tion, basic setup, partitioning, and additional. Some directives such as the install direc-
tive require related directives to be listed on separate lines. If a directive is followed by an
equals sign (=), a value must follow it. Also notice that some directives are required.

Installation Commands
For all kickstart files, either the install or upgrade directive is required. The other installa-
tion commands are optional.

» install

Install Red Hat Enterprise Linux as opposed to performing an upgrade. If this
command is specified, one of the following installation methods must also be listed
on a separate line:

cdrom

The first CD-ROM drive contains the installation media.
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harddrive --partition=<partition> --dir=<dir>

The installation CD ISOs or source is located on a hard drive partition in the
system, which is formatted as ext2, ext3, or vfat. The partition and directory
containing the installation source or ISOs must be specified as options to the
command.

nfs --server=<server> --dir=<dir>

The installation files are located on an NFS share accessible by the system. The
hostname or IP address of the server and the directory on the NFS server
containing the installation tree must be listed. If a hostname is listed, the system
being installed must be able to resolve it to an IP address. NES options can also
be provided with the - -opts=<options> argument to the nfs command.

url --url=<url>

The installation tree or installation ISOs are located on an FTP or HTTP server
accessible by the system being installed. The <url> can be in either of the
following forms:

http://server.example.com/install/tree/dir/
ftp://<username>:<password>@server.example.com/install/tree/dir/

upgrade
Upgrade the existing system instead of performing a full installation.
autostep

Show each installation screen as kickstart automatically performs the steps from the
screen. Useful for debugging.

interactive

Similar to autostep except that each screen is populated with the values from the
kickstart file and shown for verification or modification. To continue, the adminis-
trator must click Next for each screen after reviewing it.

key

Provide the installation number for the system. Use key --skip if you do not want
to enter an installation number.

cmdline

Use the non-interactive command-line installation mode. Useful for §/390 systems
with the x3270 console.

text

Force the installation to be performed in text-mode. Network, hard drive, and CD-
ROM installations are performed in graphical mode unless the text command is
listed.
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Basic Setup Commands
» authconfig (required)

Execute the authconfig utility from the installation program to configure system
authentication. Refer to the authconfig man page for options.

» bootloader (required)

Describe how the boot loader (GRUB for x86 and x86_64 systems) is installed and
configured.

- -append=

Used to provide kernel boot options. Separate two or more kernel parameters
with spaces.

--driveorder=

Hard drive boot order from the BIOS. Separate each drive such as sda or hda
with commas.

--location=

Where to write the boot record. Must be one of following: mbr (default),
partition (install on the first sector of the partition on which the kernel is
installed), or none (do not install).

- -password=

If using GRUB, use to set up a boot loader password to restrict access to the
GRUB shell.

- -md5pass=

If using GRUB, the same as - -password= except the password provided is
already encrypted. Useful if unauthorized users have access to the kickstart file.

--1ba32=
Force 1ba32 mode.
- -upgrade=

Upgrade boot loader while keeping existing boot entries in grub.conf. Can
only be used when performing an upgrade of Red Hat Enterprise Linux.

» keyboard (required)

Set the keyboard type used after installation. Must be one of the following for x86,
x86_64, and Itanium (additional layouts might exist for other architectures):
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be-latini1, bg, br-abnt2, cf, cz-lat2, cz-us-qwertz, de, de-latint, de-
latint-nodeadkeys, dk, dk-latin1, dvorak, es, et, fi, fi-latint, fr, fr-
latin®@, fr-latini, fr-pc, fr_CH, fr_CH-latin1, gr, hu, hul1@1, is-latint, it,
it-ibm, it2, jp106, la-latini1, mk-utf, no, no-latini, pl, pt-latini, ro_win,
ru, ru-cp1251, ru-ms, rut, ru2, ru_win, se-latini, sg, sg-latini, sk-qwerty,
slovene, speakup, speakup-1t, sv-latini, sg, sg-latini, sk-querty, slovene,
trqg, ua, uk, us, us-acentos

The keyboard types are also listed in the /usr/lib/python2.4/site-
packages/rhpl/keyboard_models.py file from the rhpl package.
lang <lang> (required)

Set the default language for the installed system. The file /usr/share/system-
config-language/locale-1list from the system-config-language package contains
a list of valid languages. Each line in this file lists a different language. Use the value
of the first column such as en_US.UTF-8 for <lang>.

monitor

If this command is not used, the installation program probes for the monitor. Use
this command to manually configure the monitor attached to the system or force
the installation program not to probe the monitor with the following options:

--hsync=
Horizontal sync rate.

--monitor=

Monitor name from the /usr/share/hwdata/MonitorsDB file from the hwdata
package (the second value from the semicolon-separated list of values for each
monitor). This value is ignored if - -hsync= and - -vsync= are also specified.

--noprobe=
Don’t probe for the monitor.
- -vsync=

Vertical sync rate.

» network

If the installation method chosen is not a network install, networking is not config-
ured for the system. If a network install is chosen, it is performed over the first
Ethernet device (ethO) using DHCP with the installed system being configured to
use DHCP as well. If a different type of networking protocol is required for the
network install, use this command to configure it. The installed system will use
these settings as well. Options include
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--bootproto=

Boot protocol to use. Must be one of dhcp, bootp, or static. If static is
chosen, all network configuration must be listed as well with the - -ip=, --
netmask=, - -gateway=, and - -nameserver= options.

--device=

Specify the Ethernet device to use such as ethe.
__ip:

IP address to use with a static configuration.

- -gateway=

Gateway to use with a static configuration.

--nameserver=

Primary nameserver to use with a static configuration.

--nodns=

Don’t configure a DNS server.

--netmask=

Netmask to use for a static configuration.

--hostname=

Hostname for the system.

--ethtool=

Used to configure network settings passed to the ethtool utility.

--essid=

Network ID to use for the wireless network.
- -wepkey=

WEP key to use for the wireless network.

--onboot=

If set to yes, the network device is enabled at boot time.

--class=

DHCEP class to use.
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> iscsi

The Internet SCSI (ISCSI) protocol provides SCSI over TCP/IP networks for data
transfer. It is a lower cost alternative to a Fibre Channel storage area network (SAN).

--ipaddr=

IP address of remote connection.
--target=

Remote disk to connect to.
--port=

Port used to connect to target.

--user=

Username for remote connection, if required.

- -password=

Password for remote connection, if required.
» iscsiname
ISCSI initiator name. Must be a unique, per-host identifier used with ISCSI.
» rootpw (required)

Root password for the installed system. To specify an encrypted password, use the
- -isencrypted option before specifying the encrypted password.

» timezone (required)

Time zone for the installed system.

Partitioning Commands
> autopart

Create default partitions (a root (/) partition, swap partition, and /boot partition).
The sizes of these partitions can be modified with the part directive.

» clearpart

Remove specific partitions or partition types before creating new partitions. If this
command is used, the - -onpart command can’t be used on a logical partition.

--all

All partitions are removed.

--drives=

All the partitions on the drives listed, such as hda or sdc, are removed.
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--initlabel

Initialize the disk label to the default for the system'’s architecture. Useful
when installing to a new hard drive that has not been initialized.

--linux

Only existing Linux partitions are removed.

--none (default)

No partitions are removed.
» volgroup <name> <partition> <options>
Create an LVM group. The following <options> are available:

--noformat

Do not format. Useful for retaining an existing volume group.

--useexisting

Use existing volume group. The LVM group is formatted by default unless
--noformat is also specified.

--pesize

Size of physical extents.

NOTE

Create the partition with the partition directive before creating a logical volume group
with volgroup. After creating the LVM group, use the logvol directive to create a logical
volume.

Refer to Chapter 7 for details about LVM and LVM configuration.

» logvol <mountpoint> -vgname=<name> --Size=<size> --name=<name> <options>

Create logical volume after creating a logical group with volgroup. The following
<options> are available:

--noformat

Do not format. Useful for existing logical volume.
--useexisting

Use existing logical volume. Reformatted unless - -noformat is also specified.
--fstype=

Filesystem type. Must be one of ext2, ext3, swap, or vfat.
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--fsoptions=
Mounting options to use for the filesystem. They are copied to /etc/fstab.
--bytes-per-inode=
Size of inodes for the filesystem on the logical volume. Ignored if the filesys-
tem specified does not support this feature.

--grow

Allow size of logical volume to increase if space is available. If a maximum size is
provided with - -maxsize=, logical volume will not be bigger than this maximum
size.

--maxsize=

If - -grow is used to allow the size of the logical volume to increase, this option
should be set to the maximum size the logical volume is allowed to grow, in
megabytes.

- -recommended

Let the installation program automatically calculate the size of the logical
volume depending on free space available.

--percent
Size of the logical volume as a percentage of the free space available.
» partition (required for installs)

Create a filesystem partition. Formatted by default unless - -noformat and - -onpart
are specified. Only applicable to installations, not upgrades.

The following options are available:
<mntpoint>
Mount point for the partition. Valid formats for the mount point are as follows:
Directory path such as /, /tmp, or /home
swap to specify a swap partition

raid.<id> for software RAID
pv.<id> for LVM

--size=
Minimum size for the partition, in megabytes.
- -grow

Allow size of partition to increase if space is available. If a maximum size is
provided with - -maxsize=, logical volume will not be bigger than this
maximum size.
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--maxsize=

If - -grow is used to allow the size of the partition to increase, this option
should be set to the maximum size the partition is allowed to grow, in
megabytes.

--noformat

Do not format partition. Use with - -onpart directive.
--onpart=

Existing partition such as sda1 on which to place the partition. Use
--noformat if you don’t want the existing partition to be formatted
during installation.

--ondisk

Hard drive such as sda on which to create the partition.

--asprimary

Create partition as a primary partition or fail.

--fstype=

Filesystem type. Must be one of ext2, ext3, swap, or vfat.

--fsoptions=

Mounting options to use for the filesystem. They are copied to /etc/fstab.
--bytes-per-inode=

Size of inodes for the filesystem on the partition. Ignored if the filesystem
specified does not support this feature.

--label=

Filesystem label to use for the partition.

--start=

If - -ondisk= is used, this directive can be used to provide a starting cylinder
for the partition. The ending cylinder must be listed with the - -end= directive,
and the partition size must be provided with --size=.

--end=

Ending cylinder for partition if - -start=is used.

- -recommended

Let the installation program automatically calculate the size of the partition
depending on free space available.

--onbiosdisk

Create the partition on a specific hard drive as determined by the BIOS.
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» raid
Create a software RAID device with the following options:
<mntpoint>

Mount point for the RAID filesystem. RAID level must be 1 for the /boot parti-
tion or the partition containing the /boot directory such as the / partition.

--level=
RAID level. Must be 0, 1, or 5.
--device=
RAID device name to use from md@ to md7.
--fstype=
Filesystem type. Must be one of ext2, ext3, swap, or vfat.
--fsoptions=
Mounting options to use for the filesystem. They are copied to /etc/fstab.
--bytes-per-inode=

Size of inodes for the filesystem. Ignored if the filesystem specified does not
support this feature.

- -spares=
Number of spare drives for the RAID array.
--noformat
Do not format. Use with - -useexisting.
--useexisting
Use an existing RAID device. Formatted unless - -noformat is also specified.
» dmraid
Rename an IDE RAID device.
- -name=
New device name.
- -dev=
Device to rename.
» multipath

Multipath is a kernel feature that allows a device to be configured with multiple
spare devices in case of device failure. Use the following syntax:

multipath --name=<name> --device=<devicelist> --rule=<rule>
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» zfcp

On IBM System z systems, the zfcp driver can be used to support Fibre Channel
Protocol (FCP) devices. All zFCP devices must be configured manually (not automat-
ically configured during installation). All of the following arguments are required.

- -devnum=
Specify the 16-bit device number.
--feplun=
Specify the 64-bit FCP LUN.
--scsiid=
Specify the SCSI ID number.
--scsilun=
Specify the SCSI LUN.
- -wwpn=
Specify the 64-bit World Wide Port Number (WWPN).
» ignoredisk
Ignore the listed disks when partitioning, formatting, and clearing.
--drives=[1list]

The list should be a comma-separated list of drive names.

Additional Commands
» device

If the installation program does not properly probe one or more PCI devices, use
this directive to configure them with the following required parameters:

<type>

Either scsi or eth.
<modulename>

Kernel module to use for the device.
--opts=

Kernel module options. To list more than one option, separate them by a
space and place all the options inside one set of quotation marks.



42

CHAPTER 1 Installing Red Hat Enterprise Linux

» driverdisk

Location of driver disk to use for installation. Can either be on a hard drive parti-
tion on the system or an FTP, HTTP, or NFS server accessible by the system being
installed. To list a hard drive partition containing the contents of the driver disk,
where <fstype> is either ext2 or vfat:

driverdisk <partition> --type=<fstype>
To list a network location, where <proto> is ftp, http, or nfs:
driverdisk -source=<proto>://path/to/driverdisk
» firewall

Firewall settings to use. Can be modified with system-config-securitylevel after
installation. One of - -enabled or —disabled must be used if this directive is listed.
Optionally use the following parameters:

--trust=

Devices such as eth@ from which to allow all incoming traffic. To list multiple
devices, reuse the - -trust parameter such as - -trust=eth@ --trust=ethi.

--ssh

Allow incoming SSH connections.
--telnet

Allow incoming Telnet connections.
--smtp

Allow incoming SMTP connections.
--http

Allow incoming HTTP connections.
--ftp

Allow incoming FTP connections.
--port=

Allow incoming traffic from a specific port in the port:protocol format such as
2049:tcp. Separate multiple port/protocol combinations with commas.

» firstboot

If - -enable is specified, the Setup Agent is started the first time the system boots
after installation. If - -disable is specified, the Setup Agent is not started at first
boot. If - -enable --reconfig is used with the firstboot directive, the Setup Agent
is started at first boot in reconfiguration mode.



Installing with Kickstart 43

> reboot

Reboot when the installation is finished. If not specified, the system waits for a key
response before rebooting.

» repo (experimental)

Additional yum repository in which to locate RPM packages for installation.
Specify one repository per line in the kickstart file. Specify the repository ID with
the - -name= option. Use either - -baseurl= to provide the URL for the repository or
--mirrorlist= to provide the URL for a mirror list.

» selinux

Configure Security-Enhanced Linux (SELinux) for the installed system. Set to one of
the following:

--disabled

Disable SELinux.
--enforcing

Enforce the default SELinux policy.
--permissive

Enable SELinux in permissive mode, only logging events that should be
denied but not enforcing them.

NOTE

If not set, SELinux will be enforced by default. Refer to Chapter 23, “Protecting Against
Intruders with Security-Enhanced Linux,” for more information about SELinux.

» services

Enable or disable specific services for the installed system. The disabled list is
processed before the enabled list. Specify services to disable with - -disabled=<list>,
where <list> is a comma-separated list. Use - -enabled=<list> to configure which
services to start at boot time.

» skipx
Do not configure the X Window System on the installed system.
> user
Create a new user on the installed system with the following parameters:
--name= (required)

Username.
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- -groups=

The user is automatically added to a user private group with the same name as
the username. To add the user to additional user groups, specify them in a
comma-separated list.

- -homedir=

Home directory for the user if you do not want to use the default value
/home/<username>.

- -password=

Password for the user. If not specified, the account is locked.
--isencrypted

Use if the password provided with - -password is already encrypted.
--shell=

Login shell. Defaults to bash if not specified.
--uid=

UID for the user. If not specified, the next available non-system UID is used.

> vnc

Start the VNC server so that the graphical version of the installation program can be
displayed remotely. If no arguments are provided, the VNC server is started, and the
command to connect a remote client is displayed. Optionally, include the following
arguments on the same line in the kickstart file:

--host=

After starting the VNC server, connect it to the VNC viewer on this host.
--port=

Port on which the remote VNC viewer is listening.
- -password=

Password that must be correctly given to connect to the VNC server running
the installation program. If this option is not used, a password is not config-
ured.

» xconfig

Set up the X Window System if it is to be installed on the system. The following
options are available and should be listed on the same line:



Installing with Kickstart 45

--driver=
Video card driver to use.

--videoram=

Amount of RAM on the video card.

--defaultdesktop=

Set the default desktop to either GNOME or KDE. The desktop chosen must also
be installed in the %packages section.

--startxonboot

If used, the login screen is set to the graphical login screen and users are
provided with the default graphical desktop after successful login.

--resolution=

Default resolution for the screen. Must be compatible with the video card and
monitor combination. Possible values are 640x480, 800x600, 1024x768,
1152x864, 1280x1024, 1400x1050, and 1600x1200.

--depth=

Default color depth. Must be compatible with the video card and monitor
combination. Possible values are 8, 16, 24, and 32.

» zerombr
If set to yes, all invalid partition tables found are initialized.
» logging
Customize installation logging.
--host=

Write log messages to a remote host, which has syslogd running and accepts
remote logging.

--port=
Specify a port to use for remote logging.
--level=

All log messages are written to the log file. Use this option to configure what
messages appear on tty3 during installation. Set to debug, info, warning,
error, or critical.

» %include

Use to provide the path to another file containing kickstart commands. The
contents of the additional file are read as if they were located in the kickstart file in
place of the %include line.
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Package Section

The installation program installs a certain list of packages by default and allows for
limited selection of additional software sets as described in the “Performing the
Installation” section. The %package section of the Kickstart file allows the administrator to
list additional packages or package groups.

Under the %package line, package group names are preceded by the @ symbol and a space.
Individual package names are listed by themselves, one per line. If the individual package
name is preceded by a minus sign (-), the package is not installed.

A list of package groups and the individual packages in each group are listed in the
<variant>/repodata/comps-<name>.xml file on the first installation CD. Replace
<variant> with Server, Client, or another directory name associated with an additional
software entitlement such as VT for virtualization. Replace <name> with the rest of the file-
name used such as rhel5-server-core for the Server/repodata/ directory.

In the comps file, under the <group> level, the value of the <name> or the <id> field can be
used as the package group name in the kickstart file. The default and optional packages in
the group are under the <packagelist> tag.

The Core and Base package groups are always installed and do not have to be listed in the
%packages section. Listing 1.1 shows an example %package section.

LISTING 1.1 Example %package Section

%packages

@ DNS Name Server
@ FTP Server

dhcp

In Red Hat Enterprise Linux 4 and lower, language support in addition to the default
language listed with the - -lang directive in the command section was added with the

- -langsupport directive. Additional language support is now added in the %package
section with a package group name such as Croatian Support as listed in the comps.xml
file.

If the - -ignoremissing parameter is used on the %packages line, packages or package
groups listed but not found are ignored and the installation will continue without them.
If this parameter is not used, the installation program will pause and prompt whether or
not to continue, requiring user interaction before continuing or aborting.

Preinstallation Section
Optionally, a script can be provided and run immediately after the kickstart file is parsed
and before the installation begins. The network is available, but DNS lookup is not.

The section must begin with the %pre line. The following parameters can be specified
after %pre on the same line:

--interpreter <interpreter>
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Use a specific scripting language such as /usr/bin/python to process the script.
--erroronfail

If the script fails, pause the installation and display an error dialog showing the location
of the failure in the script.

Post-installation Section

Optionally, a script can be run immediately after the installation is complete and before
the system is rebooted. After installation, the network is available. However, DNS servers
are not available unless a primary nameserver was specified when configuring a static IP
address. If DHCP was used, DNS lookup is not available and IP addresses must be used.

The section must begin with the %post line. The following parameters can be specified
after %post on the same line:

--nochroot

Don’t run the post-installation script in the change root environment. By default, the
post-installation script is run in a change root environment where the /mnt/sysimage
directory is treated as the root filesystem. Thus, by default, certain operations such as

copied files from the installation media will not work unless the - -nochroot option is
used.

--interpreter <interpreter>

Use a specific scripting language such as /usr/bin/python to process the script.
--erroronfail

If the script fails, pause the installation program and display an error dialog showing the
location of the failure in the script.

Making the Kickstart File Accessible

The kickstart file must be copied to a location accessible by the installation program.
These locations include the following:

» Hard drive partition

» Floppy disk

» HTTP, FTP, or NFS share
» Boot CD

The first three locations are self-explanatory. For example, after setting up an HTTP, FTP,
or NFS server, place the kickstart file in a directory shared by the network protocol.
However, placing the file on the boot CD created from the boot.iso file needs further
details. This section also explains how to provide an NFS server location via DHCP.
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On the Boot CD

As described in the previous section “Making a Boot Disc,” a boot CD can be created from
the images/boot.iso file on the first installation CD. However, after the boot CD is made
from this image, it is read-only, and files cannot be added to it after the CD is created.

The kickstart file must be named ks.cfg and must be located in the top-level directory of
the CD. To add this file before creating the CD, loopback mount the boot.iso image,
copy the contents to a different directory, add the ks.cfg file to the directory, and then
use mkisofs to create a new ISO image:

1. Create two empty directories such as /tmp/bootiso/ and /tmp/bootisoks/. The first
one will be used to loopback mount the boot.iso image, and the second one will be
used to create the boot CD with a kickstart file on it.

2. After retrieving the boot.iso image from the first installation CD as described in the
“Creating a Boot Disc” section earlier in this chapter, use the su - command to
become the root user, and loopback mount the image into the directory just created:

mount -0 loop boot.iso /tmp/bootiso/

3. Type exit to return to using your normal user account instead of a root shell.
4. Recursively copy the contents of the CD into the second new directory:

cp -r /tmp/bootiso/* /tmp/bootisoks/

5. Change into the directory that now contains the files for the new boot disc:
cd /tmp/bootisoks

6. Change the file permissions of the isolinux/ directory so you have write access to
them:
chmod u+w isolinux/*

7. Copy the kickstart file into this directory, making sure it is named ks.cfg on the
boot ISO (provide the proper path to the kickstart file):
cp <kickstart-file> isolinux/ks.cfg

8. Create a new ISO image of the boot CD with the kickstart file on it. The command
should be issued as one command without the backslash (\). The backslash is used

in the following command because the command is too long to fit on one printed
line:

mkisofs -0 bootks.iso -b isolinux.bin -c¢ boot.cat -no-emul-boot \

-boot-load-size 4 -boot-info-table -R -J -v -T isolinux/

9. Write the bootks.iso image to a CD by either right-clicking on the file in the
Nautilus file manager and selecting Write to Disc... or using the cdrecord utility.
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Use this boot CD to start the kickstart installation as described in the “Starting the
Kickstart Installation” section later in this chapter.

Over NFS as Defined by the DHCP Server

Instead of having to type the NFS server name and location of the kickstart file on the NFS
server each time you start a kickstart installation, you can configure the DHCP server to
send this information to the system being installed, as long as it is configured to retrieve
its network information via DHCP and the DHCP server supports this feature (Red Hat
Enterprise Linux as a DHCP server supports this feature). The DHCP and NFS servers used
for kickstart installations can be the same physical system, but they do not have to be.

After setting up the NFS server and making the installation tree available on it, create a
directory such as /kickstart on the NES to store the kickstart files for the systems you
want to install. Copy the kickstart files to this directory and make sure it is configured as
a shared directory via NFS.

Assuming your DHCP server is a Red Hat Enterprise Linux server, on the DHCP server, use
the following lines in dhcpd. conf to define the NFS server sharing the kickstart files:

filename "/shares/kickstart/";
next-server nfs.example.com;

If the filename listed in the DHCP server configuration file ends in a slash (/), it is
assumed to be a directory, and the installation program looks for the file <ip-address>-
kickstart, where <ip-address> is the IP address of the system being installed as assigned
by the DHCP server. If the NFS server is not defined with next-server, the installation
program assumes the NFS server has the same IP address as the DHCP server. If a path or
filename is not specified with filename, the installation program assumes the kickstart
file is in the /kickstart directory on the NFS server with the filename <ip-address>-
kickstart.

Starting the Kickstart Installation

To start a kickstart installation by PXE booting, refer to the “Installing with PXE” section
for details.

Otherwise, to start a kickstart installation, make sure the system’s BIOS is configured to
boot off the CD-ROM drive, and boot from a boot CD created with boot.iso or the first
installation CD. Booting off the first installation CD is only required if you are perform-
ing a CD-ROM installation. After booting from the CD, a specially formatted command
must be issued at the boot: prompt. This command varies depending on the location of
the kickstart file:

» CD-ROM

If the kickstart file is located on the boot CD as previously described in the “Making
the Kickstart File Accessible” section, use the following command at the boot:
prompt:

linux ks=cdrom:/ks.cfg
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» NFS server

If the kickstart file is on an NFS server, use the following command at the boot:
prompt, replacing <server> with the hostname or IP address of the NFS server and
<filename> with the filename of the kickstart file or the path of the directory
containing the kickstart file:

linux ks=nfs:<server>:/<filename>

If the filename listed in the DHCP server configuration file ends in a slash (/), it is
assumed to be a directory, and the installation program looks for the file <ip-
address>-kickstart, where <ip-address> is the IP address of the system being
installed as assigned by the DHCP server.

HTTP server

If the kickstart file is on an HTTP server, use the following command at the boot:
prompt, replacing <server> with the hostname or IP address of the HTTP server and
<filename> with the filename of the kickstart file or the path of the directory
containing the kickstart file:

linux ks=http://<server>/<filename>

Floppy disk

If the kickstart file is on a floppy disk, the disk must be formatted as an ext2 or vfat
filesystem. If the file is named ks.cfg at the root level of the disk (not in a direc-
tory), the installation can be started with the following command at the boot:
prompt:

linux ks=floppy
If the file is on a floppy disk formatted as an ext2 of vfat filesystem but not on the

root directory of the disk, the path to the file as well as the filename can be speci-
fied as follows:

linux ks=floppy:/<filename>

Hard drive

If the kickstart file is on an ext2 or vfat partition of the hard drive in the system to
be installed, use the following command at the boot: prompt, replacing <device>
with the hard drive device name such as sda1 and <file> with the filename of the
kickstart file including the full path.

linux ks=hd:<device>:/<file>
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» NES server defined by DHCP

As described in the previous section “Making the Kickstart File Accessible,” the
DHCP server can send information about the kickstart file located on an NFS server
to the system to be installed. If this configuration is used, use the following
command at the boot: prompt:

linux ks

NOTE

All of these boot commands assume that the network connection started should use
the first Ethernet device (ethO). To use an alternate Ethernet device, append a space
and the following to the end of any of the boot commands, replacing <device> with
the Ethernet device name such as ethl for the second Ethernet card:

ksdevice=<device>

Installing with PXE

Some NICs include the ability to boot using a Pre-Execution Environment (PXE). It works
by sending out a broadcast request for a DHCP server on the network. If the DHCP server
is configured to send the client the IP address or hostname of a tftp server and the loca-
tion on that tftp server of the files needed to start the Red Hat Enterprise Linux installa-
tion, the client can start a network installation without having to boot from local media
such as a CD.

This method can also be used with kickstart to perform an automated network installa-

tion; it allows the administrator to boot multiple systems and then walk away while the
client received first the PXE boot information and then the kickstart file to perform the
installation.

To perform a network installation using PXE boot, use the following steps:

1. Create an installation tree for the network install and make it available to the
systems being installed. Refer to the “Creating the Installation Source” section
earlier in this chapter for details.

2. Configure the tftp server.
3. Configure the DHCP server.

4. Boot the system to start the installation.
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Configuring the tftp Server

Information such as the IP address or hostname of the network server sharing the installa-
tion tree to use must be retrieved by the client to be installed. The tftp service is used for
this purpose. The server running this xinetd service can be the same system used as the
NES, FTP, or HTTP server exporting the installation tree.

The tftp server is not installed by default. Use Red Hat Network as described in Chapter 3,
“Operating System Updates,” to install the tftp-server package, which provides the tftp
server. You also need the syslinux package if it is not already installed.

The following information must be set for the tftp server:

» Operating system identifier: One unique word that describes which installation tree
the PXE server points the client to.

This is used for a unique directory name.

» Protocol for installations: Protocol used to export the installation tree on the server.
Must be one of NFS, HTTP, or FTP. If non-anonymous FTP is required, uncheck the
Anonymous FTP option and enter the username and password for the FTP server.

» Kickstart location (optional): If also performing a kickstart installation, the location
of the kickstart file. The location can be a local file on the PXE server or a URL such
as http://server.example.com/ksfiles/ks.cfg.

» Network server IP address: IP address or hostname of the NFS, FTP, or HTTP server
exporting the installation tree. If a hostname is used, the server must be able to
resolve it to a valid IP address.

» Installation tree location: Directory on the network server containing the installation
tree. Must contain the images/pxeboot/ directory.

Setting Up the tftp Server Files

First, set up the /tftpboot/linux-install/<os-ident>/ directory and populate it with
the files necessary to start the installation program via PXE (all commands must be
executed by the root user):

1. The /tftpboot/ directory is created by the tftp-server package. Create the
/tftpboot/linux-install/ directory.

2. Copy the /usr/lib/syslinux/pxelinux.0 file installed by the syslinux package
into the newly created /tftpboot/linux-install/ directory:

cp /usr/lib/syslinux/pxelinux.® /tftpboot/linux-install/

3. Create the /tftpboot/linux-install/msg/ directory.

4. Copy all the .msg files from the isolinux/ directory in the installation tree or from the
first installation CD in the newly created /tftpboot/linux-install/msg/ directory.
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Now, you should have the following files:

/tftpboot/linux-install/msgs/boot.msg
/tftpboot/linux-install/msgs/expert.msg
/tftpboot/linux-install/msgs/general.msg
/tftpboot/linux-install/msgs/param.msg
[tftpboot/linux-install/msgs/rescue.msg
/tftpboot/linux-install/msgs/snake.msg
/tftpboot/linux-install/pxelinux.0

Use the following steps to configure the files specific to the Red Hat Enterprise Linux
version and variant to be installed:

TIP

The same PXE server can be used to offer multiple versions and variants of Red Hat
Enterprise Linux if the files for each are located in different /tftpboot/linux-
install/<os-ident>/ directories.

1. Create the /tftpboot/linux-install/<os-ident>/ directory where <os-ident> is a
unique identifier for the version and variant of Red Hat Enterprise Linux to install
via PXE. For example, RHEL5Server could be used for Red Hat Enterprise Linux
Server S.

2. Copy the initrd.img and vmlinuz files from the images/pxeboot/ directory of the
installation tree or the first installation CD into the /tftpboot/linux-install/
<os-ident>/ directory.

3. If performing a kickstart installation, copy the kickstart file in the /tftpboot/
linux-install/<os-ident>/ directory as well with the ks.cfg filename.

Use the following steps to configure the files specific to the systems connecting to the
PXE server for installation:

1. Create the /tftpboot/linux-install/pxelinux.cfg/ directory on the PXE server.

2. The /tftpboot/linux-install/pxelinux.cfg/ directory should contain a file for
each system to be installed, where the filename is the IP address or hostname of the
system to be installed. If the system to be installed does not have a configuration
file based on its IP address, the configuration information in the file named default
is used. An example file for the pxelinux.cfg/ directory is in Listing 1.2. In Listing
1.2, replace <os-ident> with the directory name created for Red Hat Enterprise
Linux version and variant to install on the system, and replace <method> with the
network installation method to use for the installation such as
nfs:<server>:/<dir>.
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LISTING 1.2 Example pxelinux.cfg/ File

default local

timeout 100

prompt 1

display msgs/boot.msg
F1 msgs/boot.msg

F2 msgs/general.msg
F3 msgs/expert.msg

F4 msgs/param.msg

F5 msgs/rescue.msg

F7 msgs/snake.msg

label local
localboot 1

label 0
localboot 1

label 1
kernel <os-ident>/vmlinuz
append initrd=<os-ident>/initrd.img ramdisk_size=6878 \
method=<method> ip=dhcp

Enabling and Starting the tftp Service

After configuring the tftp server and which clients are allowed to connect to it, to PXE
boot a network installation of Red Hat Enterprise Linux, enable the service at boot time
and start it. The tftp service is controlled by xinetd, so enable tftp and xinetd with the
following commands as the root user:

chkconfig -level 345 xinetd on
chkconfig -level 345 tftp on
If xinetd is already running, restart it as the root user:

service xinetd restart

If it is not already running, start it as the root user:

service xinetd start
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Configuring the DHCP Server

If you do not already have a DHCP server setup on your network, consult Chapter 14,
“Granting Network Connectivity with DHCP,” for details. The lines in Listing 1.3 must be
in the dhcpd.conf file to enable PXE booting. Replace <server-ipaddress> with the IP
address or hostname of the PXE server.

LISTING 1.3 Enabling PXE Booting on the DHCP Server

allow booting;

allow bootp;

class "pxeclients" {
match if substring(option vendor-class-identifier, @0, 9) = "PXEClient";
next-server <server-ipaddress>
filename "linux-install/pxelinux.0Q";

Starting the PXE Network Installation

To start the PXE installation, configure the client to boot via PXE. This step varies per system,
so consult your motherboard or network card documentation for details. Then, boot the
system and wait for the first installation screen to appear. Follow the steps in the “Performing
the Installation” section earlier in this chapter to finish the installation. If performing a Kick-
start installation, wait for the installation to complete and reboot the system.

Performing an Upgrade

If the system already has an older version of Red Hat Enterprise Linux installed, it can be
upgraded, preserving the data on the system while upgrading the packages to the latest
versions.

To perform an upgrade, either choose Upgrade an existing installation during the inter-
active installation or use the upgrade directive in the kickstart file.

CAUTION

Even if you are not reformatting partitions with data that needs to be preserved, it is
important that you back up all data before performing the upgrade in case an error
occurs.

When performing an upgrade, the steps are similar to those described in the “Performing
the Installation” section earlier in this chapter. However, some screens are omitted
because their operations are not permitted for upgrades. For example, the system cannot
be repartitioned because it would cause data loss.
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An upgrade is achieved by using the upgrade option to RPM as discussed in Chapter 5,
“Working with RPM Software.” Refer to Chapter 5 to learn more about how configuration
files are preserved if a package is upgraded.

Red Hat Network Provisioning

Red Hat Enterprise Linux subscribers who have opted to set up a RHN Satellite Server can
also subscribe to the RHN Provisioning module, which allows clients to retrieve a kickstart
file from the Satellite Server.

After setting up the Satellite Server, connect to its web interface from any system on the
network. From the top horizontal menu, select Systems, Kickstart, System Details,
Provisioning to access the kickstart profile creation wizard.

If the system to be installed has a NIC with PXE, you can use PXE booting to start the
installation as described in the “Installing with PXE"” section with the location of the
kickstart file being on the satellite server using the HTTP protocol.

Summary

As you now know, installation can range from a simple sequence of questions to a
complex list of directives with optional preinstallation and post-installation scripts. It can
also be scheduled and automated with Red Hat Network. The Red Hat Enterprise Linux
installation program can be adapted to fit your needs as an administrator, depending on
how many systems you need to install and how often you install or reinstall.
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Chapter 1, “Installing Red Hat Enterprise Linux,” detailed
the Red Hat Enterprise Linux installation process. A
customized software set was installed based on the system’s
hardware and a series of questions answered by the installer.
However, before the system is up and running, it is necessary
to answer a few more questions with the Red Hat Setup
Agent. This chapter also discusses common configuration
changes usually made shortly after installation.

Red Hat Setup Agent

The Red Hat Setup Agent guides you through some impor-
tant post-installation configuration tasks, including setting
up a basic firewall, deciding whether to enable SELinux,
registering your system for Red Hat Network so it can
receive updates, and adding users.

After installing Red Hat Enterprise Linux and rebooting, the
Setup Agent welcome screen appears (see Figure 2.1). The
list on the left side of the screen shows the tasks the Setup
Agent will guide you through. Click Forward to continue.

NOTE

The screenshots for the Red Hat Setup Agent shown
in this chapter are for the graphical version. This
version is shown if you have selected to use the
graphical login screen (the default). If you configured
your system to use a text-based login screen, which is
the default if you do not install a graphical desktop,
the Red Hat Setup Agent appears in text-mode. The
questions are the same, but the interface will look
slightly different.
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* Welcome
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FIGURE 2.1 Welcome to the Setup Agent

The first task is to read the License Agreement, which explains that the software can be
copied, modified, and redistributed with the exception of a few image files such as the Red
Hat logo. You must agree to the license before continuing to use Red Hat Enterprise Linux.

The next step is to determine whether or not to enable the built-in firewall (see Figure
2.2). If you prefer to configure a custom firewall using IPTables (refer to Chapter 24,
“Configuring a Firewall”) you can either disable the built-in firewall or enable it for now
and then disable it later after configuring IPTables.

To modify the firewall settings later, start the Security Level Configuration Tool by select-
ing the System menu from the top panel of the desktop and selecting Administration,
Security Level and Firewall or by executing the system-config-securitylevel
command. If you are not root when you run the tool, you will be prompted to enter the
root password before continuing.

Security-Enhanced Linux, or SELinux, allows administrators to add an additional layer of
security to Linux. Instead of relying on users to secure their files with file permissions and
software distributors to make the default file permissions of critical system files secure,
SELinux only allows processes access to files they absolutely need to function. For details
on SELinux, refer to Chapter 23, “Protecting Against Intruders with Security-Enhanced
Linux.” Select one of three SELinux modes (see Figure 2.3):

» Enforcing: Configure SELinux for the system using the default targeted policy
» Permissive: Only warn about services protected by SELinux

» Disabled: Turn off SELinux
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The SELinux mode can be changed at any time by selecting the System menu from the top
panel of the desktop and selecting Administration, SELinux Management or by execut-
ing the system-config-selinux command. After starting the tool, click the SELinux tab.

When a Linux system crashes, it is sometimes possible for the kernel to output a snapshot,
or dump, of the system memory. This dump can be analyzed to try and determine the
cause of the crash. Kdump can be enabled with the Setup Agent as shown in Figure 2.4.

iy Kdump

Agreement

Firewall Kdump is a kernel crash dumping mechanism. In the event of a system
crash, kdump will capture information from your system that can be
invaluable in determining the cause of the crash. Note that kdump does
Kdump require reserving a portion of system memory that will be unavailable for
Date and Time other uses.

Set Up Software
Updates

SELInux

I, (E:Tagﬁaiﬂumpﬂ
Create User

Sound Card
Additional CDs

4 Back ] [i}Eurwam

FIGURE 2.4 Enabling Kdump

If Kdump is enabled, a small amount of system memory is reserved so that the dump can be
written to it and then saved to disk before the system completely crashes. If you select to
enable Kdump, specify how much memory to reserve for it. To enable or disable Kdump
later, execute the system-config-kdump command to start a graphical application for config-
uring it. Refer to Chapter 21, “Monitoring and Tuning the Kernel,” for details on Kdump.

CAUTION

Kdump does not currently work with the Visualization kernel. If your kernel version
ends with the keyword xen, do not enable Kdump.

The system time is a crucial component of a server or desktop computer whenever files
are shared or synchronized. The Date and Time screen in Figure 2.5 can be used to set the
correct date and time and optionally configure a Network Time Protocol (NTP) server that
synchronizes the system’s time with a time server. For more information about NTP, refer
to Chapter 19, “Explaining Other Common Network Services.”
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FIGURE 2.5 Setting the Date and Time

The Red Hat Network (RHN) activation process begins next, as shown in the screen in
Figure 2.6. Parts of the RHN service including software updates are included with each
Red Hat Enterprise Linux subscription. RHN notifies administrators of updates, permits
updates to be applied immediately or scheduled, allows additional software to be
installed, and more. Refer to Chapter 3, “Operating System Updates,” for details.

To activate the RHN subscription for the system, select Yes, I'd like to register now and
click Forward.

TIP

If you choose not to activate your subscription or register the system with RHN, you
can do so later by going to http://www.redhat.com/apps/activate/ and executing the
command rhn_register as root.

Next, you need to choose which server to connect to for receiving software updates (see
Figure 2.7). Most users will connect to Red Hat Network. Only select the other option if
you have an RHN Satellite or RHN Proxy Server setup on your network.

If you don’t have a Red Hat login, click Create a New Account on the next screen.
Otherwise, enter your existing Red Hat login and password to continue. If you already
have a login, it is extremely important to use it for every system registration so that all
your systems are associated with the same account and can be grouped for services or
mirroring later.
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= set Up Software Updates

This assistant will guide you through connecting your system
to Red Hat Network (RHN) for software updates, such as:
* Your Red Hat Network or Red Hat Network Satellite username
* A name for your system's Red Hat Network profile
* The address to your Red Hat Network Satellite (optional)

If you do not have a Red Hat Network account, this
assistant will allow you to create one.

y Should | Connect to RHN? _...|

Would you like to register your system at this time?
(Strongly recommended.)

@ Yes, I'd like to register now.

) No, | prefer to register at a later ime.

4@ Back

] [ & Forward

Setting Up Software Updates

3 Choose Server

You may connect your system to Red Hat Network (https://
rhn.redhat.com/) or to a Red Hat Network Satellite or Red
Hat Network Proxy in order to receive software updates.

® I'd like to receive updates from Red Hat Network. (I
don't have access to a Red Hat Network Satellite or Proxy.)

I have access to a Red Hat Network Satellite or
C Red Hat Proxy. I'd like to receive software updates

from the Sateliite or Proxy below:

ommplu: hitps://satellite.example.com

Red Hat Network Location:

Advanced Network Configuration ...

4 Back

| [ zorwar |

Connecting to RHN
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After you have entered a valid username and password combination or created a new
login, information for the system profile is requested (see Figure 2.8). The default system
name is the fully qualified hostname, but it can be changed to a more descriptive name
such as Primary Backup System or Web Server #3. By default, hardware and software infor-
mation is also saved in the system’s Red Hat Network profile. If you choose not to include
the package list as part of the RHN profile, Red Hat Network will not be able to notify you
when updates are available for the system because it doesn’t know what packages are
already installed. The next two Setup Agent screens provide a summary of your RHN
subscription and inform you that an icon will appear on the graphical desktop panel
when updates are available.

Welcome

3 create Profile

Agreement

Firewall
SELinux System Name

Kdump You'll want to choose a name for this system so you'll be
Date and Time able to identify it in the Red Hat Network interface.

3:‘;:tp=:eftware System Name: rheISWEq

Create User

Sound Card Profile Data

Additional CDs
You'll need to send us a profile of what packages and

hardware are installed on your system so we can
determine what updates are available.

Send hardware profile View Hardware Profile ...
Send package profile View Package Profile ...

4 Back ] l Bp Forward

FIGURE 2.8 Creating an RHN System Profile

When installing the operating system, you set up a root password for the administrative
account. You should not log in as the root user for normal day-to-day activities. The root
account should only be used to perform administrative tasks because certain files are only
accessible by the root user. This is for security and also to protect the files from acciden-
tally being deleted, modified, moved, or damaged. The Create User screen in Figure 2.9
allows you to create a non-root user account for everyday use. To add additional users
later, select the System menu from the top panel of the desktop and select
Administration, Users and Groups or execute the system-config-users command. If
your network uses network authentication such as Kerberos or NIS instead, click Use
Network Login. For more information on network authentication, refer to Chapter 12,
“Identity Management.”
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Welcome
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Kdump

Set Up Software
*» Create User
Sound Card

If you need to use netwark authentication, such as Kerberos or NIS, please

click the Use Network Login button.
Use Network Login...

44 Back ] [QEomam

FIGURE 2.9 Creating a User

If a sound card is detected, the Sound Card screen shows the vendor and model number
along with the kernel module being used for it. To test the card, click Play test sound.
You should hear a sound sample if the card is configured correctly. To configure or test
the sound card later, select the System menu from the top panel of the desktop and select
Administration, Soundcard Detection or execute the system-config-soundcard
command. You will be prompted for the root password before continuing if you start the
application as a non-root user.

The last screen is the Finish Setup screen. Click Next to exit the Setup Agent and go to
the login screen.

Logging In for the First Time

After going through the Setup Agent, the graphical login screen appears if you installed
the graphical desktop. If you chose not to install the graphical desktop, a text-based login
prompt appears.

At the login screen or prompt, type the username you configured on the Create User
screen of the Setup Agent or any non-root user authenticated with a network service such
as Kerberos or NIS, press Enter, and type the password for the user.

Upon successful authentication, the graphical desktop as shown in Figure 2.10 appears if
the graphical desktop was installed, or a command prompt appears if the graphics subsys-
tem was not installed.
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FIGURE 2.10 Default Graphical Desktop

Network Configuration

If an Ethernet card was present during installation, the installation program allowed you
to configure the device. This section explains how to modify the configuration after
installation. Even if you don’t need to modify the network settings, you can use the infor-
mation in this section to verify the settings are correct.

NOTE

Because some servers do not have graphical desktops installed, this section
discusses network configuration from the command line by modifying configuration
files. If you have a graphical desktop and want to use a graphical application, go to the
System menu on the top panel and select Administration, Network.

Network Configuration Files
The following configuration files exist for network configuration:

» /etc/modprobe.conf file: Assigns a kernel module to each network device.

» /etc/sysconfig/network file: Sets the hostname and whether the networking is
enabled. IPv6 is enabled or disabled in this file.

» /etc/hosts files: Lists hosts and their IP addresses for hostnames that can’t be
resolved by the DNS servers such as systems on the local network.
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> /etc/resolv.conf file: Sets the DNS servers (using their IP addresses) and the search
domain. The values of the DNS servers are often added when the network is acti-
vated because the data can be provided by DHCP or a similar service.

» /etc/sysconfig/network-scripts/ directory: Contains scripts to start and stop a
network device and a specialized configuration file for each device.

» /etc/rc.d/init.d/network file: Initialization script that starts and stops the
network.

CAUTION

If the Graphical Network Configuration Tool from the Administration, Network menu
item of the System menu has ever been run on the system, an /etc/sysconfig/
networking/ directory will exist. The files in this directory are only used by the graphi-
cal tool and are not referenced by any of the network scripts. If changes are made to
these files, they will not be applied to the actual network configuration files used.

Some of the network configuration files such as the ifup and ifdown scripts in /etc/
sysconfig/network-scripts/ do not need to be modified in most cases and should not
be modified unless absolutely necessary. This section discusses the network configuration
files that may be modified to change the network settings and how to enable the changes.

Listing 2.1 shows an example of a /etc/modprobe.conf file. The first line assigns the e100
kernel module to the ethO network device. If the network card is supported, the module is
automatically configured during installation or by Kudzu the first time the system is
booted with the new card. Refer to Chapter 6, “Analyzing Hardware,” for more detailed
information about how Kudzu works, how to add module parameters to the
/etc/modprobe.conf file, or how to change which kernel module is used for each device.

LISTING 2.1 /etc/modprobe.conf

alias etho e100
alias scsi_hostadapter sata_sil
alias scsi_hostadapteri ata_piix

The /etc/sysconfig/network file usually contains the content shown in Listing 2.2. If the
NETWORKING option is set to yes, the networking subsystem is enabled but not necessarily
started at boot time. The value of the HOSTNAME option is the hostname for the system. If
one is not set, the default hostname is localhost. Refer to the file /usr/share/doc/
initscripts-<version>/sysconfig.txt for additional options for this file.

LISTING 2.2 /etc/sysconfig/network

NETWORKING=yes
HOSTNAME=smallville
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The /etc/hosts file lists IP addresses and hostnames that should resolve to the IP
addresses as shown in Listing 2.3. The first one listed, 127.0.0.1, is referred to as the loop-
back interface and should never be removed. If some hostnames can not be resolved by
the DNS servers, list them with their IP addresses after the loopback device. For example,
if your network only consists of a handful of systems, it might be easier to list them in
the /etc/hosts file on each local system than set up a DNS server on the local network
for name resolution.

CAUTION

Be careful when listing hostnames that can be resolved by the DNS servers and those
that are not under your control. If the IP address of the hostname changes, you will
not be able to connect to the host because any IP addresses listed in /etc/hosts
have precedence over any IP addresses resolved through the DNS servers.

LISTING 2.3 /etc/hosts

# Do not remove the following line, or various programs
# that require network functionality will fail.

127.0.0.1 localhost.localdomain localhost
192.168.0.1 metropolis

192.168.0.2 lois

182.168.0.3 clarkkent

A typical /etc/resolv.conf is shown in Listing 2.4. Each nameserver line represents a
DNS server, and the search line specifies domain names to try if only the first part of a
hostname is used. For example, if just the name smallville is used as a hostname, small-
ville.example.com and then smallville.example.org will be tried if the /etc/resolv.conf
file in Listing 2.4 is on the system.

LISTING 2.4  /etc/resolv.conf

nameserver 192.168.0.254
nameserver 192.168.10.254
search example.com example.org

In the /etc/sysconfig/network-scripts/ directory, each network device has its own
configuration file with the filename ifcfg-<devicename> such as ifcfg-etho for the first
Ethernet device.

If the device uses DHCP to retrieve network settings, a typical /etc/sysconfig/network-
scripts/ifcfg-etho file contains the lines from Listing 2.5. If the device is configured for
a static IP address, the interface configuration file looks similar to Listing 2.6.
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LISTING 2.5 Ethernet Interface Configuration File for DHCP

DEVICE=etho
BOOTPROTO=dhcp
ONBOOT=yes

LISTING 2.6 Ethernet Interface Configuration File for Static IP

DEVICE=etho
BOOTPROTO=none
ONBOOT=yes
NETWORK=192.168.1.0
NETMASK=255.255.255.0
IPADDR=192.168.1.15
USERCTL=no

If the ONBOOT option is set to yes, the device is activated at boot time using the network
initialization script.

Other device names include 1o for the local loopback device, pppX for dialup interfaces,
and irlanX for infrared devices where X is the device number starting with 0. Refer to the
file /usr/share/doc/initscripts-<version>/sysconfig.txt for additional options for
the files in this directory.

Starting and Stopping the Network

If an Ethernet device is found during installation and configured, the network is config-
ured to start automatically at boot time unless you unchecked the Activate on boot
option for the device. To disable it at boot time after installation, use the chkconfig
network off command. To enable it at boot time, use the chkconfig network on
command.

The /etc/hosts and /etc/resolv.conf are referenced each time they are used, so modifi-
cations to them take place immediately. If the hostname is modified in /etc/sysconfig/
network, the change does not occur until the next reboot. To immediately change the
hostname, execute the command hostname <newhostname> as the root user at a shell
prompt, replacing <newhostname> with the new hostname for the system.

If you modify network settings in /etc/sysconfig/network-scripts/, the changes do not
take place until the network is restarted or the individual device is shut down and
brought back up. To restart the entire network (the loopback device and all network
devices), use the command service network restart as root. To shut an individual
device down and bring it back up, as root, execute the command ifdown <devicename>
and then ifup <devicename>, where <devicename> is the name of the device such as
etho.

To stop all the network devices, use the service network stop command as root. To start
the network, use the command service network start as root.
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CAUTION

If administering the system remotely, it is better to use service network restart if
you need to restart the network since stopping the network will prevent you from
accessing your system remotely to bring the network back up.

Printer Configuration

One common task not covered by the installation program or the Setup Agent is configur-
ing a printer. Red Hat Enterprise Linux uses the Common UNIX Printing System, also
known as CUPS. CUPS uses the Internet Printing Protocol (IPP) to allow local printing and
print sharing. The /etc/cups/ directory stores all the configuration files for printing.
However, these files can be easily managed with the Printer Configuration Tool in Red
Hat Enterprise Linux.

NOTE

If you need to share the printer with other computers on the network, use this section
to configure the printer and then refer to the “Creating a Network Printer with CUPS”
section of Chapter 19, “Explaining Other Common Network Services,” for details.

To start the Printer Configuration Tool, go to the System menu on the top panel and
select Administration, Printing or execute the command system-config-printer. If you
are not root, you will be prompted for the root password.

If no printers are available for the system, only the Server Settings view is available for
selection. If local printers are configured, a Local Printers menu is available.

CUPS is the default printing system used by Red Hat Enterprise Linux, and one of its
many advantages is that it uses IPP to broadcast shared printers on the network so that
other systems can browse for them, select one as the default printer, and print to it
without any further configuration. If any printers are broadcast on your network, they
will appear in a Remote Printers menu. Figure 2.11 shows a system with both local and
remote printers. If a list isn’t already expanded, click on the triangle icon to the left of it.

TIP

The log files for the CUPS printing system are located in the /var/log/cups/ direc-
tory. Refer to this directory for access and error logs.

Adding a Printer

If the printer you want to connect to is in the list of remote printers, select it from the
list, click Make Default Printer from the Settings tab, and click Apply. The selected
printer becomes the default printer for the system, and all print jobs are sent to it by
default.
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FIGURE 2.11 Local and Remote Printer Lists

If the printer you want to connect to is not already listed (such as a locally connected printer),
click New Printer on the toolbar. In the dialog window that appears (see Figure 2.12), accept
the default queue name or change it to a short, descriptive name that begins with a letter and
does not contain spaces. Optionally, give the print queue a short description and location.

New Printer

Printer Name

May contain any printable characters except “f*, *#", and space

[pn‘nter ]

Description (optional)

Human-readable description such as "HP Laser]et with Duplexer"

Location (optional)

Human-readable location such as "Lab 1"

[ ]

FIGURE 2.12 Entering a Queue Name

In the next window as shown in Figure 2.13, select the connection type.
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FIGURE 2.13 Selecting a Connection Type

The connection types listed vary per system because the port types vary from system to
system. Some systems might have a USB port but not a parallel port. Some systems might
have the opposite: a parallel port but no USB port for a printer to connect to. Other than
local ports, the Printer Configuration Tool can be used to add the following types of
remote printers (all networked printers must allow the system to connect to it via port
631, and all systems trying to connect to a shared printer must be allowed to send and
accept connections on port 631):

» AppSocket/HP JetDirect: Printer available on the network using HP JetDirect.
Provide the hostname as a fully qualified domain name or an IP address of the
printer along with the port used to connect to it (default port is 9100).

» Internet Printing Protocol (ipp): Printer available on the network using the
Internet Printing Protocol (IPP) such as one shared by another Red Hat Enterprise
Linux system. Provide the hostname as a fully qualified domain name or an IP
address. Also provide the printer name as defined on the print server.

» LPD/LPR Host or Printer: Printer available on the network using LPD. Older
versions of Linux used LPD. Provide the hostname as a fully qualified domain name
or an IP address. Also provide the printer name as defined on the print server.

» Windows Printer via SAMBA: Printer available on the network using Samba (SMB)
such as a printer connected to and shared by a Microsoft Windows computer. The
networked is scanned for Samba shares, and any Samba-shared printers can be
found in the list. Click the triangle beside each workgroup or computer name in the
list to expand the list. Select the printer or enter its hostname and printer name in
the field starting with smb://. If a username and password are required for authenti-
cation, supply them as well.
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After selecting the connection type and possibly providing additional information for the
connection, click Forward to select the manufacturer for the printer. Click Forward again
to select the model and driver as shown in Figure 2.14. The comment buttons on the
bottom left side of the window toggle whether the printer, driver, and PPD comments are
displayed on the right side of the window. The printer comments contain any additional
information about the selected printer. The driver comments are notes about the driver
selected. If the printer is a PostScript printer, a PPD, or PostScript Printer Description file,
it describes the features available on the printer and is used as the driver for the printer.
The PPD comments show any comments about the PPD file for the selected print driver.

New Printer

Models [ Comment about the Printer .
Laserjet 1300 H
Laserjet 1320 For basic printing functionality use the Postscript PPD. For advanced =
functionality such

T as pl‘lntg status and maintenance features, use the [
Laser]et 2100M F

Laserjet 2200 —HPLIP driver (http-#/hpinkjet sfnety) (which includes HPIS) o
Laserjet 2300 Comment about the Driver o

4]

Lasarlat 2410

Drivers

D]

foomatic:HP-Laser]et_2100-hpijt —
foomatic:HP-Laser]et_2100-hpij
foomatic:HP-Laser]et_2100-j4di Information about the PPD

'This PPD is generated by foomatic.

foomatic:HP-Laser]et 2100-j5g

foomatic:HP-Laser]et_2100-ljet4

foomatic:HP-Laserjet_2100-pxir|ss|

Gl i I Dl

[ 4 Back ” ¥ Cancel H i}Ecrwaml

FIGURE 2.14 Selecting a Printer Model and Driver

To finish, click Forward and click Apply to confirm the printer creation. The main
window for the Printer Configuration Tool should now show the new printer in the list.
The printer is now ready to accept print jobs. Select it from the list to set advanced
options shown in Figure 2.15 such as the default page size, toner density, and whether or
not to use a starting or ending banner for each print job.

To print a test page to verify that the printer is configured properly, select the printer
from the list on the left, and click Print Test Page on the Settings tab.

Adding a Printer Class

A printer class is a group of printers available to the system. The group can consist of both
local and remote printers. If a printer class is set as the default printer or is selected as the
print queue when printing, the first available printer in the class is sent the print job. One
major advantage of using a printer class instead of an individual printer is not having to
set a new default printer if the default printer goes offline because of failure or mainte-
nance. It also saves users time by preventing them from sending a print job to a printer
already in heavy use. Instead, their print job is sent to a printer that can process it faster.
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FIGURE 2.15 Advanced Printer Options

To configure a printer class, click New Class on the toolbar. Give the printer class a
unique name, an optional description, and an optional location. After clicking Forward,
move one or more configured printers from the Others list to the Members of this Class
list as demonstrated in Figure 2.16. Click Forward to continue.

Printers to be members of this Class

2 I
Members of this Class i =] I Others
colorlaser =S
printer
b&wlaser

[ 43 Back ” ¥ Cancel ” égumam}

FIGURE 2.16 Selecting Printers for the Class
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Click Apply to confirm the class creation; the new printer class appears on the main
window under the Printer Class category (as shown in Figure 2.17).

Printer. configuration - localhost

Fle Edit Help

@ @ (2]

New Printer New Class Copy Delete Goto Server  Refresh
Server Settings Settings |Pn]]cies } Access control IMEm‘ners l]nh Options |
~ Local Printers Settings
b&wlaser Description: [‘ ]
colorlaser
Location: | |
duplex
printer Printer State: Stopped

=-localGlasses State Default Printer

rinterclass
[ Enabled Make Default Printer | Default printer is printer

[] Accepting jobs >
[ Shared | Print Te '5___|

Connected to localhost

FIGURE 2.17 Printer Class Added

The advanced settings for the printer class are similar to those for an individual printer.
You can enable sharing for it, make it the default printer (where the first available from
the group is given the print job), and limit the usage to specific users.

Setting the Default Printer

If more than one printer is available to the system, a default must be set so applications
know where to send the print job. To set the default printer, select it from the list, and click
Make Default Printer on the Settings tab for the printer. Click Apply to save the changes.

Administering Remotely

The Printer Configuration Tool in Red Hat Enterprise Linux allows the administrator to
connect to a remote CUPS server using the local graphical application. This is useful for a
variety of reasons including allowing an administrator to quickly configure printers on
multiple machines at one time from one workstation and allowing an administrator to
configure a printer graphically on a server without the graphical desktop installed.
Remote administration is not enabled by default. To enable it on the print server, start the
Printer Configuration Tool with the system-config-printer command on the printer
server, and perform the following steps:

1. Select Server Settings.
2. Select Allow remote administration.

3. Click Apply.
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If the print server does not have the software necessary to run the graphical Printer
Configuration Tool, the /etc/cups/cupsd.conf file can be edited directly. Make a backup
copy of the file before editing it. Remove the lines from Listing 2.7, and add the following
lines from Listing 2.8. Also modify the Allow lines in the Location sections to read Allow
@LOCAL instead of Allow localhost as shown in Listing 2.9. To apply the changes, restart
the CUPS service with the service cups restart command as root.

LISTING 2.7 Remove to Allow Remote Administration

# Only listen for connections from the local machine.
Listen localhost:631

LISTING 2.8 Add to Allow Remote Administration

# Allow remote access
Port 631
Listen /var/run/cups/cups.sock

LISTING 2.9 Modify to Allow Remote Administration

<Location />
# Allow remote administration...
Order allow,deny
Allow @LOCAL
</Location>
<Location /admin>
Encryption Required
# Allow remote administration...
Order allow,deny
Allow @LOCAL
</Location>
<Location /admin/conf>
AuthType Basic
Require user @SYSTEM
# Allow remote access to the configuration files...
Order allow,deny
Allow @LOCAL
</Location>

After enabling remote administration on the print server, start the Printer Configuration
Tool on a different system and click Goto Server on the toolbar. In the dialog shown in
Figure 2.18, enter the hostname or IP address of the CUPS server and the username to use
for authentication. The default username is root, which will work for most cases.
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Connect to CUPS server

CUPS server: [Iocalhcst | b ]

User name: [root |

[] Require encryption

l «@ Connect l | ¥ cancel ;

FIGURE 2.18 Connect to Remote Server

Enter the root password when prompted. After successful authentication, the printers and
printer classes displayed are for the remote server. The title of the window also changes to
reflect the IP address or hostname of the print server being managed.

Adding Boot Parameters

To boot a computer into an operating system, a boot loader is needed. When the computer
is booted, the boot loader starts the kernel that then starts the rest of the operating
system. Different architectures use different boot loaders as shown in Table 2.1.

TABLE 2.1 Boot Loaders for Each Architecture

Architecture Boot Loader Boot Loader Configuration File

x86 GRUB /etc/grub.conf

AMD® AMD64 GRUB /etc/grub.conf

Intel® Itanium™ ELILO /boot/efi/EFI/redhat/elilo.conf
IBM® eServer™ 0S/400 /boot/vmlinitrd-<kernel-version>
iSeries™ (pre-POWERDS)

IBM® eServer™ YABOOT /etc/yaboot.conf

iSeries™ (POWERS5)

IBM® eServer™ z/IPL /etc/zipl.conf

System z

Sometimes, boot parameters are needed for a system to boot or run properly. For example:
» noht: Disable Hyper-Threading

» noapic: Disable Advanced Programmable Interrupt Controller (APIC) available on
select motherboards

» acpi=off: Disable advanced configuration and power interface (acpi)

GRUB

For x86, x86_64, and AMD64 systems, the GRUB boot loader configuration file is
/etc/grub.conf. Each installed kernel contains a title section, which includes a line that
begins with kernel. Add boot parameters to the end of the kernel line. Listing 2.10 shows
the noht parameter added.
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LISTING 2.10 GRUB Configuration File

default=0

timeout=5

splashimage=(hd@,0) /boot/grub/splash.xpm.gz

hiddenmenu

title Red Hat Enterprise Linux (2.6.16-1.2096)
root (hdo,0)
kernel /boot/vmlinuz-2.6.16-1.2096 ro root=LABEL=/ rhgb quiet noht
initrd /boot/initrd-2.6.16-1.2096.1img

ELILO

In the /boot/efi/EFI/redhat/elilo.conf file on an Itanium system, the boot parameters
are added to the end of the append line. Listing 2.11 shows the 3 parameter added to boot
the system into runlevel 3.

LISTING 2.11 ELILO Configuration File

prompt

timeout=20

default=1inux

relocatable

image=vmlinuz-2.6.9-34.EL
label=1linux
initrd=initrd-2.6.9-34.EL.img
read-only
append="rhgb quiet root=LABEL=/ 3"

0S/400

For pre-POWERS iSeries systems, the /boot/vmlinitrd-<kernel-version> file is installed
with each kernel. To add boot parameters, determine the default side with the cat
/proc/iSeries/mf/side command, and then execute the following command where
<options> are the boot parameter options to add (command divided into two lines with
the \ character for readability):

dd if=/boot/vmlinitrd-<kernel-version> \
of=/proc/iSeries/mf/<side>/vmlinux bs=8k <options>

YABOOT

The YABOOT configuration file /etc/yaboot.conf contains an image section for each
installed kernel. The boot parameters are added to the end of the append line. Listing 2.12
shows the 3 parameter added.
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LISTING 2.12 YABOOT Configuration File

boot=/dev/sda1
init-message=Welcome to Red Hat Enterprise Linux!
Hit <TAB> for boot options

partition=2

timeout=30
install=/usr/lib/yaboot/yaboot
delay=10

nonvram

image=/vmlinux--2.6.9-5.EL
label=1inux
read-only
initrd=/initrd--2.6.9-5.EL.img
append="root=LABEL=/ 3"

z/IPL
The z/IPL configuration file /etc/zipl.conf contains a section for each installed kernel.
The boot parameters are added to the end of the parameters line. Listing 2.13 shows the 3
parameter added.

LISTING 2.13 z/IPL Configuration File

[defaultboot]

default=1linux

target=/boot/

[linux]
image=/boot/vmlinuz-2.6.9-5.EL
ramdisk=/boot/initrd-2.6.9-5.EL.img
parameters="root=LABEL=/ 3"

After making changes to the /etc/zipl.conf file, you must execute the /sbin/zipl
command to enable the changes.

Summary

After installation, the Setup Agent guides you through the configuration and customiza-
tion of the system. A few of the crucial tasks include determining a security level, decid-
ing whether to enable SELinux, and activating your Red Hat Network account so you can
receive software updates. After logging in for the first time, tweak the network configura-
tion if necessary. If you need to print from the system, configure a printer using the
Printer Configuration Tool. Verify the proper kernel was installed and customize if neces-
sary, and, finally, add boot parameters if needed.



CHAPTER 3

Operating System
Updates

This chapter focuses on software updates and software
installation. Two methods are discussed to download and
install or update software from Red Hat Network servers:
the Red Hat Network website and YUM (both the
command-line utility and two graphical programs).

Chapter 2, “Post-Installation Configuration,” guided you
through the Setup Agent, including registering your Red Hat
Enterprise Linux system with Red Hat Network (RHN). Every
Red Hat Enterprise Linux subscription includes access to the
Red Hat Network Update module for software updates.

If you did not register your system with RHN during the
Setup Agent, go to https://www.redhat.com/apps/activate/
to activate your subscription if it hasn’t already been acti-
vated. Then, run the rhn_register command on the
system. If you aren’t logged in as the root user, you will be
prompted for the root password before continuing. If you
have more than one system to register, be sure you use the
same login (the one associated with your RHN entitle-
ments) to register all of them. The systems cannot be
managed, provisioned, or monitored together as a group if
a different login is used for each one. Additional logins can
be created for the organization and allowed access to
specific systems or system groups.

To receive updates via RHN, each registered system must be
entitled to a valid subscription. Each Red Hat Enterprise
Linux subscription includes an RHN entitlement. If the
login used has available entitlements, the system is auto-
matically entitled when it is registered. If there are no avail-
able entitlements associated with the account when a
system is registered, you must purchase an additional
entitlement for the system and associated it with the newly
registered system before receiving updates.

IN THIS CHAPTER
» Navigating Through the RHN
Website

» Assigning Users for the RHN
Website

» Subscribing to RHN Channels

» Performing Actions on
Individual Systems from the
RHN Website

» Using System Groups on the
RHN Website

» Retrieving Software from RHN
with YUM
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NOTE

Go to http://rhn.redhat.com/ for details on each RHN module and to read more
comprehensive documentation on all of their features.

Navigating Through the RHN Website

After registering the system with RHN, go to https://rhn.redhat.com/ and log in. After you
log in, the main RHN page appears.

The RHN website is constantly updated and modified based on user feedback and to
improve its usability. The instructions in this chapter for the RHN website might differ
from the current layout of the website.

After logging in to the RHN website, you will see two menus: a vertical menu and hori-
zontal menu. The vertical menu changes depending on which view is selected from the
horizontal menu.

The views available from the horizontal menu include:
» Your RHN: Link to return to the main RHN page.

» Systems: List of systems and system groups, including whether updates are needed.
Access to the System Set Manager for scheduling errata, installing or removing pack-
ages, managing groups, and assigning channels.

» Errata: View of all errata or a customized list of errata relevant to your registered
systems.

» Channels: Index of software channels (one base channel per Red Hat Enterprise
Linux release and child channels for software add-ons such as Red Hat Global File
System), packages in each channel, and how many registered systems are associated
with each channel. Every system must be associated with a base channel and can be
associated with one or more child channels, from which the software updates are
retrieved. The Channels view also provides access to download ISO images, which
can be used to create installation CDs of the software.

» Schedule: Table of scheduled actions that have not yet taken place, actions that
failed to complete, actions that have been completed, and actions that have been
archived.

» Users: List of users for the organization and their roles. Each user’s roles determine
which RHN actions they are allowed to perform. (Only Organization Administrators
can see this link as explained in the following section “Assigning Users for the RHN
Website.” )

» Help: Access to online documentation including a quick start guide, FAQs, reference
guide, and best practices guide.


http://rhn.redhat.com/
https://rhn.redhat.com/
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The following views are available from the vertical menu when Your RHN is the view
selected from the horizontal menu:

» Your RHN: The most crucial information about the systems registered with RHN
such as the systems with the most software updates available and the most relevant
security errata issued.

» Your Account: Form to change the personal information associated with the
account such as the password and email address.

» Your Preferences: Options for the user to elect whether or not to receive email noti-
fications and customize how data is displayed.

» Locale Preferences: Options to select time zone and language preference.

» Subscription Management: Interface for renewing, purchasing, and managing Red
Hat Enterprise Linux subscriptions as well as applying RHN entitlements to regis-
tered systems if necessary.

Assigning Users for the RHN Website

Most organizations have more than one administrator with each administrator being
responsible for specific systems. RHN also allows more than one user to view and manage
each system. Each user is assigned one or more roles. Some roles might not be available,
depending on which RHN modules you have subscribed to. More than one user can exist
for each role. The possible user roles are as follows:

» User: Also referred to as a System Group User. Default user role with access to any
global channels to which anyone can subscribe. Can be given access to system
groups and software channels.

» Activation Key Administrator: Allowed to create, modify, and delete activation
keys for the organization.

» Configuration Administrator: Allowed to manage system configurations for the
organization using the RHN website or the Red Hat Network Configuration
Manager. Must be subscribed to the Provisioning Module for this user role to exist.

» Monitoring Administrator: Only available for the RHN Satellite Server Monitoring
module. Allowed to schedule probes and manage the monitoring functionality.

» Organization Administrator: Highest level of user roles. Can perform any action
from the other user roles. A login with this user role should be used to register
systems so the OrgAdmin can create additional users for the organization.

Only Organization Administrators (OrgAdmins) see the Users link in the horizontal
menu, and only OrgAdmins can add or disable users. Click Users in the horizontal menu
to view a list of active users.
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Click the create new user link in the upper-right corner of the page to create new users.
After a user has been created, click on the username from the list of active users to assign
roles and grant users access to systems and system groups.

Subscribing to RHN Channels

When a system is registered with RHN, software and hardware information is gathered so
that relevant errata updates can be determined for it. The software information includes
the Red Hat Enterprise Linux release and the system architecture. From this data, the
system is associated with a base channel such as Red Hat Enterprise Linux (v. 5 for 32-bit
x86). Each base channel contains all the latest software, including software updates, for
the release version and architecture. A base channel can have child channels associated
with it. A child channel contains software that can be installed on any system with the OS
release and architecture from the base channel.

A system can only be associated with one base channel, but it can be subscribed to one or
more child channels. By using the RHN website or YUM, systems can only receive updates
or package installations from channels to which they are subscribed. For example, a
system subscribed to the Red Hat Enterprise Linux (v. 5 for 32-bit x86) base channel can
also be subscribed to the RHEL Virtualization (v. 5 for 32-bit x86) child channel.

Channel subscriptions for systems are managed through the RHN website. To subscribe a
system to one or more child channels or change the parent channel, log in to the RHN
website at rhn.redhat.com, and select Systems from the horizontal menu. Click on the name
of the system to show a more detailed view of it. Under the Subscribed Channels header,
click Alter Channel Subscriptions. All child channels available for subscription are shown.
Select which ones to subscribe to, and click Change Subscriptions. To change the parent
channel, select a new channel from the pull-down menu, and click Modify Base Channel.

Performing Actions on Individual Systems from the
RHN Website

To perform an action on an individual system using the RHN website, log in, and click
System on the horizontal menu. From the individual system view, many actions can be
performed including the following:

» Update software
» Install software
» Modity channel subscription
» Edit system properties such as entitlement and description
» View pending actions for the system
For example, using the RHN website, an administrator can quickly view a list of updates

for a specific system registered with RHN and apply one or more of these updates to an
individual system. After selecting Systems from the horizontal menu, another horizontal
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menu appears on the page under the name of the system. Click Software from the
secondary horizontal menu. Then, click on the Errata menu item that appears below that
to view a list of relevant errata. Select the errata you want to apply (there might be more
than one page of errata), and click Apply Errata. Review the errata updates selected. To
add the errata update action to the list of pending actions for the system, click Confirm.

On the confirmation page, notice that three times are shown: the last system check-in
time, the current RHN time, and the expected next check-in time. When actions are
performed using the RHN website, they are actually scheduled to happen the next time
the system checks in with RHN. A system registered with RHN should have the RHN
daemon (rhnsd) running on it. The daemon periodically connects the RHN servers and
asks whether any actions have been scheduled for it. Having the system contact the RHN
servers for actions prevents a non-RHN server from trying to contact your system and
masquerade as a real RHN server. To determine whether the RHN daemon is running,
execute the service rhnsd status command. If it is not running, start it with the
service rhnsd start command as the root user. To make sure it is started every time the
system boots, execute the chkconfig rhnsd on command as the root user.

TIP

If you want to apply all available errata to a system, there is a quicker way. Click
Systems on the horizontal menu, click on the name of system, and click the update
now link. A list of all errata available for the selected system is shown. Click Confirm
to apply them all. The next time the system checks in with the RHN daemon, all rele-
vant errata will be applied to the system. The update now link is only shown when
updates are available.

To install new software on an individual system, from the individual system view, click
the Software link in the secondary horizontal menu under the system name. Click the
Install New Packages option from the list of actions. Select one or more packages to be
installed. The list can be filtered by name, or you can skip to packages that begin with a
specific letter. After selecting all the packages to be installed, click Install Selected
Packages. Finally, click Confirm to schedule the installation action.

Using System Groups on the RHN Website

Systems can be grouped for two main reasons: to allow actions to be performed on the
group as a whole, and to grant users access to the systems within a defined group instead
of having to grant them access to individual systems. This section describes how to
perform these two actions as well as how to perform actions on a system group.

Performing Actions on a System Group

It is also possible to perform actions such as software updates and package installation to
multiple systems at the same time either using a defined system group or selecting certain
systems from the system list and performing a one-time action using the System Set
Manager (SSM).
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First, select which systems to update with one of the following methods:

» Select specific systems for one-time use: Select Systems from the horizontal menu.
Select the systems you want to work with using the check boxes in the first column
of the list, and click Update List. After the update list action is finished, the page
view does not change. Click System Set Manager from the vertical menu to
perform a one-time action on these selected systems.

» Use a predefined system group: To create a system group that can be used repeatedly,
select Systems from the horizontal menu, and then select System Groups from the
vertical menu. Click the create new group link in the upper-left corner of the page.
To perform an action on a system group, select Systems from the horizontal menu,
System Groups from the vertical menu, and then click Use Group under the Use in
SSM column for the desired system group.

From the System Set Manager, the following actions can be performed:
» List the systems you have selected to work with
» Schedule software updates (errata) relevant to selected systems
» Upgrade, install, remove, and verify packages
» Create and manage groups
» Manage software channels
» Provision systems (requires subscription to RHN Provisioning Module)
» Update hardware and software profiles
» Add and remove additional RHN entitlements
» Delete systems from RHN profile

» Reboot selected systems

For example, to apply software updates, click the Schedule errata updates link. A list of
errata that can be applied to one or more systems from those you just selected or the
system group selected is shown. Select the errata to apply (there might be multiple pages
of errata), and click Apply Errata. On the next page, make sure all the errata you want to
apply are listed. Select to either schedule action as soon as possible or schedule it for no
longer than a specific time. Finally, click Schedule Updates to finish.

TIP

To check on the status of the action, click the Schedule link in the horizontal menu.

To install software via the RHN website on a set of systems, select Install from the list of
System Set Manager actions. If the selected systems or the system group has more than
one parent channel, select the channel containing the software to be installed. Select the
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software packages to install from the list. Use the quick alphabet letter links to skip to
packages that begin with that letter or use the Filter by Name feature to narrow down
the list of packages displayed. After selecting all the packages to install, click Install
Packages. Verify the packages to be installed and the system on which to install them.
Select a time to install the packages: as soon as possible or no longer than a specific time.
Click Schedule Updates to complete the action. Alternatively, if you click Run Remote
Command, you can schedule a custom script to run before or after the package update if
Remote Command execution is enabled on the system. Use extreme caution when using
this feature, especially if executing the script as the root user.

NOTE

Administrators can only schedule software to be installed from a base or child channel
to which the system is subscribed.

Granting Users Access to Specific Systems

To add users to your RHN account, follow the instructions in the “Assigning Users to the
RHN Website” section earlier in this chapter. Next, create system groups as described
earlier in this section based on the administrative groups for your organization. For
example, if one set of administrators is responsible for all web servers and another team
manages all internal servers, you might want to create a system group of web servers and
a system group of internal servers.

Select Systems from the horizontal menu, and then select System Groups from the verti-
cal menu to view a list of all defined system groups. For each system group, use the
following steps to assign which RHN users can perform actions on them via the RHN
website:

1. Click on the name of the system group to show the detailed view of it.
2. Click the Edit group administrators link in the Admins section.

3. Select the desired RHN users.

4. Click Update.

Retrieving Software from RHN with YUM

Although software maintenance for systems can be done via the RHN website, sometimes
it is necessary or preferred to perform the same actions from the local system needing the
updates or additional software. Previous versions of Red Hat Enterprise Linux used the
Update Agent (up2date) program to download and install software from RHN. The Update
Agent could be run from the command line or as a graphical program. As of Red Hat
Enterprise Linux 5, the YUM utility has replaced the Update Agent. YUM can install or
upgrade software by using either the command-line version (executed with the yum
command) or one of two graphical programs:
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» Pirut: For adding and removing software.

» Pup: Package updater that only shows software updates available from RHN.

Before you can use YUM to install or upgrade software, remember you must set it up to
connect to RHN. Either register the system with RHN directly after installation with the
Setup Agent (as described in Chapter 2) or at any time by executing the rhn_register
command. Root access is required, so you will be prompted for the root password if you
run the program as a non-root user.

This following sections explain what YUM is, how to use the yum command-line utility,
and how to use the two graphical interfaces to YUM included with Red Hat Enterprise
Linux.

NOTE

Although the RHN website might differ from the instructions in this chapter, the YUM
utility should be the same as the one described in this chapter.

What Is YUM?

YUM stands for Yellow dog Updater, Modified because it is based on YUP, the Yellow dog
Updater. Where does the name Yellow dog come from? Yellow Dog is a version of Linux for
the Power Architecture hardware and is RPM-based, just like Red Hat Enterprise Linux and
Fedora. YUP, and later YUM, were written by the Linux community as a way to maintain
an RPM-based system. Fedora Core can be updated with the YUM utility, and, now Red
Hat Enterprise Linux can be as well starting with Red Hat Enterprise Linux 5.

Some of the advantages of YUM include

» Automatic resolution of software dependencies. If a package installation or upgrade
request is made and requires the installation or upgrade of additional packages,
YUM can list these dependencies and prompt the user to install or upgrade them as
long as they are in a repository YUM is configured to use.

» Command-line and graphical versions. The command-line version can be run on a
system with a minimal number of software packages. It also allows administrators to
write scripts to automate software maintenance actions, which can be scheduled at
times convenient for everyone. The graphical versions offer ease-of-use and a user-
friendly graphical interface to software management.

» Multiple software locations at one time. YUM can be configured to look for software
packages in more than one location at a time. The user doesn’t have to remember to
provide a location each time he performs an action. Software dependencies can
sometimes be resolved even if the additional packages are not in the same location
as the requested package.
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» Ability to specify particular software versions or architectures. Software locations
accessible by YUM can contain multiple versions of the same RPM package and
different builds for different architectures such as one for 1686 and one for x86_64.
When performing software management actions, optionally, a certain version or
build for a certain architecture can be requested.

YUM downloads software from repositories located over the network, either on the local
network or over the Internet. The files, including the RPM package files, in these reposito-
ries are organized in a specific way so that they can be found by the YUM client.

For Red Hat Enterprise Linux, the repository is Red Hat Network. After registering the
system with RHN, the system is configured to use the RHN repository, so no further
configuration is required.

Because the RPM database has to be manipulated and most packages require files to be
installed in locations only available to root, most of the yum commands must be run as
the root user.

Managing Software with YUM

This section discusses common actions performed with YUM, using both the command
line and graphical versions.

The first time YUM is run as the root user to connect to the RHN repository, whether it is
run from the command line or a graphical application, the package headers are down-
loaded and stored in cache. On all subsequent connections to RHN, only changes to
package headers are downloaded to cache.

Installing Software
Installing a software package is pretty straightforward:

yum install <pkgname>
Replace <pkgname> with the name of one or more packages. If more than one package is
given, separate them with spaces. If just the package name such as nfs-utils is given, the

latest version of the package build for the architecture of the system is installed. To
specify a particular version of a package:

yum install <pkgname>-<version>

To specify a particular architecture for the package to be installed:

yum install <pkgname>.arch

These can even be combined. For example, the following installs version 2.3.4-1 of the
example package for the x86_64 architecture:

yum install example-2.3.4-1.x86_64
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TIP

The -y option can be used with yum to assume the answer “yes” to any questions
asked, such as whether to install package dependencies. For example:

yum -y install httpd

When a yum command is executed, the progress of the transaction is displayed so that
you watch the progress. Listing 3.1 shows the progress of the command yum -y install
httpd. As you can see, it finds the httpd package, downloads the header for it, determines
its software dependencies, lists the packages to be installed, and finally installs them.
Before completing and returning to the command prompt, it lists the packages installed,
the additional packages installed to resolve dependencies, and that the transaction is
complete.

LISTING 3.1 Example YUM Transaction

Loading "installonlyn" plugin
Loading "rhnplugin" plugin
Setting up Install Process
Setting up repositories

rhel-x86_64-server-5 100% === ======| 0950 B 00:00
Reading repository metadata in from local files
primary.xml.gz 100% | == | 634 kB 00:01

HEHBHHRH R R #2088 /2088
Parsing package install arguments
Resolving Dependencies
--> Populating transaction set with selected packages. Please wait.
---> Downloading header for httpd to pack into transaction set.
httpd-2.2.3-5.€15.x86_64.rp 100% == | 53 kB 00:00
---> Package httpd. x86_64 0:2.2.3-5.el5 set to be updated
--> Running transaction check

> Processing Dependency: libapr-1.s0.0 for package: httpd
--> Processing Dependency: libaprutil-1.s0.0 for package: httpd

>

>

Restarting Dependency Resolution with new changes.

Populating transaction set with selected packages. Please wait.
---> Downloading header for apr to pack into transaction set.
apr-1.2.7-10.x86_64.rpm 100% | == , 10 kB 00:00
---> Package apr.x86_64 0:1.2.7-10 set to be updated
---> Downloading header for apr-util to pack into transaction set.
apr-util-1.2.7-3.x86_64.rpm 100% | == | 7.2 kB 00:00
---> Package apr-util.x86_64 0:1.2.7-3 set to be updated
--> Running transaction check
Processing Dependency: libpqg.so.4 for package: apr-util
Restarting Dependency Resolution with new changes.
Populating transaction set with selected packages. Please wait.
---> Downloading header for postgresql-libs to pack into transaction set.

>
- >
>
>
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LISTING 3.1 Continued

postgresql-libs-8.1.4-1.1 100% , ==== == 15 kB 00:00
---> Package postgresql-libs.x86 64 0:8.1.4-1.1 set to be updated
--> Running transaction check

Dependencies Resolved

Package Arch Version Repository Size
Installing:

httpd x86_64 2.2.3-5.el5 rhel-x86_64-server-5 1.1 M
Installing for dependencies:

apr x86_64 1.2.7-10 rhel-x86_64-server-5 123 k
apr-util x86_64 1.2.7-3 rhel-x86_64-server-5 75 k
postgresql-libs x86_64 8.1.4-1.1 rhel-x86_64-server-5 195 k

Transaction Summary

Install 4 Package(s)
Update 0 Package(s)
Remove 0 Package(s)

Total download size: 1.4 M
Downloading Packages:
(1/4): postgresqgl-libs-8. 100% , ==== ==, 195 kB 00:00
(2/4): apr-1.2.7-10.x86_64. 100% |======= === ====! 123 kB 00:00
1
I
1
I

(3/4): httpd-2.2.3-5.e15. 100% === ==! 1.1 MB 00:02
(4/4): apr-util-1.2.7-3.i 100% === == 75 kB 00:00
Running Transaction Test

Finished Transaction Test

Transaction Test Succeeded

Running Transaction

Installing: apr BHE R RS [1/4]
Installing: postgresql-libs BRI R [2/4]
Installing: apr-util BHE R RS [3/4]
Installing: httpd BHE R RS [4/4]

Installed: httpd.x86_64 0:2.2.3-5.el5

Dependency Installed: apr.x86_64 0:1.2.7-10 apr-util.x86_64 0:1.2.7-3 postgresql-
1libs.x86_64 0:8.1.4-1.1

Complete!
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To install RPM packages using a graphical program, select Add/Remove Software from
the Applications menu on the top panel of the desktop. If you are not the root user, you
are prompted to enter the root password before continuing. Figure 3.1 shows the inter-
face. The Package Manager program can also be started by executing the pirut command.
This application is provided by the pirut RPM package, which is installed on a Red Hat
Enterprise Linux system by default.

Package Manager

Fle View Help

[#) Browse | @ Search | i

List

@ All packages (O Installed packages (O Awvailable packages

4 a2ps - 4.13b-57.x86_64 - Converts text and other types of files to PostScript{TM).

D)

o acl - 2.2.39-1.1.x86_64 - Access control list utiliies.
v acpid - 1.0.4-5.x86_64 - ACP| Event Daemon
q{’ acroread - 7.0.1-3.el5.I386 - Adobe Acrobat® Reader
[l acroread-plugin - 7.0.1-3.el5.I1386 - Adobe AcrobatA® Reader plugin for Mozilla and Firefox
adaptx - 0.9.13-3]pp.1.x86_64 - AdaptX
adaptx-doc - 0.9.13-3]pp.1.x86_64 - Documentation for adaptx
adaptx-Javadoc - 0.9.13-3]pp.1.x86_64 - |avadoc for adaptx

Ooooao

adjtimex - 1.20-2.1.x86_64 - A utility for adjusting kernel time variables.
agg - 2.4-2.1.xB6_64 - Anti-Grain Geomelry

%
]

10

agg-devel - 2.4-2.1.I1386 - Support files necessary to compile applications with agg

& T D)

FIGURE 3.1 Installing Software

The application consists of three tabs, which provide different functions:

» Browse: Browse packages by software sets. This is the same interface used during
installation.

» Search: Search for a package by its name. Filter results by already installed packages
or available packages.

» List: List all packages in the RHN channels to which the system is subscribed, list all
installed packages, or list all packages available for installation on the system.
Packages with a check mark beside them are already installed or are packages
selected for installation.

To install a package with the Package Manager, use one of the three tabs to find the
package to install, and click the check box beside it so that a check mark appears in it. For
example, on the Search tab, select the Available packages option, enter a package name
to find, and click Search. To view a brief description of a package found, select it from the
list, and click the triangle icon beside Package Details as shown in Figure 3.2.
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Package Manager

File View Help

[ Browse | @ Search | i= List \

= ]

(® All packages () Installed packages () Available packages

httpd - 2.2.3-5.el5.x86_64 - Apache HTTP Server

httpd-devel - 2.2.3-5.eI5.1386 - Development tools for the Apache HTTP server.

httpd-manual - 2.2.3-5.el5.x86_64 - Documentation for the Apache HTTP server.

| |
O
O httpd-devel - 2.2.3-5.el5.x86_64 - Development tools for the Apache HTTP server.
O
O

mod_dav_svn - 1.3.2-6.x86_64 - Apache server module for Subversion server.

7 Package Details
[The Apache HTTP Server is a powerful, efficient, and extensible web server.

FIGURE 3.2 Viewing Package Details

After selecting which packages to install, click Apply. A dialog appears to confirm which
package to install. Click Continue. If additional packages need to be installed to resolve
dependencies, the dialog displays dependencies added. Click Continue to accept the
installation of these packages as well. A progress bar shows the status of the installation,
and a completion message is shown when finished.

Updating Software
There are several ways to determine whether software updates are available for your Red
Hat Enterprise Linux system:

» Log in to the RHN website and view the errata list for the system as described earlier
in this chapter.

» Receive email notifications from RHN if you elected to receive them.

v

See the RHN applet (puplet) appear.

v

Use the yum check-update command.

v

Use the Software Updater (pup).

When executed, the yum check-update command queries the RHN repository and checks
for any software updates for the RPM packages currently installed. If any are found, they
are listed in alphabetical order along with the package versions available for updating.

Updating an already installed package via the command line is similar to installing:

yum update <pkgname>
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As with yum install <pkgname>, you can replace <pkgname> with just the name, name
and version, name and architecture, or name, version, and architecture combination.
Examples include the following:

yum update example-2.3.4-1
yum update example-2.3.4-1.i686

TIP

If the yum update command is executed without specifying a package, all software
updates for all installed packages are downloaded and installed.

If you prefer a graphical application, select System Tools, Software Updater from the
Applications menu on the top panel of the desktop. The pup command can also be
executed to start the program. After entering the correct root password if logged in as a
non-root user, the interface is displayed as in Figure 3.3.

Package Updater

?}'n Package Updater

Updates available

Updated at packages available

D)

]

Updated audit packages available

E

Updated authconfig packages available

=

Updated autofs packages available

E

Updated avahi packages available

E

Updated beagle packages available

=

Updated bind packages available

E

Updated cairo packages available

[4]

3]

Lindatad el s il

b Update Details

FIGURE 3.3 Viewing Software Updates

As you can see, the interface is simple and easy to use. The program contacts RHN and
displays a list of packages that have updates available for it. By default, all available soft-
ware updates are selected as indicated by the check marks beside them. Unselect any
updates you don’t want to apply, and click Apply updates to update all the selected soft-
ware packages.

Removing Software
To remove one or more RPM packages from a system, use the following command as the
root user:

yum remove <pkgname>
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As with the install and update commands, <pkgname> can be a one package name or
multiple package names separated by spaces. Package versions and architectures can be
specified as in the following examples:

yum remove example-2.3.4-1
yum remove example-2.3.4-1.1686

Packages can be removed with the rpm -e <pkgname> command as later discussed in
Chapter 5, “Working with RPM Software”; however, deleting packages with YUM has the
big advantage of resolving software dependencies for you. For example, Listing 3.2 shows
the results of the yum remove httpd command. As you can see, many other packages
depend on the httpd package and must be removed at the same time.

LISTING 3.2 Removing Software with the yum Command

Loading "rhnplugin" plugin

Loading "installonlyn" plugin

Setting up Remove Process

Resolving Dependencies

--> Populating transaction set with selected packages. Please wait.
---> Package httpd.x86_64 0:2.2.3-5.el5 set to be erased

--> Running transaction check

Setting up repositories

rhel-x86_64-server-5 100% ==== ==| 950 B 00:00
Reading repository metadata in from local files

--> Processing Dependency: webserver for package: webalizer
Processing Dependency: httpd = 2.2.3-5.el5 for package: httpd-manual
Processing Dependency: httpd >= 2.0.40 for package: mod_python
Processing Dependency: httpd-mmn = 20051115 for package: mod_perl
Processing Dependency: httpd-mmn = 20051115 for package: php
Processing Dependency: httpd-mmn = 20051115 for package: mod_python
Processing Dependency: httpd-mmn = 20051115 for package: mod_ssl
Processing Dependency: httpd = 0:2.2.3-5.el5 for package: mod_ssl
Restarting Dependency Resolution with new changes.

Populating transaction set with selected packages. Please wait.
Package mod_python.x86_64 0:3.2.8-3.1 set to be erased

Package php.x86_64 0:5.1.6-3 set to be erased

Package mod_ssl.x86 64 1:2.2.3-5.el5 set to be erased

Package httpd-manual.x86_64 0:2.2.3-5.el5 set to be erased
Package webalizer.x86_64 0:2.01_10-30.1 set to be erased

Package mod_perl.x86_64 0:2.0.2-6.1 set to be erased

--> Running transaction check

--> Processing Dependency: php = 5.1.6-3 for package: php-ldap

--> Restarting Dependency Resolution with new changes.

--> Populating transaction set with selected packages. Please wait.
---> Package php-ldap.x86_64 0:5.1.6-3 set to be erased

R
V V. V V V V V V V

T
V V VYV VYV
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LISTING 3.2 Continued

--> Running transaction check

Dependencies Resolved

Package Arch Version Repository Size
Removing:

httpd x86_64 2.2.3-5.el5 installed 2.9 M
Removing for dependencies:

httpd-manual x86_64 2.2.3-5.el5 installed 3.4 M
mod_perl x86_64 2.0.2-6.1 installed 6.7 M
mod_python x86_64 3.2.8-3.1 installed 1.2 M
mod_ssl x86_64 1:2.2.3-5.el15 installed 175 k
php x86_64 5.1.6-3 installed 3.3 M
php-1dap x86_64 5.1.6-3 installed 45 k
webalizer x86_64 2.01_10-30.1 installed 259 k

Transaction Summary

Install 0 Package(s)
Update 0 Package(s)
Remove 8 Package(s)

Is this ok [y/N]: vy
Downloading Packages:
Running Transaction Test
Finished Transaction Test
Transaction Test Succeeded
Running Transaction

Removing : mod_ssl HHHH IR S (18]
Removing : php-1ldap HHHH IR S [2/8]
Removing : mod_python BRI E [3]8]
Removing : php HH#H AR (48]
Removing : httpd HHHH R [5/8]
Removing : httpd-manual H#HH BRI R E R R B [6/8]
Removing : webalizer H#HH BRI R R R B# S [T7]8]
Removing : mod_perl HEHBR AR R E [8)8]

Removed: httpd.x86 64 0:2.2.3-5.el5

Dependency Removed: httpd-manual.x86_64 0:2.2.3-5.el5 mod_perl.x86 64 0:2.0.2-6.1
mod_python.x86_64 0:3.2.8-3.1 mod_ss1.x86 64 1:2.2.3-5.el5 php.x86_64 0:5.1.6-3
php-ldap.x86_64 0:5.1.6-3 webalizer.x86_64 0:2.01_10-30.1

Complete!
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Although the -y option to yum can be used with yum remove <pkgname>, it is not
recommended. As shown in Listing 3.2, removing one package might mean needing to
remove more packages that depend on it. If you use the -y option to answer yes to all
questions, you are agreeing to remove all the packages that depend on the one you
want to remove without knowing what those packages are. You might depend on one
of those packages. Read the list of additional packages to remove carefully before
answering yes.

The Package Manager graphical program as previously described in the “Installing Software”
section can also be used to remove one or more packages and their dependencies. Start it as
previously described and use the Search or List tabs to find the packages to delete. Instead
of clicking the check box beside the package to install it, click the check box beside the
packages to remove the check mark. Click Apply to start the package removal process.

Confirm the list of packages to remove by clicking Continue. If additional packages need
to be deleted as software dependencies, they are listed next. Click Continue to agree to
their removal as well. When the package removal is complete, a message is displayed.

Performing More Actions

The command-line version of YUM can perform additional actions useful when managing
RPM on a system. Read the yum man page invoked with the man yum command for a
complete list. The following are a few highlights:

yum deplist <pkgname>
yum list available
yum list updates

The yum deplist <pkgname> command displays the software dependencies for the
package listed. The yum list available outputs a list of packages that are available for
installation on the system. The yum list updates shows all the software updates avail-
able for but not yet installed on the system.

Summary

Software maintenance is crucial to system administration, but it doesn’t have to be labor
intensive or tedious. Every Red Hat Enterprise Linux subscription includes the ability to
be notified of and retrieve updates from Red Hat Network, so why not take advantage of
its many features including email notifications of newly released software updates and the
ability to schedule package updates, installations, and removals? These actions can be
performed via the RHN website or YUM. YUM can be used from the command line or
from one of two graphical programs. The RHN website offers the flexibility of scheduling
actions. The yum command-line utility allows administrators to manage software on a
minimally installed system or using scripts that require non-interactive commands. The
graphical YUM programs provide a customized list of software updates specific to your
system for quick and easy maintenance.
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CHAPTER 4 | IN THIS CHAPTER

» Learning the Desktop

Understanding Linux | _ .
» Filesystem Hierarchy System
Con Cepts > Shell Basics

» Becoming the Root User
» Manual Pages

So far, this book has covered installing Red Hat Enterprise > Editing Text Files
Linux and post-installation essentials. Before continuing, it
is important to establish a firm background in a few basic
UNIX and Linux topics such as navigating the desktop, > Initialization Scripts
knowing how the filesystem is structured, being able to use » Runlevels

the command line, and understanding file permissions. If

you are already familiar with this information, skim

through it quickly as a review and continue. If you are new

to a UNIX-based operating system, this chapter can serve as

an overview of Linux concepts.

» File Permissions

Learning the Desktop

Unless you customized the installation and only installed
the programs absolutely necessary for the system to func-
tion in its desired capacity, you most likely installed the
software necessary to use the graphical desktop environ-
ment. If so, after the system boots, the graphical login
screen appears as discussed in Chapter 2, “Post-Installation
Configuration.”

As you can see, it consists of the actual desktop area, a few
icons on the desktop, and two panels. The top panel
contains the menus, icons to common desktop applications
such as a web browser, the system time, and a volume
control icon.

The menus on the top panel are divided into three cate-
gories:

» Applications: Contains the majority of the program
menu items, which are also divided into categories
such as Internet and System Tools to make it easier to
find the program you need.
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» Places: Allows the user to open a graphical file browser (by selecting Home Folder,
Desktop, or Computer), go directly to bookmarked folders, connect to network
shares as discussed in Part IV, “Network Services,” search the filesystem, or quickly
access recently opened documents.

» System: Provides menu items to set preferences, perform administration tasks, view
available documentation, lock the screen so others can’t access it while you are
away from your computer, log out of the graphical desktop, and suspend or shut-
down the computer.

TIP

Mouse over the system time on the top panel to display the date, or click on it to view
a calendar.

From left to right, the bottom panel includes a button to minimize all the windows and
show the desktop area, a list of open application windows, a workspace switcher, and the
trash icon.

To bring a different application window forward on the desktop, click on its title in the
list of open windows on the bottom panel. You can also switch between open windows
by using the key combination Alt+Tab.

To the left of the Trash icon, there are four small squares. These are miniature representa-
tions of desktop workspaces. Each workspace has the same desktop background, icons on
the desktop, and panels. The difference is that each workspace contains different applica-
tion windows. At first, this might seem unnecessary to the user, but users can develop
their own methods of using the workspaces to organize how they use their computers. For
example, if you usually work on more than one project at a time or throughout the day,
you can use a workspace for each project you are working on. When you are working on
one project, you can concentrate on the applications for it without having to close all the
windows for a different project. When you are ready to return to a different project, just
switch workspaces. The necessary applications for the different project are open on a
different workspace waiting for you to return to them. Or, you can sort application
windows by type. You can use one workspace for your online communications by having
it contain your email and instant messenger clients. You can reserve one workspace for
your office communication needs such as word processing or spreadsheet programs. Yet
another workspace can be used only for web browsing.

As an administrator, if you are monitoring several systems at the same time, you can have
all the monitoring applications for each system on a separate workspace and switch back
and forth between them. That way, when you are looking at the monitoring tools, you
don’t have to constantly think about which system you are analyzing.

By default, the desktop is configured to have four workspaces, but this can be customized
by right-clicking on the workspace switcher (the squares) and selecting Preferences. As
shown in Figure 4.1, you can even label the workspaces. To switch between workspaces,
click on the square that represents it on the bottom panel.
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“ Workspace Switcher Preferences x|

Switcher

() Show only the current workspace

Workspaces

Number of workspaces:

Waorkspace names:

Workspace 1 =]
Workspace 2
Workspace 3
Workspace 4 B

[] Show workspace names in switcher

(@ |

FIGURE 4.1 Customizing the Desktop Workspaces

On the far right side of the bottom panel is the Trash icon. Drag files or folders to it from
the desktop or the file browser to delete them. They are not truly deleted until the trash is
emptied. To empty the Trash and permanently remove the files in it, right-click on the
Trash icon, and select Empty Trash. You must confirm the deletion of the files before
they are really deleted. After they are deleted with the Empty Trash function, they
cannot be retrieved. If files are still in the trash, click on the Trash icon to retrieve them.
A window will open displaying the contents of the Trash. Drag the file or folder to
another graphical file browser window or the desktop to restore it.

To further customize the desktop, play around with the preferences by going to the System
menu on the top panel and selecting programs from the Preferences menu. For example,
Figure 4.2 shows the program to customize the keyboard shortcuts for the graphical desktop.

3 Keyboard Shortcuts £l
iAction | Shortcut [l
~ Desktop 3

Launch help browser Disabled ||

Log out Disabled

Sleep Disabled

Lock screen <Control><Alt>]

Home folder Disabled

Search Disabled

E-mail Disabled

Launch web browser Disabled

Show the panel run application dialog Disabled =)
To edit a shortcut key, click on the corresponding row and
type a new accelerator, or press backspace ta clear.

FIGURE 4.2 Customizing the Keyboard Shortcuts
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Filesystem Hierarchy System

The location of the files and directories in a Red Hat Enterprise Linux system are based on
the Filesystem Hierarchy System (FHS) guidelines. The purpose of the FHS is to provide guide-
lines for file and directory locations for UNIX-based operating systems such as Linux. The
major advantages of using the FHS are the predictability and consistency of file locations.
Instead of an administrator searching the entire filesystem for a particular type of file, he
can know that it will be in one of a few established locations. For example, most configura-
tion files are in the /etc/ directory, and log files are in the /var/log/ directory.

TIP

For more information on the FHS, refer to http://www.pathname.com/fhs/.

If you have ever browsed around a Linux filesystem, you might have noticed that the /bin/,
/usr/bin/, /sbin/, and the /usr/sbin/ directories contain commands but that only the
commands in /bin/ and /usr/bin/ are in your PATH by default. (When you execute a
command, it must be in one of the directories in your PATH environment variable or you
will receive the command not found error message even if the command exists on the
system. Refer to the “Shell Basics” section later in this chapter for details.) This is because,
according to the FHS, /bin/ contains essential user commands that can be used by adminis-
trators and users, and /usr/bin/ contains most user commands. On the other hand, /sbin/
should only contain essential system administration commands, and /usr/sbin/ contains
additional administration utilities. Usually, the commands in the /sbin/ and /usr/sbin/
directories can only be executed by root. The FHS guidelines for these directories makes it
easy to find commands and separate them by who is allowed to execute them.

An administrator is constantly monitoring log files for error messages, connections by
unauthorized users, disk usage, and more. Because the FHS defines the /var/log/ direc-
tory as the location for log files, it is easy for an administrator to find the log files she is
looking for because they are all in one common directory.

Table 4.1 describes some commonly used directories and their purpose according to the FHS.

TABLE 4.1 Common Directories and Their FHS Purpose

Directory FHS Purpose

/bin/ Essential commands for admins and users

/fusr/bin/ Common commands for admins and users

/sbin/ Essential commands for admins

/usr/sbin/ Common commands for admins

/tmp/ Temporary files for all users

/usr/local/ Location for locally-installed software independent of operating
system updates

/usr/share/man/ Manual pages (refer to the “Manual Pages” section in this chapter
for details)

/usr/src/ Source code
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TABLE 4.1 Continued

/var/ Variable data files such as spool files and log files
/var/log/ Log files, can include subdirectories

/etc/ Configuration files, can include subdirectories
/proc/ Kernel virtual filesystem

/dev/ Device files

Shell Basics

Even though Red Hat Enterprise Linux provides a graphical desktop and graphical appli-
cations for most administration tasks, it is wise to know the basics of the command line,
also known as the shell prompt. For example, you will need to know how to use the shell
prompt if you are accessing a system remotely without X forwarding, working with a
system that does not have a graphical desktop installed, trying to diagnose a problem
with the X Window System, or booting into rescue mode without a graphical desktop.

There are two ways to start a shell prompt. If the X Window System is not installed, the
system defaults to a black screen with a login prompt. After you log in, you are at a shell
prompt. If you have a graphical desktop installed, log into the system at the graphical
login screen, and then start a shell prompt by clicking on the Applications menu on the
top panel and selecting Accessories, Terminal. A terminal window as shown in Figure 4.3
will appear.

tfox@smallvilla:~

Fle Edit View Terminal Tabs Help
[tfox@smallville ~1$ I [=]

FIGURE 4.3  Starting a Terminal

Once in the terminal window or after logging in at the text-based login prompt,
commands can be executed to navigate around the filesystem, read files, start applications,
and perform administrative tasks.
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Navigating the Filesystem

Now that you understand a bit about how the filesystem is organized and how to invoke
a shell prompt, you need to know how to navigate through it using the command line.

By default, the prompt looks like the following:

[tfox@smallville ~]$

The first word before the @ symbol is the username of the person currently logged in, and
the word after the @ symbol is the hostname of the system. The part that follows the
space after the hostname is referred to as the current working directory. In this case, the ~
symbol means that the current working directory is the home directory of the user. When
you start a terminal, the default directory is your home directory.

To change to a different directory, use the cd <directory> command. The <directory>
can either be the full path to the directory or a directory relative to the current directory.
The full path is the path through the filesystem to the desired directory starting with the
root directory (/) such as /home/tfox/ for my home directory or /var/log/ for the log files
directory. Specifying a directory relative to the current working directory means that you
don’t begin the directory with the root directory. Instead, you begin it with a directory
inside the current working directory such as documents/ for the /home/tfox/documents/
directory if you are already in the /home/tfox/ directory. If the directory doesn’t begin
with a forward slash for the root directory, the current working directory is assumed for the
beginning of the path. When specifying a relative directory, you can specify more than one
level deep such as documents/projecti/.

When giving a relative directory, you can also specify up one or more directories with the

. notation. For example, if the current working directory is /var/log/samba/, executing
the command cd ../httpd takes you up one directory and then down into the httpd
directory, placing you in the /var/log/httpd/ directory.

Notice that the shell prompt changes as you change directories. If you change to the
documents/ directory, the prompt changes to the following:

[tfox@smallville documents]$

Notice that the prompt does not show where the current working directory is relative to
the entire filesystem. It just shows the name of the current directory by itself. To output
the full path to the current working directory, execute the pwd command. In our example,
the pwd command displays:

/home/tfox/documents

To create a directory, use the mkdir <directory> command. Again, the <directory> can
be relative to the current directory or it can be the full path. For example, to create a
directory named project1/ in the /home/tfox/documents/ directory either change into
the /home/tfox/documents/ directory and then execute the mkdir project1 command, or
execute the mkdir /home/tfox/documents/projecti/ command from any directory.
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To remove a directory, invoke the rmdir <directory> command, where <directory> is a
directory within the current directory or the full path to the directory. If any files are still in
the directory , the error message Directory not empty will be displayed, and the directory
will not be deleted. This prevents users from removing a directory that still contains files.

TIP

To force the removal of a directory with all the files and subdirectories within that
directory, use the rm -rf <directory> command. This command does not ask you to
confirm the deletion, and there is no way to reverse the removal of the files and direc-
tories. Use extreme caution with this command. Double-check the directory specified
before pressing Enter to execute the removal.

To remove a file, use the rm <file> command. If only the filename is specified, it must be
in the current working directory. Alternatively, the full path to the file and the filename
can be specified such as the rm /home/tfox/status.odt command.

To view the contents of a current directory, execute the 1s command, or use the 1s
<directory> command to view the contents of <directory>. As with the other
commands discussed, <directory> can be relative to the current working directory or the
full path to a directory. The 1s command accepts the * wildcard character. For example,
to list all the OpenOffice.org text documents, use the 1s *.odt command, or the 1s
status* to find all files whose filename begins with status. Multiple wildcards can be
used such as 1s *status* to list all files that have status somewhere in their name.

To copy a file from one location to another, use the cp <from> <to>, where <from> is the
file to copy and <to> is the directory or filename to copy it to. If the <to> specified is a
directory, the file is copied to that directory using the same filename. The directory can be
the full path to a location or a directory relative to the current working directory. If a file-
name is specified for <to>, the original file is copied to another file with the specified
name. If a path followed by a filename is used, the file is copied to another file with the
new name in the specified directory. For example, the cp status.txt reports/
status01.txt will copy the status.txt file from the current working directory to the
reports/ directory relative to the current working directory as the new filename
status01.txt. The reports/ directory must exist, or the error message cp: cannot
create regular file 'reports/status@1.txt': No such file or directory is
displayed, and the file is not copied.

When a file is moved, the file no longer exists in the original location. The mv <from>
<to> command is similar to the cp command. The only difference is that the original
<from> file will no longer exist after the move operation.

Multiple files can be specified as the <from> for both the cp and mv commands, and both
commands accept the * wildcard. For example, the mv *.txt textfiles/ command
moves all files that end in .txt to the textfiles/ directory in the current working direc-
tory. Or, multiple files can be specified using their filenames. For example, cp chap1.odt
chap2.o0dt chap3.odt backup/ copies the chapi1.odt, chap2.o0dt, and chap3.odt files to
the backup/ directory.
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Helpful Hints

The default shell called the bash shell offers many useful shortcuts that can speed up your
operations on the command line. For example, instead of typing the entire command,
you can type the first few characters of it and press the Tab key. If no other command
begins with the characters you have typed, the command will be completed for you. If no
results are displayed after pressing the Tab key once, press it again. If there is no
command that begins with the character you typed, the cursor will not move and no
results will be displayed. If there is more than one command that begins with the charac-
ters you typed, pressing the Tab key twice will display them. If there are too many
commands that begin with the characters, you will see a message telling you how many
completions exist and ask you to confirm whether you want them displayed such as the
following example:

Display all 112 possibilities? (y or n)

Press the Y key to display all the results, or press the N key to go back to the prompt and
type a few more characters to the desired command. Using tab completion takes some prac-
tice and getting used to, but it will quickly increase the speed at which you will be able to
use the command line.

TIP

Because it sometimes takes pressing the Tab key twice to return results, it is a good
habit to always press the Tab key twice when using tab completion to speed up the
results.

When you type commands at a shell prompt, they are saved as part of your command
history so you can reference them later. Type the command history at a shell prompt to
see the results. If you have ever forgotten a recently used command or forgotten which
command line arguments you used for a particular command, you can see how this
might be useful. If you know all or part of the command you are searching for, use the
following command:

history | grep 'part of the command'

The grep command stands for get repetitions. It can also be used when displaying the
contents of files as discussed in the “Reading Text Files” section later in this chapter.

Alternately, press the Ctrl and R keys simultaneously. Pressing multiple keys at the same
time is usually written with a plus sign between the keys such as Ctrl+R. This will change
the prompt to read (reverse-i-search) ': while still providing a cursor to type. Start
typing any part of the previous command you want to recall and you will start seeing
results. If the command displayed is not the one you are searching for, keep typing. The
results change as you type and completions are found.

At a shell prompt, you can also press the up arrow to start listing your command history
starting with the most recently executed ones. After you have initiated the history
scrolling, press the down arrow to go in the opposite direction. Keep in mind that not



Shell Basics 107

every command you have ever typed is saved. If you cannot find the command you are
looking for, it may not be in your command history anymore.

TIP

If the terminal screen is starting to look cluttered or you just want what is on the
screen to go away, type the command clear to clear the screen and place the prompt
at the top of the screen.

If you are familiar with the Emacs editor (refer to the “Editing Text Files” section later in
this chapter), you might know a few of its shortcuts to delete a word, jump to the begin-
ning of a line, and jump to the end of a line. These shortcuts are also available on the
command line courtesy of the bash shell. To delete the word in front of the cursor, press
Alt+D. To move the cursor to the beginning of the line, press Ctrl+A. Press Ctrl+E to move
the cursor to the end of the line. To clear the line from the cursor back to the prompt,
press Ctrl+U.

These shortcuts can be used in conjunction with the up and down arrows to scroll through
your command history or the Ctrl+R shortcut to perform a reverse lookup. Why is this
useful? If you mistyped a long command and don’t want to retype the entire command,
just press the up arrow, and use the editing shortcuts to find the typing error, remove it,
and replace it with the correct characters. After you have a little practice with it, it will be
faster than retyping the entire command. This method is also useful if you are experiment-
ing with different command-line arguments to the same command. Try one argument,
then press the up arrow to try a different argument without having to retype everything.

Finding Files
There are two invaluable commands that can be used to find files on the filesystem:
locate and find.

The locate command is the easier of the two to use. Just type the command followed by
part or all of the filename you are searching for such as locate .odt to find all
OpenOffice.org text files or locate compare to find all filenames that contain the word
compare. Notice that no wildcard characters are used. It is assumed that what you type
may only be part of the filename you are looking for.

The only catch to this command is that it relies on the generation of a database file so it
can quickly display results. The locate command is provided by the mlocate package,
which also provides the cron script /etc/cron.daily/mlocate.cron to automatically
generate this database daily. If you are looking for a file created that same day, it might not
appear in the locate results if the database hasn’t been updated since the file was created.

The find command is a bit more complicated to use and takes longer to produce results
because it does not rely on a database to produce results. Because it takes longer, it is
possible to specify a specific directory to look in. The basic syntax is as follows:

find <directory> -name <filename>
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Replace <directory> with the directory to start looking in. It will look recursively
through the directory, meaning that it will look in any subdirectories, subdirectories of
the subdirectories, and so on. Replace <filename> with the filename for which you are
searching. To search in the current directory and below, replace <directory> with a dot
(.) character such as:

find . -name guidelines.txt

Finding Commands

If you know a command exists on the system but keep getting the error message command
not found, check to make sure you are typing the command correctly. Otherwise, it
might not be in your PATH environment variable. To view the value of your PATH, execute
the command echo $PATH from the command line. As you can see, your PATH is a list of
directories. When you execute a command without providing its full path, it must be in
one of the directories listed in your PATH. Otherwise, the command not found error is
displayed. You can provide the full path to the command if you know it, such as
/sbin/1spci to execute the command to list the PCI devices. If you use the command
often, but it is not in your PATH, you can add the directory to your PATH.

To add a directory to your path, modify the .bashrc file in your home directory. Refer to
the “Editing Text Files” section later in this chapter if you don’t know how to modify a
text file. For example, to add the /usr/sbin/ and /sbin/ directories to your PATH, add the
following line to the .bashrc file in your home directory:

export PATH=:$PATH:/usr/sbin:/sbin

It is not recommended that you add the dot (.) character to your path so that it includes
whatever the current working directory is. Although this might be tempting when writing
and testing your own scripts, it is a security risk because an authorized or nonauthorized
user can place a different version of common commands in a directory you are likely to
be in while executing them such as the /tmp/ directory, which is writable by all users. For
example, if someone places a different version of the command 1s in the /tmp/ directory
and (which represents the current working directory) is listed before /bin in your PATH,
you will be executing a different version of 1s, which could contain code to do something
harmful to your data or the system. If you need to execute a command in the current
working directory, precede it by ./ such as . /test.pl or provide its full path when
executing it.

TIP

To verify which command you are executing, type the command which <command>. If a
match to the command is found in the directories from your PATH, the full path to the
command is displayed.
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Reading Text Files

Sometimes you want to quickly read a text file such as a configuration file without having
to open a text editor. This is possible with the less, more, and cat command-line utilities.

All three have the same basic syntax but work differently and have different command-
line options. To use them in their default modes, type the command followed by the text
file to read such as less output.txt, more /var/log/messages, or cat /etc/sysconfig/
network.

With the less command, the Page Up and Page Down keys can be used to scroll up and
down the contents of the file. The more command only allows you to scroll down the file
using the spacebar to advance. The cat command outputs the contents of the file to the
command line and then exits, so if the file is longer than the number of lines in your
terminal, you will only see the last part of the file.

The cat command can also be used in conjunction with the grep command that was
previously discussed with the history command. For example, to view only the kernel
messages in the system log file, use the following command:

cat /var/log/messages | grep kernel
Because only root can view this file, you need to be logged in as the root user to view the

contents. Are you already logged in as a user? Read the later section “Becoming the Root
User” to find out how to perform administrative tasks while logged in as a user.

For information on text editors that can read and modify text files, refer to the “Editing
Text Files” section in this chapter.

TIP

If you are unsure of the type of a particular file, use the file <filename> command
to find out. If the file type is recognized, the file type will be displayed.

Starting Applications

Starting an application from the command line is as easy as knowing the name of the
command, typing it, and pressing the Enter key. For example, to start the application for
configuring the X Window System, type the command system-config-display and press
Enter. If the command is executed from a terminal window within a graphical environ-
ment, the graphical version of the application is started as shown in Figure 4.4.

If the application requires the root password to continue, a dialog window appears so that
the correct root password can be used to authenticate the administrator. A few tools have
both graphical and text-based versions. However, if you are in a non-graphical environ-
ment and try to start a program that only has a graphical version, an error message such
as cannot open display or requires a currently running X server will be displayed.
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FIGURE 4.4 Graphical Version of the Display Configuration Tool

Becoming the Root User

As you learned in Chapter 2 it is important to log in with your user account instead of as
the root user when performing day-to-day tasks. Some of the graphical administration
tools will prompt you for the root password if you try to run them as a regular user. But,
what if you are logged in as a user and need to perform an operation only the root user
can do? It would be time consuming to close all your open windows, log out of the
graphical desktop, log back in as root, execute root-only commands, log out again, and
then log back in with your user account.

Instead, you can temporarily start a terminal session as root. From a shell prompt, execute
the following command to temporarily become the root user:

su -

Notice the space and then a hyphen after the su command. These are extremely impor-
tant parts of the command. Without it, you have root privileges but you don't inherit any
of the environment variables of the root user, including the important PATH variable
previously discussed. Without the proper PATH that includes /sbin/ and /usr/sbin/, it
will appear as if many administrative commands don’t exist. After executing the su -
command, you will be prompted to enter the root password before being granted access.
If the correct root password is entered, you will notice that the prompt changes to show
that the root user is the currently logged-in user.

When you no longer need to be root, type the exit command and then press Enter to
return to your user shell.
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Manual Pages

One great feature of Linux and other UNIX-based operating systems is the inclusion of
manual pages, also known as man pages for most commands. They can be read from a
graphical or nongraphical environment and do not require a network connection like
documentation available over the Internet.

Man pages are divided into eight sections:
1. Commands
2. System Calls
3. Library Calls

Special Files

File Formats and Conventions

Games

Conventions and Miscellaneous

©® N o 0 &

System Management Commands

To read the man page for a command, execute man <command> from a shell prompt. If a
man page exists for the command, it will be displayed. Use the Page Up and Page Down
keys to scroll through the text. To find a word or phrase in a man page, press the forward
slash key (/) followed by the word or phrase you are looking for. After you press the
forward slash, the colon at the bottom of the screen changes to a forward slash. As you
type what you are searching for, it appears after the slash at the bottom of the screen.
Press Enter to start searching. Press the N key to jump to the next instance of the word or
phrase.

Sometimes, there are multiple man pages for the same command. For example, there are
two man pages for man pages. When you execute the command man man, the page from
section one, “Commands,” is shown explaining the basics of how to use the command.
There is also another man page for man in section 7, “Conventions and Miscellaneous,”
which describes how to write man pages. To view the man page for a topic in a specific
section, include the section in the command such as man 7 man or man 8 useradd.

If you prefer to read the man pages in a graphical environment, select the System menu
from the top panel and then select the Help menu item to start the graphical help program.
Select Manual Pages from the list on the left side. The list of man page topics to choose
from is slightly different than the man page sections previously discussed, but you should
still be able to find the pages you are looking for such as the one shown in Figure 4.5.
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NAME

Ismod — program to show the status of modules in the Linux Kernel
SYNOPSIS

Ismod
DESCRIPTION

Ismod is a trivial program which nicely formats the contents of the /proc/modules, showing what kernel
modules are currently loaded.

BACKWARDS COMPATIBILITY

This version of Ismeod is for kernels 2.5.48 and above. If it detects a kemnel with support for old-style modules,
it will attempt to run Ismod.old in its place, so itis completely transparent to the user.

COPYRIGHT
This manual page Copyright 2002, Rusty Russell, IBM Corporation.
SEE ALSO

modprobe(8). Ismod.old(8)

FIGURE 4.5 Graphical View of Man Pages

Editing Text Files

What if you want to make some quick notes without having to open a graphical word
processor program? Do you need to make a simple edit to a configuration file? Do you
need to edit a file from a remote terminal with limited bandwidth or with X forwarding
disabled? Sounds like you need a simple nongraphical text editor.

There are too many text editors for Red Hat Enterprise Linux to discuss all of them in this
brief chapter. Instead, this section discusses the two most popular ones: Vi and Emacs.
They are both very different to use, and users of each are often very hesitant to use the
other because of these differences. Ultimately, you must choose one that you feel the
most comfortable with. Also consider that some systems might not have both installed, so
it is a good idea to at least be familiar with the basics of both such as how to open a file,
perform basic modifications, save the file, and exit. If you are in a critical situation in
which you only have a text environment in rescue mode, knowing the text editor avail-
able might mean the difference between fixing the system quickly and struggling through
it. In minimal environments such as rescue mode, Vi is often available more than Emacs
because it requires less disk space and system resources.
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Vi Editor

The Vi editor is text based, so it must be run in a terminal. To use it, you must have the
vim-minimal RPM package installed. If it is not installed, install it as described in Chapter
3, “Operating System Updates.”

To open a file in Vi, type vi <file> at the shell prompt. If the file does not exist, it will
be created with the filename you provided the first time you saved it. Remember, you can
always give the full path to the file if you are not in the directory that contains the file.
Also remember that you can only modify files you have write permission to. Vi will let
you open files you have only read access to but will deny the save operation if you do not
have write access. For more information on read and write permissions, refer to the “File
Permissions” section later in this chapter.

As shown in Figure 4.6, the Vi editor is very basic. By default, you are not even allowed to
input characters.

trox@smallville:~

Fle Edit View Terminal Tabs Help
TETWORKING=yes [=]
NETWORKING_IPVb=yes
HOSTNAME=smallville

[N T T R Y T T T R T O R B I I |

“fetc/sysconfig/network® [readonly] 3L, 55C 1,1 All

FIGURE 4.6 The Vi Editor

To start making changes to the file or start typing content into a new file, change to
insert mode by pressing the I key. You will notice that the status at the bottom of the
screen changes to -- INSERT --. Next, start typing. Vi does not have automatic word
wrap, so you must press Enter to move the cursor to the next line. When you are finished
typing the contents of the file, press the Esc key to exit insert mode. To save a file, exit
insert mode, type :w (the w is for write), and press Enter. If you have permission to save
the file, it will be saved. If you started Vi without specifying a filename, type :w, press the
spacebar to add a space, type the desired filename, and press Enter to save the file.

To exit Vi, type :q (for quit), and press Enter. To exit without saving the file, follow the :q
command by an exclamation point (!).

Common Vi operations are provided in Table 4.2. For even more instructions on using
the Vi editor, pick up an inexpensive book on the editor or read some of the numerous Vi
tutorials on the Web.
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TABLE 4.2 Common Vi Commands

Command Description

W Save the file

:w <filename> Save the file with a different filename

:q Quit Vi

:q! Quit Vi without saving any changes

/<search item> Search for a phrase, word, or group of words

n Repeat last search

a Start insert mode after cursor

A Start insert mode at the end of the line

dd While not in insert mode, cut the current line into the buffer
p While not in insert mode, paste the last cut line from the buffer
X While not in insert mode, delete the character at the cursor
$ Move cursor to the end of the line

0 Move cursor to the beginning of the line

:<linenum> Move cursor to a specific line number

ESC Exit current mode such as insert mode

Emacs Editor

The Emacs editor is considered more user-friendly than Vi because it is in insert mode by
default and is available in a graphical version as shown in Figure 4.7.

(@ emacsGlocalnostiocaidomain =]

emacs@localhost.localdomain

File Edi

jes
NETWORKING_IPYE=yes
HOSTNAHE=smallville

(Fundamental)— 1—A11

—:#2 network
JT MNote: file is urite

protected

FIGURE 4.7 The Emacs Editor
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A text version is also available for use at the command line as shown in Figure 4.8.

tfox@smallviller~

NETWORKING_IPV6=yes
HOSTNAME=smallville

-uu-:%%-F1 network (Fundamental)--L1--All E

Note: file is write protected

FIGURE 4.8 The Text-Based Version of the Emacs Editor

The emacs RPM package must be installed to use this editor. If it is not installed, install it
as described in Chapter 3. To begin, type the emacs command. Just like Vi, the emacs
command can optionally be followed by a space and a filename. If the file exists, it will be
opened in the editor. If it doesn’t exist, it will be created the first time the file is saved.

To force the editor to start in text-based mode, execute the emacs -nw command for “no
window.”

Most Emacs commands are key combinations. After typing the contents of the file, press
Ctrl+X, Ctrl+S to save the file. Press Ctrl+X, Ctrl+C to quit Emacs. To open a file, use the
Ctrl+X, Ctrl+F key combo, enter the filename at the prompt at the bottom of the editor, and
press Enter. If a file is already open in the editor, the new file will be opened at the same time.
To switch between open files, use the Ctrl+X, B key combo. Either press Enter to switch to the
“buffer” listed at the bottom of the editor or press Tab to see a list of available open files.

Common Emacs operations are provided in Table 4.3. For even more instructions on using
the editor, pick up an inexpensive book on the editor or read some of the numerous tuto-
rials on the Web.

TABLE 4.3 Common Emacs Commands

Command Description

Ctrl+X, Ctrl+S Save the file

Ctrl+X, Ctrl+W Save the file with a different filename
Ctrl+X, Ctrl+C Exit Emacs

Ctrl+X, Ctrl+F Open a file

Ctrl+X, b Switch buffers

Ctrl+A Move cursor to beginning of the line

Ctrl+E Move cursor to end of the line
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TABLE 4.3 Continued

Command Description

Ctrl+K Cut the current line from the cursor to the end of the line into the
buffer

Ctrl+Y Paste last cut line from buffer into the file at the cursor

Ctrl+S Search file for phrase, word, or group of words (press repeatedly to
keep searching for next instance)

Ctrl+R Perform a backward search in file for phrase, word, or group of
words (press repeatedly to keep searching for next instance)

ESC D Delete word at cursor

Ctrl+D Delete character at cursor

Ctrl+G Cancel current command

File Permissions

In Red Hat Enterprise Linux, all files have file permissions that determine whether a user
is allowed to read, write, or execute them. When you issue the command 1s -1, the first
column of information contains these file permissions. Within this first column are places
for 10 letters or hyphens. The first space is either a hyphen, the letter d, or the letter 1. A
hyphen means it is a file. If it is the letter d, the file is actually a directory. If it is the letter
1, it is a symbolic link to a directory somewhere else on the filesystem.

The next nine spaces are divided into three sets of three as shown in Figure 4.9. The first
set of three is the read, write, and execute permissions for the owner of the file. The
second set of three is the read, write, and execute permissions for anyone who belongs to
the user group for the file. (For more information on the relationship between users and
groups, refer to Chapter 9, “Managing Users and Groups.”) The last set of permissions is
for anyone who has a login to the system.

trox@smallville:/etc/sysconfig

Fle Edit View Terminal Tabs Help

[tfox@smallville sysconfig]$ 1s -1 Z
total 392

~ W= = 1 root root 514 Oct 24 13:24 auditd

-mW-r--r-- 1 root root 245 Nov 29 03:29 authconfig

-mw-r--r-- 1 root root 1313 Oct 16 12:01 autofs

-MW-r--r-- 1 root root 232 Oct 2 18:40 bluetcoth

drwxr-xr-x 2 root root 4896 Nov 29 ©03:24 chq

-MW-r--r-- 1 root root 181 Nov 28 22:45 clock

-Mw-r--r-- 1 root root 903 Jul 28 09:53 conman

drwxr-xr-x 2 root root 4096 Oct 19 15:43 console

-mw-r--r-- 1 root root 512 Sep 5 0B8:14 crond

-MW-r--r-- 1 root root 0 Nov 29 03:29 desktop

-mw-r--r-- 1 root root 31 Oct 2 18:40 dund

-MW-r--r-- 1 root root 17 Nov 28 22:47 firstboot

-MW-r--r-- 1 root root 25 Nov 29 03:29 grub

-MW-r--r-- 1 root root 20 Oct 2 18:40 hidd

-MW-r--r-- 1 root root 4682 Oct 11 15:81 hsqldb

-mw-r--r-- 1 root root 616 Sep 19 06:1% httpd

-mwW-r--r-- 1 root root 7639 Dec 8 12:21 hwconf Il
-mW-r--r-- 1 root root 47 Nov 29 ©3:29 il8n :
-mw-r--r-- 1 root root 1068 Jul 21 11:33 init =
~W=mmmmme 1 root root 1753 Jul 13 20:17 ip6tables-config

-MW-r--r-- 1 root root 1763 Nov 29 03:41 iptables-config

-rw-r--r-- 1 root root 58 Aug 1 0B:47 irda E3)

FIGURE 4.9 File Permissions
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As you can probably guess, within each set of permissions, the r stands for read, the w
stands for write, and the x stands for execute. If the file is a script or command, you must
have execute permission to run it. You must also have execute permission to change into
a directory.

To change file permissions, you must be the owner of the file or directory or be the root
user. The chmod utility is used to modify file permissions. The basic syntax is as follows:

chmod [ugoa][+-=]<permissions> filename

For the first argument, choose one or more of the letters ugoa, where u stands for the user
who owns the file (the first set of permissions), g stands for everyone in the file’s group
(the second set of permissions), o stands for other users not in the file’s group (the third
set of permissions), and a stands for all users (all three sets of permissions). The difference
between specifying o and a is that o changes the third set of permissions for everyone and
a changes the permissions for all three sets.

The second argument must be one of +, -, or =. If the plus sign (+) is used, the permis-
sions that follow it are added for the users and groups provided by the first argument. If
the minus sign (-) is used, the permissions that follow are removed for the users and
groups in the first argument. Normally, when the chmod command is used, the permis-
sions are added to the existing ones. However, if the equals sign (=) is used, the file will
only have the permissions being specified (the existing permissions are overwritten and
not retained).

The last argument is a filename or group of filenames on which to set the permissions.
Multiple filenames can be listed using the * wildcard character such as *.txt for all files
ending in .txt.

The third argument <permissions> is the list of permissions for the users and groups from
the first argument. The list can consist of one or more of the permissions in Table 4.4.

TABLE 4.4  chmod File Permissions
Permission Description
Read
Write
Execute (also gives permission to change into a directory)
Execute only if it is a directory or has execute permission for some user
Set user or group ID on execution
Sticky bit
Permissions granted to user who owns the file
Permissions granted to users in the file’s group
Permissions granted to the owner of the group and the users in the file’s group

O Q@ € + ®» X X = 5

The first three (r, w, x) are self-explanatory. Use them to set read, write, and execute
permissions.
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The s permission is used on directories to retain the user or group ID for a file created in
the directory. To set the user ID for any new files created in the directory to the owner of
the directory, use the chmod u+s <directory> command. To set the group ID for any new
files created in the directory to the directory’s group, use the chmod g+s <directory>
command.

The sticky bit permission for files is no longer used. It was used on older systems to store
executables in memory so they run faster, but with the current virtual memory system,
the sticky bit is no longer needed. If the sticky bit (the t permission) is set for a directory,
the directory can only be unlinked or renamed by the root user or the owner of the direc-
tory. If the sticky bit is not set for a directory, anyone with write permission can delete or
rename the directory. If the sticky bit is set for a directory, the permissions listing looks
similar to the following (notice the t in the last set of permissions) :

drwxrwxrwt 22 root root 4096 Mar 30 10:57 /tmp

The last three permissions (u, g, o) are only used with the = operator to set permissions for
the owner, group, others, or everyone equal to the existing permissions for the owner,
group, others, or everyone. For example, chmod g=u <filename> sets the group permis-
sions to the current permissions for the owner of the file.

TIP

To change permissions recursively (on all the files in a directory, all the files in its
subdirectories, all the files in the subdirectories of the subdirectories, and so on) use
the -R option to chmod such as chmod -R g+w output.txt.

Examples include the following:
» chmod ug+rw <filename>
Gives the user and group read and write permissions
» chmod -R g+r *

Gives the group read permissions for all files in the current directory and any files
and directories in the current directory, recursively

» chmod o-x <directory>

Does not let users who aren’t the owner or in the group change into the directory

File permissions can also be set graphically using the Nautilus file browser. From the
desktop, click on the Places menu on the top panel and select Home Folder. Navigate to
the file you want to view or change permissions for, right-click on it, and select
Properties. Click on the Permissions tab as shown in Figure 4.10 to view the existing
permissions or change them.
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FIGURE 4.10 Changing File Permissions

Depending on how your system is configured, files might also have access control lists or
Security-Enhanced Linux rules associated with them. Refer to the next section on “Access
Control Lists” and Chapter 23, “Protecting Against Intruders with Security-Enhanced
Linux,” for details.

Initialization Scripts

Network services such as the Apache HTTP Server and DHCP along with other programs
such as cron and syslog require a daemon to be running at all times. The daemon performs
actions such as listening for connections to a service on specific ports, making sure
commands are executed at specific times, and capturing data such as log messages when
they are sent out by other programs.Programs that require a daemon to be started have an
initialization script in the /etc/rc.d/init.d/ directory. An initialization script can also be
used to run a command at boot time such as the readahead_early and readahead_later
scripts, which run the readahead utility so that programs used at startup are loaded into
memory before they are needed. Doing so decreases the amount of time it takes to start the
system. When you boot a Red Hat Enterprise Linux system, the init program is run last in
the kernel boot process. This program first executes the /etc/rc.d/rc.sysinit script to
perform actions such as loading kernel modules for hardware support, loading the default
keymap, and setting the hostname. The /etc/inittab script is run next, which then tells
init which runlevel to start. The runlevel defines which services to start at boot time, or
which initialization scripts to execute. Refer to the later section “Runlevels” for details on
how runlevels are configured.

Lastly, the /etc/rc.d/rc.local script is executed. Commands can be added to this file for
custom initialization.
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The initialization scripts can also be used to start, stop, and restart services after the
system has booted. These actions are performed with the service command as the root
user. Each script has its own list of actions. Common actions defined include start, stop,
conrestart (which stops and starts the service only if it is already running), and status.
To perform an action, use the following syntax:

service <service> <action>

For example, the following starts the OpenSSH service:

service sshd start

As each service with an initialization script is discussed in this book, a list of actions that
can be performed with the script is given.

Runlevels

How does the system know which initialization scripts to run so that only the desired
services are started at boot time? Linux uses the concept of runlevels to define which services
to start at boot time. There are 7 runlevels, with each having its own general purpose:

» O: Halt the system

» 1: Single-user mode (see Chapter 10, “Techniques for Backup and Recovery” for
details)

» 2: Not used

» 3: Multi-user mode with text login

» 4: Not used

» 5: Multi-user mode with graphical login

» 6: Reboot

Each runlevel has its own directory named rcX.d in /etc/rc.d/, where X is the runlevel
number. Each of these directories contains symbolic links to the actual initialization scripts in
/etc/rc.d/init.d/. Each symbolic link start with the letter S or K followed by a number. The
8 stands for start, and the K stands for kill, which means to stop a process. When a runlevel is
initialized, all the services starting with K are stopped first, and then all the services starting
with S are started. The number following the letter determines the order in which the stop
and start actions are performed. The lower the number, the sooner it is executed.

Changing the Default Runlevel

By default, Red Hat Enterprise Linux boots into runlevel 5 with a graphical login screen
and a graphical desktop once the user successfully authenticates. Runlevel 3 is essentially
the same except the text login is used. Runlevels 2 and 4 are not reserved for a specific
mode, but they can be defined for specific purposes if needed.
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The default runlevel is configured on the following line from the /etc/inittab file:

id:5:initdefault:

To change the default runlevel, modify this line. The next time the system is booted, it is
booted into the new default runlevel. To change to a different runlevel without rebooting the
system, execute the following command as root, where <runlevel> is a number from O to 6:

init <runlevel>

Configuring the Runlevels

To configuring which services are started for a runlevel, use one of three programs:
chkconfig (command line only), ntsysv (simple text-based application that doesn’t
require a graphical desktop), or the Service Configuration Tool (graphical application).

The chkconfig command can be used to configure runlevels and list the current runlevel
configuration. It must be run as root if modifying a runlevel. Otherwise commands such
as listing whether a service is started at boot time can be run as a non-root user.

To list the status of all services, execute the chkconfig --list command. A line is output
for each service such as the following for the Apache HTTP Server:

httpd Q:off 1:0ff 2:0ff 3:0ff 4:0ff 5:0ff 6:0ff

To list the status for just one service, provide the name of the service:

chkconfig --list <service>

To modify whether the service is turned on or off for the runlevel, specify the service
name and then on, off, or reset. Set it to on to have the service started at boot time. Set
it to of f to have the service stopped at boot time. Setting it to reset resets the values of
all runlevels to the defaults from the initialization script. The syntax is as follows:

chkconfig <service> [on,off|reset]

If no runlevels are given, runlevels 2, 3, 4, and 5 are modified. To only modify one or
more runlevels, use the following syntax where levels is a list of runlevel numbers not
separated by spaces or commas such as 35 for runlevels 3 and 5:

chkconfig —1level <levels> <service> [on,off|reset]

To run the Service Configuration Tool, select Administration, Server Settings, Services
from the System menu on the top panel of the desktop. Or, execute the system-config-
services command. If running as a non-root user, you must enter the root password
before continuing. The application allows you to configure which services are started for
runlevels 3, 4, and 5. On the Background Services tab, it also allows you to start and
stop services. The On Demand Services tab provides an interface for enabling or
disabling any xinetd services on the system.
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Runlevel 5 is configured by default. To edit a different runlevel, select it from the Edit
Runlevel menu. As shown in Figure 4.11, the check box is selected next to each service
configured to start at boot time for the runlevel. Click on a service to display a brief
description of it and its status. After making any changes, click the Save button to enable
the changes.

Service Configuration
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FIGURE 4.11 Changing File Permissions

Service Configuration Tool

To immediately start, stop, or restart a service, select it from the list and click the Start,
Stop, or Restart button. This does not affect whether it is started or stopped at boot time.

If you do not have the graphical desktop installed or just prefer a more simplistic inter-
face, ntsysv can be used to configure runlevels. The program must be run as the root user.
If the ntsysv command is run without any command-line arguments, the current
runlevel is configured. To configure a different runlevel or multiple runlevels, use the
following syntax, where <levels> is a list of runlevel numbers without any spaces or
commas such as 35 for runlevels 3 and 5:

ntsysv --level <levels>

A list of services is shown with an asterisk next to those configured to start at boot time
(see Figure 4.12). If multiple runlevels are being configured, an asterisk indicates that the
service is enabled for at least one of the runlevels, but not necessarily all of them.

Use the up and down arrow keys to move through the list. Use the spacebar to toggle the
asterisk, enabling or disabling the service at boot time for the desired runlevel. Press the
Tab key when finished to highlight the Ok button. Click Enter to save the changes and
exit.
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Press <Fl> for more information on a service.

FIGURE 4.12 ntsysv

Summary

The rest of the book assumes you have an understanding of the basic concepts covered in
this chapter such as how to navigate around the shell prompt, use man pages, modify file
permissions, and execute initialization scripts. If you were not already familiar with them
before reading this chapter, use this chapter to learn them before continuing. Refer back
to this chapter when necessary.
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CHAPTER b5

Working with RPM
Software

A large part of a system administrator’s job is to maintain
the software on a company'’s servers as well as the software
on the users’ desktops. This can be a very daunting task,
especially for a large corporation. The software must be
updated for security fixes, compatibility with other software,
and feature enhancements if they are needed. Before the
software updates are applied to production systems, the
updated software must be tested and verified to be compati-
ble with the existing programs. To efficiently maintain the
software on a Red Hat Enterprise Linux system, Red Hat
Network (RHN) should be used as discussed in Chapter 3,
“Operating System Updates.” Red Hat Network is based on a
software maintenance utility called RPM (Red Hat Package
Manager). Entire books have been written on RPM, so this
chapter will not attempt to cover every aspect of the soft-
ware packaging tool. Instead, it gives an overview of the
basic topics with which an administrator should be familiar.

Understanding How RPM Works

How does RPM work? Each software program consists of
files and directories, most of which must be located in a
particular place on the filesystem. If the software program
is distributed in RPM format, these files are compressed
together into one RPM file along with instructions on
where the files should be located on the filesystem and any
additional scripts or executables that must be run before or
after the files are installed. These RPM files are often
referred to as packages.

A software program, such as the Firefox web browser, might
consist of one RPM file. However, some programs are
divided into multiple RPM files to allow the administrator
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to customize which parts are necessary for the system'’s usage. For example, the GNOME
graphical desktop is divided into many packages that contain parts of the overall desktop.
For example, the gnome -menus package contains the files necessary for the desktop menus,
while gnome -panel provides the files necessary for the panels. Some GNOME packages
supply additional functionality not absolutely necessary for the desktop to function prop-
erly. Dividing the desktop until these specialized packages allows the administrator to
only install the software essential for each computer.

A proper RPM file should follow a specific naming convention:

<packagename>-<version>-<release>.<arch>.rpm

For example, pciutils-2.2.1-1.2.1386.rpm is the RPM filename for the 1.2 release of
version 2.2.1 of the PCI utilities software package built for the 1386 architecture.

In our example, 2.2.1 is the version of pciutils, and 1.2 is the build version. The version
number is similar to what you might have encountered with other software. The major
version number is incremented when major features are added or it becomes incompatible
with previous versions. It usually maps to specific package and distribution independent
upstream version numbers. The minor version number is usually distribution dependent
and changes for bug fixes, minor feature additions, and general maintenance. The release
version starts at 1 for each version number change and is incremented every time that
version is built for Red Hat Enterprise Linux. This small change allows the developer and
users to know the package has been rebuilt while still keeping the version number the same.

The next part of the RPM filename is the architecture for which the package is built. Because
different processors must use different software libraries, have different system calls, and
utilize different optimizations, software must be built with the proper version of the compiler
compatible with the architecture. There are some exceptions such as software written in an
interpreted language such as Python, which is not compiled. For software written in this type
of language, the correct version of the software that interprets the code must be installed
while the RPM package that installs the code can be platform-independent. The most
popular architectures abbreviations used by RPM are explained in Table 5.1.

TABLE 5.1  System Architectures Used by RPM
Architecture Description

noarch Architecture-independent, can run on any architecture

i386 Generic build for a 32-bit x86 system

i586 Sometimes used when building kernels for older x86 processors

i686 Intel® Pentium® ll, Intel Pentium llI, Intel Pentium 4, AMD® Athlon, and

AMD Duron systems (Most RPMs for these architectures are built using the
i386 architecture, with the kernel for these architectures being built with the
i686 for optimal performance.)

x86_64 64-bit processors such as AMD Athlon64, AMD Opteron, and Intel EM64T
ia64 Intel® ltanium™
ppc 32-bit IBM® POWER, IBM eServer™ pSeries®, and IBM eServer iSeries

s$390x 64-bit IBM eServer System z




Installing Software 127

Finding the Software

Before learning how to install and maintain RPM packages, you need to know where to
find the packages. With an enterprise system, it is crucial to only install software from a
reliable source. In the case of Red Hat Enterprise Linux, the trusted source is straight from
Red Hat or a certified software partner or from a Red Hat certified ISV. If you are installing
custom software built inside your company, be sure it goes through testing before
installing it on production systems. Installing software from other sources is most likely
not supported by your Red Hat Enterprise Linux support contract.

NOTE

For more information on downloading software directly from Red Hat, refer to Chapter 3.
For information on software from other vendors, contact the vendor directly for Linux
versions of their software.

Installing Software

Installing an RPM package can be done via the command line or a graphical program.
Because some systems such as servers do not always have a graphical desktop installed, it
is important to learn at least the basics of how to use the command-line version of RPM.

The command is simple to remember: It is the rpm command.

NOTE

Root access is required when installing, upgrading, or removing a package with the
rpm command.

Before installing any software, confirm that it was packaged by a trusted source and has
not been altered since the trusted source built it. This process is done by checking the
GPG signature of the package.

First, as the root user, import the GPG signature of the trusted party with the rpm --import
<keyfile> command, where <keyfile> is the file containing the key. If you do not know
where to securely obtain the key file, ask your trusted RPM source.

NOTE

Key files for software distributed by Red Hat can be found in the root directory of the
first installation CD:

RPM-GPG-KEY -fedora
RPM-GPG-KEY -fedora-test
RPM-GPG-KEY -redhat-auxiliary
RPM-GPG-KEY -redhat -beta
RPM-GPG-KEY -redhat-former
RPM-GPG-KEY-redhat-release
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To verify that the key was imported properly, execute the rpm -ga gpg-pubkey*
command. If you imported the RPM-GPG-KEY - redhat -release key, the output will be
similar to the following:

gpg-pubkey-37017186-45761324

To view the details of the key, execute the rpm -qi gpg-pubkey-37017186-45761324
command (output is in Listing 5.1).

LISTING 5.1 Details of RPM GPG Key

Name ! gpg-pubkey Relocations: (not relocatable)
Version 1 37017186 Vendor: (none)

Release 1 45761324 Build Date: Wed 28 Feb 2007 12:36:35 AM EST
Install Date: Wed 28 Feb 2007 12:36:35 AM EST Build Host: localhost

Group : Public Keys Source RPM: (none)

Size 0 License: pubkey

Signature : (none)

Summary : gpg(Red Hat, Inc. (release key) <security@redhat.com>)
Description :

Version: rpm-4.4.2 (beecrypt-4.1.2)

mQGiBEV2EyQRBAD4/SR69qoLzK4HIa6g9iS+baiX@o3NjKkLftFHg/xy+IMOMg//i4c5bUpLK
DTMH3+yT0G8qpul/RALUFOESKFkZm3/S1kJKuroXcB8U6s2dh5XX9DDBISqRwL7M5qB8rfDP
KHN+k / Xwd 9CNpHMdNxnnc2WhnnmHNp6NrD /bUEH4vwCg1Ma@rFRXPaN7407DARGHVW/ jugsE
ANFaeZsFwos/sajL1XQRfHZUTnvDjJgz31IFY+OLD10OVAOtV/NaECMwIJsSMIhoisW4Luwp4m
750h30gq3bwqSWNLsTJOWFnNgXOgamyDh/F4q492z6FpyIb1JZLABBSH7LEQjHIR/s/Ct5JE
Wc5MyfzdjBi6J9qCh3y/IYLOEbTRA/4yod /fTHOUthDLZsZRWmnGJvb+VpRvcVs8IQ4aIAcOM
bWu2Sp3U9pm6cxZFN7tShmAwiiGj9UXVt1lhpj31lnqulLMD9VgXGFOYgD0aQ7CP/990EEhU]B
j /808udFgxc1i2WJjc7/sr8IMbDv/SNToi@bnZUxXa/BUjj92uaQ6/Lupb@xUmVkIEhhdCwg
SW5jLiAocmVsZWFzZSBrZXkpIDxzZWN1cml@eUByZWRoYXQuY29tPohfBBMRAgATBQAJFdhMk
AhsDBgsJCAcDAgQVAggDAXYCAQIeAQIXgAAKCRBTJOEBNWFxhogXAKCDTuYeyQrkYXjg9Jmo
dTZvsIVfZgCcCWKUXtfbC5dbv@piTHI/cdwVzdo=

=mhzo

After importing the key, the signature on the package can be verified with the rpm -K
<rpmfile> command. If the package has not been corrupted since it was signed, the
output will include the phrase md5 gpg OK.

If the package is not signed, the output will include output such as:

NOT OK

If you haven’t imported the corresponding public key, the following message is given:

MISSING KEYS
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After verifying that the package is trustworthy, install it with this command:

rpm -Uvh <rpmfile>

The -Uvh arguments tell the rpm command to install the package, display verbose informa-
tion about the installation, and display the progress of the installation with hash marks.

The output will look similar to Listing 5.2.

LISTING 5.2 Installing an RPM Package

Preparing... HERBHR R R R [100%]
1:example HEHB R R R R [100%]

Sometimes a package requires additional RPM packages to be installed or updated as
shown in Listing 5.3.

LISTING 5.3 Dependencies Needed

error: Failed dependencies:
example-core = 1:2.0.0-3.2.1 is needed by example-filters-2.0.0-3.2.1.1386

Download the additional package as well and install all the packages at the same time:

rpm -Uvh <rpmfilel1> <rpmfile2>

TIP

The -U argument installs the software if it is not already installed. If it is already
installed and you only want to upgrade the package , use the -F argument instead:

rpm -Fvh <packagename>-<version_number>.<arch>.rpm

Additional options to the rpm command can be specified when installing packages. Some
of these options are described in Table 5.2.

TABLE 5.2  Optional rpm Arguments When Installing or Updating
Argument Description

--nodeps Install or upgrade the package without checking for dependencies. The
software will most likely not function properly without the software
dependencies installed. If you contact Red Hat support with problems,
they will most likely ask you to reproduce the problem on a system
where all package dependencies have been satisified.

--noscripts Do not execute any of the scripts before or after installation, upgrade,
or removal.
--excludedocs Do not install packages marked as documentation files such as man

pages.
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TABLE 5.2 Continued

Argument Description
- -oldpackage Allow a package to be replaced with an older version.
--test Check for potential conflicts such as package dependencies but do not

install the package.

Installing an RPM package without Red Hat Network to resolve dependencies can be quite
frustrating because sometimes the package name is listed as a dependency and sometimes
just a filename is listed as a dependency; the administrator has to determine which
package provides the file. If the package you are trying to install is provided with Red Hat
Enterprise Linux, refer to Chapter 3 for details on installing it and automatically resolving
its package dependencies with RHN or the yum command-line utility.

If the package is not part of Red Hat Enterprise Linux, you still might be able to use RHN
to resolve the software dependencies. Open the Nautilus file browser by selecting Home
Folder or Desktop from the Places menu on the top panel of the desktop. Browse to the
directory containing the RPM to be installed. Double-click on it to open the Software
Installer as shown in Figure 5.1.

- Installing packages SlElED

Installing packages

The following packages will be installed.
amanda - 2.5.0p2-4.x86_64
A network-capable tape backup solution

[ xgante\l I + Apply l

FIGURE 5.1 Installing an RPM Package with Software Installer

Click Apply to install the package. If additional packages are required as dependencies,
the program will try to use yum to find the additional software. For this feature to work,
the system must be registered to use RHN (refer to Chapter 3). If the dependencies are
found, they are listed so that you can confirm their installation as well. When the instal-
lation is finished, a completion message will appear.

Installing a New Kernel

There is a -i argument to RPM to install packages, but it is more convenient to use -U
when installing and upgrading software because -U installs or upgrades the package
depending on whether or not it is already installed. However, there is an exception:
installing a new kernel. When installing a new kernel, you should keep the current kernel
installed in case the new kernel does not work with the system’s hardware, does not
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perform as well as the current kernel, or causes other problems. When you use the -U
argument to RPM, the older version of the software package is no longer available.

For most packages, you will receive an error message when trying to use the -i argument to
upgrade a package if you already have an older version installed. With the kernel package,
you will not receive this error because it is possible to have multiple versions of the kernel
installed. Thus, it is recommended that you always use the rpm -ivh kernel-<version>
-<release>.<arch>.rpm command when upgrading the kernel so the older kernel remains
on the system. The system must be rebooted to enable the new kernel. After rebooting, you
will notice the new kernel in the list of possible boot choices. By default, the system boot
loader is configured to boot the new kernel. To modify which kernel is booted by default,
edit the boot loader configuration file for your architecture. Chapter 2, “Post-Installation
Configuration,” contains example boot loader files for all architectures.

For x86 and x86_64 systems, modify the value of the default option in /etc/grub.conf
file. Each kernel installed has a section in /etc/grub.conf starting with a title line such as
the one shown in Listing 5.4. The value of the default option is the number of the title
section, with the count starting at 0 and going from the first title section listed to the
bottom of the file.

LISTING 5.4 Kernel Section in Bootloader Configuration File

title Red Hat Enterprise Linux (2.6.16-1.2096)
root (hdo,0)
kernel /boot/vmlinuz-2.6.16-1.2096 ro root=LABEL=/ rhgb quiet
initrd /boot/initrd-2.6.16-1.2096.1img

If you are unable to boot the new kernel to modify the bootloader configuration file, you
can choose a different kernel using the up and down arrow keys at the bootloader screen
shown as the system is booting and before the kernel is loaded.

Updating Software

If an RPM package is already installed, it can be updated to a newer version. With RPM,
there isn’t the concept of using a different file or set of files to perform a software
upgrade. The same RPM file or files used to install a program can be used to update the
program as well.

To update to a newer version of a package already installed:

rpm -Uvh <packagename>-<version>-<release>.<arch>.rpm

The same additional arguments available when installing packages can be used when
upgrading. They are listed in Table 5.1.

Some of the files in an RPM package are marked according to what type of files they are.
For example, configuration files can be marked as configuration files by the person who




132 CHAPTER 5 Working with RPM Software

created the RPM package. If a configuration file is part of the package being upgraded,
RPM checks the file to determine if it has been modified. So, what happens to the config-
uration files when a package is upgraded? Here are the possible scenarios:

» Current file has not been modified

Regardless of whether the file from the updated package has changed from the file
installed by the original package, the configuration file is replaced with the file from
the updated package.

» Current file has been modified but the file from the updated package hasn't
changed from the file installed by the original package

Because the configuration file hasn’t changed from version to version, the modified
file on the system is left alone.

» Current file has been modified and the file from the updated package has changed
from the file installed by the original package

Because the configuration file has changed from version to version, it is not known
whether the current configuration file will work with the new version of the soft-
ware. The modified file on the system is renamed with the .rpmsave file extension,
and the configuration file from the new package version is installed over the modi-
fied file on disk. If you are using the command-line version of RPM, a message is
displayed with the old and new filenames.

Removing Software

To remove a package, issue the following command:
rpm -e <packagename>
Notice that this time, only <packagename> is used, not the full name of the file used to

install the software. When this command is issued, the RPM database is searched for the
files associated with this package, and they are removed.

If multiple versions of a package are installed, such as the kernel, the package version can
also be specified to make sure the correct version is removed:

rpm -e <packagename>-<version>-<release>
As previously discussed, sometimes packages must have additional packages installed for

them to function properly. If you try to remove a package that is needed by a package
installed, a message similar to the following is shown:

error: Failed dependencies:

example-filters is needed by example-core = 1:2.0.0-3.2.1

If the package that depends on the package you are trying to remove is still needed on
the system, you should not try to remove the package. If the package that depends on the
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package you are trying to remove is also not needed, both must be removed at the same
time to resolve the dependency:

rpm -e <packagenameli> <packagenamei>

Even if the packages are not dependent on each other, multiple packages can be removed
at the same time by specifying them in the same command separated by a space.

If a configuration file is part of the package being removed but it has been modified, the
file will be renamed instead of removed with the .rpmsave extension, and a message
similar to the following is displayed:

warning: /etc/sysconfig/samba saved as /etc/sysconfig/samba.rpmsave

Verifying Software Files

What if you want to verify that the files associated with a package haven’t been corrupted
or compromised? For example, if you suspect your system has been accessed by a nonau-
thorized user, you can verify that the files from a package have not been changed with
the RPM verify feature. Of course, if the unauthorized user altered the RPM database, the
results may not be accurate. It is always best to back up to a known secure state of the
filesystem if you suspect foul play.

If the verify function is used, file properties such as file size, MDS5 sum, file permissions,
file type, and file ownership are compared to the original values stored in the RPM data-
base. To verify that the files are associated with a package, use the following command:

rpm -V <packagename>
If no output is returned, the files from the package have not been modified since installa-

tion. If a file, such as a configuration file, has been modified, the output is similar to
Listing 5.5.

LISTING 5.5 Output from rpm -V httpd
P T c /etc/httpd/conf/httpd.conf

To verify the files from all the packages installed, use the rpm -vVa command. The output
is similar to Listing 5.6.

LISTING 5.6 Sample Output from rpm -Va

....L... ¢ /etc/pam.d/system-auth

..5....T c /etc/inittab

missing /fusr/lib/mozilla-1.7.12/chrome/overlayinfo/browser

missing /fusr/lib/mozilla-1.7.12/chrome/overlayinfo/browser/content
missing /fusr/lib/mozilla-1.7.12/chrome/overlayinfo/browser/skin

missing /usr/lib/mozilla-1.7.12/chrome/overlayinfo/cookie
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LISTING 5.6 Continued

missing fusr/lib/mozilla-1.7.12/chrome/overlayinfo/cookie/content
missing /fusr/lib/mozilla-1.7.12/chrome/overlayinfo/editor

missing fusr/lib/mozilla-1.7.12/chrome/overlayinfo/editor/content
missing /fusr/lib/mozilla-1.7.12/chrome/overlayinfo/global

missing /usr/lib/mozilla-1.7.12/chrome/overlayinfo/global/content
missing /fusr/lib/mozilla-1.7.12/chrome/overlayinfo/global/skin

S.5....T c /etc/ntp/ntpservers
S.5....T c¢ /etc/audit.rules

In Listing 5.5, the c to the left of the filename indicates that the file is a configuration
file. Other possible attribute markers include d for documentation files, g for ghost files
(file contents are not included in the package payload), 1 for license files, and r for
readme files.

The letters, numbers, and dots at the beginning of each line detail how the file differs
from the original state of the file. As shown in Listing 5.6, if a file is no longer installed,
the word missing appears instead of the sequence of codes. Otherwise the eight letters,
numbers, and dots represent eight different tests performed to verify the file. Table 5.3
explains the codes that appear in the sequence in the order in which they appear if any
of the tests fail. If a dot is shown instead of a code letter or number, the test passed.

TABLE 5.3 RPM Verification Codes
Code Explanation

File size has changed

Mode has changed, including file permissions and file type
MD5 sum has changed

Device major or minor number has changed

The path of the symbolic link has changed

The owner of the file has changed

The group of the file has changed

The last modified time has changed

- o Ccr oo =ow

Querying Package Files

You now know that an RPM database on the system keeps track of which files are associ-
ated with each RPM installed, but how do you know which files are associated with
which RPM packages? You can query the RPM database and find out with the following
command:

rpm -qf <filename>

The <filename> must be the full path to the file. If the file is associated with an RPM
package installed, the name of the package and the version installed is displayed. For
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example, if the rpm -qf /etc/crontab command is issued, the output is crontabs-
<version>-<release>, where <version>-<release> is the version and release of the
crontabs package installed.

TIP

If the file is a command already in your PATH environment variable, use the following
syntax instead of typing the entire path to the file,:

rpm -gf ‘which <filename>"

Notice the command contains back ticks, not apostrophes. The back ticks tell the
shell to execute the command inside them and use that as part of the overall
command.

You also know that configuration files are marked as configuration files in the RPM data-
base when they are installed. To retrieve a list of configuration files from a package
installed, use the following command:

rpm -qc <packagename>

If any files from the package were marked as configuration files when the package was
created, a list of them will be displayed.

A similar query can be performed to list any documentation files installed with a package:
rpm -qd <packagename>

Documentation files include man pages and text or HTML formatted files in
/usr/share/doc/ installed by the package.

Each time a package is changed, the developer is responsible for adding a changelog entry
to describe the change. This becomes part of the information provided by the RPM
package. The query option has the ability to show the changelog for the package with the
following command:

rpm -q --changelog <packagename>
These query commands can also be performed on an RPM package file instead of on the
package name of the package already installed. To do so, add the -p argument followed by

the full or relative path to the package file. For example, to view the changelog of a
package before installing it, use the following command:

rpm -q --changelog -p <packagename>-<version>-<release>.<arch>.rpm

Building RPM Packages

Finally, although building packages is usually left to the software distributor or software
developer, it is useful for an administrator to know how to build a basic RPM package.
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Think beyond traditional software programs. RPM packages can be used to install user
files required for a corporate workstation, custom VPN software or configuration files,
corporate templates for internal and external communications, and so on.

Advantages of distributing custom scripts, corporate templates, configuration files, and
the like in RPM format instead of just copying them to each system include

» Version control. The RPM version number can help you keep track of the version
number for debugging or determining which systems need to be updated.

» Easier distribution. Installing an RPM can be done remotely from an SSH session or
via Red Hat Network Satellite.

» Consistency. By defining where the files are installed when building the RPM
package, administrators can find them in the same location on any system. This can
be especially useful if multiple administrators are responsible for installing and
using the software.

» Verification. Using the verify option previously discussed, administrators can
quickly determine if the files have been altered (assuming the RPM database was not
modified to hide the file modifications).

The program necessary for building RPM packages is not installed by default. Before build-
ing your RPM packages or following the example in this section, install the rpm-build
package and its dependencies. If your system is registered with RHN, install the package
with the yum install rpm-build command or refer to Chapter 3 for instructions on how
to schedule its installation with the RHN website.

NOTE

The example files used in this section can be downloaded from the book’s website.

This section discusses the following steps for building an RPM:
1. Setting up the build environment.

2. Creating a spec file that defines the package name, version, release number, descrip-
tion, and more.

3. Creating a Makefile that contains target actions such as building the source and
binary RPM files.

4. Creating a tarball of all the source files.

5. Running the appropriate Makefile target to build the source RPM, binary RPM, or both.

Setting Up the Build Environment

Before building the package, set up your build environment. By default, the
/usr/src/redhat/ directory is used and contains the following subdirectories: BUILD, RPMS,
SOURCES, SPECS, and SRPMS. However, these directories are owned by the root user and are
only writable by the root user. When building RPMs, it is best to build as a non-root user
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such as your user account or perhaps a special user account set up for building RPM. This
is to make sure the build process does not accidentally corrupt the filesystem or overwrite
critical files owned by root. A small error in a script can do unintentional damage that
might be irreversible.

To set up build directories for your own personal use, create a .rpmmacros file in your
home directory with the contents from Listing 5.7, replacing <username> with your user-
name. This file must be created by each user building packages.

LISTING 5.7 ~/.rpmmacros File
% topdir /home/<username>/RPMBUILD

The line in Listing 5.7 defines the directory to use when building the RPM files. You need
to create this directory and some additional subdirectories. Change into your home direc-
tory and then execute the following commands:

mkdir RPMBUILD
mkdir -p RPMBUILD/{BUILD,RPMS/x86_64,SOURCES,SRPMS,SPECS}

The command assumes you are using a x86_64 system. RPMs build for the x86_64 archi-
tecture are saved to the /home/<username>/RPMBUILD/RPMS/x86_64/ directory. If you need
to build RPMs for different architectures compatible with your system such as the noarch
or i386 architectures on an x86_64 system, create directories for them as well. The direc-
tory names should be the same as the RPM architecture abbreviations in Table 5.1. In our
example, the RPMBUILD/RPMS/noarch/ directory must be created since the example
package is a noarch RPM.

TIP

Additional macros can be defined in the .rpmmacros file. Refer to /usr/1ib/rpm/
macros file for a full list. For example, if you want to save the SRPMs in a different
directory, you can add the following line to your .rpmmacros file:

%_srcrpmdir /home/<username>/SRPMS

The .rpmmacros file and the build directories only need to be created once. After that,
your build environment is set up for any RPMs and SRPMs you need to create.

Creating the Spec File

Building a package requires a package specification file (often called a spec file for short)
and the files to be included in the package. For example, you might want to package a
custom VPN script used by laptop users to connect to the company’s private network
while traveling or working from home. The name of the script is called startvpn. Every
VPN solution is a bit different, so for the purpose of this example, use Listing 5.8 for the
contents of this script. It does not actually start a VPN, but it does display a message so
that we can test our RPM file.
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LISTING 5.8 Example startvpn Script
#!1/bin/bash

echo "startvpn script executed"

This example package depends on the vpnc package to work properly. An example spec
file, startvpn.spec, can be found in Listing 5.9.

NOTE

This is a very simplistic example that does not require the code to be compiled or any
post commands to be executed. It is intended to illustrate how building an RPM can
be useful for a system administrator. For more advanced building options, refer to the
RPM Guide available at http://fedora.redhat.com/docs/drafts/rpm-guide-en/ from the
Fedora Project.

LISTING 5.9 Example spec File

Name: startvpn

Summary: Custom script to start VPN
Version: 1.1

Release: 1

License: GPL

Group: Applications/Internet

URL: http://www.example.org/
Source@: %{name}-%{version}.tar.gz
BuildRoot: %{_tmppath}/%{name}-%{version}-%{release}
BuildArch: noarch

Requires: bash

Requires: vpnc

%description
Custom script to start VPN and connect to company's private network.
For company use only.

%sprep
%setup -q

%sinstall
#rm -fr $RPM_BUILD ROOT
make INSTROOT=$RPM_BUILD_ROOT install

%clean
rm -fr $RPM_BUILD_ROOT


http://fedora.redhat.com/docs/drafts/rpm-guide-en/
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LISTING 5.9 Continued

sfiles
%sdefattr(-,root,root,-)
/fusr/local/bin/%{name}

%schangelog

* Thu Apr 27 2006 Tammy Fox <tfox@example.org>
- updated routes

* Wed Feb 22 2006 Tammy Fox <tfox@example.org>
- first build of VPN script

The following describes the fields and sections from the spec file in Listing 5.9:
Name
Package name. The name can not contain spaces.
Summary
Short phrase describing the purpose of the package.
Version
Software version of the package.
Release

Build number. Every time the package is rebuilt with the same version number,
this number should be incremented so that it is clear a rebuild has occurred even
if the code has not changed. If a new version is built, this number goes back to 1
because the version number indicates a code change and a rebuild.

License
License for the software such as GPL, LGPL, or FDL for documentation.
Group

The software group for the package. It must be a valid group from the
/usr/share/doc/rpm-<version>/GROUPS file.

URL
Website location for the software, if one exists.
Source0

Name of the file that contains the source and other files to be installed. The file
is usually a tar file compressed with either gzip or bzip2. Always use macros in
the filename such as %{name} and %{version} when possible. Doing so will result
in minimal changes to the spec file when other parameters change. If multiple
source tarballs exist, list them on separate lines and increment the number for
each file such as Source@, Source1, Source2, and so on.
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BuildRoot

Directory location of where to build the package. As code is compiled, it is set up
in this directory so the RPM package can be built. Be sure to use the macro
%{_tmppath} for the temporary directory to make sure the correct directory is
used on the build server. As shown in Listing 5.9, be sure to include the name
and version of the package in the build root directory to ensure the package is
built in a unique directory that another package build is not using.

BuildArch

Architecture from Table 5.1 for which the package should be built. In our
example, the BuildArch is noarch because the bash script can be run on any
architecture.

Requires

If additional software needs to be installed for the software to run, list the pack-
ages that provide the additional software with this field. List each package on
separate lines with this keyword. If additional software is necessary to build the
source code while building the package, use the BuildRequires field instead.

%sdescription

Description of the package. It shouldn’t be more than 10 to 15 lines. This descrip-
tion is displayed when the rpm -qi <packagename> command is executed.

sprep

How to unpack the source code from the source files listed with Sourceo,
Source1, and so on. Usually done with the %$setup macro in quiet mode:

%ssetup -q

%sinstall

Instructions for installing the files in the package. It is a good idea to clean out
the build root just in case a previous build left files in it:

rm -rf $RPM_BUILD_ROOT

If using make to install the files, be sure to specify the RPM build root as the
INSTROOT for it:

make INSTROOT=$RPM_BUILD_ROOT install

The install target of the Makefile creates the /usr/local/bin/ directory in the

INSTROOT and then installs the script in the directory. Because the name of the
script file is the same as the package name, the ${PKGNAME} macro is used.

%clean
Command to clean up the build root. Usually the following will work:

rm -rf $RPM_BUILD_ROOT



%files
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The list of files installed by the RPM package. These are the files associated with
the package in the RPM database and listed when the rpm -ql <packagename>
command is run. When listing files, be sure to use macros such as %{name} and
%{version} when possible.

Use the %defattr macro to set the default file permissions for the files installed.
For most packages it should be

%sdefattr(-,root,root, -)

The fields inside the parentheses stand for the file permissions, owner, group, and
directory permissions. A dash for the file and directory permissions causes the
permissions of the files and directories inside the BuildRoot to be retained. This
macro is usually listed first under the %files section for easy readability.

To mark files as special file types, include the following macros before the file-
name: %doc for documentation files, %config for configuration files,
ssconfig(noreplace) for configuration files that should not be replaced when
upgrading the package.

If a directory is listed, place the %dir macro in front of it.

If a specific file needs different attributes, they can be listed with the %attr
macro in front of the filename in the list such as:

%sattr(0644,root,root)%sconfig(noreplace) /etc/sysconfig/%{name}

Macros for special directories should be used in case their locations change or
differ on different versions of the operating system. This prevents files from being
installed in the wrong location should a special directory such as the man page
directory change locations. It also helps the files stay FHS-compliant. These
macros include %{_bindir} for the system bin directory, %{_mandir} for the man
page directory, %{_datadir} for the share directory, and %{_defaultdocdir} for
the documentation directory.

%schangelog

Every time the package is built, a changelog entry should be added to the spec
file in the format shown in Listing 5.9. Even if the rebuild is for the same version
with a different release number, a changelog entry should be added to describe
why the rebuild occurred. The entries should be as specific as possible. For
example, instead of random bug fixes, the entry should include information
such as fixed traceback error when log file doesn't exist so the adminis-
trator can determine whether the update is necessary or whether the update will
fix a program he is having with the software. If a bug tracking system is used for
the software, include the bug number with the changelog entry.
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Additional parameters that can be set in the spec file include
Ssbuild

Instructions for building the package. Usually the make command is used to run
the default target of the Makefile, or the %configure macro is used if automake
and autoconf are used. For our example, this parameter is not used since the
program being installed is a script and does not need to be compiled.

BuildRequires

If a package such as one that provides a compiler or a library necessary to build
the package is needed, use this field to list them. Each package should be listed

on its own line with the BuildRequires keyword. If a package is required to run
the software after it is installed, use the Requires field instead.

Patcho

If a patch should be applied to the source code during the build process, list it
with this field. If more than one patch is necessary, list them separate and incre-
ment the patch number in the field name such as Patche, Patch1, Patch2, and
SO on.

Obsoletes

If the package name has changed, this field can be used to list the old package
name. When performing a package update, if the old package is installed, it will
be removed and replaced with the updated package with the new package name.

spre
Command that needs to be run before the package is installed.
%spost

Command run immediately after the package is installed. For example, an initial-
ization script to start a daemon.

Sspreun

Commands run right before the package is removed.
spostun

Commands run right after a package is removed.

In the sections %pre, %post, %preun, and %postun, always use the full path to commands,
never output messages to standard out, and never make the scripts interactive. If the RPM
installation, upgrade, or removal is part of a bigger script run or is performed from a
graphical interface, messages to standard out are not seen, including prompts for the user
to interact with the script.
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Creating the Makefile

The Makefile is similar to a script. It contains variables that define values such as the
name of the package. It also contains stanzas called targets. Each target has a unique name
that represents an action such as install for installing the software or rpm for building
the RPM file. Each target contains a list of commands to run to perform the action.

Listing 5.10 contains a simple Makefile for our example startvpn program.

CAUTION

When creating the Makefile, be sure to use tabs instead of spaces to indent the
lines for each target. Also, the commands for each target must be started on the next
line as shown in Listing 5.10.

LISTING 5.10 Example Makefile

PKGNAME=startvpn
VERSION=$(shell awk '/Version:/ { print $$2 }' ${PKGNAME}.spec)

default: install

install:

echo "hello"

echo $(INSTROOT)

mkdir -p $(INSTROOT)/usr/local/bin

install ${PKGNAME} $(INSTROOT)/usr/local/bin/${PKGNAME}
srpm:

@rpmbuild -ts ${PKGNAME}-${VERSION}.tar.gz
rpm:

@rpmbuild -tb ${PKGNAME}-${VERSION}.tar.gz

The example Makefile starts off by defining the name of the package as the PKGNAME vari-
able and the version of the package as the VERSION variable. Notice that the version number
is retrieved from the package spec file using an awk command. Using this command
prevents you from getting the package versions listed in the spec file and Makefile out of
sync. Because the Makefile retrieves the version number from the spec file, you just need to
change the version number in the spec file each time it needs to be incremented.

Because our example program is only one file, the install target creates the directory for
the file and then installs the file into the directory. The srpm and rpm targets execute the
corresponding rpmbuild commands.

Creating the Source Tarball

Creating the source tarball is as easy as creating a directory with the package name and
version in it such as startvpn-1.1, copying all the source files including the Makefile
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and the spec file in it, and using the following command to create the compressed archive
file whose filename also includes the package name and version number:

tar czvf <packagename>-<version>.tar.gz <packagename>-<version>

In our example, the command would be

tar czvf startvpn-1.1.tar.gz startvpn-1.1

Notice that the startvpn-1.1/ directory is retained for the files in the tarball. When the
tarball is uncompressed and unarchived, this directory must be created. To test the tarball,
execute the tar tzvf startvpn-1.1.tar.gz command. You should see the following:

startvpn-1.1/
startvpn-1.1/startvpn
startvpn-1.1/startvpn.spec
startvpn-1.1/Makefile

Building the Package

Now that the spec file has been created, the Makefile has been written, and the source
files have been archived and compressed into a source tarball, it is time to build the
source RPM (also referred to as the SRPM) and the RPM used to install the software.

The rpmbuild command is used to actually build the SRPM and RPM files. It is provided
by the rpm-build package, so make sure the rpm-build package is installed. Notice that
the Makefile in our example from Listing 5.10 includes srpm and rpm targets that execute
the rpmbuild command for building the SRPM and RPM for our package. So, to build the
SRPM file, make sure you are in the directory that contains the Makefile, the spec file, and
the source tarball you just created, and execute the make srpm command. Listing 5.11
shows the output when building the SRPM, assuming the user building the package is
tfox. If you are using the .rpmmacros file from Listing 5.7, the SRPM file will be saved to
the /home/<username>/SRPMS/ directory.

LISTING 5.11 Building the SRPM
Wrote: /home/tfox/RPMBUILD/SRPMS/startvpn-1.1-1.src.rpm

To build the RPM used to install the software, execute the make rpm command. The RPM
will be saved in the /home/<username>/RPMS/<arch> directory, where <arch> is the archi-
tecture specified by the BuildArch parameter in the spec file. In our example, the <arch>
is noarch. Listing 5.12 shows the output while building the RPM, assuming the user build-
ing the package is tfox.

LISTING 5.12 Building the RPM

Executing(%prep): /bin/sh -e /var/tmp/rpm-tmp.38985
+ umask 022
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LISTING 5.12 Continued

cd /home/tfox/RPMBUILD/BUILD

cd /home/tfox/RPMBUILD/BUILD

rm -rf startvpn-1.1

/bin/gzip -dc /home/tfox/startvpn/startvpn-1.1.tar.gz

tar -xf -

STATUS=0

'"["@ -ne 0 ']’

cd startvpn-1.1

exit 0

Executing(%install): /bin/sh -e /var/tmp/rpm-tmp.38985

+ umask 022

+ cd /home/tfox/RPMBUILD/BUILD

+ cd startvpn-1.1

+ make INSTROOT=/var/tmp/startvpn-1.1-1 install

make[1]: Entering directory " /home/tfox/RPMBUILD/BUILD/startvpn-1.1"
echo /var/tmp/startvpn-1.1-1

/var/tmp/startvpn-1.1-1

mkdir -p /var/tmp/startvpn-1.1-1/usr/local/bin

install startvpn /var/tmp/startvpn-1.1-1/usr/local/bin/startvpn
make[1]: Leaving directory °/home/tfox/RPMBUILD/BUILD/startvpn-1.1"'
+ exit 0

Processing files: startvpn-1.1-1

Requires(rpmlib): rpmlib(CompressedFileNames) <= 3.0.4-1 rpmlib(PayloadFile-
sHavePrefix) <= 4.0-1

Requires: /bin/bash bash vpnc

Checking for unpackaged file(s): /usr/lib/rpm/check-files /var/tmp/startvpn-1.1-1
Wrote: /home/tfox/RPMBUILD/RPMS/noarch/startvpn-1.1-1.noarch.rpm
Executing(%clean): /bin/sh -e /var/tmp/rpm-tmp.38985

+ umask 022

cd /home/tfox/RPMBUILD/BUILD

cd startvpn-1.1

rm -fr /var/tmp/startvpn-1.1-1

exit 0

+ + 4+ + + o+ o+ 4+ o+

+ + 4+ o+

Signing the Package

After building the package, while not required, it is recommended that you sign the
package. Signing the package allows anyone installing it to verify that the package has
not been modified in any way after being signed by you. Each time you build the
package, you need to sign it.
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If you do not already have a GPG key or want to use a different one for signing packages,
use the following command to generate a GPG key:

gpg --gen-key

Be sure to run this command as root so that the memory used to generate the key can be
locked. Non-root users can not lock access to memory, giving someone the opportunity to
read the memory used to generate the key. Unlocked memory might also be written to
disk. Listing 5.13 shows what is displayed after executing the command.

LISTING 5.13 Generating a GPG Key

gpg (GnuPG) 1.4.5; Copyright (C) 2006 Free Software Foundation, Inc.
This program comes with ABSOLUTELY NO WARRANTY.
This is free software, and you are welcome to redistribute it
under certain conditions. See the file COPYING for details.
gpg: directory "/root/.gnupg' created
gpg: new configuration file " /root/.gnupg/gpg.conf' created
gpg: WARNING: options in '/root/.gnupg/gpg.conf' are not yet active during this run
gpg: keyring ‘/root/.gnupg/secring.gpg' created
gpg: keyring " /root/.gnupg/pubring.gpg' created
Please select what kind of key you want:
(1) DSA and Elgamal (default)
(2) DSA (sign only)
(5) RSA (sign only)
Your selection?

Select the default key type by typing 1 when prompted. Next, you are prompted for a key
size. The longer the key size, the more secure. A size of at least 1024 bits is recommended.

A key can have an expiration date. If an expiration date is entered, everyone with the
public key is notified of its expiration when they try to use the public key after the expi-
ration date. Unless you have a specific reason to make the key expire, enter 0 for the expi-
ration date, meaning that there is not expiration date for the key. Type y to confirm that
the key will not expire.

The following message appears next:

You need a user ID to identify your key; the software constructs the user ID
from the Real Name, Comment and Email Address in this form:
"Heinrich Heine (Der Dichter) <heinrichh@duesseldorf.de>"

This user ID can be read by everyone with the public key, so choose it carefully. If you
are generating this for your company, instead of using your name, use the company
name. Use an email address that will still be active after several years such as
security@example.com. The individual email address that receives the email can change
over the years, while the generic email address stays the same.
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You are prompted for each of these three items individually. After entering all three, you
can change any of them, confirm them by typing 0 for OK, or quit.

If you type 0, next enter a passphrase. Just like a password, a passphrase should contain a
combination of upper- and lowercase letters, numbers, and special characters. A
passphrase is used instead of a password because a passphrase can be and should be
longer than a user password. Instead of just using one word, try to use a passphrase based
on a long phrase. Just be sure it is one you can remember because it must be typed each
time you sign an RPM package. After entering the passphrase and entering it again to
confirm it, the following message is displayed:

We need to generate a lot of random bytes. It is a good idea to perform

some other action (type on the keyboard, move the mouse, utilize the

disks) during the prime generation; this gives the random number

generator a better chance to gain enough entropy.
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As the message says, try to perform disk and I/O operations while the key is being gener-
ated. After the key is generate, a message similar to the following is displayed:

gpg: /root/.gnupg/trustdb.gpg: trustdb created
gpg: key AADA3407 marked as ultimately trusted
public and secret key created and signed.

gpg: checking the trustdb
gpg: 3 marginal(s) needed, 1 complete(s) needed, PGP trust model
gpg: depth: @ valid: 1 signed: 0 trust: 0-, 09, On, Om, Of, 1u
pub 1024D/AADA3407 2007-02-28
Key fingerprint = AA96 QOQFF 5934 440D DE40 C4EA 13FB 19C1 AADA 3407
uid TCBF Computers (TCBF) <security@example.com>
sub 20489g/1A85EDF8 2007 -02-28

The public and private keys are written to the /root/.gnupg/ directory. To write the
public key to a file named public_key.txt, execute the following (replace Name with the
real name you used when generating the key):

gpg --export -a 'Name' > public_key.txt

CAUTION

Be sure to back up the private and public keys in a secure location. The private key is
required when signing RPM packages.

Anyone wanting to verify the signature of your RPM files, including yourself, must have
this key imported into the RPM keyring with the following command run as root:

rpm --import public_key.txt
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Refer to the “Installing Software” section in this chapter for instructions on verifying that
the key is imported.

Now the rpm utility must be set up to use this new key when signing packages. First,
determine the unique GPG name given to the key by executing the following command
as root:

gpg --list-keys

The output looks similar to the following, and the unique GPG name you need to look
for is after the slash on the line starting with sub:

/root/.gnupg/pubring.gpg

pub 1024D/AADA3407 2007-02-28
uid TCBF Computers (TCBF) <security@example.com>
sub 20489 /1A85EDF8 2007-02-28

In our example, 1A85EDF8 is the name you need to reference. In the /root/.rpmmacros
file, include the following lines (replace the name with your GPG name):

%_signature gpg

%_gpg_name 1A85EDF8

To sign a package, execute the following as root:

rpm --resign <rpmfile>

Enter the passphrase used to generate the key when prompted. If you enter the correct

passphrase for the GPG key named in the /root/.rpmmacros file, the message Pass
phrase is good is displayed.

Testing the Package

After building and signing the RPM, install it on a test system to be sure all the files are
installed and it performs as expected. First, check the signature on the package with the
rpm -K <rpmfile> command. Remember to import your own key as described in the
previous section before checking the signature. If the package has not been modified or
corrupted since it was signed, the output will include the phrase md5 gpg OK:

startvpn-1.1-1.noarch.rpm: (shatl) dsa shal md5 gpg OK

If the package is not signed, the output will include output such as:

NOT OK

If you haven’t imported the corresponding public key, the following is displayed:

MISSING KEYS
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When installing the example package, if you do not have the vpnc package installed, the
following error is displayed:

error: Failed dependencies:
vpnc is needed by startvpn-1.1-1.noarch
You can force the installation of the package so that you can test the package you built
from this example:
rpm -Uvh --nodeps startvpn-1.1-1.noarch.rpm
Now that the package is installed, execute the rpm -qi startvpn command. The correct

output is shown in Listing 5.14. The build host will be the hostname of the system used
to build the package.

LISTING 5.14 Information About startvpn RPM

Name : startvpn Relocations: (not relocatable)
Version HER | Vendor: (none)

Release R Build Date: Wed 28 Feb 2007 12:16:12 AM
EST

Install Date: Wed 28 Feb 2007 12:16:38 AM EST Build Host: build.example.org
Group : Applications/Internet Source RPM: startvpn-1.1-1.src.rpm
Size : 45 License: GPL

Signature : (none)

URL : http://www.example.org/

Summary : Custom script to start VPN

Description :

Custom script to start VPN and connect to company's private network.
For company use only.

The command rpm -ql startvpn shows that only one file was installed:

/usr/local/bin/startvpn

Summary

If you use Red Hat Network, you may never have to use the command-line version of
RPM, but hopefully, this chapter has given you a basic understanding of it so that you
can better understand Red Hat Network. If you have custom software to distribute within
your company, consider distributing it in an RPM package to ensure consistent installa-
tion across all systems and easily keep track of what versions are installed.
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CHAPTER ©
Analyzing Hardware

Similar to other operating systems, Red Hat Enterprise
Linux must be configured to use drivers, also known as
kernel modules, for each supported device. If the device is
connected to the system during the installation process,
the installation program will attempt to configure the
system to automatically load the device driver on startup.
One convenience of Linux is that most drivers are included
with the operating system. There is no need to remember
where you put a driver disk or search for a driver on the
manufacturer’s website. Red Hat Enterprise Linux includes
drivers that are compatible with the kernel version.

What happens when you add new hardware after installa-
tion? Is there a program that can tell you what devices are
connected to the PCI and USB buses? What does the oper-
ating system know about the BIOS? How do you know
what drivers are being used? This chapter answers these
questions and more.

This chapter discusses how to determine what hardware
Red Hat Enterprise Linux recognizes and supports, how
that hardware is configured, and what to do when new
hardware is added.

TIP

This chapter only gives instruction on how to gather
information about hardware, add new hardware, deter-
mine what hardware is recognized by the operating
system, and configure it. To learn more about monitor-
ing the usage of hardware such as memory and CPU,
refer to Chapter 20, “Monitoring System Resources.”

IN THIS CHAPTER

» Listing Devices
» Detecting Hardware

» Gathering Information from the
BIOS

» Listing and Configuring Kernel
Modules

» HAL
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Listing Devices

PCI and USB devices can be probed for information such as an identification number,
chipset revision number, and amount of on-board memory. This information can then be
used to properly configure the driver and settings used for the device.

This section discusses the 1spci utility for listing PCI devices and the 1susb command for
probing USB devices for information.

Listing PCI Devices

Many devices such as network and video cards are attached to the PCI bus. It is important
that the operating system load the correct driver for each device so that the proper device
settings are configured. For example, if your server contains a Gigabit network card
connected to a Gigabit network switch, you can use a few simple Linux utilities to verify
and, if necessary, change the transfer rate of the NIC.

To list all the PCI buses on the system and all the devices attached to them, use the 1spci
utility from the pciutils package. Install this package via Red Hat Network if necessary as
described in Chapter 3, “Operating System Updates.”

If run with no command-line options, the output includes one line per PCI device with
basic information such as the vendor and product name as shown in Listing 6.1.

LISTING 6.1 Sample 1spci Output

00:00.0 Host bridge: Intel Corporation 82975X Memory Controller Hub

00:01.0 PCI bridge: Intel Corporation 82975X PCI Express Root Port

00:1b.0 Audio device: Intel Corporation 82801G (ICH7 Family) High Definition
Audio Controller (rev 01)

00:1c.0 PCI bridge: Intel Corporation 82801G (ICH7 Family) PCI Express

Port 1 (rev 01)

00:1c.4 PCI bridge: Intel Corporation 82801GR/GH/GHM (ICH7 Family) PCI Express
Port 5 (rev 01)

00:1c.5 PCI bridge: Intel Corporation 82801GR/GH/GHM (ICH7 Family) PCI Express
Port 6 (rev 01)

00:1d.0 USB Controller: Intel Corporation 82801G (ICH7 Family) USB UHCI #1 (rev 01)
00:1d.1 USB Controller: Intel Corporation 82801G (ICH7 Family) USB UHCI #2 (rev 01)
00:1d.2 USB Controller: Intel Corporation 82801G (ICH7 Family) USB UHCI #3 (rev 01)
00:1d.3 USB Controller: Intel Corporation 82801G (ICH7 Family) USB UHCI #4 (rev 01)
00:1d.7 USB Controller: Intel Corporation 82801G (ICH7 Family) USB2 EHCI

Controller (rev 01)

00:1e.0 PCI bridge: Intel Corporation 82801 PCI Bridge (rev efl)

00:1f.0 ISA bridge: Intel Corporation 82801GH (ICH7DH) LPC Interface Bridge (rev
-01)

00:1f.1 IDE interface: Intel Corporation 82801G (ICH7 Family) IDE Controller (rev
-01)

00:1f.2 IDE interface: Intel Corporation 82801GB/GR/GH (ICH7 Family) Serial ATA
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LISTING 6.1 Continued

Storage Controller IDE (rev 01)

00:1f.3 SMBus: Intel Corporation 82801G (ICH7 Family) SMBus Controller (rev 01)
01:00.0 VGA compatible controller: nVidia Corporation G70 [GeForce 7600 GT] (rev
=-a1)

04:00.0 Ethernet controller: Intel Corporation 82573L Gigabit Ethernet Controller
05:04.0 FireWire (IEEE 1394): Texas Instruments TSB43AB23 IEEE-1394a-2000
wController (PHY/Link)

05:05.0 RAID bus controller: Silicon Image, Inc. SiI 3114 [SATALink/SATARaid]
Serial ATA Controller (rev 02)

To display more verbose information about the devices such as the amount of internal
memory, use the command 1spci -v. Listing 6.2 shows the verbose output for the RAID
controller from Listing 6.1.

LISTING 6.2 Verbose 1psci Output

05:05.0 RAID bus controller: Silicon Image, Inc. SiI 3114
[SATALink /SATARaid] Serial ATA Controller (rev 02)
Subsystem: Intel Corporation Unknown device 7114
Flags: bus master, 66MHz, medium devsel, latency 32, IRQ 17
I/0 ports at 1018 [size=8]
I/0 ports at 1024 [size=4]
I/0 ports at 1010 [size=8]
I/0 ports at 1020 [size=4]
I/0 ports at 1000 [size=16]
Memory at 92004800 (32-bit, non-prefetchable) [size=1K]
Expansion ROM at fff80000 [disabled] [size=512K]
Capabilities: [6@0] Power Management version 2

To display everything the system knows about the devices, use the command 1spci -vv.
Listing 6.3 shows the even more verbose output for the same RAID controller.

LISTING 6.3 Even More Verbose 1spci Output

05:05.0 RAID bus controller: Silicon Image, Inc. SiI 3114 [SATALink/SATARaid]
Serial ATA Controller (rev 02)

Subsystem: Intel Corporation Unknown device 7114

Control: I/0+ Mem+ BusMaster+ SpecCycle- MemWINV- VGASnoop- ParErr-
Stepping- SERR- FastB2B-

Status: Cap+ 66MHz+ UDF- FastB2B+ ParErr- DEVSEL=medium >TAbort-
<TAbort- <MAbort- >SERR- <PERR-

Latency: 32, Cache Line Size: 64 bytes

Interrupt: pin A routed to IRQ 17

Region @: I/0 ports at 1018 [size=8]

Region 1: I/0 ports at 1024 [size=4]
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LISTING 6.3 Continued

Region 2: I/0 ports at 1010 [size=8]
Region 3: I/0 ports at 1020 [size=4]
Region 4: I/0 ports at 1000 [size=16]
Region 5: Memory at 92004800 (32-bit, non-prefetchable) [size=1K]
Expansion ROM at fff80000 [disabled] [size=512K]
Capabilities: [6@0] Power Management version 2
Flags: PMEClk- DSI+ D1+ D2+ AuxCurrent=0mA
PME (D@-,D1-,D2-,D3hot-,D3cold-)
Status: D@ PME-Enable- DSel=0 DScale=2 PME-

The 1spci utility works by probing the device for its PCI ID. Then, this ID number is
cross-referenced with the /usr/share/hwdata/pci.ids file from the hwdata package. This
file contains the vendor, device, subvendor, subdevice, and class identifiers for all known
PCI IDs.

TIP

To change the output of 1spci to a format easier to parse using a script, use the -m
switch. This argument will place quotation marks around each device property.

Listing USB Devices

Because USB devices are connected to a separate controller, a different command, 1susb,
must be used to list them. The 1susb utility is provided by the usbutils package. Install
this package via Red Hat Network if necessary as described in Chapter 3.

If executed without arguments, the 1susb command displays each USB bus and any
devices attached to them on a separate line as shown in Listing 6.4.

LISTING 6.4 USB Device List

Bus 002 Device 001: ID 0000:0000
Bus 003 Device 001: ID 0000:0000
Bus 004 Device 001: ID 0000:0000
Bus 005 Device 001: ID 0000:0000
Bus 001 Device 001: ID 0000:0000
Bus 001 Device 004: ID 046d:c501 Logitech, Inc. Cordless Mouse Receiver

Similar to PCI devices, each USB device has a unique ID. 1susb probes for this ID and refer-
ences the /usr/share/hwdata/usb.ids file for the vendor, product name, and model
number. If this information is found for the ID, this more user-friendly information is
displayed in the 1susb output as shown in the last line of Listing 6.4 for the cordless mouse.

To view more information about each bus, use the command 1susb -v. For example,
Listing 6.5 shows the verbose output for the cordless mouse from Listing 6.4.
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LISTING 6.5 Verbose Output for a USB Device

Bus 001 Device 004: ID 046d:c501 Logitech, Inc. Cordless Mouse Receiver
Device Descriptor:

bLength 18
bDescriptorType 1
bcdusB 1.10
bDeviceClass 0 (Defined at Interface level)
bDeviceSubClass 0
bDeviceProtocol 0
bMaxPacketSize0 8
idVendor 0x046d Logitech, Inc.
idProduct 0xc501 Cordless Mouse Receiver
bcdDevice 9.10
iManufacturer 1 Logitech
iProduct 2 USB Receiver
iSerial 0
bNumConfigurations 1
Configuration Descriptor:
bLength 9
bDescriptorType 2
wTotallLength 34
bNumInterfaces 1
bConfigurationValue 1
iConfiguration 0
bmAttributes 0xa0
Remote Wakeup
MaxPower 50mA
Interface Descriptor:
bLength 9
bDescriptorType 4
bInterfaceNumber 0
bAlternateSetting 0
bNumEndpoints 1
bInterfaceClass 3 Human Interface Devices
bInterfaceSubClass 1 Boot Interface Subclass
bInterfaceProtocol 2 Mouse
iInterface 0
HID Device Descriptor:
bLength 9
bDescriptorType 33
bcdHID 1.10
bCountryCode 0 Not supported
bNumDescriptors 1
bDescriptorType 34 Report
wDescriptorLength 82

Report Descriptors:
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LISTING 6.5 Continued

** UNAVAILABLE **
Endpoint Descriptor:

bLength 7
bDescriptorType 5
bEndpointAddress 0x81 EP 1 IN
bmAttributes 3

Transfer Type Interrupt

Synch Type None

Usage Type Data
wMaxPacketSize 0x0008 1x 8 bytes
bInterval 10

Listing Storage Devices

To list the drives connected to the system, use the fdisk -1 command as root. Each disk
is listed along with its capacity and partitions. In Listing 6.6, there is one disk, /dev/sda,
with eight partitions. The top line shows the capacity of the disk: 120 GB.

LISTING 6.6 List of Connected Disks from fdisk

Disk /dev/sda: 120.0 GB, 120034123776 bytes
255 heads, 63 sectors/track, 14593 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Device Boot Start End Blocks Id System
/dev/sda1 * 1 13 104391 83 Linux
/dev/sda2 14 1925 15358140 83 Linux
/dev/sda3 1926 2179 2040255 82 Linux swap
/dev/sda4 2180 14593 99715455 83 Linux
/dev/sda5 2180 2192 104391 83 Linux
/dev/sda6é 2193 2702 4096543+ 83 Linux
/dev/sda7 2703 2715 104391 83 Linux
/dev/sda8 2716 3097 3068383+ 83 Linux

A list of partitions for a device can also be listed using the parted utility. Executing the
parted <device-name> command as the root user gives you a parted prompt on which to
issue commands for the specified device. For example, to specify the first device on the
SCSI bus, use the parted /dev/sda command. While in parted, use the print command
to list the disk geometry and partitions on the device. Listing 6.7 shows output from
parted for a 300 GB disk partitioned to use LVM.

LISTING 6.7 List of Partitions from parted

GNU Parted 1.7.1
Using /dev/sda
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LISTING 6.7 Continued

Welcome to GNU Parted! Type 'help' to view a list of commands.
(parted) print

Disk /dev/sda: 300GB
Sector size (logical/physical): 512B/512B
Partition Table: msdos

Number Start End Size Type File system Flags
1 32.3kB  107MB 107MB  primary ext3

3 107MB 100GB 99.9GB primary lvm

2 100GB  300GB 200GB  primary ntfs boot

Detecting Hardware

After the installation program probes for hardware and maps the IDs to the appropriate
kernel module (if available), the kernel module information is written to the /etc/
modprobe. conf file so it can be used on subsequent boots.

TIP

For a list of all kernel modules loaded, issue the 1smod command as described in the
“Listing and Configuring Kernel Modules” section later in this chapter.

But, what should you do if a device is not configured by the installation program? You can
use tools to probe the hardware and discover information that can be used to manually
configure the device. This section discusses two tools for this purpose: Kudzu and ddcprobe.

Detecting Hardware with Kudzu

What happens when you add a new device after installation? The Kudzu program runs
each time the system boots and performs a hardware probe. If new hardware is found,
Kudzu attempts to map it to a kernel module. If successful, the information is saved, and
the device is configured.

The Kudzu program includes an initialization script, /etc/rc.d/init.d/kudzu, which is
run at boot time (unless disabled). A list of configured hardware for the system is stored
in /etc/sysconfig/hwconf, a file maintained by Kudzu. If Kudzu finds new hardware not
in this file, it prompts the administrator to configure it. If Kudzu detects removed hard-
ware, it prompts the administrator to remove the configuration. If the administrator
confirms the removal, it is removed from the hwconf file as well.

Instead of reading /etc/sysconfig/hwconf, issue the kudzu --probe command to view
the list of hardware detected by Kudzu. To narrow down the results, you can also specify
the bus or class:

kudzu --probe --bus=<BUS>
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or

kudzu --probe --class=<CLASS>

For example, kudzu --probe --bus=PCI only displays the device on the PCI bus. Or, the
command kudzu --probe --class=VIDEO only displays the video devices as demon-
strated in Listing 6.8.

LISTING 6.8 Kudzu Probe for a Video Device

class: VIDEO

bus: PCI

detached: 0

driver: nvidiafb

desc: "nVidia Corporation G70 [GeForce 7600 GT]"
video.xdriver: nv

vendorId: 10de

deviceId: 0391

subVendorId: 1682

subDeviceId: 2220

pciType: 1
pcidom: 0
pcibus: 1
pcidev: 0
pcifn: 0

If new hardware is detected, Kudzu references the hardware lookup tables in the /usr/
share/hwdata/ directory installed by the hwdata software package and tries to map the
hardware ID to a kernel module. If a driver is found, a configuration line for the hardware
is added to the /etc/modprobe.conf so the same driver can be used on subsequent boots.

Kudzu does have a small configuration file /etc/sysconfig/kudzu with one option: SAFE.
By default, SAFE is set to no. Set it to yes to enable the safe probe mode. The safe probe
mode disables serial port, DDC monitor, and PS/2 probing.

TIP

If a kernel module is not available for an added piece of hardware, try updating the
kernel and the hwdata RPM package. Support may have been recently added for the
hardware.

Detecting Hardware with ddcprobe

Kudzu runs at boot time to detect and configure new hardware, including video cards.
But, what if you suspect that Kudzu was unable to properly detect the video card or
monitor in your system?



Gathering Information from the BIOS 159

To view the video card and monitor information found by Kudzu, use the ddcprobe
command. You must be root to run this command. Provided by the rhpx1 package,
ddcprobe is a script written to call the Kudzu’s probing function and display the results in
a user-friendly output. If the rhpx1 package is not installed, install it via Red Hat Network
as described in Chapter 3.

The ddcprobe utility doesn’t work on some laptops and LCD monitors. It is only avail-
able on x86 and x86_64 hardware.

Along with the manufacturer and product name of the video card and monitor, ddcprobe
displays information such as the amount of memory the video card has and the monitor
refresh rates as shown in Listing 6.9.

LISTING 6.9 Video Card Probe Results

Videocard DDC probe results
Description: Intel Corporation Intel(r)865G Graphics Controller
Memory (MB): 15

Monitor DDC probe results
ID: DEL3007

Name: Dell 1702FP (Analog)
Horizontal Sync (kHZ): 30-80
Vertical Sync (HZ) : 56-76
Width (mm): 340

Height(mm): 270

If the ddcprobe output is not correct for the monitor or video card, run the system-
config-display utility by selecting the System menu from the top panel of the desktop
and then selecting Administration, Display or by executing the system-config-display
command. You must enter the root password to proceed if you are not already root when
you run the program. Manually select the correct monitor or video card so that the
correct settings are written to the configuration file.

Gathering Information from the BIOS

When a computer first starts, the first program that runs, and the first one you see, is the
BIOS, or the Basic Input/Output System. Most BIOSes also have an SMBIOS (System
Management BIOS) or a DMI (Desktop Management Interface) that generates a table of data
about the BIOS and computer system in a standard format.

For a system with a BIOS, it is possible to request information directly from it and the
SMBIOS or DMI instead of the physical hardware in the system. The dmidecode RPM
package contains utilities to perform these queries. The dmidecode, biosdecode, ownership,
and vpddecode commands are provided by this package. Install it with RHN (refer to
Chapter 3) if it is not already installed. This section discusses each of these programs.
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CAUTION

The output of the biosdecode and dmidecode utilities may not be 100% accurate. For
example, sometimes the BIOS returns the highest possible processor speed the moth-
erboard allows, not the actual processor speed of the processor installed. Use its
output with caution.

Querying the BIOS

As the root user, execute the biosdecode command to query the BIOS for system informa-
tion. Listing 6.10 shows example output.

LISTING 6.10 Output from biosdecode

# biosdecode 2.7
ACPI 1.0 present.
OEM Identifier: INTEL
RSD Table 32-bit Address: Ox7FEFDE48
PNP BIOS 1.0 present.
Event Notification: Not Supported
Real Mode 16-bit Code Address: F000:A6DC
Real Mode 16-bit Data Address: 0040:0000
16-bit Protected Mode Code Address: OXQQQFAG6E7
16-bit Protected Mode Data Address: 0x00000400
OEM Device Identifier: SST2400
SMBIOS 2.3 present.
Structure Table Length: 1616 bytes
Structure Table Address: 0xQQQE34F0
Number Of Structures: 34
Maximum Structure Size: 150 bytes

The output for each system will vary, depending on what type of data the BIOS returns
and what features the BIOS and system hardware have. In Listing 6.10, information about
the ACPI, PNP BIOS, and SMBIOS are given. The following types of data can be displayed
if returned by the BIOS:

» SMBIOS » ACPI » 320S (Compag-specific)
» DMI » BIOS32 » SNY

» SYSID » PIR » VPD (IBM-specific)

» PNP

Querying the SMBIOS or DMI

If the output from biosdecode shows a SMBIOS or DMI, further information can be
retrieved from the SMBIOS or DMI with the dmidecode command. The dmidecode
command must be run as the root user as well. It displays information about each struc-
ture found such as the processor and BIOS structures shown in Listing 6.11.
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LISTING 6.11 Output from dmidecode

Handle 0x0000, DMI type 4, 35 bytes.
Processor Information
Socket Designation: J3E1
Type: Central Processor
Family: Unknown
Manufacturer: Intel(R) Corporation
ID: F6 06 00 00 FF FB EB BF
Version: Intel(R) Core(TM)2 CPU 6600 @ 2.40GHz
Voltage: 1.6 V
External Clock: 266 MHz
Max Speed: 4000 MHz
Current Speed: 2400 MHz
Status: Populated, Enabled
Upgrade: Other
L1 Cache Handle: 0x0002
L2 Cache Handle: Not Provided
L3 Cache Handle: Not Provided
Serial Number: Not Specified
Asset Tag: Unknown
Part Number: Not Specified

Handle 0x0003, DMI type 0, 20 bytes.
BIOS Information

Vendor: Intel Corp.

Version: BX97510J.86A.0618.2006.0223.1728

Release Date: 02/23/2006

Address: 0xF0000

Runtime Size: 64 kB

ROM Size: 512 kB

Characteristics:
PCI is supported
BIOS is upgradeable
BIOS shadowing is allowed
Boot from CD is supported
Selectable boot is supported
EDD is supported
8042 keyboard services are supported (int 9h)
Serial services are supported (int 14h)
Printer services are supported (int 17h)
CGA/mono video services are supported (int 10h)
ACPI is supported
USB legacy is supported
ATAPI Zip drive boot is supported
BIOS boot specification is supported
Function key-initiated network boot is supported
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For each structure listed, the following information is presented:
» Handle: Unique value for each structure so other structures can reference each other.

» Type: The SMBIOS or DMI type number as defined by the SMBIOS or DMI
specifications.

» Size: Size of the structure. Each one has a 4-byte header that stores the handle, type,
and size. The remainder of the size stores the actual data about the structure, which
varies, so the size varies.

» Decoded values: Information about the structure. Varies according to the type as
shown in Listing 6.11.

The dmidecode output can be narrowed down by a few command-line options such as
dmidecode -q to not display unknown, inactive, and OEM-specific values. Table 6.1 shows
all the command-line options for dmidecode.

TABLE 6.1 Command-Line Options for dmidecode
Command Line Option Description

-d <file> Read memory from a different device file. The default file read is
/dev/mem.

-q Quiet mode. Does not display unknown, inactive, and OEM-
specific values.

-s <keyword> Only show values with <keyword>. <keyword> can be one of the

following: bios-vendor, bios-version, bios-release-date,
system-manufacturer, system-product-name, system-
version, system-serial-number, baseboard-manufacturer,
baseboard-product-name, baseboard-version, baseboard-
serial-number, baseboard-asset-tag, chassis-
manufacturer, chassis-version, chassis-serial-number,
chassis-asset-tag, processor-manufacturer, processor-
version. Not all keywords return a value on all systems. To list
valid keywords for a system, execute dmidecode -s (don't list a
<keyword>). This option can only be used once per command
execution.

-t <type> Only show entries of type <type>. <type> can be one of the
following: bios, system, baseboard, chassis, processor,
memory, cache, connector, slot. Specify more than one type by
separating them with commas. To list valid types for a system,
execute dmidecode -t (don’t give a <type>). Refer to the
dmidecode man page for a list of types along with their associ-
ated type number value.

-u Dump data as hexadecimal instead of decoding them. Mostly
used for debugging purposes.
-h Show brief usage information for dmidecode.

-V Show version of dmidecode.




Listing and Configuring Kernel Modules 163

Querying Vendor-Specific Data

The dmidecode RPM package also includes the ownership and vpddecode utilities. The
ownership utility is a specialized command for Compaq computers. If biosdecode displays
information about 320S data, the ownership command can retrieve the Compaq owner-
ship tag. The vpddecode utility is also for a specific set of computers. It only works on IBM
computers to display the vital product data from the system. If VPD data is found in the
biosdecode query, use the vpddecode command to query for more information. The
output includes the BIOS build ID, product name, box serial number, motherboard serial
number, and machine type/model. Some systems output more information such as BIOS
release date.

Listing and Configuring Kernel Modules

For a piece of hardware to work properly in Red Hat Enterprise Linux, the associated
kernel module must be loaded. The kernel module allows the kernel and end-user
programs to interact with the hardware.

To view a list of all currently loaded kernel modules, use the 1smod command. It can be
run as a normal user or as root, but if run as a non-root user, you might need to specify
the full path to the command, /sbin/1lsmod, because /sbin/ is not in the default path of a
non-root user.

TIP

To manually load a module, use the modprobe <modulename> command. The specified
module will be loaded along with any module dependencies.

The module to use for some hardware such as network cards, sound cards, and USB
controllers are saved in /etc/modprobe.conf so they don’t have to be configured each
time the system boots. Other modules are loaded as needed from the utilities that require
them. For example, when the mount command is used to mount a Samba share, the smbfs
module is loaded.

Kernel module options can also be added to /etc/modprobe.conf to tweak the module
settings. To determine what parameters are available, use the modinfo <modulename>
command. The beginning of the modinfo outputs displays the full path to the kernel
module, software license for the module, description, and author as shown in Listing 6.12
for the 3c59x module.

LISTING 6.12 Beginning of Module Information for 3c59x Module

filename: /lib/modules/2.6.18-1.2839.el5xen/kernel/drivers/net/3c59x.ko
license: GPL
description: 3Com 3c59x/3c9xx ethernet driver

author: Donald Becker <becker@scyld.com>
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The output also includes lines that begin with the parm keyword. These lines describe
possible kernel module options and the value type each accepts. For example, the modinfo
output for 3c59x contains the lines in Listing 6.13.

LISTING 6.13 3c¢59x Module Options

parm: debug:3c59x debug level (0-6) (int)

parm: options:3c59x: Bits 0-3: media type, bit 4: bus mastering,

bit 9: full duplex (array of int)

parm: global_options:3c59x: same as options, but applies to all

NICs if options is unset (int)

parm: full duplex:3c59x full duplex setting(s) (1) (array of int)

parm: global full duplex:3c59x: same as full duplex, but applies to all
NICs if full_duplex is unset (int)

parm: hw_checksums:3c59x Hardware checksum checking by adapter(s) (0-1)
(array of int)

parm: flow_ctrl:3c59x 802.3x flow control usage (PAUSE only) (0-1)
(array of int)

parm: enable_wol:3c59x: Turn on Wake-on-LAN for adapter(s) (0-1)

(array of int)

parm: global_enable_wo0l:3c59x: same as enable_wol, but applies to all
NICs if enable wol is unset (int)

parm: rx_copybreak:3c59x copy breakpoint for copy-only-tiny-frames (int)
parm: max_interrupt_work:3c59x maximum events handled per interrupt (int)
parm: compaq_ioaddr:3c59x PCI I/0 base address (Compaq BIOS problem
workaround) (int)

parm: compaq_irq:3c59x PCI IRQ number (Compagq BIOS problem workaround)
- (int)

parm: compaq_device_id:3c59x PCI device ID (Compaq BIOS problem
wworkaround) (int)

parm: watchdog:3c59x transmit timeout in milliseconds (int)

parm: global_use_mmio:3c59x: same as use_mmio, but applies to all

NICs if options is unset (int)

parm: use_mmio:3c59x: use memory-mapped PCI I/0O resource (0-1)

(array of int)

For example, the full_duplex module is for setting the network card to full duplex, and
its value type must be an array of integers. The integer value in parentheses for
full_duplex tells us that a value of 1 sets the network card to full duplex mode.

The parameters for each kernel module are different, so be sure to check the modinfo
output for the module before trying to add options to a module. After determining the
parameter name and possible values, they can be added to /etc/modprobe.conf if neces-
sary. For example, the line for the 3c59x module might look similar to the following:

alias eth@ 3c59x full_duplex=1
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HAL

If the kernel knows about a piece of hardware, how does an application gain access to it?
As a user or administrator, you want it to “just work.” This is now possible with HAL
(Hardware Abstraction Layer). HAL was introduced in Fedora Core 3 and Red Hat
Enterprise Linux 4.

HAL works by broadcasting a signal to the system message bus when a new device is
added. Then, an application can connect to the message bus instead of the kernel to learn
about the hardware. Just like Kudzu runs at boot time to detect new hardware, the HAL
daemon runs while the system is running to detect new hardware. The HAL daemon
collects information about the device from the kernel as well as other resources. This
allows the system bus to send as much information as possible to the application, and the
application only needs to gather information from one place.

For developers who need to use HAL, the hal-gnome package includes an example
program and development tool for HAL. It can be started by executing the hal-device-
manager command. As shown in Figure 6.1, it provides a tree view of all the devices HAL
knows about. Because it is a Python program, the hal-gnome package installs the source
files for the program in /usr/share/hal/device-manager/. They can be used to under-
stand how to interact with devices via HAL.

Device Manager

Fle Wiew Help

Devices | | Device | Advanced

= H Computer Key Type Value —
D Intel(R) Core(TM)2 CPU 6600 info.category striist processor
© Power Butten info parent striist /forg/freedesktop/Hal/devices/computer
© Sleep Button info_product striist Intel(R) Core{TM)2 CPU 6600 @ 2.40GHz
© ALSA Sequencer Device i | info.udi striist forg/freedesktop/Hal/devices/acpi CPUO
© ALSA Timer Device linux.acpi_path strlist /proc/acpi/processor/CPUO
W QS Sequancer Bevice linux.acpi_type int 1 (0x1)
© 055 Sequencer Device linux.hotplug_type int 4 (0x4)

~ @ 82801 PCI Bridge processor.can_throttle bool false

@l TSB43AB23 IEEE-1394a-2000 C _ processor.number it 0(0x0)
= @l Sil 3114 [SATALINk/SATARaid] Se| -
© S5CSI Host Adapter

5 SCSI Host Adapter
5 SCSI Host Adapter
© 5CSI Host Adapter
‘ 82975X Memory Controller Hub
-~ ‘ 82975X PCl Express Root Port
@l G70 [GeForce 7600 GT]
‘ 82801GH (ICH7DH) LPC Interface E
= @ B2801GB/GR/GH (ICHT Family) Seri
O 5CSI Host Adapter
¥  5CSI Host Adapter

(]

c —— Dl D

FIGURE 6.1  HAL Device Manager
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Summary

This chapter was all about hardware. It described how to list the devices detected by Red
Hat Enterprise Linux with 1spci and lsusb, detect hardware with Kudzu and ddcprobe,
retrieve information from the BIOS, and list the currently configured and loaded kernel
modules. It also provided information about the recently developed Hardware Abstraction
Layer (HAL).

Without hardware, a computer system could not exist. But, without an operating system
such as Red Hat Enterprise Linux to interact with the hardware and allow the hardware to
interact with each other, the hardware would be useless.
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During installation, you are asked which partitioning
method to use. You must choose to remove Linux parti-
tions on selected drives and create the default layout,
remove all partitions on selected drives and create the
default layout, use free space on selected drives and create
the default layout, or create a custom layout. If you choose
to create the default layout, the Logical Volume Manager
(LVM) is used to divide the hard drive, and then the neces-
sary Linux mount points are created. Alternatively, if you
choose custom layout, you can instead use software RAID
or create partitions directly on the hard drives. Global File
Systems (GFS) and clustering are two more storage solu-
tions available with Red Hat Enterprise Linux.

This chapter explains these partitioning options so you can
determine which is best for you and you can learn how to
manage them. It also discusses how to use access control
lists to limit access to filesystems as well as how to enforce
disk usage limits known as quotas. Analyze how your
company uses storage and decide which options are best
for you.

Understanding Partitioning

LVM and RAID offer benefits such as resizing, striping, and
combining multiple hard drives into logical physical
devices. Sometimes it is necessary to just create partitions
on the hard drives. Even when using RAID, partitions are
created before the LVM or RAID layer is implemented.
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To view a list of partitions on the system, use the fdisk -1 command as root. As you can
see from Listing 7.1, the output shows each partition along with its device name, whether
it is a bootable partition, the starting cylinder, the ending cylinder, the number of blocks,
the filesystem identification number used by fdisk, and the filesystem type.

LISTING 7.1  Partitioning Scheme with Standard Partitions

Disk /dev/sda: 100.0 GB, 100030242816 bytes
255 heads, 63 sectors/track, 12161 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Device Boot Start End Blocks Id System
/dev/sda1l * 1 1147 9213246 83 Linux
/dev/sda2 1148 4334 25599577+ 83 Linux
/dev/sda3 4335 4399 522112+ 82 Linux swap / Solaris
/dev/sda4 4400 12161 62348265 5 Extended
/dev/sda5 4400 12161 62348233+ 83 Linux

If the system uses LVM or RAID, the fdisk -1 output will reflect it. For example, Listing
7.2 shows the output for a system partitioned with LVM. There are fewer partitions shown
because the logical volumes are inside the logical volume group. The first partition shown
is the /boot partition because it can’t be inside a logical volume group.

LISTING 7.2  Partitioning Scheme with LVM

Disk /dev/sda: 300.0 GB, 300090728448 bytes
255 heads, 63 sectors/track, 36483 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Device Boot Start End Blocks Id System
/dev/sda1 1 13 104391 83 Linux
/dev/sda2 14 36482 292937242+ 8e Linux LVM

During installation, the hard drives can be partitioned, given a filesystem type for format-
ting, and assigned a mount point as described in Chapter 1, “Installing Red Hat Enterprise
Linux.” If hard drives are added to the system after installation or a hard drive has to be
replaced, it is important to understand how to perform these functions post-installation.

Perform all these actions in rescue mode without the filesystem mounted or ensure
the entire device is not mounted before manipulating the partition table for it. Refer to
Chapter 10, “Techniques for Backup and Recovery,” for instructions on booting into
rescue mode. Most changes to the partition table require a reboot. When you exit
rescue mode, the system will reboot.
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Creating Partitions

A partition can be created from free space on a hard drive. You might need to create a
partition if you add a new hard drive to the system, if you left unpartitioned space on the
system during installation and want to partition it, or if you are using LVM and want to
create the physical volumes on a partition instead of an entire raw device.

There are two partitioning utilities in Red Hat Enterprise Linux: parted and fdisk. The
parted utility is used in this chapter because it includes a resize utility and is a bit more
user-friendly. For more information on fdisk, refer to the man page with the man fdisk
command.

As root, issue the parted command followed by the device name such as

parted /dev/sda

You are now in an interactive parted shell, in which the commands executed manipulate
the device specified. To view existing partitions from this interactive shell, type the print
command at the (parted) prompt. The output should look similar to Listing 7.3. If you
compare this output to the output in Listing 7.1 and Listing 7.2 from the fdisk -1
command, you will see that the parted output is a little easier to read because it includes
the size in user-friendly units such as megabytes and gigabytes instead of the beginning
and ending cylinders from the fdisk -1 output.

LISTING 7.3 Partition Table from parted for Standard Partitions

Using /dev/hda

(parted) print

Disk geometry for /dev/hda: OkB - 100GB
Disk label type: msdos

Number Start End Size Type File system Flags
1 32kB 9434MB  9434MB primary ext3 boot
2 9434MB  36GB 26GB primary  ext3

3 36GB 36GB 535MB  primary  linux-swap

4 366GB 100GB  64GB extended

5 366GB 100GB  64GB logical ext3

Once again, the output will differ depending on the partitioning scheme being used.
Listing 7.4 shows output from a system using LVM and can be compared to Listing 7.2,
which shows the same output from fdisk -1.

LISTING 7.4 Partition Table from parted for LVM

Disk /dev/sda: 300GB
Sector size (logical/physical): 512B/512B
Partition Table: msdos

Number Start End Size Type File system Flags
1 32.3kB 107MB 1@7MB  primary ext3
3 107MB  300GB 299.9GB primary lvm
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To create a partition in parted, issue the following command at the interactive parted
prompt:

mkpart <part-type> <fs-type> <start> <end>
<part-type> must be one of primary, logical, or extended. <fs-type> must be one of

fat16, fat32, ext2, HFS, 1inux-swap, NTFS, reiserfs, or ufs. The <start> and <end>
values should be given in megabytes and must be given as integers.

The ext3 filesystem is the default filesystem for Red Hat Enterprise Linux. It is the ext2
filesystem plus journaling. To create an ext3 filesystem, use ext2 as the <fs-type> and then
use the -j option to mke2fs to make the filesystem ext3 as described in the next section.

After creating the partition, use the print command again to verify that the partition was
created. Then type quit to exit parted.

Creating a Filesystem on a Partition

Next, create a filesystem on the partition. To create an ext3 filesystem (default used
during installation), as root, execute the following, where <device> is the device name for
the partition such as /dev/sdai:

mke2fs -j <device>

If the partition is to be a swap partition, format it with the following command as root:

mkswap <device>

Labeling the Partition

To label the partition, execute the following as root:

e2label <device> <label>

While labeling is not required, partition labels can be useful. For example, when adding
the partition to /etc/fstab, the label can be listed instead of the partition device name.

This proves useful if the partition number is changed from repartitioning the drive or if
the partition is moved.

If the e2label command is used with just the partition device name as an argument, the
current label for the partition is displayed.

Creating a Mount Point

Now that the partition is created and has a filesystem, as root, create a directory so it can
be mounted:

mkdir <dir-name>

Then, mount the new partition:

mount <device> <dir-name>
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such as:

mount /dev/sda5 /tmp

Access the directory and make sure you can read and write to it.

Finally, add the partition to the /etc/fstab file so it is mounted automatically at boot
time. For example:

LABEL=/tmp /tmp ext3 defaults 12

If a new swap partition is added, be sure to use swap as the filesystem type instead:

LABEL=swap2 swap swap defaults 00

Resizing Partitions

The parted utility can also be used to resize a partition. After starting parted as root on
the desired device, use the following command to resize a specific partition:

resize <minor-num> <start> <end>

To determine the <minor-num> for the partition, look at the partition table with the print
command such as the output shown in Listing 7.3 and Listing 7.4. The <start> and
<end> values should be the start and end points of the partition, in megabytes.

Removing Partitions

To use parted to remove a partition, start parted on the desired device as root, and issue
the following command at the interactive prompt:

rm <minor-num>

The minor number for the partition is displayed when you execute the print command to
list partitions. The data on the partition will no longer be accessible after the partition is
removed, so be sure to back up any data you want to keep before removing the partition.

Understanding LVM

Logical Volume Manager, or LVM, is a storage management solution that allows adminis-
trators to divide hard drive space into physical volumes (PV), which can then be combined
into logical volume groups (VG), which are then divided into logical volumes (LV) on which
the filesystem and mount point are created.

As shown in Figure 7.1, because a logical volume group can include more than one physi-
cal volume, a mount point can include more than one physical hard drive, meaning the
largest mount point can be larger than the biggest hard drive in the set. These logical
volumes can be resized later if more disk space is needed for a particular mount point.
After the mount points are created on logical volumes, a filesystem must be created on
them.
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physical volume physical volume physical volume /boot
100GB 100GB 100GB 100MB (ext3)

N

logical volume group

logical volume logical volume logical volume
/home / Itmp

FIGURE 7.1  How Logical Volume Manager Works

LVM is used by default during installation for all mount points except the /boot partition,
which cannot exist on a logical volume. This section discusses how to perform LVM oper-
ations after installation such as creating a physical volume for a newly added hard drive,
expanding logical volumes, and generating LV snapshots.

Table 7.1 summaries the LVM tools available after installation.

TABLE 7.1 LVM Tools

LVM Tool Description

pvcreate Create physical volume from a hard drive

vgcreate Create logical volume group from one or more physical volumes

vgextend Add a physical volume to an existing volume group

vgreduce Remove a physical volume from a volume group

lvcreate Create a logical volume from available space in the volume group

lvextend Extend the size of a logical volume from free physical extents in the logical
volume group

lvremove Remove a logical volume from a logical volume group, after unmounting it

vgdisplay Show properties of existing volume group
lvdisplay Show properties of existing logical volumes
pvscan Show properties of existing physical volumes

Adding Additional Disk Space

One big advantage of using LVM is that the size of a logical volume can be increased and
logical volumes can be added to create additional mount points. To modify the LVM
configuration post-installation, the 1vm2 package needs to be installed. Refer to Chapter 3,
“Operating System Updates,” for details on installing packages.

TIP

If possible, leave free disk space when partitioning during installation so logical
volume sizes can be increased without adding additional hard drives.
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To increase the size of an existing logical volume or to add a logical volume, you first
need free disk space. This free disk space can either be disk space that already exists in the
system as unpartitioned space (not part of an existing logical volume), an unused parti-
tion, physical volume that is not already a member of a logical volume, or disk space as a
result of installing one or more additional hard drives to the system. The disk space can
come from removing a logical volume to create space in the logical volume group,
however, this is not common because if the LV already exists, it is most likely already
being used and cannot be easily deleted without losing data.

After deciding which free disk space to use, the basic steps for increasing the size of a
logical volume are as follows:

1. Create new physical volume from free disk space.
2. Add physical volume to the logical volume group.

3. Expand the size of the logical volume to include the newly added disk space in the
volume group.

4. Expand the filesystem on the logical volume to include the new space.
To add a logical volume, use the following steps:
1. Create new physical volume from free disk space.
Add physical volume to the logical volume group.
Create a logical volume with the new space in volume group.
Create a filesystem on the logical volume.

Create a mount point.

Mount the logical volume.

Test the filesystem.
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Add the new mount point to /etc/fstab.

TIP

If you prefer a graphical interface, the system-config-1vm utility can be used to
modify your LVM configuration.

Creating a Physical Volume

To create a new physical volume from free hard drive space or a hard drive partition, use
the pvcreate command:

pvcreate <disk>

Replace <disk> with the device name of the hard drive:

pvcreate /dev/sda
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or the partition name:

pvcreate /dev/sdat

The <disk> specified can also be a meta device or loopback device, but using an entire
hard disk or partition is more common. After creating a physical volume, you can either
add it to an existing volume group or create a new volume group with the physical
volume.

Creating and Modifying Volume Groups

A volume group can be created from one or more physical volumes. To scan the system
for all physical volumes, use the pvscan command as root. It displays all PVs on the
system. If the PV is part of a VG, it will display the name of the VG next to it.

To create a VG, execute the vgcreate command as root, where <vgname> is a unique name
for the volume group and <pvlist> is one or more physical volumes to use, each sepa-
rated by a space:

vgcreate <vgname> <pvlist>
For example, to create a VG with the name DatabaseVG from the first and second SCSI
hard drives:

vgcreate DatabaseVG /dev/sda /dev/sdb

NOTE

If the volume group was created during installation, the installation program names the
first volume group VolGroup@0, the second one VolGroup@1, and so on.

If a volume group already exists but needs to be expanded, use the vgextend command to
add additional physical volumes to it:

vgextend <vgname> <pvlist>

To remove a physical volume from a volume group:

vgreduce <vgname> <pvlist>

Use caution when reducing a volume group because any logical volume using the PVs are
removed from the VG and can no longer be accessed.

Creating and Modifying Logical Volumes

Now that the physical volumes are formed into volume groups, the volume groups can be
divided into logical volumes, and the logical volumes can be formatted with a filesystem
and assigned mount points.
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Use the lvcreate command to create a logical volume. Each LV must have a unique
name. If one is not specified with the -n <name> option, a name will be assigned to it. To
create a logical volume from the volume group <vgname> of a certain size, specify the size
unit after the value of the size such as 300G for 300 gigabytes:

lvcreate -n <lvname> --size <size> <vgname>

Each physical volume consists of physical extents, which are 4 megabytes in size by
default. When the size is given in gigabytes, this size must be converted to physical
extents, meaning that some amount of disk space may not be used. So, the number of
physical extents to use when creating the logical volume can be given with the -1
<numpe> option:

lvcreate -n <lvname> -1 <numpe> <vgname>

To determine the number of physical extents in a logical volume group, issue the follow-
ing command as root:

vgdisplay <vgname>

The Total PE line shows the number of physical extents for the volume group. The
output should look similar to Listing 7.5, which shows a total of 1189 physical extents.

Look for the Free PE / Size line to determine whether any free PEs are available to allo-
cate to a new logical volume. Listing 7.5 shows 220 free physical extents.

LISTING 7.5 Example vgdisplay Output

- Volume group ---

VG Name VolGroup00@
System ID

Format lvm2

Metadata Areas 1

Metadata Sequence No 5

VG Access read/write

VG Status resizable

MAX LV 0

Cur LV 2

Open LV 2

Max PV 0

Cur PV 1

Act PV 1

VG Size 37.16 GB

PE Size 32.00 MB
Total PE 1189

Alloc PE / Size 969 / 30.28 GB
Free PE / Size 220 |/ 6.88 GB

VG UUID

N6Qy5U-2sM2 -uxHY -M1op-Q1v3-uVV2-Zkahza
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TIP

Each LV has a device name in /dev/ with the format /dev/<vgname>/<lvname>.

By default, logical volumes are created linearly over the physical volumes. However, they
can be striped over multiple PVs:

lvcreate -i<stripes> -I<stripesize> -1 <numpe> -n <lvname> <vgname> <pvlist>

The -i<stripes> option sets the number of stripes, or physical volumes to use. The
-I<stripesize> is the stripe size, which must be 2*n, where n is an integer from 2 to 9.
Provide the number of PEs to use with the -1 <numpe> option or give the size of the LV
with the --size <size> option. The -n <lvname> option specifies the LV name, and
<vgname> represents the name of the VG to use. Optionally, list the PVs to use, <pvlist>,

at the end of the command separated by spaces. The number of PVs listed should be
equal to the number of stripes.

After creating the logical volume, you must create a filesystem on it. To create an ext3
filesystem, execute the following as root:

mke2fs -j /dev/<vgname>/<lvname>

If the LV is to be used as swap, execute the following as root instead:

mkswap /dev/<vgname>/<lvname>

Next, still as the root user, create an empty directory as its mount point with the mkdir
command, and use the mount command to mount the filesystem:

mount /dev/<vgname>/<lvname> /mount/point

If it mounts properly, the last step is to add it to /etc/fstab so it is mounted automati-

cally at boot time. As root, add a line similar to the following, replacing with the appro-
priate values:

/dev/<vgname>/<lvname> /mount/point ext3 defaults 12
To extend a logical volume, expand the volume group if necessary, and then use the
lvextend command. Either specify the final size of the logical volume:

lvextend --size <size> /dev/<vgname>/<lvname>

or specify how much to expand the logical volume:
lvextend --size +<addsize> /dev/<vgname>/<lvname>
Just like physical volumes are composed of 4KB physical extents, logical volumes consist

of logical extents, which also have a default size of 4KB. Instead of specifying the size or
amount of space to add in gigabytes, it is also possible to use the -1 <numle> to provide
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the final number of logical extents or -1 +<numle> to expand the logical volume by a
certain number of logical extents.

After extending the logical volume, the filesystem on it must be expanded as well. If it is
an ext3 filesystem (default filesystem for Red Hat Enterprise Linux), it can be expanded
while it is still mounted (also known as online). To do so, execute the following as root:

resize2fs /dev/<vgname>/<lvname>

The filesystem is expanded to fill the entire logical volume unless a size is listed after the
logical volume device name (be sure to list the size unit such as G for gigabyte after the

size):

resize2fs /dev/<vgname>/<lvname> <size>

To remove a logical volume from a volume group, first unmount it with the umount

command:

umount /dev/<vgname>/<lvname>

and then use the lvremove command:

lvremove /dev/<vgname>/<lvname>

To view the existing logical volumes along with information about them such as what VG
they are a member of, the number of logical extents, and their size in gigabytes, execute
the lvdisplay command as root as shown in Listing 7.6.

LISTING 7.6

- Logical volume ---

LV Name

VG Name

LV UUID

LV Write Access
LV Status

# open

LV Size

Current LE
Segments
Allocation

Read ahead sectors
Block device

- Logical volume ---

LV Name
VG Name
LV UUID
LV Write Access

Example lvdisplay Output

/dev/VolGroup0@/LogVoloo
VolGroup00@
tugMFo-PESp-3INs-nrGF-KoWh-s3U0-19FsTc
read/write

available

1

12.94 GB

414

1

inherit

0

253:0

/dev/VolGroup@@/LogVolo1

VolGroup00@
fdKfYP-wIP9-M4Da-eoV3-pP99-w8Vb-0yhgZb
read/write
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LISTING 7.6 Continued

LV Status available
# open 1

LV Size 78.12 GB
Current LE 2500
Segments 1
Allocation inherit
Read ahead sectors 0

Block device 253:1

- Logical volume ---

LV Name /dev/VolGroup0®@/LogVolo2
VG Name VolGroup00

LV UUID bzr4Ag-rDKT-y8zY-F3e8-SaBI-QY51-r61J3T
LV Write Access read/write

LV Status available

# open 1

LV Size 1.94 GB

Current LE 62

Segments 1

Allocation inherit

Read ahead sectors 0

Block device 253:2

Creating Snapshots

With LVM, it is possible to take a snapshot of a logical volume while the LV is still in
read-write mode and being accessed by the system. As the root user, issue the following
command:

lvcreate --size <size> -s -n <snapshotname> <lvname>

The lvcreate command is used to create a new logical volume, meaning there must be
free physical extents in the logical volume group to create a snapshot. The -s option
means that the LV is a snapshot, <snapshotname> is the name of the new LV created, and
<lvname> is the name of the LV from which to create the snapshot.

A snapshot is not a copy of the entire LV. Instead, it keeps track of the changes from the
time the snapshot is taken and the present time. Thus, the size of the snapshot LV does
not need to be as large as the LV from which it is created. It just needs to be as big as all
the changes from the time the snapshot is taken until the snapshot is used. Snapshots are
not intended to be left around for long periods of time. Reasons to create snapshots
include performing backups (most common), creating virtual machines using the
Virtualization feature (refer to Appendix B, “Creating Virtual Machines”), creating a dupli-
cate testing system, and transferring data from one logical volume group (and possibly a
different hard drive) to another.
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If a snapshot LV reaches disk capacity, it will become unusable. When the backup or data
transfer has been completed, the snapshot logical volume should be unmounted and
removed with the lvremove /dev/<vgname>/<lvname> command. Because the snapshot
LV is storing a copy of all changes made to the original LV, performance for the original
LV can be reduced because of this copy process.

Understanding RAID

RAID (Redundant Array of Independent Disks) allows an administrator to form an array of
several hard drives into one logical drive recognized as one drive by the operating system.
It also spreads the data stored over the array of drives to decrease disk access time and
accomplish data redundancy. The data redundancy can be used to recover data should
one of the hard drives in the array crash.

There are two types of RAID: hardware RAID and software RAID. Hardware RAID is imple-
mented through the disk controller for the system. Instructions for configuring hardware
RAID differ from controller to controller, so refer to the manual for your disk controller
for instructions. Software RAID is implemented through the operating system and does
use some processor and memory resources, although some software RAID implementa-
tions can produce faster disk access times than hardware RAID.

During installation, it is possible to configure software RAID as discussed in Chapter 1.
This section explains the different RAID levels available with software RAID so you can
decide which level is best for you. Software RAID allows for RAID levels O, 1, 5, and 6.

RAID level 0, or striping, means that data is written across all hard drives in the array to
accomplish the fast disk performance. No redundancy is used, so the size of the logical
RAID drive is equal to the size of all the hard drives in the array. Because there is no
redundancy, recovering data from a hard drive crash is not possible through RAID.

RAID level 1, or mirroring, means that all data is written to each disk in the array, accom-
plishing redundancy. The data is “mirrored” on a second drive. This allows for easy recov-
ery should a disk fail. However, it does mean that, for example, if there are two disks in
the array, the size for the logical disk is size of the smaller of the two disks because data
must be mirrored to the second disk.

RAID level 5 combines striping and parity. Data is written across all disks as in RAID 0, but
parity data is also written to one of the disks. Should a hard drive failure occur, this parity
data can be used to recover the data from the failed drive, including while the data is
being accessed and the drive is still missing from the array.

RAID level 6 is RAID level 5 with dual parity. Data is written across all disks as in RAID 5,
but two sets of parity data is calculated. Performance is slightly worse than RAID 5
because the extra parity data must be calculated and written to disk. RAID S allows for
recovery using the parity data if only one drive in the array fails. Because of the dual
parity, RAID 6 allows for recovery from the failure of up to two drives in the array.
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Setting Up RAID Devices

For best results, software RAID should be configured during installation, but it can be
configured after installation if necessary. To set up software RAID devices after installa-
tion, install the mdadm software package. Refer to Chapter 3 for instructions on installing
packages. This section provides an overview of post-installation software RAID configura-
tion. It shows you how to create a RAID array and then move the data from the existing
filesystem onto it. Be sure to test the process on a test system before attempting it on a
production system.

CAUTION

Remember to back up all data before converting partitions to software RAID devices.
As with any process that modifies disk partitions and partition tables, data loss is
possible.

Before starting the conversion, add the appropriate number of hard drives with the proper
sizes for the RAID level. For example, two partitions are needed for RAID 1 (mirroring)
and at least three partitions are needed for RAID 5. To use all the benefits of RAID, each
partition in a RAID device should be on separate hard drives so each member of the RAID
device can be written to at the same time and there is redundancy across separate hard
drives should one fail.

It is possible to configure a RAID array with a missing partition so that the data on the
existing partition can be copied to the degraded array. The existing partition is reconfig-
ured as a RAID partition and then added to the RAID array to complete it. However, the
process for doing so is more complicated and not recommended because it is easier to lose
the existing data. It is recommended that new drives be used to set up the RAID device
and for the existing data to then be copied to the new RAID device.

When creating partitions to use for the RAID device, make sure they are of type Linux
raid auto. In fdisk, this is partition id fd. After creating the partitions for the RAID
device, use the following syntax as the root user to create the RAID device:

mdadm --create /dev/mdX --level=<num> --raid-devices=<num> <device list>

The progress of the device creation can be monitored with the following command as
root:

tail -f /proc/mdstat

For example, to create a RAID level 1 device /dev/md@ from three partitions, use the
following command:

mdadm --create /dev/md@ --level=1 --raid-devices=3 /dev/sda5 /dev/sda6é /dev/sda7

The command cat /proc/mdstat should show output similar to Listing 7.7.



Understanding RAID 181

LISTING 7.7 Creating a RAID Array

Personalities : [raid@] [raidi]
md@ : active raidi sda7[2] sda6[1] sda5[0]

10241280 blocks [3/3] [UUU]

[ e ] resync = 0.0% (8192/10241280) finish=62.3min
Speed=2730K/sec

unused devices: <none>

The RAID device /dev/md0 is created. Next, create a filesystem on it. To create an ext3
filesystem, execute the following as root:

mke2fs -j /dev/mdo

If the new RAID device is to be used as the swap partition, use the following command as
root instead:

mkswap /dev/md@

Copy any data over to the new device and be sure to change all references to the old
partition to the new RAID device, including /etc/fstab and /etc/grub.conf. It is recom-
mended that the /boot and the / filesystems remain on their original filesystems to
ensure the system can still boot after added the RAID devices. Partitions such as /home
will benefit from RAID more because data on it changes frequently.

Adding and Failing RAID Partitions

To add a partition to a RAID device, execute the following as root after creating the parti-
tion of type Linux raid auto (fd in fdisk):

mdadm /dev/mdX -a <device list>

To add /dev/sda8 to the /dev/md@ RAID device created in the previous section:

mdadm /dev/md@ -a /dev/sda8

Listing 7.8 shows the output from cat /proc/mdstat. The /dev/sda8 partition is now a
spare partition in the RAID array.

LISTING 7.8 Adding a Spare Partition

Personalities : [raid@] [raidi]
md® : active raid1 sda8[3](S) sda7[2] sda6[1] sda5[0]

10241280 blocks [3/3] [UUU]

[> i ] resync = 0.6% (66560/10241280) finish=84.0min
speed=2016K/sec

unused devices: <none>
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If a partition in the array fails, use the following to remove it from the array and rebuild
the array using the spare partition already added:

mdadm /dev/mdX -f <failed device>
For example, to fail /dev/sda5 from /dev/md® and replace it with the spare (assuming the
spare has already been added):

mdadm /dev/md@ -f /dev/sda5

To verify that the device has been failed and that the rebuild has been complete and was
successful, monitor the /proc/mdstat file (output shown in Listing 7.9):

tail -f /proc/mdstat

Notice that /dev/sda5 is now failed and that /dev/sda8 has changed from a spare to an
active partition in the RAID array.

LISTING 7.9 Failing a Partition and Replacing with a Spare

Personalities : [raid@] [raidi]
md@ : active raidl sda8[3] sda7[2] sda6[1] sda5[4](F)

10241280 blocks [3/2] [_UU]

> ] recovery = 0.2% (30528/10241280) finish=11.1min
speed=15264K/sec

unused devices: <none>

Monitoring RAID Devices

The following commands are useful for monitoring RAID devices:

» cat /proc/mdstat: Shows the status of the RAID devices and the status of any
actions being performed on them such as adding a new member or rebuilding the
array.

» mdadm --query /dev/mdX: Displays basic data about the device such as size and
number of spares such as:

/dev/md@: 9.77GiB raid1 3 devices, 1 spare.

Add the - -detail option to display more data ( mdadm --query --detail
/dev/mdX):

/dev/mdO:
Version : 00.90.03
Creation Time : Mon Dec 18 07:39:05 2006
Raid Level : raid1
Array Size : 10241280 (9.77 GiB 10.49 GB)



Device Size :
Raid Devices :
Total Devices :
Preferred Minor :
Persistence :

Update Time :
State :

Active Devices :
Working Devices : 3
|

Spare Devices : 1

Failed Devices

Rebuild Status :

UUID :
Events :

Number  Major

3
1
2

8
8
8
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10241280 (9.77 GiB 10.49 GB)
3

4

0

Superblock is persistent

Mon Dec 18 07:40:01 2006

clean, degraded, recovering
2

49% complete

be623775:3e4ed7d6:¢c133873d:fbd771aa
0.5

Minor RaidDevice State

8 0 spare rebuilding /dev/sda8
6 1 active sync /dev/sda6
7 2 active sync /dev/sda7
5 - faulty spare /dev/sdab

» mdadm --examine <partition>: Displays detailed data about a component of a RAID
array such as RAID level, total number of devices, number of working devices, and
number of failed devices. For example, the output of mdadm --examine /dev/sdaé
shows the following:

/dev/sda6:

Magic :

Version :

UuID :

Creation Time :
Raid Level :
Device Size :
Array Size :

Raid Devices :
Total Devices :
Preferred Minor :

Update Time :
State :

Active Devices :
Working Devices :

a92b4efc

00.90.00
be623775:3e4ed7d6:¢c133873d:fbd771aa
Mon Dec 18 07:39:05 2006

raidi

10241280 (9.77 GiB 10.49 GB)
10241280 (9.77 GiB 10.49 GB)

3

4

0

Mon Dec 18 07:40:01 2006
active

2

3
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Failed Devices : 0
Spare Devices : 1
Checksum : ee90b526 - correct
Events : 0.5

Number  Major Minor  RaidDevice State

this 1 8 6 1 active sync /dev/sda6
0 0 0 0 0 removed
1 1 8 6 1 active sync /dev/sda6
2 2 8 7 2 active sync /dev/sda7
3 3 8 8 3 spare /dev/sda8

Using MD Multipath

The hard drives in a system are connected to the rest of the system hardware via a disk
controller. If the controller fails, the system can no longer communicate with the drives
connected to it. However, some systems offer multipath disk access in which more than
one controller is connected to the disks. If the active controller fails, a spare one replaces
it, allowing continued access to the storage attached.

An example usage of MD Multipath is when a system is connected to a storage area
network (SAN) via Fiber Channel Protocol or Cards. The multipath device can represent
one interface that connects to the SAN using multiple physical cables. If one or more of
the physical connections stops working or gets disconnected, the other physical cables are
still active, and the storage is still accessible.

The Linux kernel offers Multiple Device (MD) Multipathing via its software RAID feature.
MD Multipathing allows a device to be set up with multiple spares so that if the active
device fails, I/O requests do not fail. If the active partition fails, the kernel activates one of
the spare partitions as the active one.

To set up an MD Multipath device:

mdadm --create /dev/mdX --level=multipath --raid-devices=<num> <device list>
For example, use the following to set up /dev/md@ with three drives, two of which
become spares:

mdadm --create /dev/md@ --level=multipath --raid-devices=3 /dev/sdal /dev/sdcl

= /dev/sdd1

The kernel monitors the failure of the partition and activates a spare when it fails.
However, the mdmpd daemon from the mdadm RPM package must be running to automati-
cally add a failed partition back to the array when it becomes available again.
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Understanding Clustering and GFS

In some enterprise infrastructures, high-performance, reliable, scalable servers and shared
storage are necessary, with minimal downtime. Although RAID offers redundancy and
NES offers shared storage, they have limitations. For example, NFS transfer and access
rates are slower than I/O to local disks and can have even slower rates depending on the
number of simultaneous connections.

The Red Hat Cluster Suite offers application failover across multiple servers. Common
servers that use clustering include web servers, database servers, and file servers such as
GES, or Global File Systems.

GFS is a scalable shared storage solution with I/O performance comparable to local disk
access. It is usually combined with clustering to provide even more reliable storage with
failover, redundancy, and simultaneous shared access to a GFS filesystem. When
combined with clustering, the GFS filesystem is used on one or more file servers acting as
the storage pool accessed by all the cluster nodes via a Storage Area Network (SAN). In
addition to its ability to scale to meet the storage needs of hundreds or more servers
simultaneously, the size of each GFS filesystem can be expanded while still in use.

The easiest way to start using the Red Hat Cluster Suite and Red Hat GFS is to install the
packages from RHN using the Cluster Suite and GFS software channels. Refer to Chapter 3
for details on installing all the packages from a child software channel.

After installing the appropriate RPM packages, set up the cluster using the Cluster
Configuration Tool (system-config-cluster) before configuring GFS. The exact configu-
ration of Cluster Suite and GFS depends on a great deal of factors including the needs of
your infrastructure, budget allocated to the system group, amount of shared storage
needed plus extra for future expansion, and what type of application servers are to be run
on the cluster servers. Refer to the Documentation and Knowledgebase sections of
redhat.com for detailed instructions.

Using Access Control Lists

On an ext3 filesystem, read, write, and execute permissions can be set for the owner of
the file, the group associated with the file, and for everyone else who has access to the
filesystem. These files are visible with the 1s -1 command. Refer to Chapter 4,
“Understanding Linux Concepts,” for information on reading standard file permissions.

In most cases, these standard file permissions along with restricted access to mounting
filesystems are all that an administrator needs to grant file privileges to users and to
prevent unauthorized users from accessing important files. However, when these basic file
permissions are not enough, access control lists, or ACLs, can be used on an ext3 filesystem.

ACLs expand the basic read, write, and execute permissions to more categories of users
and groups. In addition to permissions for the owner and group for the file, ACLs allow
for permissions to be set for any user, any user group, and the group of all users not in
the group for the user. An effective rights mask, which is explained later, can also be set
to restrict permissions.
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To use ACLs on the filesystem, the acl package must be installed. If it is not already
installed, install it via Red Hat Network as discussed in Chapter 3.

Enabling ACLs

To use ACLs, they must be enabled when an ext3 filesystem is mounted. This is most
commonly enabled as an option in /etc/fstab. For example:

LABEL=/share /share ext3 acl 12

If the filesystem can be unmounted and remounted while the system is still running,
modify /etc/fstab for the filesystem, unmount it, and remount it so the changes to
/etc/fstab take effect. Otherwise, the system must be rebooted to enable ACLs on the
desired filesystems.

If you are mounting the filesystem via the mount command instead, use the -o acl
option when mounting:

mount -t ext3 -o acl <device> <partition>

Setting and Modifying ACLs

There are four categories of ACLs per file: for an individual user, for a user group, via the
effective rights mask, and for users not in the user group associated with the file. To view
the existing ACLs for a file, execute the following:

getfacl <file>
If ACLs are enabled, the output should look similar to Listing 7.10.

LISTING 7.10 Viewing ACLs

# file: testfile
# owner: tfox

# group: tfox
user::rwx
group::r-x
mask: : rwx
other::r-x

To set or modify existing ACLs, use the following syntax:

setfacl -m <rules> <file>

Other useful options include - -test to show the results of the command but not change
the ACL and -R to apply the rules recursively.

Replace <file> with one or more space-separated file or directory names. Rules can be set
for four different rule types. Replace <rules> with one or more of the following, and
replace <perms> in these rules with one or more of r, w, and x (which stand for read,
write, and execute):
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» For an individual user:
u:<uid>:<perms>
» For a specific user group:
g:<gid>:<perms>
» For users not in the user group associated with the file:
o:<perms>
» Via the effective rights mask:
m:<perms>

The first three rule types (individual user, user group, or users not in the user group for
the file) are pretty self-explanatory. They allow you to give read, write, or execute permis-
sions to users in these three categories. A user or group ID may be used, or the actual user-
name or group name.

CAUTION

If the actual username or group name is used to set an ACL, the UID or GID for it are
still used to store the ACL. If the UID or GID for a user or group name changes, the
ACLs are not changed to reflect the new UID or GID.

But, what is the effective rights mask? The effective rights mask restricts the ACL permis-
sion set allowed for users or groups other than the owner of the file. The standard file
permissions are not affected by the mask, just the permissions granted by using ACLs. In
other words, if the permission (read, write, or execute) is not in the effective rights mask,
it appears in the ACLs retrieved with the getfacl command, but the permission is
ignored. Listing 7.11 shows an example of this where the effective rights mask is set to
read-only, meaning the read-write permissions for user brent and the group associated
with the file are effectively read-only. Notice the comment to the right of the ACLs
affected by the effective rights mask.

LISTING 7.11 Effective Rights Mask

# file: testfile
# owner: tammy
# group: tammy

user::rw-
user:brent:rw- #effective:r--
group::rw- #effective:r--
mask::r--
other::rw-

The effective rights mask must be set after the ACL rule types. When an ACL for an indi-
vidual user (other than the owner of the file) or a user group is added, the effective rights
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mask is automatically recalculated as the union of all the permissions for all users other
than the owner and all groups including the group associated with the file. So, to make
sure the effective rights mask is not modified after setting it, set it after all other ACL
permissions.

If the ACL for one of these rule types already exists for the file or directory, the existing
ACL for the rule type is replaced, not added to. For example, if user 605 already has read
and execute permissions to the file, after the u:605:w rule is implemented, user 605 only
has write permissions.

Setting Default ACLs

Two types of ACLs can be used: access ACLs, and default ACLs. So far, this chapter has
only discussed access ACLs. Access ACLs are set for individual files and directories.
Directories, and directories only, can also have default ACLs, which are optional. If a
directory has a default ACL set for it, any file or directory created in the directory with
default ACLs will inherit the default ACLs. If a file is created, the access ACLs are set to
what the default ACLs are for the parent directory. If a directory is created, the access
ACLs are set to what the default ACLs are for the parent directory and the default ACLs
for the new directory are set to the same default ACLs as the parent directory.

To set the ACL as a default ACL, prepend d: to the rule such as d:g:500:rwx to set a
default ACL of read, write, and execute for user group 500. If any default ACL exists for
the directory, the default ACLs must include a user, group, and other ACL at a minimum
as shown in Listing 7.12.

LISTING 7.12 Default ACLs

# file: testdir

# owner: tfox

# group: tfox
user::rwx
group::r-x
mask: : rwx
other::r-x
default:user::rwx
default:group::r-x
default:other::r--

If a default ACL is set for an individual user other than the file owner or for a user group
other than the group associated with the file, a default effective rights mask must also
exist. If one is not implicitly set, it is automatically calculated as with access ACLs. The
same rules apply for the default ACL effective rights mask: It is recalculated after an ACL
for any user other than the owner is set or if an ACL for any group including the group
associated with the file is set, meaning it should be set last to ensure it is not changed
after being set.
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Removing ACLs

The setfacl -x <rules> <file> command can be used to remove ACL permissions by
ACL rule type. The <rules> for this command use the same syntax as the setfacl -m
<rules> <file> command except that the <perms> field is omitted because all rules for
the rule type are removed.

It is also possible to remove all ACLs for a file or directory with:

setfacl --remove-all <file>

To remove all default ACLs for a directory:

setfacl --remove-default <dir>

Preserving ACLs

The NFS and Samba file sharing clients in Red Hat Enterprise Linux recognize and use any
ACLs associated with the files shared on the server. If your NES or Samba clients are not
running Red Hat Enterprise Linux, be sure to ask the operating system vendor about ACL
support or test your client configuration for support.

The mv command to move files preserves the ACLs associated with the file. If it can’t for
some reason, a warning is displayed. However, the cp command to copy files does not
preserve ACLs.

The tar and dump commands also do not preserve the ACLs associated with files or direc-
tories and should not be used to back up or archive files with ACLs. To back up or archive
files while preserving ACLs use the star utility. For example, if you are moving a large
number of files with ACLs, create an archive of all the files using star, copy the star
archive file to the new system or directory, and unarchive the files. Be sure to use getfacl
to verify that the ACLs are still associated with the files. The star RPM package must be
installed to use the utility. Refer to Chapter 3 for details on package installation via Red
Hat Network. The star command is similar to tar. Refer to its man page with the man
star command for details.

Using Disk Quotas

Part of managing storage is determining how the available storage can be used. Although
setting the size of filesystems such as /tmp and /home can limit storage for certain types of
data, it is sometimes necessary to enable disk usage per user or per user group. This is
possible with disk quotas. To use quotas, the quota RPM package must be installed. Refer
to Chapter 3 for details on installing packages.
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Enabling Quotas

To use quotas, they must be enabled in /etc/fstab, which is read at boot time to mount
filesystems. This enables quotas in the kernel booted for the system. To add as an option
in /etc/fstab, for example (as the root user):

/dev/VolGroup@@/LogVol@1 /home ext3d usrquota,grpquota 12

The usrquota mount option enables user quotas, and the grpquota option enables group
quotas. One or both can be used. Either reboot the system to enable the quotas or
remount each filesystem as root with the following command:

mount -o remount,acl,usrquota,grpquota,rw <mountpoint>

Once again, one or both of usrquota or grpquota can be used. In our example,
<mountpoint> would be /home. To verify that the remount enabled quotas, execute
the following command:

mount | grep <mountpoint>

or use such as mount | grep home if you are following the example. The output shows
which mount options were used to mount the filesystem:

/dev/VolGroup@@/LogVol@1 on /home type ext3 (rw,acl,acl,usrquota,grpquota)

Creating Quota Database Files

The first time the system is booted with quotas enabled in /etc/fstab, quotas are not
turned on because the quota database files for the filesystem do not exist. The quotacheck
command is used to create these files.

After rebooting with quotas enabled in /etc/fstab and before executing the quotaon
command to turn on quotas, the filesystem must be initialized to use quotas. If they do
not already exist, the aquota.user and aquota.group files are created in the root directory
of the filesystem. These are database files used to enforce quotas.

Refer to the quotacheck man page for a list of all options and determine which options
are best for your situation. By default, only user quotas are checked and initialized. If you
need to initialize user group quotas as well, specify it with the -g option. A typical
command to run with options, as the root user, would be:

quotacheck -uvg <devicename>

such as:

quotacheck -uvg /dev/VolGroup0@/LogVol02

Because disk usage can change when the filesystem is mounted in read-write mode, it is
recommended that quotacheck be run when the filesystem is mounted read-only. If the
filesystem is mounted when quotacheck is run, quotacheck will try to mount it read-only
before starting the scan. It then remounts it in read-write mode after the scan is complete.
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If it is unable to mount it read-only, a message similar to the following appears:

quotacheck: Cannot remount filesystem mounted on /home read-only
so counted values might not be right.
Please stop all programs writing to filesystem or use -m flag to force checking.

If quotacheck can’t remount the filesystem read-only before starting, you can force the
quota check anyway by using the -m command-line option.

The quotacheck utility should be run on a regular basis to keep quotas accurate or after a
system crash in which the filesystem was not unmounted cleanly. To make sure it is done
on a schedule, setup a cron task that is run automatically at set times. Refer to Chapter
11, “Automating Tasks with Scripts,” for details on setting up a cron task.

After creating the quota database files, be sure to turn quotas on as described in the next
section. After the quota database files are created, subsequent boots with the usrquota
and/or grpquota mount options in /etc/fstab will automatically have quotas turned on
for those filesystems.

Turning Quotas On and Off

Quotas can be turned on and off without rebooting the system with the quotaon and
quotaoff commands, but only for filesystems that meet two conditions: The filesystem
must be mounted at boot time with the usrquota and/or grpquota mount options in
/etc/fstab, and the filesystem must have the aquota.user and/or aquota.group files in
the root of the filesystem.

To turn quotas on for an already mounted filesystem, the quotaon utility can be used. As
root, use the following to enable user and group quotas:

quotaon -vug <devicename>

To temporarily turn off quotas, execute the following command as root:

quotaoff -vug <devicename>

The -vug options specify that messages should be displayed showing that the quotas are
being turned off as well as error messages if they exist and that both the user and group
quotas should be turned off.

To verify that the quotas have been turned on or off, execute the mount command and
read the mount options used such as the following:/dev/VolGroup@@/LogVol@1 on /home
type ext3 (rw,acl,acl,usrquota,grpquota)

Setting and Modifying Quotas

Quotas can be set per user, group, or filesystem with the edquota command. The user or
group name can be used or the UID or GID for the user or group. To set or modify the
quota for a user, execute the following as root:

edquota <username>
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To set or modify the quota for a user group, execute the following as root:

edquota -g <groupname>

When the edquota command is executed, the default text editor is opened as determined
by the $EDITOR environment variable. In Red Hat Enterprise Linux, the default editor is
Vi. To set the default editor to a different editor, execute the following command, replac-
ing emacs with the editor of your choice (this setting is per user):

export EDITOR="emacs"

When this command is executed, it only changes the default editor for that login session.
When the system is rebooted, this setting is lost. To permanently change the default
editor, add the command as a line to your .bashrc file in your home directory. The
.bashrec file is only read when a user logs in, so to enable changes to the file after you
have already logged in, execute the source ~/.bashrc command.

When setting quotas, there are two types of limits: soft limits and hard limits. When the
soft limit is reached, the user is warned and allowed to exceed the soft limit for a grace
period, which is set to 7 days by default in Red Hat Enterprise Linux. This grace period
allows the user or group time to reduce disk usage and return to below the soft limit. A
hard limit is the absolute maximum amount of disk usage the user or group is allowed.
After it is reached, no more disk space is allocated to the user or group.

If a user or group still exceeds the soft limit after the grace period has expired, the soft
limit is treated as a hard limit, and the user or group is not allowed additional disk usage
until the disk usage falls below the soft limit.

When the edquota command is executed, the output looks similar to Listing 7.13, which
shows content for modifying quotas for the user tfox.

LISTING 7.13 Setting Disk Quotas

Disk quotas for user tfox (uid 501):
Filesystem blocks soft hard  inodes  soft hard
/dev/mapper/VolGroup@0-LogVol@2 59403 0 0 0 0 0

There are seven columns of information. The first column shows the filesystem in ques-
tion. The next three columns are for setting quotas according to block size, with the first
being the current block usage for the user or group. The next two are for setting the soft
and hard limits for block usage. The last three columns are for inode usage, with the first
being the current usage for the user or group, and the last two being the soft and hard
limits. Setting any of these limits to 0, the default, means there is no limit. The block and
inode usage columns are for reference only and should not be modified. Change the
values of the limits, save the file, and exit.

To modify the grace period for a filesystem, execute the following as root:

edquota -t
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This grace period is used for all users and groups. To set the grace period for a specific
user, execute the following as root, where <username> is a username or UID:

edquota -T <username>
To set the grace period for a specific user group, execute the following as root, where
<groupname> is a group name or GID:

edquota -T -g <groupname>

Displaying Quotas

To display all quotas along with user and group usage, execute the following as root:

repquota -a
The output should look similar to Listing 7.14.

LISTING 7.14 Reporting Disk Usage and Quotas

*** Report for user quotas on device /dev/mapper/VolGroup0@-LogVolQ1
Block grace time: 7days; Inode grace time: 7days

Block limits File limits
User used soft hard grace used soft hard grace
root -- 189192 0 0 336 0 0
bfox -- 3216936 40000000 45000000 26383 0 0
tfox -- 36329868 40000000 45000000 56253 0 0

Summary

After reading this chapter, you now have an understanding of the many storage configu-
ration schemes in Red Hat Enterprise Linux, some of which can be combined. Standard
partitions are straightforward and necessary for some mount points but lack the option to
resize without destroying the existing partitions. LVM is the default partitioning scheme
for Red Hat Enterprise Linux. Logical volumes can be resized easily. Software RAID offers
redundancy and some speed advantages. Global File Systems and clustering offer scalable,
reliable storage for enterprises.
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» Multi-Core Processors

Hyper-Threading > Procesgors with Hyper-
Threading Technology
Technology Processors

As systems, both servers and desktops, require more
processing power, large file sizes, and access to more and
more memory, CPU manufacturers have been developing
processors to address these needs. Red Hat Enterprise Linux
has also evolved to support these technologies.

64-Bit Processors

In 2004, the 64-bit processor was introduced into the
computer market. In the beginning, these 64-bit processors
were only used for servers, but ones such as the AMD
Athlon™ 64 are now being used for desktop computers as
well.

Red Hat Enterprise Linux supports both 32-bit and 64-bit
processors. If you have a system with a 64-bit processor,
install the 64-bit version of the operating system if you
want the 64-bit kernel, libraries, and available applications
to be installed.

Most of the modern 64-bit processors such as the AMD64
and EM64T can also run 32-bit applications if the operating
system also supports it. 32-bit support is installed by
default when installing the 64-bit version of Red Hat
Enterprise Linux.

To run both 32-bit and 64-bit applications, both sets of
libraries must be installed. Having both the 64-bit and 32-
bit versions of a library installed at the same time is known
as multilib. Red Hat Enterprise Linux allows for this by
following the FHS guidelines. 32-bit libraries are installed in
/1lib/ and /usr/lib/, and 64-bit libraries are installed in
/1ib64/ and /usr/1ib64/.
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For the complete FHS guidelines explanation of how 32-bit and 64-bit libraries co-
exist, refer to http://www.pathname.com/fhs/pub/fhs-2.3.html#LIB64.

Some packages have been compiled for the 64-bit architecture but are available in a 32-bit
version as well. When using Red Hat Network to install a package on a 64-bit system with
the 64-bit version of the OS installed, the 64-bit version of the package is installed if
available. If the 32-bit version is the only one available, it is installed. If both versions are
available, the architecture can be specified if installing from Red Hat Network:

yum install <package_name>.<arch>

Replace <arch> with the 32-bit architecture compatible with your 64-bit processor such as
1386 for Intel Itanium, AMDG64, and EM64T systems. If you are selecting a package to
install via the RHN website, the architecture is included in the package name such as
glibc-2.3.4-2.1686 and glibc-2.3.4-2.1ia64. If you are installing software directly from
the RPM package file, remember that the filename includes the architecture such as
glibc-2.3.4-2.i686.rpm. Table 8.1 shows the architecture abbreviations used in the RPM
filename and in the package name listed on the RHN website. It also shows the compati-
ble 32-bit architectures.

TABLE 8.1 Compatible Architectures

Processor RPM Architecture Compatible 32-Bit Architectures
Intel Itanium iab4 i386, 686

AMDG64, EM64T x86_64 i386, 686

IBM POWER ppc64 ppc

IBM zSeries s390x s390

After installing both versions of a library, how can you verify they are both installed? The
rpm -q <package-name> command doesn’t display the architecture of the package by
default. But, the command can be configured to show this information by using the
--queryformat option:

rpm -q <package-name> --queryformat='%{NAME}-%{VERSION}.%{ARCH}\n'

This changes the format displayed to also include a period at the end of the package
name followed by the architecture such as the following for two different builds of glibc:
glibc-2.3.4-2.19.1686

glibc-2.3.4-2.19.x86_64

This option is very useful, but it is not easy to remember. Luckily, this format can be
saved as the default for each user. In your home directory, create a .rpmmacros file if you
don’t already have one. In this file, add the following line:

%_query_all fmt %%{name}-%%{version}-%%{release}.%%{arch}
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Duplicate this file for each user who wants to view the architecture of the packages
queried.

TIP

Add this formatting line to the .rpmmacros file for the root user as well if you often
perform RPM queries as root.

Multi-Core Processors

A multi-core processor is a processor that contains one or more processor cores on a single
processor chip, with each core having its own dedicated cache. The advantages of using
multi-core processors include the following:

» More processor cores on a single processor means a smaller physical footprint for a
multi-processor machine. More processor cores can fit in a single unit.

» If combined with Virtualization or a similar technology, each processor core can be
dedicated to a virtual machine. Just switching to dual-core processors doubles the
number of virtual machines with a dedicated processor. Refer to Appendix B,
“Creating Virtual Machines,” for details on implementing the Virtualization layer.

The Linux kernel recognizes the number of physical processors, the number of processor
cores on each physical processor, and the total number of processor cores. It uses each
processor core as it would a separate physical processor. In addition to the processor
vendor, speed, and cache size, the /proc/cpuinfo virtual file shows information about the
processor cores. To view the contents of this virtual file, use the cat /proc/cpuinfo
command.

Listing 8.1 shows the output on a system with two processors, with each processor having
two processor cores. The processor field counts the total number of processor cores for
the entire system. In Listing 8.1, this value starts with 0 and ends with 3, for a total of
four processor cores. The total number of physical processors is two, as shown by the
physical id field starting at O for the first processor core and ending at 1 for the last
processor core. The value of the cpu cores field is the total number of processor cores on
the physical processor. The core id field counts the number of processor cores for each
physical processor.

LISTING 8.1 Contents of /proc/cpuinfo for a 2-Processor, Dual-Core System

processor 10

vendor_id ¢ AuthenticAMD

cpu family 1 15

model 1 33

model name : AMD Opteron(tm) Processor 860
stepping 2

cpu MHz 1 1607.417
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LISTING 8.1 Continued

cache size : 1024 KB

physical id t 0

siblings P2

core id 0

cpu cores 12

fpu 1 yes

fpu_exception 1 yes

cpuid level 1

wp 1 yes

flags : fpu vme de pse tsc msr pae mce cx8 apic sep mtrr pge \

mca cmov pat pse36 clflush mmx fxsr sse sse2 ht syscall nx mmxext 1m \
3dnowext 3dnow pni

bogomips : 3218.03

TLB size : 1088 4K pages

clflush size . 64

cache_alignment : 64

address sizes : 40 bits physical, 48 bits virtual

power management: ts ttp

processor 1

vendor_id ¢ AuthenticAMD

cpu family : 15

model : 33

model name : AVMD Opteron(tm) Processor 860

stepping 2

cpu MHz : 1607.417

cache size : 1024 KB

physical id T 0

siblings P2

core id 1

cpu cores 12

fpu 1 yes

fpu_exception 1 yes

cpuid level 1

wp 1 yes

flags : fpu vme de pse tsc msr pae mce cx8 apic sep mtrr pge mca \
cmov pat pse36 clflush mmx fxsr sse sse2 ht syscall nx mmxext lm 3dnowext \
3dnow pni

bogomips 1 3214.44

TLB size : 1088 4K pages

clflush size . 64

cache_alignment : 64
address sizes : 40 bits physical, 48 bits virtual
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LISTING 8.1 Continued

power management: ts ttp

processor I

vendor_id ¢ AuthenticAMD

cpu family : 15

model 1 33

model name : AMD Opteron(tm) Processor 860

stepping H]

cpu MHz 1 1607.417

cache size : 1024 KB

physical id |

siblings H

core id 0

cpu cores I

fpu 1 yes

fpu_exception 1 yes

cpuid level 1

wp 1 yes

flags : fpu vme de pse tsc msr pae mce cx8 apic sep mtrr pge mca \
cmov pat pse36 clflush mmx fxsr sse sse2 ht syscall nx mmxext 1lm 3dnowext \
3dnow pni

bogomips 1 3214.42

TLB size : 1088 4K pages

clflush size : 64

cache_alignment : 64

address sizes : 40 bits physical, 48 bits virtual

power management: ts ttp

processor 3

vendor_id : AuthenticAMD
cpu family : 15

model 1 33

model name : AMD Opteron(tm) Processor 860
stepping H]

cpu MHz 1 1607.417
cache size : 1024 KB
physical id 1

siblings 2

core id |

cpu cores I

fpu 1 yes
fpu_exception 1 yes

cpuid level 1

wp 1 yes
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LISTING 8.1 Continued

flags

: fpu vme de pse tsc msr pae mce cx8 apic sep mtrr pge mca \

cmov pat pse36 clflush mmx fxsr sse sse2 ht syscall nx mmxext lm 3dnowext \

3dnow pni
bogomips
TLB size
clflush size

cache_alignment :
: 40 bits physical, 48 bits virtual

address sizes

1 3214.42
: 1088 4K pages
. 64

64

power management: ts ttp

Processors with Hyper-Threading Technology

Processors with Hyper-Threading Technology (HT Technology) are seen by the operating
system as two logical processors. These processors are different from multi-core processors
because processors with HT Technology do not contain all the components of two sepa-
rate processors. Only specific parts of a second processor are included so that two process

threads can be executed at the same time.

When Red Hat Enterprise Linux detects a processor with HT Technology, it configures the
system as a multi-processor system, and therefore uses the SMP kernel. This can be seen in

the output of the /proc/cpuinfo virtual file as shown in Listing 8.2.

LISTING 8.2 Contents of /proc/cpuinfo for a Process with HT Technology

processor
vendor_id
cpu family
model

model name
stepping
cpu Mhz
cache size
physical id
siblings
core id

cpu cores
fdiv_bug
h1lt_bug
f00f_bug
coma_bug
fpu
fpu_exception
cpuid level
wp

flags

0

: GenuinelIntel
: 15

: 3

: Genuine Intel(R) CPU 3.20GHz
: 3

1 2793.829

: 1024 KB

0

2

0

|

I no

I no

I no

I no

1 yes

1 yes

5

1 yes

: fpu vme de pse tsc msr pae mce cx8 apic mtrr pge mca
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LISTING 8.2 Continued

cmov pat pse36 clflush dts acpi mmx fxsr sse sse2 ss ht tm pbe pni
monitor ds_cpl cid

bogomips : 5592.02
processor .

vendor_id : Genuinelntel
cpu family : 15

model : 3

model name : Genuine Intel(R) CPU 3.20GHz
stepping : 3

cpu Mhz 1 2793.829
cache size 1 1024 KB
physical id 10

siblings 2

core id 10

cpu cores .

fdiv_bug i no

hlt_bug I no

f00f_bug 1 no

coma_bug 1 no

fpu 1 yes
fpu_exception 1 yes

cpuid level H)

wp 1 yes

flags : fpu vme de pse tsc msr pae mce cx8 apic mtrr pge mca

cmov pat pse36 clflush dts acpi mmx fxsr sse sse2 ss ht tm pbe pni
monitor ds_cpl cid
bogomips : 5585.63

Similar to the previous example for the multi-core processors, look at the processor,
physical id, core id, and cpu cores fields to verify that the system is recognized as one
with HT Technology. The processor count goes from O to 1, indicating that, as far as the
operating system is considered, there are two processors to send data to for execution.
The physical id is O for both, meaning that there is only one physical processor. The
value of cpu cores is 1, and the value of core id is O for both, meaning that the proces-
sor is not a multi-core processor. Thus, the processor must have HT Technology because
the virtual processor count is 2 with only one processor core.

Hyper-Threading can be disabled at boot-time with a kernel option passed to the kernel
using the GRUB boot loader. This process only disables Hyper-Threading for one boot
instance. It must be repeated on subsequent boots to continue disabling Hyper-Threading.
The steps are as follows:

1. When the GRUB boot menu appears, use the up and down arrows to select the
kernel to boot.
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Press the E key to add a kernel option to the kernel selected.
At the end of the line, add a space and then the noht kernel option.

Press Enter to return to the GRUB boot menu.

o » 0N

Press the B key to boot the system.

Hyper-Threading can be disabled for all subsequent boots if the kernel option is added to
the GRUB configuration file. As root, open the /etc/grub.conf file and find the kernel
stanza for which you want to disable Hyper-Threading. Find the kernel line for the stanza,
add a space to the end, and add the noht kernel option as shown in Listing 8.3.

LISTING 8.3 Disabling Hyper-Threading with GRUB

default=0

timeout=15

splashimage=(hd0,0) /boot/grub/splash.xpm.gz

hiddenmenu

title Red Hat Enterprise Linux (2.6.16-1.2133)
root (hdo,0)
kernel /boot/vmlinuz-2.6.16-1.2133 ro root=LABEL=/ rhgb quiet noht
initrd /boot/initrd-2.6.16-1.2133.1img

Summary

This chapter explained what to look for when using Red Hat Enterprise Linux on 64-bit
and multi-core systems as well as systems with Hyper-Threading Technology. Install Red
Hat Enterprise Linux on these systems as you would for any other system. For the 64-bit
system, be sure to install the 64-bit version of the operating system. For a multi-core
system, the number of processor cores is detected, and the appropriate kernel is installed.
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CHAPTER 9

Managing Users and
Groups

With Red Hat Enterprise Linux, all users must enter a
username and password combination to use the operating
system and applications for security. Privileges and access
to specific files and directories can be granted or denied
based on a person’s username. Thus, part of an administra-
tors’ duties is to manage their company’s database of users
and groups as employees change, request more storage, and
transfer to different departments. Although adding users
and groups seems like a simple task on the surface, it does
require forward planning and preparation for a large user
group such as one for a large company or corporation or
for an organization that requires users to have access to
multiple computers throughout the same building or even
a set of worldwide offices.

This chapter explains how to manage local users and
groups. Local users and groups are authenticated by the
system on which they are logging in to. The files storing
usernames, groups, and passwords are all on the local
system. Users and groups can also be authenticated from a
network server. For details on network services that allow
identity management from a central server, refer to Chapter
12, “Identity Management.”

Even if you are using remote identity management, it is
recommended that you read the first section “What Are
Users and Groups?” and the last section “Best Practices.”
The last section provides tips on managing usernames,
managing passwords, deleting accounts, and structuring
home directories. The methods in this section apply to user
management regardless of whether the authentication takes
place on the local system or from a remote server.

IN THIS CHAPTER

» What Are Users and Groups?
» Managing Users

» Managing Groups

» How It All Works

» Best Practices
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What Are Users and Groups?

In addition to a Red Hat Enterprise Linux system having a username for each user allowed
access to a system, each system has user groups. A user group is a group of one or more
users. A user can be a member of more than one group. As discussed in the section “File
Permissions” of Chapter 4, “Understanding Linux Concepts,” file and directory permis-
sions can be granted for the owner of the file, the group associated with the file, and all
users on the system.

User groups can be any grouping of users on which you decide: groups of users in a func-
tional department, groups in the same physical location, or groups based on security
access. It is important to plan the user groups for your company carefully before imple-
menting them because changing them means changing the groups associated with files,
which can sometimes lead to incorrect group permissions if they are not changed correctly.

Managing Users

Each user on a Red Hat Enterprise Linux system is assigned a unique user identification
number, also known as a UID. UIDs below 500 are reserved for system users such as the root
user. System users also include those added for a specific service such as the nfsnobody, rpc,
and rpcuser users for the NFS service.

By default in Red Hat Enterprise Linux, when a user is added, a private user group is
created—meaning that a user group of the same name is created and that the new user is
the sole user in that group.

Red Hat Enterprise Linux includes a graphical program for managing users and groups.
The system-config-users package is required to do so. Install it using the RHN website or
YUM as described in Chapter 3, “Operating System Updates.” Start the user and group
tool from the System menu on the top panel of the desktop by selecting Administration,
Users and Groups or execute the command system-config-users. If the program is run
as a non-root user, enter the root password when prompted. As shown in Figure 9.1, all
existing users are listed on the Users tab.

By default, system users are not shown in the list of users. To show system users in the
list, select Edit, Preferences from the pull-down menu. In the Preferences dialog, unse-
lect the Hide system users and groups option, and click Close.

Adding and Modifying Users
To add a new user, click Add User to display the dialog window in Figure 9.2.

Configure the username, full name, and password for the new user. The default login
shell for new users is bash. By default, the directory /home/<username>/ is created as the
user’s home directory, and a private group is created for the user. These options can be
modified as shown in Figure 9.2. A UID above 500 is automatically selected for the user.
To manually set the UID, select the Specify user ID manually option and then select a
UID. Click OK to add the user to the system. The user immediately appears on the Users
tab of the main window, and is also added to the system.
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To configure more advanced user options for the new user or any existing user, select him
from the list on the Users tab and click Properties. The dialog box in Figure 9.3 appears
and displays the options currently configured for the user. Features such as account expi-
ration, password locking, password expiration, and groups to which the user is a member

are configurable from the User Properties dialog box.
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User Properties

User Data | Account Info |Password Info | Groups

[] Enable account expiration

[ Lecal password is locked
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FIGURE 9.3  Modifying User Properties

Deleting Users

To delete a user, select her from the list and click Delete. When deleting a user, you have
the option of deleting the user’s home directory, mail spool, and temporary files. Changes
take effect immediately, so clicking Yes will remove the user and the user’s files. Any
remaining files will still exist with the user’s old UID, so be careful when creating new users.
If the UID is reused for a different user, you might be giving the new user access to the old
user’s files because file permissions are based on the UID and GID associated with the file.

When using the graphical application, the private user group for the user is deleted when
the user is deleted from the system. The user being deleted is also removed from any
other groups of which it was a member.

Configuring via the Command Line

If you prefer the command line or do not have a graphical desktop installed on the
system, the shadow-utils RPM package provides utilities to add, modify, and delete users
from a shell prompt.

The commands discussed in this section require the administrator to be logged in as the
root user. If you are logged in as a non-root user, execute the su- command from a shell
prompt, and enter the root password to become the root user.

Adding Users

To add a new user, use the useradd command. The basic syntax is useradd <username>.
The username is the only information required to add a new user; however, Table 9.1
shows additional command-line arguments for useradd. The useradd command creates
the account, but the account is locked. To unlock the account and create a password for
the user, use the command passwd <username>. By default, the user’s home directory is
created and the files from /etc/skel/ are copied into it. The two exceptions are if the -M
option is used and if the home directory already exists.
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TABLE 9.1  Options for useradd

Command-Line Option

Description

-¢c <fullname>

-d <directory>

-e <date>

-f <numdays>

-g <group>

-G <group>

-p <password>

-s <shell>

-u <uid>

Full name of the user (or a comment about the user). If more than
one word is needed, place quotation marks around the value.

Home directory for the user. The default value is /home/
<username>/.

Date on which the user account will expire and be disabled. Use
the format YYYY-MM-DD (default: never expire or disable).

Number of days after the password expires until the account will be
disabled. 0 disables the account immediately after the password
expires. -1 disables this feature (default: -1).

Default group for the user specified as a group name or group 1D
number. The group name or GID must already exist. The default is
to create a private user group. If a private user group is not
created, the default is the users group.

Comma-separated list of additional group names or GIDs to which
the user will be a member. Groups must already exist.

Do not create a home directory for the user. By default, a home
directory is created unless this option is used or unless the direc-
tory already exists.

Create a home directory for the user if it doesn’t exist. Files from
/etc/skel/ are copied into the home directory.

Do not create a private user group for the user. By default, a private
user group is created for the user.

Allow the creation of a user with a UID that already exists for
another user. By default, the UID must be unique.

Specify an encrypted password for the user as returned by the
crypt utility. By default, the account is locked until the passwd
command is used to set the user’s password.

Add the user as a system user with a UID below 500 and with a
password that never expires. The user’s home directory is not
created unless the -m option is used. The default is UID 500 or
higher for a non-system user.

Do not add the user to the last login log file. The default is to add
the user to the last login log file.

Specify the user login shell for the user. The default shell if not
specified is /bin/bash.

Integer to use for the user ID. Must be unique unless -o is used.
Values less than 500 are reserved for system users.

Modifying Users

The usermod command can also be used to modify options for an existing user with the
usermod <options> <username> command. Most of the useradd options from Table 9.1
can be used with usermod. Table 9.2 lists additional usermod options.
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TABLE 9.2 Additional Options for Modifying Users
Command-Line Option Description

-1 <loginname> Change the user’s username to <loginname>. You should
consider changing the user’s home directory and name of the user
private group to reflect username change.

-L Lock the user’s password by placing the ! character in front of it
in /etc/shadow or /etc/passwd. User can no longer log in to the
system with the old password.

-U Unlock the user’s password so the user can log in to the system
again. Removes the ! character in front of it in /etc/shadow or
/etc/passwd.

Password Aging

Optionally, password aging can also be configured with the chage command. If the chage
command is immediately followed by a username, the administrator will be interactively
prompted for the password aging values as shown in Listing 9.1. The command-line
options in Table 9.3 can also be used with chage.

TIP

To list current password aging values, use the chage -1 <username> command.

LISTING 9.1 Interactive Password Aging Configuration

Changing the aging information for testuser
Enter the new value, or press ENTER for the default

Minimum Password Age [0]:

Maximum Password Age [99999]:

Last Password Change (YYYY-MM-DD) [2006-02-12]:
Password Expiration Warning [7]:

Password Inactive [-1]:

Account Expiration Date (YYYY-MM-DD) [1969-12-31]:

TABLE 9.3 Command-Line Options for Password Aging
Command-Line Option  Description

-d <day> Number of days since January 1, 1970 when the password was
changed or the date when the password was last changed in the
format YYYY-MM-DD.

-E <date> Number of days since January 1, 1970 on which the account will
be locked or the date on which the account will be locked in the
format YYYY-MM-DD.

-I <days> Number of inactive days since the password has expired before the
account is locked. -1 disables this feature.
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TABLE 9.3 Continued
Command-Line Option  Description

-m <days> Minimum number of days between password changes. @ allows
user to change password as many times as he wants.

-M <days> Maximum number of days between password changes, after which
the user will be forced to change password before being allowed to
log in again.

-W <days> Number of days before password change is required to warn user

of upcoming password expiration.

Deleting Users

The userdel command is available for deleting users using the userdel <username>
syntax. If no command line options are used, the user is deleted and can no longer log
into the system. The private user group for the user is also deleted, and the user is
removed from any other groups of which he was a member. However, the user’s home
directory and any other files the user owned are not deleted from the system.

To remove the user’s home directory and mail spool, use the userdel -r <username>
command. All other files owned by the user must be deleted manually if the administra-
tor needs them removed. However, use caution when removing files owned by a removed
user, they might be shared files still needed by others in the group.

Managing Groups

As previously mentioned, a new group with the same name as the user is created by
default when a new user is added. This new group is referred to as a private user group.
Every user has a default group, which is usually the user’s private user group, but every
user can also be a member of more than one group. When a file or directory is created by
a user, the user’s default group becomes the group associated with the file unless the
directory is configured to with the s option to chmod that sets the group ID of files in that
directory upon creation. The additional groups a user is a member of allows the user to
have access to files associated with the group and with the proper group file permissions.

A unique integer known as a GID is associated with each group. GIDs below 500 are
reserved for system groups just like UIDs below 500 are reserved for system users.

To start the graphical application for managing users and groups, select Administration,
Users and Groups from the System menu on the top panel of the desktop, or execute the
command system-config-users. If the program is run as a non-root user, enter the root
password when prompted. As shown in Figure 9.4, select the Groups tab to view all exist-
ing groups.

By default, system groups are not displayed in the list. To show system users in the list,
select Preferences, Filter system users and groups.
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Adding and Modifying Groups
To add a group, click Add Group to display the dialog box in Figure 9.5.
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FIGURE 9.5 Adding a Group

In this dialog box, type the name of the new group. If the option to specify the GID is

not selected, the next available GID above 500 is used. Click OK to add the group. The

changes take place immediately, and the group is added to the list of existing groups in
the main window.

To add a user to an existing group or change the name of the group, select him from the
list on the Groups tab of the main application window, and click Properties. On the
Group Users tab, select the users who should be members of the group, and click OK to
enable the changes. The Group Data tab allows an administrator to change the name of
the group. Once again, the changes take place immediately.
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Deleting Groups

To delete a group, select it from the list on the Groups tab, and click the Delete button in
the toolbar. Click Yes to confirm the deletion. The changes take place immediately, and
the group is removed from the list of existing groups.

CAUTION

The application will not let you remove a group if it is the primary group for an existing user.

Configuring via the Command Line

If you prefer command-line configuration or just don’t have the X Window System
installed on the system, this section describes the command-line utilities that can be used
to manage groups.

The commands discussed in this section must be executed by the root user.

Adding Groups

The groupadd command can be used to add user groups to the system. The basic syntax is
groupadd <groupname>. If no command-line options are used, the group is created with
the next available GID above 499. To specify a GID, use the groupadd -g <gid> <group-
name> command. To add a system group, use the groupadd -r <groupname> command.
The first available GID below 500 is used for the system group. To add a system group and
specify the GID, use the groupadd -r -g <gid> <groupname> command. Even if you
specify a GID for the system group, the GID still needs to be below 500 to follow the
numbering convention.

To add users to a group, use the usermod -G <groups> <username> command as previ-
ously discussed in this chapter or the gpasswd command as discussed in the next section
“Modifying Groups.”

Modifying Groups

Other than adding users to the group, the name of the group and the GID of the group
can be changed with the groupmod command. To change the GID of a group, use the
groupmod -g <gid> <groupname> command. To change the name of the group, use the
groupmod -n <newname> <groupname> command.

Red Hat Enterprise Linux also includes the gpasswd command for managing groups. It
allows an administrator to configure group administrators, group members, and a group
password. Group administrators can add and delete users as well as set, change, or remove
the group password. A group can have more than one group administrator.

To add group administrators, use the gpasswd -A <users> <groupname> command, where
<users> is a comma-separated list of existing users you want to be group administrators.
Don'’t use any spaces between the commas.

The root user or a group administrator can add users to the group with the gpasswd -a
<user> <groupname> command. Using this method, only one user can be added at a time.
Similarly, to remove a user from a group, use the gpasswd -d <user> <groupname> command.
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It is also possible for the root user (not a group administrator) to modify the members of a
group with the gpasswd -M <users> <groupname> command, where <users> is a comma-
separated list of all the users in the group. Notice the word all. When this command is
executed, the group members list changes to the users listed in this command. Any exist-
ing members not listed will be removed.

To add or change the password for a group, the root user or a group administrator can use
the gpasswd <groupname> command. When changing the password, the old password is
not needed. To remove the group password, use the gpasswd -r <groupname> command.

If a user is a member of a group, she can use the newgrp <groupname> command to make
that group her default group for that login session. If the group has a password, the user
must enter the correct password before successfully switching groups. If the group has a
password, users who aren’t members of the group can also make the group their default
group with the newgrp command. If the group doesn’t have a password configured, only
users who are members of the group can use the newgrp command to change groups for
that login session. To disable the use of the newgrp command for a group, use the gpasswd
-R <groupname> command.

Deleting Groups
To delete an existing group, use the groupdel <groupname> command. The group is
removed, and the users in the group are no longer members of the group.

How It All Works

A list of all local users is stored in the /etc/passwd file. This file is in plain text format and
is readable by anyone logged in to the system because it is referenced by user-accessible
utilities such as 1s and who to map user and group IDs to usernames and group names.
Each user is listed on a separate line, with the following format:

username:password:uid:gid:real_name:/home/directory:shell

Table 9.4 describes these fields.

TABLE 9.4  /etc/passwd Fields

Field Description
username Login name for the user. Can’t contain spaces or tabs.
password The x character that denotes the encrypted password is stored in

/etc/shadow. If shadow passwords are not used, this field contains
the encrypted user password.

uid Unique integer used as the user ID.
gid Unique integer used as the group ID.
real_name Full name of the user (not required).

/home/directory Full path to the home directory of the user.
shell Login shell for the user. /bin/bash is the default.
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If shadow passwords are used (the default), the encrypted passwords are stored in the
/etc/shadow file, readable only by root for security reasons. This file can also store
optional password expiration data.

All user groups are stored in the /etc/group file, readable by everyone but only writable
by root for the same reason /etc/passwd has these permissions—user utilities need to be
able to map group IDs to group names. Each group is listed on a separate line in the
following format:

groupname:password:gid:users

The group name is the actual name of the user group, the password field contains the x
character if shadow passwords are used or the encrypted password if shadow passwords
are not used. The gid is the unique group ID for the group, and the users field is a
comma-delimited list of users in the group.

If shadow passwords are used for group passwords (the default), they are stored in
/etc/gshadow, a file readable only by the root user.

When a new user is added, files from the /etc/skel/ directory are copied to the user’s
home directory unless the administrator chooses not to create one.

NOTE

By default, a home directory is created when a user is added. If the user's home direc-
tory already exists (for example, the /home/ directory was preserved during reinstalla-
tion), the files from /etc/skel/ are not copied to the existing home directory so that
the existing files are not overwritten. This behavior has changed in recent versions of
useradd, so use caution when performing this same operation on older versions of
Red Hat Enterprise Linux.

The default values used when adding a user are stored in the /etc/default/useradd file.
By default, it contains the values in Listing 9.2.

LISTING 9.2 Default Values When Adding a User

# useradd defaults file
GROUP=100

HOME=/home

INACTIVE=-1

EXPIRE=

SHELL=/bin/bash
SKEL=/etc/skel
CREATE_MAIL_SPOOL=no

These default values can be modified with the useradd -D <options> command.
Available options for modifying default values are in Table 9.5.
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TABLE 9.5 Options for Modifying Default Values When Adding a User
Command-Line Option Directive Default Value Description

-g <group> GROUP 100 Default group name or GID for the

user if a user private group is not
created for the user

<directory> HOME /home Path prefix to use when creating the
user’s home directory unless the -d
option is used to specify a different
home directory

<days> INACTIVE -1 Number of days after the password
expires before the account is
disabled (-1 disables the feature, 0
disables the account immediately
after the password expires)

<date> EXPIRE Never expire Date on which the user account is
disabled
<shell> SHELL /bin/bash Default shell to use when creating

user accounts

Additional default values for creating users and groups are located in the /etc/login.defs
file. This file is documented with comments above each directive, which should be easy
to follow if modifications are needed. The following can be modified with options from
this file:

>

>

vV v v Vv

v

Mail spool directory

Maximum number of days a password can be used

Minimum number of days between password changes

Minimum password length accepted

Number of days to warn user before password expires

Maximum UID for automatic selection by useradd

Minimum UID for automatic selection by useradd

Maximum GID for automatic selection by groupadd

Minimum GID for automatic selection by groupadd

Whether to remove cron and print jobs owned by user when user is removed

Whether or not to create the home directory by default

Best Practices

Over time, every administrator develops her own method for managing users and groups
from naming conventions to using subdirectories to divide users by departments to

customized scripts for removing users who are no longer with the company. This section
briefly describes a few practices to think about when developing your management style.
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Managing Usernames
There are many username styles:

» First name of the user such as tammy

» First initial of the first name followed by the last name such as tfox

» Three-letter initials for the user such as tcf

» First name followed by a period followed by the last name such as tammy.fox

» First name followed by a period, followed by a middle initial, followed by the last
name such as tammy.c.fox

When selecting a style to use, be sure to ask yourself if it is scalable. For a home
computer, using the first name of each user might work because most members of a
family don’t have the same name. However, this method does not scale in a corporate
environment that might have five to ten people named Joe. Using the first initial of the
first name followed by the last name might work for a corporation as long as there is an
alternative style if more than one person has the same username combination. For
example, what do you do with a Joe Smith and a Jocelyn Smith? Unless they start at
exactly the same time, the first one to join the company will have jsmith for a username.
For the next person, consider using his middle initial as well or spelling out his first name
if it is short. A similar concern exists for the three initial method—more than one
employee might have the same three initials.

In the end, try to be consistent with the style you choose.

Managing Passwords

By default, a user account is enabled when the password is set with the passwd command,
the password does not expire, and the account is never disabled due to lack of activity.
Enterprise administrators are constantly considering the security implications of their
procedures. Thus, consider forcing users to change their passwords on a regular basis such
as every quarter to increase security. Also consider locking the account if the user does not
change his password after it has expired.

Another good practice is educating users on why they should not give their passwords to
anyone else and why they should not write it down anywhere others can find it. If users
do not understand the security risks, they are less likely to keep their passwords secure.

When asking users to set or change their passwords, give them tips for selecting a good
password such as the following:

» Use a combination of letters, numbers, and special characters to make it harder for
someone to guess your password.

» Do not use obvious passwords such as any combination of your name or the name
of a family member.

» Do not use your birthday or a family member’s birthday.
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» Do not use the date of a special occasion people know about such as your wedding
date.

» Try using the first letter of each word in a catchy phrase you can easily remember so
your password is not a dictionary word.

» Try replacing a few letters of a real word with numbers or special characters to help
you remember it.

Consider posting these simple tips on the company’s intranet so users can refer to them
when changing their passwords.

Deleting Accounts

When an employee is terminated or quits the company, time is of the essence when it
comes to disabling and deleting the user’s account. As an administrator, you will develop
a step-by-step process for systematically removing users if you haven’t done so already. A
few actions to consider include disabling the account as soon as you are told that the
employee no longer works for the company. This can be done by simply adding the !
character to the beginning of the password field for the user in /etc/shadow. The user can
no longer log in, but all the user’s data is still intact. This does not terminate any existing
login sessions, so be sure to also determine whether the user is already logged in to any
systems on the network and terminate those sessions.

After disabling the account, determine whether the files owned by the user such as files in
the user’s home directory and email need to be saved. If the answer is yes, be sure to back
them up before removing the user account and the files associated with the user account
such as the home directory, mail spool, and temporary files.

When removing files owned by the user, do not just search for them and delete them all
from the system or a shared filesystem. If functional groups inside the organization have
a shared directory setup, the former employee might have owned some of the files a
group is using and still needs. If files of this type are found, be sure to assign the files to a
new owner still in the functional group and verify that the permissions allow the group
to continue working.

Also look for cron jobs set up by the user. Before deleting them, again, make sure they are
not used by a group instead of the individual user. If any of them are for group use, the
cron task will need to be set up with a different owner.

Structuring Home Directories

The /home directory, or whatever directory you have chosen to store users’ home directo-
ries, can either be on the local filesystem or on a remote filesystem mounted by all neces-
sary clients. In an enterprise environment, the remote filesystem is more likely because it
is more scalable—one large storage system is easier to back up on a regular, automated
basis, each client system has less to configure, users can log in to more than one system
and have access to the same home directory, among other things.
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If your company is quite large, you might also want to consider using subdirectories
within /home to organize users by departments or groups. For example, /home/eng/ can be
used for all users within the engineering department and /home/mktg/ can be used for
users within the marketing department. This can also help the administrator keep track of
disk quotas for each department if necessary or determine which department has the
most storage needs.

Summary

This chapter explains the many tools included with Red Hat Enterprise Linux to success-
fully manage users and groups. As you have read, it is much more than just adding and
removing them when employees within the company come and go. If the company is
large, it might be necessary to document a process for managing users and groups such as
a naming convention for usernames or structure of home directories.
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» Writing a Backup Plan

TeChnlqueS for BaCkup » Using Amanda for Backups
and Recovel‘y » Other Linux Backup Utilities

» Recovery and Repair

When hardware components or security measures fail,
every administrator must be prepared to recover a system
as quickly and efficiently as possible. Preparing for a disas-
ter means having a solid backup procedure and a well-
tested recovery process.

Because you can’t always detect when a failure will occur, it
is important to create backups on a regular basis depending
on how often the data changes and how much time it
takes to complete the backup. All the files on the system
don’t have to be included in every backup. Consider how
often the files change. For example, operating system files
such as files in /bin/ and “virtual” files in /proc/ and
/dev/ do not need to be backed up because they can easily
be reinstalled; this also ensures they have not be compro-
mised if you are restoring after a security breach.

For home directories that constantly change, daily or even
hourly backups might be necessary. For the payroll database
or LDAP server, weekly backups might be sufficient.
Ultimately, it is up to the system administrator or the system
administration team to decide. Each organization has a differ-
ent set of systems, custom configurations, and a required
length of time in which the system must be restored.

TIP

Remember to test your recovery plan before a system
recovery is needed. Finding out that your backups do not
include all the files necessary for a successful recovery
while you are recovering can cause more downtime than
anticipated, which can mean even more loss of data,
poor customer service, or a significant loss of revenue.

This chapter provides you with concepts to consider when
creating a custom backup and recovery process as well as
Linux tools that can be used for backup and recovery.
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Writing a Backup Plan

The backup plan you write and commit to will be specialized to your needs, your
company'’s resources, the number of systems to back up, the operating systems running
on those systems, and much more. You will probably go through many versions of your
plan before finalizing it. This section provides a few concepts to think about when decid-
ing what data to back up and whether to perform incremental or full backups.

TIP

If your systems are subscribed to the Provisioning module of Red Hat Network (not
included with your Red Hat Enterprise Linux subscription), you can use Red Hat
Network to assist with configuration management.

What Data to Back Up

Deciding what data to back up is nontrivial and might vary for each system. Here is a list
of data to consider:

» Home directories

» Email spools and IMAP directories

» /etc/ directory for various configuration files

» Shared directories

» Database files

» Cron scripts

» Content management directories such as CVS or Subversion
Other thoughts to consider when devising a backup plan:

» Does your backup plan include backups on an offsite server in case of natural disas-
ter or physical damage to the office building or server room?

» Is redundant hardware part of your plan in case of unrecoverable hardware failure?
» Is the total recovery time from backup acceptable for the needs of the company?

» Are you alerted when a system failure occurs?

> Are you alerted when a failure occurs during the backup procedure?

» What is the initial cost of equipment and software?

» What is the total annual cost of the backup media? Does it fit in your allotted
budget?

» Does the plan scale if additional systems need to be added?
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» Do multiple administrators have the knowledge to recover each system in case of
personnel changes or vacation times?

» Are the processes well-documented so they can be easily accessed and reviewed on a
regular basis?

Incremental versus Full Backups

If your organization is large or modifies the same subset of data frequently, you might
want to consider incremental backups. You start off with a full backup and then only back
up the data that has changed since the last backup. This often saves disk space on the
backup servers and shortens the time it takes to perform backups.

Even if you implement incremental backups, it is a good idea to perform a full backup
less frequently (for example, every one or two months if the incremental backups are
performed weekly). Each time you perform a full backup, the subsequent incremental
backups are based on the last full backup. When you do have to recover the system, the
restoration process begins with the last full backup and then all the incremental backups
are applied. The time it takes to recover will depend on how many incremental backups
you must apply.

Using Amanda for Backups

Red Hat Enterprise Linux includes AMANDA, or the Advanced Maryland Automatic
Network Disk Archiver, for assisting in backups. AMANDA works by setting up a master
backup server on the network and backing up systems running different versions of UNIX
(using tar or dump) and Microsoft Windows (using SAMBA) to tape or hard disk. This
section covers setting up the server and clients on Red Hat Enterprise Linux. Refer to
www.amanda.org for setup instructions for other operating systems.

NOTE

Extensive documentation is available on www.amanda.org. This section provides
enough information to get you started. Refer to the website for more details.

CAUTION

The tar and dump utilities do not preserve access control lists (ACLs) associated with
files. Refer to Chapter 7, “Managing Storage” for details on ACLs.

Setting up the Amanda Server

Backups done by Amanda are done in parallel to holding discs on the hard drives, and
the data is then written to the tape or backup media. Software or hardware compression
can be used, with hardware compression using fewer CPU resources.
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The Amanda backup server must have the tape drive or other backup media attached to
it. It must also have the amanda-server RPM package installed. Refer to Chapter 3,
“Operating System Updates,” for details on package installation.

The server configuration files for Amanda are installed in the /etc/amanda/ directory. The
/etc/amanda/DailySet1/ directory contains two files: amanda.conf and disklist. The
DailySet1 directory name is the default configuration name and can be changed as long
as the file permissions and ownership remains the same for the directory and the configu-
ration files in it. Create a new directory with a unique name for each configuration, and
then copy the default configuration files from the DailySet1/ directory into it. The
default configuration files are just examples and must be modified to work properly.

The disklist file is used to define the clients to be backed up and is discussed in the
section “Setting Up the Amanda Clients” later in this chapter.

The amanda.conf file is the main configuration file for the Amanda server and contains
server configuration parameters. Read the brief descriptions of each parameter in the
example file and refer to the amanda.conf man page for more details. Table 10.1 describes
some of the most common parameters.

CAUTION

The default amanda.conf uses the directories in /usr/adm/amanda/ for many default
values. The /etc/amanda/ directory is used instead of this directory in Red Hat
Enterprise Linux. Any values with /usr/adm/amanda/ should be modified.

TABLE 10.1 Common Amanda Configuration Parameters

Parameter Description

org Descriptive name of the configuration. Used in the subject of emails gener-
ated for this configuration. Each configuration should have a unique org
name.

mailto Email addresses of all the administrators who should receive reports from
this configuration. Separate each email address by a space.

dumpcycle Number of days between full backups.

runspercycle Number of runs per cycle, with the cycle defined by dumpcycle.

netusage Maximum amount of network bandwidth that can be used by Amanda.

maxdumps Maximum number of backups Amanda will attempt to run at the same time.

logdir Directory to write logs. Directory from default value in amanda.conf does
not exist. Change to existing /var/log/amanda directory or another existing
directory.

Saving to Tape

If using a tape drive, be sure to use a non-rewinding tape drive that does not automati-
cally rewind when closed. Amanda uses a new tape for each run and can not be config-
ured to append a second run to a tape.
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Table 10.2 contains common parameters that can be used to customize the tape drive
settings. Refer to the amanda.conf man page for a full list of parameters for configuring a
tape drive.

TABLE 10.2 Tape Drive Parameters for Amanda

Parameter Description

tapedev Path to the tape device to use. Must be a non-rewinding tape device.

tapetype Type of tapes to be used. Must be set to a tapetype definition from
amanda.conf.

tapelist Filename for the tapelist file. Maintained by Amanda and should not be
modified.

tapebufs Number of buffers used by the backup process to hold data before it is
written to tape. Buffer is in the shared memory region.

tapecycle Size of the tape rotation. Must be larger than the number of tapes it takes
for a full backup.

runtapes Maximum number of tapes to be used for a single backup run. If this

number is larger than one, a tape changer must be configured with the
tpchanger parameter.

Saving to Other Media

Amanda was originally written to be used with a tape device, but it can be configured to
back up to other media such as a set of hard drives. To configure Amanda to back up to a
media type other than a tape, the parameters in Listing 10.1 must be set.

LISTING 10.1 Using the Hard Drive as a Virtual Tape

tpchanger chg-disk
tapedev "file:/backups/DailySet1"
tapetype HD
define tapetype HD {
comment "use hard drive as tape"
length 2048 mbytes

The tpchanger specifies which script to use to change the virtual tape device. Several
scripts are provided in /usr/lib/amanda/ by the amanda-server RPM package. The
chg-disk script is recommended when using the hard drive as a virtual tape.

Set the tapedev parameter in amanda.conf to use the file driver with the name of an
existing directory to store backups. In Listing 10.1, the /backups/DailySet1/ directory is
used. This directory must be created and configured as a virtual tape before running
amdump to generate backups, and the directory and all the files in it must be owned by the
amanda user so amdump has permission to write to it. Use the following steps as the root
user to create the virtual tape (assuming /backups/DailySet1/ is being configured as the
virtual tape):
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1. Create the directory being used to emulate the tape device:
mkdir /backups
mkdir /backups/DailySet1
2. Create an empty file named info in the virtual tape device directory:

touch /backups/DailySet1/info

3. Create an empty file to represent the tape list:
touch /etc/amanda/DailySet1/tapelist

4. Create a directory for each virtual tape (where X starts with 1 and increases by 1 for
each tape):

mkdir /backups/DailySet1/slotX

5. “Load” the first virtual tape so the backups will start with it:

1n -s /backups/DailySet1/slot1 /backups/DailySet1/data

6. Make sure the amanda user owns all the files:

chown -R amanda.disk /backups

7. Become the amanda user:
su amanda

8. Label each virtual tape with the naming convention set by the labelstr parameter
in amanda.conf (where X starts with 1 and increases by 1 for each tape):

amlabel DailySet1 DailySet1-0X slot X

9. Test the virtual tape setup:

amcheck DailySet1

10. If errors occur, fix them and rerun amcheck. Repeat until no errors exist.
11. Exit back to root shell instead of being the amanda user:

exit

A tapetype definition for the hard drive must also be specified as shown in Listing 10.1.
The length is the maximum amount of disk space to be used by Amanda to emulate the
tape device. In Listing 10.1, 2,048 megabytes is listed to give Amanda 2 gigabytes of space
for backups. Also set the tapetype parameter in amanda.conf to the name of this
tapetype definition.
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Setting Up Holding Disks

If holding disks are used, backups are written to the holding disks and then flushed to the
tapes, reducing total dump time and the wear on the tape and drive. Dumps from more
than one system can only be done in parallel if a holding disk is used.

Holding disks are defined in the amanda.conf file, and one or more holding disks can be
defined. The holding disc on the tape server should be large enough to hold the two

largest backups simultaneously, if possible. The holding disk should also be dedicated to
backups. If a dump is too big for the holding disk, the backup is written directly to tape.

TIP

If the backup server crashes or a tape fails during backup, the amflush utility can be
used to write data from the holding disk to tape.

For example, Listing 10.2 defines the /dumps/DailySet1 as a holding disk directory. The
directory must already exist and must be owned by the amanda user because amdump is
run as the amanda user. After creating the directory as root, change the ownership with
the following command:

chown amanda.disk /dumps/DailySet1

LISTING 10.2 Holding Disk Definition

holdingdisk hd1 {
comment "first holding disk"
directory "/dumps/DailySet1"

use -200 Mb
chunksize 1Gb
}

The use parameter specifies the amount of size that can be used by Amanda. If the value is a
negative number as in Listing 10.2, Amanda uses all available space except for the value spec-
ified. To split large dumps into multiple files, specify the maximum file size for each chunk
with the chunksize parameter, whose value must end in Kb, Mb, Gb, or Tb. The maximum
value of chunksize is the maximum file size the kernel can allow minus 1 megabyte.

Setting Up the Amanda Clients

This section discusses the configuration of a Red Hat Enterprise Linux Amanda client. To
configure clients of a different operating system, refer to www.amanda.org. Each client
must have the amanda-client RPM package installed. Refer to Chapter 3 for details on
installing software.

Before configuring the clients, decide the following for each client:
» Which files and directories to back up

» Whether to use dump or GNU tar to create backups
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» Whether to use compression (GNU zip) or no compression
» If compression is used, whether to compress the files on the client or server

» Priority level if all backups can’t be performed

All of these options and more are configured in user-defined dumptypes in the
amanda.conf file on the backup server. There are some predefined dumptypes in the
example amanda.conf file to use as a reference. Each dumptype is given a unique name
and can optionally be based on a different dumptype. To base a dumptype on one already
defined, list the name of the existing dumptype as the first parameter of the definition. A
parameter can be redefined in the new dumptype, overriding the value in the original
dumptype for clients using the new dumptype. For example, Listing 10.3 shows an
example dumptype named tar-compress. It includes the parameters from the global
dumptype definition and adds archiving with tar and fast compression on the client.

LISTING 10.3 Example Dumptype

define dumptype tar-compress {
global
program "GNUTAR"
comment "tar and compressed"
compress client fast

The possible dumptype parameters are listed in Table 10.3.

TABLE 10.3 Dumptype Parameters

Dumptype

Parameters Description

auth Authentication scheme between server and client. Either bsd or krb4, with
bsd being the default.

comment Short description.

comprate Compression rate specified as two numbers separated by commas. The

first number is the full compression rate, and the second number is the
incremental rate.

compress Whether or not to compress the files. If compression is used, decide
whether to compress on the client or server and whether the best
compression (and probably slowest) or fast compression should be used.
Possible values:

none
client best
client fast
server best
server fast
dumpcycle Number of days between full backups.
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TABLE 10.3 Continued

Dumptype
Parameters Description
estimate How Amanda determines estimates:
client: use defined dumping program on client (from program parame-
ter), which is the most accurate, but might take the longest
calcsize: faster than client, but might be less accurate
server: use statistics from previous run, which is not very accurate if disk
usage changes from day to day
exclude If GNU tar is used, lists files and directories to exclude from backup run.
holdingdisk Whether or not to use the holding disk. Possible values: yes or no
ignore Don’t back up this filesystem.
index Create an index of files backed up.
kencrypt Encrypt the data sent between the server and client.
maxdumps Maximum number of dumps to run at the same time.

maxpromoteday Maximum number of days for a promotion. Set to @ for no promotion. Set
to 1 or 2 if the disk is overpromoted.

priority Priority level used if there is no tape to write to. Backups are performed
until holding disks are full, using the priority to determine which filesys-
tems to back up first. Possible values: 1low, medium, high.

program Whether to use dump or tar.

record Record backup in time-stamp-database (/etc/dumpdates for dump and
/var/lib/amanda/gnutar-lists/ directory for GNU tar).

skip-full Skip the disk when a level O is due.

skip-incr Skip the disk when a level O is not due.

starttime Amount of time to delay the start of the dump.

strategy Dump strategy from one of the following:

standard: Default strategy

nofull: Level 1 dumps every time
skip: Skip all dumps

incronly: Incremental backups only

After defining dumptypes, define the clients to be backed up in the /etc/amanda/
<configname>/disklist (/etc/amanda/DailySet1/disklist in our example) file on the
Amanda server, one client on each line in the following format:

<hostname> <area> <dumptype>

Replace <hostname> with the hostname or IP address of the client. If a hostname is used,
the server must be able to resolve it to an IP address. Replace <area> with a disk name
such as sda, a device name such as /dev/sda, or a logical name such as /etc to back up.
Replace <dumptype> with a dumptype name as defined in amanda.conf on the server.

To allow the Amanda server access to the client, use the .amandahosts file in the home
directory of the amanda user on each client, even if the client is also the server. The home
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directory of the amanda user on the client is set to /var/lib/amanda/, and the file
/var/lib/amanda/.amandahosts already exists with localhost and localhost.localdomain
already configured as possible Amanda servers. List each Amanda server on separate lines
in the following format:

<hostname> amanda

where <hostname> is the hostname or IP address of the Amanda server. If using a host-
name, the client must be able to resolve it to an IP address. The username amanda follows
the hostname to list the username under which the backups are done. This corresponds
the dumpuser value in amanda.conf on the server.

Finally, the amanda xinetd service must be started on clients. Configure it to start automat-
ically at boot time with the chkconfig amanda on command as root. Because it is an
xinetd service instead of a standalone daemon, make sure it is also enabled at boot time
with the chkconfig xinetd on command as root. Restart xinetd with the service xinetd
restart command at root to enable Amanda immediately. If you are not already using
xinetd, be sure the other xinetd services are disabled if you do not want them to be
turned on, and then start xinetd with the service xinetd start command.

Executing the Backup

To start the backup process immediately, use the following command on the Amanda
server, replacing DailySet1 with the name of your configuration:

su amanda -c "amdump DailySet1"

This command can be used to immediately start a dump for testing or to create the first set
of backups. After that, cron can be configured to run the backups at the desired intervals.

The su amanda part of the command is used to run the process as the amanda user. If you
are the root user when you execute this command, you will not be prompted for amanda
user’s password. If you are a non-root user, you will be prompted for the amanda user’s
password. However, a password was not created when the amanda user was added. If you
want the amanda user to have a password, execute the passwd amanda command as root
to set it.

The amanda-server package installs a sample cron task file at /etc/amanda/crontab.
sample, which contains the following:

# This is an example for a crontab entry for automated backup with amanda
# With these cron lines, Amanda will check that the correct tape is in

# the drive every weekday afternoon at 4pm (if it isn't, all the

# operators will get mail). At 12:45am that night the dumps will be run.
#

#

#

0

This should be put in user operator's crontab

16 * * 1-5 /usr/sbin/amcheck -m DailySet1
45 0 * * 2-6 /usr/sbin/amdump DailySet1
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As you can see from the example file, the amcheck utility runs a self-check, and the -m
argument causes any errors to be emailed to all the administrators listed in amanda.conf.
The amdump utility starts the actual backup process. Create a similar cron task on your
Amanda server. The amdump command must be run by the amanda user, so be sure to add
the cron task to the list of jobs for the amanda user. For details on configuring a cron
task, refer to Chapter 11, “Automating Tasks with Scripts.”

Table 10.4 contains brief descriptions of the Amanda utilities that can be used on the

Amanda server.

TABLE 10.4 Amanda Server Utilities

Server Utility

Description

amdump
amcheck

amcheckdb
amcleanup
amdd

ammt

amadmin

amflush

amgetconf
amlabel

amoverview
amplot

amreport
amrmtape
amstatus
amtoc
amverify
amverifyrun
amtape
amtapetype

Usually used in scripts to start the backup process on all configured clients.
Email is sent upon completion, reporting successes and failures.

Run before amdump to verify the correct tape is mounted and client filesys-
tems are ready.

Check that each tape in the Amanda database is listed in the tapelist file.
If amdump fails before completion, use this command to clean up.

Amanda version of dd. Use for full restore if the standard dd program is not
available.

Amanda version of mt. Use for full restore if the standard mt program is not
available.

Interactive command to perform admin tasks such as forcing a full backup,
checking backup status of clients, and determining which tape will be used
for the next backup run.

Write files from holding disk to tape or backup media. Use if a tape failure
occurs and after fixing the problem with the tape device.

Look up the value of an Amanda parameter.

Label tapes to use with Amanda. Tapes must be labeled before Amanda can
use them. Must use label naming convention defined by labelstr in
amanda.conf.

Display list of hosts and filesystems backed up, along with their backup
schedule.

Produce a graph, using gnuplot, to show Amanda performance. Can be
used to determine if performance can be improved with different settings.

Email a statistics report for an Amanda run to the administrator.

Delete a tape from the backup rotation.

Determine status of previous or running backup run.

Produce a TOC for a backup run. Usually run after amdump in cron script.
Check all tapes for errors.

Check the tapes used by the last run for errors.

Perform tape changer tasks such as resetting, ejecting, and cleaning.
Create a tapetype definition for use in amanda.conf.
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Restoring from Backup

Now that you have learned how to perform backups with Amanda, the next step is to
learn about restoring from backup. Remember to test the restore process before a system
failure occurs.

There are two utilities for restoring with Amanda: amrestore and amrecover. The amrestore
utility can be used to restore entire images from the backup server; amrecover is an interac-
tive command run on the client and used to recover specific files.

Using amrestore

Before using amrestore, determine which tape has the image you want to restore using
either amadmin or amtoc. Make sure the tape is mounted on the server before restoring an
image. To retrieve all images for the host named wudan, use the following command:

amrestore <tape-device> wudan
Refer to the man page for amrestore with the man amrestore for additional options.

Using amrecover

To use amrecover, the index parameter must be set to yes for the dumptype defined in
amanda.conf and set for the client in the disklist file. Because the root user on the client
must run amrecover, be sure the root user is allowed as a remote user on the client in the
.amandahosts file on the server.

To start amrecover, log in as root on the client, start a shell prompt, change to the direc-
tory that should contain the file or files you want to restore, and type the amrecover
<configname> command such as amrecover DailySet1. If connection is successful, you
will receive the amrecover> prompt.

The default restore date is set to the current day. Use the setdate command to change the
date from which you want to restore files, use the cd command to change directories to
find the files on the server, and use the 1s command to list files in the current directory
on the server. After finding the file to recover, use the add <command> command to add
the file to the list of files to recover, and use the extract command to retrieve the file.
Refer to the man page with the man amrecover command for a full list of possible
commands.

Other Linux Backup Utilities

If you write your own custom scripts or software for performing backups, many Linux
utilities can be used including tar and rsync. Use this section to learn more about them
and determine if they can be useful for you.

The tar Utility

When backing up data that is no longer being used or data that is not frequently
changed, consider creating a compressed archive file using the tar archive utility in
combination with one of the compression tools such as gzip or bzip2. Creating a



Other Linux Backup Utilities 233

compressed archive file results in one file that must be decompressed and unarchived
before files can be restored from it. The compression of the files saves room on the
backup media. To use tar, the tar RPM package must be installed. It should be installed
on your system unless you chose to only install a specific set of packages.

CAUTION

The tar utility does not preserve access control lists.

To archive a set of files and compress it with bzip2:

tar cjvf <filename>.tar.bz <files>

The tar arguments used are as follows:
» c: create the archive
» j:use bzip2 compression
» v: be verbose and show the progress
>

f: files to archive will follow

A filename for the compressed archive must be given. Try to be as descriptive yet brief as
possible. The commonly used extension for a tar file compressed with bzip2 is .tar.bz.

For <files>, multiple files and directories can be specified. If a directory is specified, all
the files and subdirectories are archives as well by default.

To uncompress and unarchive a tar file compressed with bzip2:

tar xjvf <filename>.tar.bz

When the files are unarchived, the original directory structure is retained. For example, if
you specified the directory templates/ as the files to be archived, when the tar file is

unarchived, the directory templates/ is created in the current working directory, and all
the original files in the directory are written in the newly created directory.

File ownership is also retained by UID and GID. Keep in mind that if a tar file is created
on one system and then unarchived on a different system, the file ownership might
change if the UID or GID is mapped to a different user or group on the second system.

To list the contents of the file without uncompressing or unarchiving it:

tar tjvf <filename>.tar.bz

The rsync Utility

When developing backup scripts, consider using the rsync utility. The rsync utility allows
you to copy from the local system to a remote system or copy between two local directo-
ries. If the files exist in the destination directory, rsync only transfers the differences in
the files, which is ideal for backups. The rsync RPM package is required and should
already be installed on your system.
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After the rsync command-line arguments are listed, the first directory listed is the source,
and the second directory listed is the destination. If either directory is preceded by a host-
name and a colon (:), the directory is a remote directory. For example, to transfer all
home directories to the backup/ directory on the remote server backup.example.com:

rsync -avz /home backup.example.com:backups/

The -a argument stands for “archive” mode, meaning that rsync performs a recursive
transfer (the source directory, its subdirectories, the subdirectories of the subdirectories,
and so on are transferred), symbolic links are preserved, permissions and time stamps are
preserved, groups are preserved, file ownership is preserved if it is root, and devices are
preserved if they are owned by root. If the -v argument is used, progress messages are
displayed including how much data is sent and received and the average transfer rate.
Using the -z argument compresses the data to be transferred, speeding up the time it
takes to transfer the files or the file differences.

When transferring files with rsync, whether or not a trailing slash is included on the
source directory is important. In our example, a trailing slash is not used on the source
directory so that the directory backups/home/ is created on the remote server and all the
files in the /home/ directory on the local system are recursively copied into backups/home/
on the remote server. If a trailing slash is specified on the source directory such as the
following:

rsync -avz /etc/sysconfig/ backup.example.com:backups/configfiles/
The source directory specified is not created in the destination directory. In our example,

all the files in /etc/sysconfig/ on the local system are recursively copied into the
backups/configfiles/ directory on the remote server.

TIP

Consider using rsync in a custom shell script or as a cron task to schedule backups.
Refer to Chapter 11 for details.

For more information on rsync, including how to use the rsync daemon for transfers,
refer to the manual page by using the man rsync command at a shell prompt.

Recovery and Repair

To analyze or repair a system failure, you might need to boot into the system. But, what if
the boot loader is corrupt or what if the filesystem can’t be mounted anymore? Red Hat
Enterprise Linux includes alternative boot methods for system repair: rescue mode, single-
user mode, and emergency mode.

After booted into one of these modes, a set of commonly used editors such as Emacs and
Vi are available along with commonly used utilities such as e2fsck for repairing a filesys-
tem and grub-install for repairing the boot loader on an x86 or x86_64 system.
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Rescue Mode

Rescue mode allows the administrator to bypass the boot loader by instead booting off an
installation media. Possible reasons to use rescue mode include

» Corrupt boot loader that needs repair

» Corrupt filesystem that can not be mounted and needs repair

To start rescue mode, boot from the first Red Hat Enterprise Linux installation CD. After
booting off the CD, the command used to enter rescue mode differs by architecture. Refer
to Table 10.5 for the command for your architecture.

TABLE 10.5 Booting into Rescue Mode per Architecture

Architecture Rescue Mode Command

x86, x86_64 Type linux rescue at GRUB prompt

Intel Itanium Type elilo linux rescue at EILO prompt

IBM POWER Append rescue after kernel name at YABOOT prompt

(IBM eServer iSeries,
IBM eServer pSeries)

IBM System z Add rescue to the CMS conf parameter file

After booting into rescue mode, select the language and keyboard layout to use during
rescue mode. Next, decide whether to start the network. If the system has been compro-
mised, you probably don’t want to start a network connection in case a program that
sends data to another system over the network has been added to the system. If you need
to copy data to another system to save it before reinstalling or copying files to the system
to repair it, you will need to start the network.

The next question is whether or not to try and mount the Linux filesystem. You can
select to skip this step, mount the filesystem, or mount the filesystem read-only. If you
are not sure whether the filesystem can be mounted, you can select to mount it. If it can’t
be mounted, a message is displayed, and you are allowed to go back and select to skip
mounting the filesystem. If the filesystem is successfully mounted, it is mounted under
the /mnt/sysimage/ directory. If you need to execute a command from the installed
system, remember the path to the command should be prepended with /mnt/sysimage/.

A shell prompt is displayed next. Use this shell to repair your system. Type exit to exit
rescue mode and reboot the system.

Alternatively, you can boot from a disk created from the boot.iso image found in the
images/ directory of the first installation CD and then use the command from Table 10.5.
After selecting the language and keyboard, select the location of the rescue image. Choose
from the CD-ROM drive, hard drive, NFS, FTP, or HTTP. The location specified must
contain the installation source files for the same version of Red Hat Enterprise Linux as
the boot.1iso you used to create the boot media. Refer to Chapter 1, “Installing Red Hat
Enterprise Linux,” for details on setting up the installation source.
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TIP

If using NFS, FTR or HTTR remember to allow the system being booted into rescue
mode access to the directory containing the installation files.

If you select NFS, FTP, or HTTP, a network connection will be established, if possible,
before continuing. If the location does not require a network connection, rescue mode
optionally allows the administrator to start a network connection. After choosing whether
to start the network, select whether to mount the filesystem. As with using rescue mode
from the installation CD or DVD, use the shell to repair the system, and type exit to
reboot the system when finished.

Single-User Mode

Single-user mode is equivalent to runlevel 1 on the system. If runlevel 1 is not configured
properly, you will not be able to boot into single-user mode. Rescue mode requires a boot
media, but single-user mode is specified as a kernel option using the installed boot loader
and does not require additional boot media. However, it does require that the boot loader
is working properly and that the filesystem be mounted. It does not provide the ability to
start a network connection.

Possible reasons to use single-user mode include
» Forgot root password
» Repair runlevel other than runlevel 1

To boot into single-user mode, boot the system with the single kernel parameter.
Specifying a boot parameter differs from architecture to architecture. Refer to Table 10.6
to determine the correct method for your architecture.

TABLE 10.6 Booting into Single-User Mode per Architecture
Architecture Single-User Mode Command

x86, x86_64 Press any key at the Booting Red Hat Enterprise Linux
(<kernel-version>) message to view the GRUB menu. Press
the E key to edit the currently selected boot line. Append the line
with the word single, and press B to boot the system.

Intel ltanium At the EFI shell prompt, type elilo linux single.

IBM POWER Append a space and the number 1 after the kernel name at
(IBM eServer iSeries, YABOOT prompt.
IBM eServer pSeries)

IBM System z Create another boot stanza in /etc/zipl.conf identical to the
default stanza except append a space and the number 1 at the
end of the parameters. Refer to Chapter 2, “Post-Installation
Configuration,” for a sample /etc/zipl.conf file.

Be sure to run the /sbin/zipl command as root to enable the
change.
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Once in single-user mode, your filesystems are mounted, so any installed applications
should be available. Use the exit command to exit single-user mode and reboot the system.

Emergency Mode

Emergency mode is similar to single-user mode except the root filesystem is mounted
read-only and runlevel 1 is not used. Boot into emergency mode using the same method
as single-user mode except replace the word single with emergency in the boot method.
Because the filesystem is mounted read-only, files can not be changed or repaired, but
files can be retrieved off the system.

Filesystem Repair

If one or more filesystems are corrupt, boot into rescue mode and do not mount the
filesystem. Even if you can boot into single-user mode, do not use it because the filesys-
tem can not be repaired if it is mounted.

The e2fsck utility can be used to check and repair an ext2 or ext3 (default for Red Hat
Enterprise Linux) filesystem. It must be run as root, and the filesystem being checked
should not be mounted. The basic syntax is as follows:

e2fsck <device>

where <device> is the device filename for the filesystem such as /dev/hda1 for the first
partition on the first IDE drive or /dev/sda2 for the second partition on the first SCSI
drive. As the utility finds errors such as bad inodes, it prompts the administrator to
confirm the fix. To automatically answer yes to all questions and cause the utility to be
non-interactive (for example, you want to call it from a non-interactive script), use the -y
command-line argument. To print verbose information while the filesystem check and
repair is occurring, use the -v command-line argument. Additional arguments can be
found in the e2fsck man page called from the man e2fsck command.

Boot Loader Repair

If your system does not display the GRUB interface when booting, if GRUB won't boot
into Red Hat Enterprise Linux properly, or if you have another problem with the GRUB
boot loader on an x86 or x86_64 system, try booting into rescue mode and reinstalling
GRUB with the following command:

grub-install --root-directory=/boot '<device-name>'

The --root-directory=/boot option specifies that the GRUB images should be installed
in the /boot directory. Replace <device-name> with the device name on which to install
the GRUB images. The device name can be either the GRUB device name such as hd@ or
sd@ or the system device name such as /dev/hda or /dev/sda. For example, for the GRUB
device named sd@, the command would be

grub-install --root-directory=/boot '(sd0)'
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Summary

This chapter has started you on the right path toward developing a backup and recovery
plan for your Red Hat Enterprise Linux systems. Either use a program such as Amanda or
a third-party backup program or write your own custom scripts. As your company and
number of users expand, be sure to test your plan to ensure it can scale properly.
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When an administrator has to perform the same task on
hundreds, possibly thousands, of systems, automating
everyday maintenance and deployment operations is a
necessity. Red Hat Network allows Red Hat Enterprise Linux
administrators to schedule package updates, package instal-
lations, operating system installations, and more, but what
about other tasks such as monitoring disk space, perform-
ing backups, and removing users?

This chapter explains how to automate these tasks and
others like it as scripts. It also gives step-by-step instruc-
tions for scheduling the execution of the scripts using the
cron daemon.

Red Hat Enterprise Linux offers a multitude of options for
the scripting language, each with its strengths and weak-
nesses. This chapter focuses on Bash because it is the most
commonly used for system administration tasks, and it also
gives an overview of other popular languages.

Writing Scripts with Bash

The GNU Bourne Again Shell (Bash) scripting language is
useful when trying to automate a sequence of commands
or when you want to execute the same command over and
over again until a certain limit is reached.

Because the default shell in Red Hat Enterprise Linux is Bash,
the bash RPM package is most likely already installed on
your system. You might also want to check out the many
commands from the coreutils and the util-linux packages
such as rename to rename a group of files and basename to
return the basename of a file without its extension.
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CAUTION

When writing a Bash script, use a text editor such as Vi, Emacs, or gEdit (select
Accessories, Text Editor from the Applications menu). Using a more complex word
processing application such as OpenOffice.org Writer is not recommended because it
automatically wraps lines or tries to correct capitalization and spelling of words. Because
spacing and end-of-line characters are used in Bash to form structures such as loops,
the built-in formatting of a word processor can cause syntax errors in Bash scripts.

All Bash scripts must start with a line that defines it as a Bash script:

#!/bin/bash

Any other lines that begin with the hash mark (#) are considered comments and are not
processed as lines of code. For example, you can add a small description of what the program
does, the author, when it was last modified, and a version number to the top of the script:

#!/bin/bash

# This program creates daily backups for Company Name
# For internal use only

# Author: Your Name Here

# Last modified: May 15, 2006

# Version: 1.5

TIP

For a complete Bash reference, refer to the “Bash Reference Manual” at
http://www.gnu.org/software/bash/manual/.

Executing Commands in a Bash Script

To execute a series of commands in a Bash script, list each command on a separate line.
For example, Listing 11.1 shows the very basic Bash script that gathers information about
system resources.

LISTING 11.1 Generating a System Resources Report, Version 1

#!/bin/bash
#Script to generate a system resources report
#Author: Tammy Fox

uptime
mpstat
sar

free -m
df -h
vmstat -d
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TIP

The system monitoring utilities used in Listing 11.1 are explained in Chapter 20,
“Monitoring System Resources,” along with many other monitoring tools.

As you can see, the commands are listed in the script, each on separate lines. Although
the resulting file is useful to an administrator if generated on a regular basis, it would be
more useful if the output were put into context. A useful Bash command when writing
scripts is the echo command. Any text in quotation marks following the echo command
is displayed to the terminal.

If used on the command line, the echo command can be used to display messages to the
terminal. If used in a Bash script, the echo command can be used to write messages to a
file if the output is redirected to a file. It can be used to add messages to the report as
shown in Listing 11.2.

TIP

To exclude the end-of-line character, use the -n option such as echo -n "message".

LISTING 11.2 Generating a System Resources Report, Version 2
#!/bin/bash

#Script to generate a system resources report
#Author: Tammy Fox

uptime
echo ""

echo "PROCESSOR REPORT:"

eCho "---cr !

echo "Output from mpstat:"
mpstat
echo ""

echo "Output from sar:"
sar
echo

echo
echo "MEMORY REPORT:"
eCho "---cr !

echo "Output from free -m:
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LISTING 11.2 Continued

free -m
echo ""
echo ""

echo "DISK USAGE REPORT:"

€ChO "--erme e

echo "Output from df -h:"
df -h
echo ""

echo "Output from vmstat -d:"
vmstat -d

echo ""

The echo command has other benefits. For example, the echo command can be used to
print a message at the beginning and end of the program so the user running it knows
the status of the program. Additional usages of echo will also be discussed as this chapter
explores other Bash programming features.

Variables

An administrator would most likely want to run this script on more than one system. But
how can he keep track of which file was generated from each system? Because each
system has a unique hostname, he can add the hostname to the report. At the top of the
script, before the uptime command, the following line can be added:

echo "System Resources Report for $HOSTNAME"

$HOSTNAME in this line is a variable, denoted by the dollar sign in front of it. In this case,
the variable is an environment variable given its default value by the system. Other vari-
ables can be declared and given values in a Bash script and then referenced later in the
script as shown in Listing 11.3.

LISTING 11.3 Using Variables in Bash

#!/bin/bash
VARIABLE=value
echo "The value of $VARIABLE is $VARIABLE"

Table 11.1 lists additional environment variables that are useful when writing scripts.
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TABLE 11.1 Command Environment Variables for Scripts
Environment Variable Description

$HOSTNAME Hostname of the system

SUSER Username of the user currently logged in

$UID User ID of the user currently logged in

SLANG Language set for the system such as en_US.UTF-8

$HOME Home directory for the user currently logged in

$0 The command executed to run the script, without any command-
line arguments

$1, $2, etc. $1 is the value of the first command-line argument to the script,

$2 is the value of the second argument, and so on.

Running the Script

Before going any further, it is a good idea to test the script. It is also beneficial to test the
script as you add functionality to make it easier to find errors if they exist.

First, select a directory location for the script. As mentioned in Chapter 4, “Understanding
Linux Concepts,” the Filesystem Hierarchy System (FHS) guidelines designate /usr/local/
for locally installed software independent of operating system updates. Because this script is a
command, it should be in a bin directory as well. Also, pick a descriptive name for the script
such as get-resources. So, saving it as /usr/local/bin/get-resources allows you to place it
in a consistent location across systems and allows other administrators to find it easily.

The next step is to make it executable with the command chmod +x get-resources. If
you aren'’t in the /usr/local/bin/ directory when you execute this command, either
change into that directory or give the full path to the script. This command allows
anyone on the system to execute the script. To restrict file permissions further, refer to the
“File Permissions” section in Chapter 4.

To run the script, either give its full path /usr/local/bin/get-resources or execute the
command ./get-resources if it is in the current working directory. If executing it from
another script or specifying it in a crontab as discussed in this chapter, be sure to use the full
path.

When you execute the script, you can redirect the output to a file such as:

./get-resources.sh > /var/log/resources

If the commands are run without syntax error, the /var/log/resources file should
contain all the output. Also watch the command line from which you execute the script
for any messages about syntax errors.

Optionally, you can also use the $HOSTNAME variable to create a unique filename for each
file generated by replacing /var/log/resources with /var/log/resources-$HOSTNAME in
the script. This proves useful if all the files are written to a remote shared directory from
each system running the script.
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Because this script writes the output file to the /var/log/ directory, it must be run as root
as non-root users do not have permission to write to this directory. If you want non-root
users to be able to run the script, change the output file to a location writable by all such as
the /tmp/ directory, and make the output filename unique to each user such as
/tmp/resources-$HOSTNAME - SUSER, where $USER is an environment variable for the user-
name of the user currently logged in.

Conditionals

Similar to other programming languages, Bash allows for conditionals, or if/then statements.
If a condition is met, then the commands are executed. Optionally, you can use an else
statement to provide commands if the condition is not met or use an elif statement to
provide additional conditionals. Listing 11.4 shows the basic syntax and structure.

LISTING 11.4 Bash Syntax for Conditionals

if [ <condition> ];then
elif
else

fi

Table 11.2 lists commonly used conditions (<condition>). For a complete list, refer to the
“Conditional Expressions” section of the Bash man page or the “Bash Conditional Expressions”
section of the “Bash Reference Manual” at http://www.gnu.org/software/bash/manual/.

TABLE 11.2 Command Environment Variables for Scripts

Conditional Description
-d "filename" Returns true if file exists and is a directory
e "filename" Returns true if file exists
r "filename" Returns true if file exists and is readable
s "filename" Returns true if file exists and is bigger than zero bytes
-w "filename" Returns true if file exists and is writable
x "filename" Returns true if file exists and is executable
N "filename" Returns true if file exists and has been modified since it was last read
-n "$VARIABLE" Returns true if string is non-zero
"$VAR1" == "$VAR2" Returns true if strings are equal
"$VAR1" != "$VAR2" Returns true if strings are not equal
"$VAR1" < "$VAR2" Returns true if the first string sorts before the second string lexico-

graphically according to the system’s locale such as alphabetically for
the en_US.UTF-8 locale
"$VAR1" > "$VAR2" Returns true if the first string sorts after the second string lexico-

graphically according to the system’s locale such as alphabetically for
the en_US.UTF-8 locale
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TABLE 11.2 Continued

$NUM1 -eq $NUM2 Returns true if the two integers are equal in value

$NUM1 -ne $NUM2 Returns true if the two integers are not equal in value

$NUM1 -1t $NUM2 Returns true if the first integer is less than the second integer

$NUM1 -1e $NUM2 Returns true if the first integer is less than or equal to the second
integer

$NUM1 -gt $NUM2 Returns true if the first integer is greater than the second integer

$NUM1 -ge $NUM2 Returns true if the first integer is greater than or equal to the

second integer

TIP

Be sure to include the spaces around the operators and operand. Also, unless you are
using the operands to compare integers, be sure to place quotation marks around the
variables when comparing their values because the values compared are expected to
be strings. For example,

if [ "$VAR1" == "$VAR2" ]then

fi
is the proper syntax to determine if two variables are equal.

To keep a copy of the last system resource report generated, you can add the following
line to the beginning of the script:

mv /var/log/resources /var/log/resources.old
However, you will receive an error from the mv command if the file doesn’t exist such as

the very first time you run the script. To make the script more robust, you can use a condi-
tional to check for the existence of the file before renaming it as shown in Listing 11.5.

LISTING 11.5 Check for Existence of File

#Keep previously generated report

if [ -e "/var/log/resources" ];then

mv /var/log/resources /var/log/resources.old
fi
Loops

Another useful part of the Bash scripting language is the inclusion of loops. There are
three types of loops: while, for, and until.

A while loop allows you to execute a sequence of commands while a test is true such as
while an integer is larger than another integer or while a string does not equal another
string. Listing 11.6 shows the basic syntax of a while loop.
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LISTING 11.6 Syntax of a while Loop

while <test>
do

done

The <test> can be any of the string or integer comparisons from Table 11.2. For example,
Listing 11.7 shows a while loop that iterates until the INT variable reaches the value of 4.

LISTING 11.7 Example while Loop
#!/bin/bash

INT=1
while [ $INT -1t 5 ]
do

echo $INT

INT=$( (INT+1))
done

The until loop is similar to the while loop except that the code in the loop is executed
until the test is true. For example, the loop is run until the INT variable reaches the value
of 4 in Listing 11.8.

LISTING 11.8 Example until Loop
#!/bin/bash

INT=1
until [ $INT -gt 4 ]
do
echo $INT
INT=$((INT+1))
done

The for loop in Bash changes the value of a variable to a defined list of values, one at a
time, until the end of the list. Listing 11.9 shows the basic syntax of a for loop.

LISTING 11.9 Syntax of a for Loop

for X in <list> ; do

done

For example:

#!/bin/bash

for X in dog cat mouse ; do
echo "$X"

done
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The asterisk can be used as a wildcard when defining the list. For example, *.html can be
used to iterate through all the HTML files in the current directory.

Additional Scripting Languages

When automating system administration tasks, scripting languages such as Bash are most
commonly used because they are efficient at executing a series of commands. However,
other languages, both scripting and compiled, offer functions such as finding phrases in
text files and replacing them with a different word or phrase, which can be helpful when
you want to customize configuration files.

This section gives a brief overview of a few of the other scripting languages used in Red
Hat Enterprise Linux along with some of their advantages and disadvantages for system
administrators.

Writing Scripts with Python

Compared to Bash scripting, the syntax and features of Python look and feel more like a
real programming language. Because the code is interpreted, not compiled into byte code,
it can be used as a scripting language similar to Bash and can run on multiple platforms
including Linux, Mac OS X, and the Microsoft Windows variants. Or, the programmer can
choose to utilize the object-oriented nature of Python and write more complex user-end
applications complete with graphical interfaces. In fact, all of the system-config-*
configuration tools from Red Hat are written in Python.

One of Python’s strengths is its easy-to-read syntax. Instead of having to use semicolons
and remembering what keyword is used to end a loop, the programmer simply uses consis-
tent indentation to tell the interpreter what lines are part of which functions or loops.

The python RPM package needs to be installed to use Python. If you don’t have it
installed, refer to Chapter 3, “Operating System Updates,” for instructions. There are also
packages that provide additional Python modules such as rpm-python for developing
Python programs to interface with the RPM packages or database. Install these additional
packages if you require their functionality.

Documentation for Python can be found at http://python.org/doc/, by installing the
python-docs RPM package, and in books dedicated to teaching Python.

Writing Scripts with Perl

Similar to Python, Perl is available for many different operating systems, so its code can
be easily ported to multiple operating systems. Perl’s strengths include its process, file,
and text-manipulation abilities. It is commonly used to write system management
programs, scripts to access databases, and CGI scripts for the web. For example, the
logwatch utility discussed in Chapter 20, “Monitoring System Resources,” includes Perl
scripts to generate log file reports.

The perl RPM package needs to be installed to use Perl. Optionally, packages that include
additional Perl modules can be installed such as perl-DBI for accessing databases with
Perl and perl-HTML-Parser for parsing HTML files in Perl.
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Documentation for Perl can be found in the many man pages that come with the perl
package. Start by executing the man perl command. The main Perl man page provides a
list of other man pages and their purposes. More information and further documentation
can be found at http://www.perl.org/.

Writing Scripts with Sed

A stream editor, Sed, reads the input of text sequentially line by line and processes it
through a set of text transformation rules. All the rules are applied to the text with one
pass of the text file from start to finish. Sed can be used on the command line from the
sed command or it can be called from a script such as a Bash script, which was discussed
earlier in this chapter. The sed RPM package must be installed to use Sed. Install it from
Red Hat Network if it is not already installed. Software installation instructions can be
found in Chapter 3.

To use a Sed rule from the command line, use the following format, which saves the new
content in a separate file:

sed -e '<rules>' original.txt > newfile.txt

Alternatively, you can output the contents of a file and pipe it through Sed:

cat original.txt | sed -e '<rules>' > newfile.txt

To apply Sed rules to a file “in-place,” use the following format (the changes are made to
the same file):

sed -i -e '<rules>' file.txt

NOTE

If you do not redirect the results into a new file, it is displayed to standard out, or
displayed on the command line before returning to the command prompt.

Sed commands can also be called from a script file by using a Bash script. The first line of
the file must be

#!/bin/bash

After that, the syntax for calling the command is the same as from the command line.
Refer to the “Executing Commands in a Bash Script” section earlier in this chapter for
further explanation of the file format.

Listing 11.10 provides some sample Sed commands that can be invoked from the
command line. They can also be executed from a script as previously described. Lines
beginning with # in Listing 11.10 are comments to explain the commands.
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LISTING 11.10 Example Sed Commands

#double space a text file that is single spaced
sed -e G singlespace.txt > doublespace.txt

#replace the word one with the number 1
sed -s 's/one/1/g' old.txt > new.txt

#replace the word old with the word new but only for the first instance on each
=]line
sed -s 's/old/new/' old.txt > new.txt

For a Sed reference including a list of regular expressions accepted by Sed, refer to the Sed
manual at http://www.gnu.org/software/sed/manual/sed.html.

Writing Scripts with Awk

Compared to Sed, Awk is a more complete language with arrays, built-in functions, and the
ability to print from an Awk program. It, too, can be called directly from the command line
or from a Bash script. Install the gawk package to use Awk (Red Hat Enterprise Linux includes
the GNU version of Awk called Gawk). To use Awk from the command line, invoke the awk
command followed by the code inside curly brackets, inside single quotation marks:

awk '{<code>}"'
To use Awk from a Bash script, use the same syntax as if from the command line. Refer to

the “Executing Commands in a Bash Script” section earlier in this chapter for further
explanation on including commands in a Bash script.

Listing 11.11 shows a simple awk command to parse through the output of the uptime
command and only display the number of days since the last reboot.

LISTING 11.11 Awk Program to Parse Output of uptime Command

#only print how long the system has been running from the uptime command
uptime | awk '{print $3 " " $4}'

Because the output of uptime is always in the same format, you know that the third and
fourth fields in the space-separated list contain the number of days that the system has
been running and the word “days.” This data is displayed using the Awk print command.

For a complete Gawk reference including a list of built-in functions, refer to the Gawk
manual at http://www.gnu.org/software/gawk/manual/.

Scheduling Tasks with Cron

Now that you understand the basics of automating tasks with a script or program, the
next step is to know how to schedule the tasks so they are executed at a specific time or
on a set schedule. Some scripts such as removing users may not need to be scheduled, but
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others such as performing backups might work better on a schedule so users can antici-
pate them or so they can be run during a time when they won't interfere with the daily
workload of the system.

Your Red Hat Enterprise Linux system should have the packages called vixie-cron and
crontabs installed by default because basic system maintenance such as rotating log files
is automated through the cron daemon.

The vixie-cron package installs a daemon called crond. This daemon references a set of
files that contains lists of tasks to run every hour, every day, every week, every month, or
at a specific time. If a specific time is listed, the minute, hour, day of the month, month,
and day of the week can be scheduled. It also provides the initialization script used to
start the daemon at boot time and the crontab executable used by non-root users to
schedule cron tasks.

The crontabs package sets up the basic directory structure for the cron files. The follow-
ing directories are created:

/etc/cron.daily
/etc/cron.hourly
/etc/cron.monthly
/etc/cron.weekly

Along with these directories, the /etc/crontab and the /usr/bin/run-parts files are
installed. The /etc/crontab file defines the SHELL, PATH, MAILTO, and HOME variables and
then defines when to run the hourly, daily, weekly, and monthly cron tasks. The
/usr/bin/run-parts file is a bash script called by the /etc/crontab file to run the tasks in
the hourly, daily, weekly, and monthly cron directories.

Because you have root privileges to the system as the administrator, you can add your
custom script to one of the directories set up by the crontabs package or add a specially
formatted file in the /etc/cron.d/ directory.

After adding your custom script to the appropriate directory, it is executed when the tasks
for each directory are scheduled to run as defined in /etc/crontab. The following log
entry in /var/log/cron confirms that the daemon executed the daily scripts (this
example was added to /etc/cron.daily/):

May 15 04:02:01 goofy crond[447]: (root) CMD (run-parts /etc/cron.daily)
To use a specially formatted file in the /etc/cron.d/ directory instead, create a file in the
directory with a unique, descriptive name such as backup for a cron task that creates

backup. For example, to echo a message to a file 47 minutes after every hour, create a file
called testing containing the following:

47 * * * *x root echo "testing from cron.d" >> /tmp/testing

The contents of each file in the /etc/cron.d/ directory must use the following format:

* % % % * ysername command
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The five asterisks should be replaced by the minute, hour, day of the month, month, and
day of the week on which to execute the command.

The following entry in /var/log/cron confirms the addition and the execution of the task:

May 13 15:37:01 goofy crond[1824]: (*system*) RELOAD (/etc/cron.d/testing)
May 13 15:47:01 goofy crond[6977]: (root) CMD (echo "testing from cron.d" >>
/tmp/testing)

NOTE

The cron daemon (crond) looks for new cron tasks every minute, so a log entry
confirming the addition of a cron task will not appear until the daemon re-reads the
task lists.

Finally, if you want to add a cron task as a user, execute the crontab -e command as a
non-root user. This utility allows each user to have his or her own list of cron tasks. For
example, suppose the user tfox executes crontab -e and enters the content from Listing
11.12. Note that the default editor used is Vi.

LISTING 11.12 Example crontab -e Entry

SHELL=/bin/bash
MAILTO=tfox
22 15 13 5 * echo "testing" >> /tmp/testing

The format for each entry is similar to the format used for the files in /etc/cron.d/
except the username is not specified since each crontab file created with the crontab -e
command is specific to a user. Because the file is specific to the user, variables such as
what shell to use and who to email if the tasks generate output can be given values at the
top of the file as shown in Listing 11.12.

After the user saves the entry, it is written to the /var/spool/cron/<username> file,
/var/spool/cron/tfox in the example. For security reasons, the/var/spool/cron/ direc-
tory is only readable by the root user, but non-root users can execute the crontab -e
command at any time to review their cron tasks.

This simple example creates the file /tmp/testing with a line that reads testing in the
file. It is set to execute on May 13 at 3:22 p.m. After adding and saving the entry and
after it is executed, the content from Listing 11.13 appears in the /var/log/cron log file.

LISTING 11.13 Log Entries after Adding a User Cron Task

May 13 15:20:09 goofy crontab[6588]: (tfox) BEGIN EDIT (tfox)

May 13 15:20:42 goofy crontab[6588]: (tfox) REPLACE (tfox)

May 13 15:20:42 goofy crontab[6588]: (tfox) END EDIT (tfox)

May 13 15:21:01 goofy crond[1824]: (tfox) RELOAD (cron/tfox)

May 13 15:22:01 goofy crond[6631]: (tfox) CMD (echo "testing" >> /tmp/testing)
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The last two examples in this section show how to add a simple command as the cron
task. Let’s go back to the example bash script you have been working on to gather system
resources. You can configure cron to execute the script using one of the previously
mentioned methods and then as part of that same cron task have the file emailed to the
administrator.

For example, if you are adding the file resources to the /etc/cron.d/ directory to control
precisely when the script runs, modify the following entry and save it in a file named
/etc/cron.d/resources:

47 02 * * * root /usr/local/bin/get-resources > /var/log/resources; \
cat /var/log/resources | mail -s "Resources report for “echo $HOSTNAME " \
admin@example.com

The mail command is provided by the mailx package. For this command to work, the
system must be properly configured to send email. Refer to Chapter 18, “Setting Up an
Email Server with Sendmail” for details.

Summary

This chapter provided you with an overview of some common scripting languages avail-
able for Red Hat Enterprise Linux to help you start writing your own scripts. Think about
tasks you perform on a regular basis and whether they can be automated with a script. If
they can be scripted, also consider automating their execution at set intervals using the
cron utility.
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CHAPTER 12
Identity Management

Managing user accounts, including passwords, on indi-
vidual systems does not scale well when an administrator
must maintain hundreds or thousands of users on
hundreds or thousands of systems, often around the world.
Many services are available for Red Hat Enterprise Linux to
allow users to authenticate from a central, remote server,
which can also store user information that can be retrieved
from client systems.

Some of the advantages of using a network service for user
information and authentication include only having to
back up this data from one system, updating the informa-
tion on the server updates the information for all clients,
and implementing higher security on the server containing
user information.

If local authentication is what you require, refer to Chapter
9, “Managing Users and Groups,” for details. Even if you
are not using local users and groups, it is recommended
that you read the “What Are Users and Groups” section for
a description of Linux users and groups and the “Best
Practices” section of Chapter 9 for suggested methods for
establishing username conventions, setting password expi-
ration, selecting secure password, deleting accounts, and
structuring home directories.

Red Hat Enterprise Linux includes many network services
for remote identity management. This chapter discusses the
NIS, LDAP, Kerberos, Hesiod, SMB, and Winbind authenti-
cation services.

Understanding PAM

PAM, or Pluggable Authentication Modules, is an authentication
layer that allows programs to be written independent of a

specific authentication scheme. Applications request authen-
tication via the PAM library, and the PAM library determines

IN THIS CHAPTER

» Understanding PAM
» Enabling NIS

» Enabling LDAP

» Enabling Kerberos

» Enabling SMB or Winbind
Authentication

» Enabling with Authentication
Tool
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whether the user is allowed to proceed. If an administrator wants to implement a different
authentication scheme, he just changes the PAM configuration files and the existing
programs work seamlessly.

All applications and services that depend on PAM for authentication have a file in the
/etc/pam.d/ directory, with the filename being exactly the same as the application or
service. Filenames must be in all lowercase. The RPM for the application or service is
responsible for installing its own configuration file in this directory. For example, the
reboot command is PAM-aware and thus the usermode package that included reboot
installs the /etc/pam.d/reboot file.

Contents of the /etc/pam.d/ configuration files are case-sensitive, and each line uses the
following format:

<type> <control> <module> <module_options>

Each line calls a module located in the /1ib/security/ or /1ib64/security/ directory,
depending on whether the system is 32-bit or 64-bit and whether the module is 32-bit or
64-bit (32-bit modules can exist on a 64-bit system). Module calls can be stacked so that
multiple criteria must be verified before allowing authentication. The modules calls are
processed from top to bottom, so the order matters. Options for the module can also be
specified.

The <type> must be one of the following management groups:

» account: Non-authentication account management such as verifying the location of
the request or whether system resources are available for the request.

» auth: Authenticate the requested user based on a password or other form of authen-
tication. Also can grant privileges to authorized users.

» password: Required for managing passwords or other authentication tokens.

» session: Manage actions before and after a user is granted or denied access to a
service such as logging and mounting directories.

Each module returns a success or failure status. The <control> determines whether or not
the next module should be called to continue the authentication process. The <control>
is usually one of the following:

» required: If the module returns success, the next module in the stack is called if it
exists or the authentication is successful if it is the last module called. Return
authentication failure if the module returns failure but only after calling the remain-
ing modules in the stack.

» requisite: Similar to required except that control is immediately sent back to the
application or service requesting authentication instead of calling the remaining
modules.

» sufficient: If the module returns a failure, the authentication can still be successful
if all the required modules in the stack return success.
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» optional: Results of the module is ignored.

» include: Include lines from the given configuration file in the same /etc/pam.d/
directory such as include system-auth.

The <control> can also be in the following form:

[valueil=action1 value2=action2 ... ]

The value should be the return code from the function called in the module. Refer to the
pam.conf man page by executing the man pam.conf command for details.

Enabling NIS

NIS, or Network Information Systems, is a network service that allows authentication and
login information to be stored on a centrally located server. This includes the username
and password database for login authentication, database of user groups, and the loca-
tions of home directories.

To allow users to log in to any system on the network seamlessly, NIS and NFS can be
used together. The NIS server provides the network service for logging in to the system,
and NFS can be used to export user home directories from a central server. If used
together, users can access any system with the same username and password, system
groups remain the same across the network, and users’ home directories are exactly the
same regardless of which system they log in to. If using SELinux, the use_nfs_home_dirs
boolean SELinux boolean must be set to 1 on each NFS client mounting the home direc-
tories. Refer to Chapter 13, “Network File Sharing” for details.

NIS and SELinux

In Red Hat Enterprise Linux 5, NIS is protected by the default Security-Enhanced Linux
(SELinux) policy, known as the targeted policy. Refer to Chapter 23 for more information
on SELinux.

By default, this targeted policy does not allow NIS connections. To use NIS, you must set
the allow_ypbind SELinux boolean to 1 with the following command:

setsebool -P allow_ypbind 1

To verify that the setting has been changed, execute the following:

getsebool allow_ypbind

If enabled, the output should be the following:

allow_ypbind --> on

Other SELinux booleans for NIS include the following (they are set to @ by default) :

» yppasswdd_disable_trans: Disable SELinux protection for yppasswd if set to 1.
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» ypxfr_disable_trans: Disable SELinux protection for ypxfr if set to 1.

» ypbind_disable_trans: Disable SELinux protection for ypbind if set to 1.

You can also change the values of these booleans by running the SELinux Management
Tool. Start it by selecting Administration, SELinux Management from the System menu
on the top panel of the desktop or by executing the system-config-selinux command.
Enter the root password when prompted if running as a non-root user. Select Boolean
from the list on the left. On the right, click the triangle icon next to NIS. The SELinux
booleans affecting NIS appear.

TIP

The SELinux booleans that affect NIS are described in the ypbind_selinux man page
viewable with the man ypbind_selinux command.

Allowing NIS Connections

By default, the ports used by NIS are selected at random by portmap. If you are using fire-
wall rules that only allow connections on specific ports, static ports can be set for the
ypserv and ypxfrd services but not for yppasswdd. Refer to the /etc/services file for a
list of ports already reserved for other services on the system and then select available
ports. To assign ports to ypserv and ypxfrd, add the following lines to /etc/sysconfig/
network:

YPSERV_ARGS="-p <port>"
YPXFRD_ARGS="p <port>"

If the services are already running, they must be restarted for the changes to take effect.
After restarting them, use the rpcinfo -p <hostname> command to verify that the
selected ports are being used.

If custom IPTables rules are being used, refer to Chapter 24, “Configuring a Firewall,” for
details on how to allow these ports.

If the default security level is enabled instead of custom IPTables rules, use the Security
Level Configuration tool to allow NIS connections. Start it by selecting Administration,
Security Level and Firewall from the System menu on the top panel of the desktop or
by executing the system-config-securitylevel command. Enter the root password when
prompted if running as a non-root user. In the Other ports area, click Add to specify
these two ports.

Configuring the NIS Server

To configure a system as an NIS server, first install the ypserv RPM package via RHN,
which installs the portmap package as a dependency. Also install the ypbind via RHN,
which installs the yp-tools package as a dependency. The ypserv service provides the NIS
server, and ypbind provides the necessary client utilities.
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TIP

Log messages for ypserv and its related services are written to the /var/log/messages
file.

The NIS server must have a domain name (which is different from the domain name of a
FQDN as discussed in Chapter 16, “Hostname Resolution with BIND”). The domain name
is used along with its IP address or hostname by clients to connect to it. Set the NIS
domain name in /etc/sysconfig/network by adding the following line as root (replace
<domain> with a unique name):

NISDOMAIN="<domain>"

The server must be set up as a client of itself, so add the following line to /etc/yp.conf:

ypserver 172.0.0.1

The local files from which NIS gets its information to share with clients must be configured,
including /etc/passwd, /etc/shadow, /etc/group, and /etc/hosts. In other words, users
must be added to the NIS server with the desired passwords, groups must be added, and any
IP address and hostname combinations to be shared must be added to /etc/hosts.

Next, start the portmap, yppasswdd, and ypserv services by executing the following as root
for each of them:

service <service> start

Be sure these services are started at boot time with the following command as root for
each service:

chkconfig <service> on

Lastly, create the NIS database (on a 64-bit system, the 1ib directory will be 1ib64 instead):

fusr/lib/yp/ypinit -m

Enter the requested information and answer the questions appropriately when prompted.
The output should look similar to Listing 12.1.

LISTING 12.1 Creating the NIS Database

At this point, we have to construct a list of the hosts which will run NIS
servers. smallville.example.net is in the list of NIS server hosts.
Please continue to add the names for the other hosts, one per line.
When you are done with the list, type a <control D>.

next host to add: smallville.example.net

next host to add:
The current list of NIS servers looks like this:
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LISTING 12.1 Continued

smallville.example.net

Is this correct? [y/n: y] vy

We need a few minutes to build the databases...
Building /var/yp/example/ypservers...

Running /var/yp/Makefile...

gmake[1]: Entering directory °/var/yp/example
Updating passwd.byname...

Updating passwd.byuid...

Updating group.byname...

Updating group.bygid...

Updating hosts.byname...

Updating hosts.byaddr...

Updating rpc.byname...

Updating rpc.bynumber...

Updating services.byname...

Updating services.byservicename...

Updating netid.byname...

Updating protocols.bynumber...

Updating protocols.byname...

Updating mail.aliases...

gmake[1]: Leaving directory "/var/yp/example'

smallville.example.net has been set up as a NIS master server.

Now you can run ypinit -s smallville.example.net on all slave server.

The NIS map files are created in the /var/yp/<domain>/ directory. After the NIS database
has been created, the server must be told about changes to the data being shared. To
update the NIS maps after modifying files on the server, change to the /var/yp/ directory
and type the make command as the root user. To keep the NIS information updated on a
regular basis, consider creating a cron task to execute this command periodically. The
update frequency depends on how often the information is updated. You can also run
make in the /var/yp/ directory after each change if you need them to take place immedi-
ately or if you don’t update the data very often. Refer to Chapter 11, “Automating Tasks
with Scripts,” for details on setting up a cron task.

From the client side, the ypcat command can be used to view the contents of the NIS
maps. For example, execute ypcat passwd.byname to view the user entries from
/etc/passwd on the server. A full list of maps to query can be retrieved from the ypwhich
-m command on the client. Entry names such as passwd.byname are not always easy to
remember, so the /var/yp/nicknames file on the NIS server can be used to set up aliases
or nicknames so they can be used to query the server for information lists. For example,
the nickname passwd is set up by default for passwd.byname. View the contents of the
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/var/yp/nicknames file for a complete list of aliases set up by default. From the client, the
ypwhich -x command lists the available nicknames. Remember to run the make command
in the /var/yp/ directory on the server after modifying the /var/yp/nicknames file to
update the NIS map file for it.

The ypserv service also has a configuration file, /etc/ypserv.conf. The default file
contains comments that detail the available options. The ypserv.conf man page provides
descriptions of them as well. Access control lists can also be added to this file. Refer to the
“Restricting Access to NIS Server” section for details.

The yppasswdd daemon allows users on the NIS clients to change their passwords and other
user information stored on the server. Refer to the “Connecting to the NIS Server” section
for instructions on using the client-side utility. When passwords and user information are
changed with yppasswd, the daemon assumes the /etc/passwd and /etc/shadow files by
default. If the server uses different file locations, set them in /etc/sysconfig/yppasswdd.
This configuration file also contains an option to pass arguments to the daemon when it is
started. A list of these arguments can be found in the yppasswdd man page.

Adding Optional NIS Slave Servers

The NIS server where the master copy of the user information is stored and can be modi-
fied is called the master server, and each NIS domain can only have one master server.
However, slave NIS servers can be added to the network.

These slave servers retrieve their data from the master server and are useful if the master
server fails or needs to be taken down for maintenance; the slave server can act in its
place. NIS clients will try to find a different server for its NIS domain if the server it is
connected to is responding slowly or not at all. If slave servers for the domain exist, they
can help handle the heavy request load.

Configuring NIS Slave Servers

To configure a slave server, first configure the master server for the domain. If slave
servers are to be set up for the domain, the ypxfrd service can be run on the NIS server to
allow for NIS database transfers. Start it on the master server as root with the service
ypxfrd start command. Also, make sure it is started at boot time with the chkconfig
ypxfrd on command, also as root.

Also on the master server, add the hostname of the slave server to the list of NIS servers
in the /var/yp/ypservers file. Enable this change by switching to the /var/yp/ directory
with the cd /var/yp command and running the make command as root. Make sure the
hostname of the slave server is in /etc/hosts or can be resolved via DNS.

The same set of RPM packages required on the master server must also be installed on
each slave server. Make sure the hostname of the master server can be resolved to its IP
address on the slave server via DNS or the /etc/hosts file. Then, copy the NIS databases
from the master server by executing the following as root on each slave server, where
<master> is the hostname of the master NIS server (on a 64-bit system, the 1ib directory
will be 1ib64 instead) :

fusr/lib/yp/ypinit -s <master>
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Change the NIS server for the slave server to itself in the /etc/yp.conf file. If a different
NIS server is already configured, comment it out by added a # character in front of the
line, or delete the line. The following line in /etc/yp.conf configures the slave server as
its own NIS server:

ypserver 127.0.0.1

On the slave server, the ypserv service must be started before the ypbind service. As root,
execute the following sequence of commands:

service ypbind stop; service ypserv start; service ypbind start

Verify that the slave server is now using itself as the NIS server by executing the ypwhich
command. It should return the hostname of the slave server.

Updating NIS Maps from Master

To update the NIS maps on a slave server from the master server, the ypxfrd service must
be running on the master server as previously mentioned. This daemon listens for client
requests. On each slave server, the ypxfr command must be run as root for each map file
to be updated (on a 64-bit system, the 1ib directory will be 1ib64 instead):

/fusr/lib/yp/ypxfr <mapname>

To verify that the map was updated, execute the ypcat <mapname> command and look for
the newly added data. As previously mentioned, a list of maps can be retrieved with the
ypwhich -m command.

Instead of executing the ypxfr command manually every time a map file is changed, you
can configure a cron task to execute it periodically for each map file. The interval at
which it is executed depends on how often you update the map files on the master server.
Because the xpxfr command must be executed for each mabp file, all the map files do not
have to be updated at the same time. Refer to Chapter 11 for details on setting up a cron
task.

CAUTION

Remember, if shared data is modified on the server, the make command must be run
in the /var/yp/ directory on the server to update the master NIS maps before the
updated map files can be transferred to the clients.

Restricting Access to NIS Server

By default, anyone with access to the network on which the NIS server is running can
query the server and query for data in the NIS maps. To restrict connections to specific
clients, create a /var/yp/securenets file. Lines beginning with # are comments. The file
should contain the following line to allow the local host to connect:

host 127.0.0.1
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To accept requests from additional hosts, add a line with a netmask, followed by a space,
followed by a network pair for each set of hosts such as

255.255.255.0 192.168.10.0

If clients not in the /var/yp/securenets file try to connect, the request is ignored, and a
warning message is logged on the server.

Access control lists for NIS can also be set in /etc/ypserv.conf. Each access control line is
in the following format:

host:domain:map:security

The host field can be an individual IP address such as 192.168.10.2, an IP address range
and netmask such as 192.168.10.0/255.255.255.0, or the beginning of the IP address range
such as 192.168, which translates to 192.168.0.0/255.255.0.0. The domain field is the NIS
domain for which this rule applies. An asterisk (*) can be used as the domain name to
match any domain. The map field must be an NIS map name or an asterisk for all NIS
maps. Security must be none, port, or deny. If set to none, clients matching the rule are
allowed access. If set to port, clients matching the rule are allowed from ports less than
1024 only. If set to deny, clients matching the rule are denied access to the NIS server.

Connecting to the NIS Server

The ypbind RPM package must be installed on each NIS client so that the ypbind service
can be run to connect to the NIS server. The client connects to the NIS server based on
the hostname of the NIS server and optionally the domain name if more than one
domain is on the network.

To configure the NIS server for the client, edit the /etc/yp.conf file as root to include the
following line, replace <nis-server> with the IP address or hostname of the server:

ypserver <nis-server>

or to specify the domain as well:

domain <domain> server <nis-server>

Next, start the service with the service ypbind start command as root. Also execute
chkconfig ypbind on as root to make sure it is started at boot time.

To verify that you are connected to the NIS server, execute the ypwhich command. It
displays the name of the NIS server to which you are connected. The ypcat <mapname>
command as previously mentioned can be used on the client to display various maps and
configuration files from the server. To view a list of available maps, execute the ypwhich
-m command on the client.

To change user data from an NIS client, use the following command:

yppasswd <option> <username>
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The command doesn’t have to be executed as root on the client, but the root password of
the NIS server must be entered before data can be changed. If <username> is not given,
the username of the user executing the yppasswd command is used.

Replace <option> with one of the following:
» -p: Change user’s password, implied if no option is given.
» -1: Change user’s login shell.

» -f: Change user’s full name and related information displayed by the finger utility.
The current value for each field is shown. To accept it, press Enter. To change it,
type a new value and then press Enter. To clear the field, type none and then press
Enter.

Using NIS with autofs

NIS can also be configured to serve configuration files for other services such as autofs,
allowing NIS clients to receive the master configuration file auto.master and any addi-
tional automount files such as auto.home from the NIS server. If mount points, server
names, or directory locations change, one update to the NIS server changes the data for
the entire network, and the client can retrieve the updated data by executing the service
autofs reload command, or they will receive it automatically the next time the system is
rebooted. Not having to change this data on each client system saves valuable time and
effort.

First, configure autofs on the NIS server as described in Chapter 13, “Network File
Sharing,” and verify that the autofs service works on the client. Then, configure the NIS
server to create the autofs NIS map files by modifying the /var/yp/Makefile file:

Near the top of the file is a list of variables for the autofs configuration files referenced in
the Makefile. By default, the following autofs files are declared:

AUTO_MASTER = $(YPSRCDIR)/auto.master
AUTO_HOME = $(YPSRCDIR)/auto.home
AUTO_LOCAL $(YPSRCDIR) /auto.local

If you are using additional auto.* files, add them to the list of file variables using the
same format. For example, add the following for auto.shares:

AUTO_SHARES = $(YPSRCDIR)/auto.shares

Modify the all target to include all the auto.* files being used on the server. By default,
the all target looks like the following:

all: passwd group hosts rpc services netid protocols mail \
# netgrp shadow publickey networks ethers bootparams printcap \
# amd.home auto.master auto.home auto.local passwd.adjunct \
# timezone locale netmasks
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Because the lines that begin with # are comments, the auto. * files listed by default are

not built into NIS maps. They are just shown as examples of files that can be shared by
NIS. Add auto.master and any other auto.* files being used by autofs at the end of the
first line before the \ character.

If you added any auto. * file variables in the first step and then added those files to the
all target, you also need to add a target for each additional file. These individual targets
are near the end of the file such as the following:

auto.home: $(AUTO_HOME) $(YPDIR)/Makefile
@echo "Updating $@..."
-@sed -e "/"#/d" -e s/#.*$$// $(AUTO_HOME) ! $(DBLOAD) \
-1 $(AUTO_HOME) -o $(YPMAPDIR)/$@ - $@
-@$(NOPUSH) !! $(YPPUSH) -d $(DOMAIN) $@

Create a new stanza for each additional autofs file by copying this one and replacing
auto.home with the name of the autofs file and AUTO_HOME with the name of the variable
you created in the first step. Be sure to use tabs instead of spaces to indent the lines or
you will receive a syntax error when reloading the autofs files.

Reload the autofs files with the service autofs reload command as root. Or, if it is not
already started, execute service autofs start as root on the NIS server.

To ensure autofs is started by boot time, execute chkconfig autofs on as root.

In the /var/yp/ directory on the NIS server, type the make command as root to create NIS
map files from the autofs files. Listing 12.2 shows the output of the make command after
adding auto.master and auto.home to the all target.

LISTING 12.2 Creating the autofs NIS map

gmake[1]: Entering directory °/var/yp/example'
Updating passwd.byname...

Updating passwd.byuid...

Updating group.byname...

Updating group.bygid...

Updating hosts.byname...

Updating hosts.byaddr...

Updating rpc.byname...

Updating rpc.bynumber...

Updating services.byname...

Updating services.byservicename...

Updating netid.byname...

Updating protocols.bynumber...

Updating protocols.byname...

Updating mail.aliases...

Updating auto.master...

Updating auto.home...

gmake[1]: Leaving directory " /var/yp/example'




266 CHAPTER 12 Identity Management

Each time the auto.* files are modified on the server, the service autofs reload
command must be run to reload the files and the make command must be run in the
/var/yp/ directory to update the NIS map files. If an auto. * file is removed from the
autofs configuration, the NIS map file for the deleted file in /var/yp/<domain>/ must be
deleted before running make in the /var/yp/ directory to update the NIS maps. If slave
NIS servers exist, use ypxfr as described in the earlier “Configuring NIS Slave Servers”
section to update the NIS maps on the slave servers as well.

From the NIS client, the ypcat command can be used to view the contents of these files
such as the following:

ypcat auto.master

Now that the NIS client has the autofs configuration files, stop the autofs service if it is
already running with local files:

service autofs stop

Remove the local autofs configuration files so the autofs service knows to get them via
NIS. It is a good idea to back them up in case you need to reference them later:

rm /etc/auto.*

Start the autofs service on the client with the service autofs start command as root.
To ensure autofs is started by boot time, execute chkconfig autofs on as root as well.

Enabling LDAP

LDAP, or Lightweight Directory Access Protocol, is a server-client service that provides a
directory of information such as user data and user authentication. If the LDAP server
being contacted does not have the requested information, it can forward the request to a
different LDAP server on the same network or on the Internet. Even though requests can
be forwarded to other LDAP servers, the most common application of LDAP is an internal
directory for large organizations such as a business office (from one office to multiple
offices around the world) or a university. Instead of having to find a traditional phone
directory or phone book, information about other employees or students can be quickly
referenced online using LDAP. Instead of updating the file for the directory and reprinting
it for everyone, the central directory is updated, and all users have access to the newly
updated information instantly.

Allowing LDAP Connections
By default, OpenLDAP uses TCP and UDP port 389 for unencrypted connections and TCP
and UDP port 636 for secure, encrypted connections.

If custom IPTables rules are being used, refer to Chapter 24 for details on how to allow
these ports.

If the default security level is enabled instead of custom IPTables rules, use the Security Level
Configuration tool to allow LDAP connections. Start it by selecting Administration, Security
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Level and Firewall from the System menu on the top panel of the desktop or by executing
the system-config-securitylevel command. Enter the root password when prompted if
running as a non-root user. Click Add next to the Other ports table to add a port.

Configuring the LDAP Server

On Red Hat Enterprise Linux, OpenLDAP is used to implement an LDAP server.
OpenLDAP is an open source implementation of LDAP. The openldap and openldap-
servers RPM packages must be installed on the system to configure it as an LDAP server.

Setting Up the LDAP Configuration Files

The LDAP daemon, slapd, uses /etc/openldap/slapd.conf as its main configuration file.
There are many configuration options available for slapd.conf. Refer to the slapd.conf
man page for a complete list. At a minimum, the following need to be set:

» At least one suffix must be defined with the domain for which the LDAP directory is
providing entries. Replace the sample suffix line with the information for your
domain, such as the following for example.com:

suffix "dc=example,dc=com"

» Define a user who has complete control over the directory. This user is not subject
to access control or other restrictions. Replace the sample rootdn line with the supe-
ruser for LDAP and the domain name for the directory such as the following:

rootdn "cn=root,dc=example,dc=com"

» If you plan to perform maintenance on the directory remotely, an encrypted pass-
word can be set so the user defined with the rootdn option has to provide a pass-
word before modifying the database. If you don’t need remote maintenance, this
option is not necessary. To generate the encrypted version of the password, execute
the slappasswd command. Be sure to copy and paste the entire output as the value
of the rootpw option, including the encryption method such as the following:

rootpw {SSHA}vhSdnGD3mNZpvxF630muaAUINF16yVVT

Even though the password is encrypted in the configuration file, it is still sent unen-
crypted from the client to the server unless encryption is enabled. Refer to the “Enabling
TLS Encryption for LDAP” section for details.

Also create a DB_CONFIG file in the /var/lib/ldap/ directory (or the directory defined
with the directory option in slapd.conf). This file contains tuning options for the direc-
tory. The example file, /etc/openldap/DB_CONFIG.example is included with the openldap-
servers package. Use it as a starting point and modify the settings for your LDAP
directory environment. If this file doesn’t exist, an error message such as the following is
shown each time slapcat, slapadd, and other administrative utilities are run:

bdb_db_open: Warning - No DB_CONFIG file found in directory /var/lib/ldap: (2)
Expect poor performance for suffix dc=example,dc=com.
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Adding LDAP Entries

Each item in the directory is called an entry, and each entry is composed of attributes such
as a name and location. Attributes can be required or optional. An LDAP entry is identi-
fied by its Distinguished Name (DN), which must be unique for each entry.

Entries added to the directory must follow a schema, which defines available attribute
types. Some schema files are included with OpenLDAP in the /etc/openldap/schema/
directory. To use the attribute types in one of the schemas, the slapd.conf file must refer-
ence them such as the following:

include /etc/openldap/schema/core.schema

The core, cosine, inetorgperson, and nis schemas are referenced in the default
slapd.conf file so that the entry types, called object classes, in these files can be used. Add
include lines to reference additional schema files if necessary for your directory configu-
ration. Additional packages can add includes to slapd.conf as well. For example, the
bind-sdb package adds an include for the dnszone.schema file.

TIP

The software packages for some services such as Samba include LDAP schema files
so that the OpenLDAP can be set up to share its configuration files. Execute rpm -ql
<packagename> on the name of the RPM package for the services you use to deter-
mine if they provide a schema file.

The included schemas can be extended or new schemas can be created, depending on what
type of data you are storing in your LDAP directory. To extend or create a new schema,
create a new schema file in the /etc/openldap/schema/ directory with the same file permis-
sions as the existing schema files. Refer to http://www.openldap.org/doc/admin23/
schema.html for details on writing a custom schema file. The existing files provided with
OpenLDAP should not be modified. Be sure to reference the new file in /etc/openldap/
slapd.conf file with an include line as previously mentioned.

To read the schema files, consider this basic example. Listing 12.3 includes excerpts from
core.schema and inetorgperson.schema. In core.schema, the object class (this is the
entry type) of person is defined as a subclass of the top object class as shown by the line
starting with the keyword SUP. Then, in inetorgperson.schema, the object class
inetOrgPerson is defined as a subclass of person, inheriting the attributes list from its
parent object class person.

LISTING 12.3 Object Class Definitions

objectclass ( 2.5.6.6 NAME 'person'’
DESC 'RFC2256: a person'
SUP top STRUCTURAL
MUST ( sn $ cn )
MAY ( userPassword $ telephoneNumber $ seeAlso $ description ) )


http://www.openldap.org/doc/admin23/schema.html
http://www.openldap.org/doc/admin23/schema.html
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LISTING 12.3 Continued

objectclass ( 2.5.6.7 NAME 'inetOrgPerson'

DESC 'RFC2256: an organizational person'

SUP person STRUCTURAL

MAY ( title $ x121Address $ registeredAddress $ destinationIndicator $
preferredDeliveryMethod $ telexNumber $ teletexTerminalldentifier $
telephoneNumber $ internationaliSDNNumber $
facsimileTelephoneNumber $ street $ postOfficeBox $ postalCode $
postalAddress $ physicalDeliveryOfficeName $ ou $ st $ 1 ) )

Attributes for an object class can be required or optional. The attributes listed within the
parentheses after the MUST keyword are required. The attributes listed within the parenthe-
ses after the MAY keyword are optional. In Listing 12.3, the sn (surname) and cn (common
name) attributes are required for both the person and inetOrgPerson object classes. To
find a brief description for each attribute listed, look for its attributetype definition such
as the one for sn in Listing 12.4, which is found in core.schema.

LISTING 12.4  Attribute Type Definition for the sn Attribute

attributetype ( 2.5.4.4 NAME ( 'sn' 'surname' )
DESC 'RFC2256: last (family) name(s) for which the entity is known by
SUP name )

Entries are added to a directory using a file formatted in the LDIF (LDAP Data Interchange
Format) style, which is demonstrated in Listing 12.5. Lines beginning with a # character
are comments.

LISTING 12.5 LDIF Style

dn: <dn>

<attribute>: <value>
<attribute>: <value>
<attribute>: <value>

Each entry in the LDIF file starts with a DN, which is a unique value for the entry used to
identify it such as a person’s name. Each entry in the file is separated by one or more
blank lines. The value of an attribute can be specified as UTF-8 text, base64 encoded data,
a URL of the location of the value, or the file location of the value with file:/// at the
beginning of the full path to the file.

For example, Listing 12.6 shows an example LDIF file to create an employee directory. It
uses the organizationalUnit object class to define the purpose of the directory, an
employee directory. It uses the organizationalRole object class to define the departments
within the company and the inetOrgPerson object class to add entries for each employee
within each department.
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CAUTION

Whitespace is not trimmed when saving values. Any unnecessary whitespace at the
beginning or end of the attribute value will be included in the value.

LISTING 12.6 LDIF File for Creating an Employee Directory

# organization: example, com
dn: dc=example, dc=com
objectClass: top
objectClass: dcObject
objectClass: organization
dc: example

o: TCBF, Inc.

# organizationalUnit: employeedir

dn: ou=employeedir, dc=example, dc=com
objectClass: top

objectClass: organizationalUnit

ou: employeedir

# organizationalUnit: finance

dn: ou=finance, ou=employeedir, dc=example, dc=com
objectClass: top

objectClass: organizationalUnit

ou: finance

# organizationalUnit: engineering

dn: ou=engineering, ou=employeedir, dc=example, dc=com
objectClass: top

objectClass: organizationalUnit

ou: engineering

# start adding employees here

dn: cn=Jane Doe, ou=engineering, ou=employeedir, dc=example, dc=com
objectClass: top

objectClass: inetOrgPerson

cn: Jane Doe

sn: Doe

telephoneNumber: 919-555-1234

mail: jane.doe@example.com

title: Level II systems engineer

physicalDeliveryOfficeName: Raleigh 3rd floor

dn: cn=Evan Wolf, ou=engineering, ou=employeedir, dc=example, dc=com
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LISTING 12.6 Continued

objectClass: top

objectClass: inetOrgPerson

cn: Evan Wolf

sn: Wolf

telephoneNumber: 919-555-4567

mail: evan.wolf@example.com

title: Level II systems engineer
physicalDeliveryOfficeName: Raleigh 3rd floor

dn: cn=Ed Money, ou=finance, ou=employeedir, dc=example, dc=com
objectClass: top

objectClass: inetOrgPerson

cn: Ed Money

sn: Money

telephoneNumber: 919-555-9876

mail: ed.money@example.com

title: Accounts Payable

physicalDeliveryOfficeName: Raleigh 2nd floor

dn: cn=Seymour Air, ou=finance, ou=employeedir, dc=example, dc=com
objectClass: top

objectClass: inetOrgPerson

cn: Seymour Air

sn: Air

telephoneNumber: 919-555-1470

mail: seymour.air@example.com

title: Accounts Receivable

physicalDeliveryOfficeName: Raleigh 2nd floor

Before adding entries, stop the LDAP service with the service ldap stop command run
as root. Then, use the slapadd utility to add the entries from the file you created in LDIF
format:

slapadd -v -1 example.ldif

If the syntax of the file is correct, the following type of message is shown for each entry
successfully added:

added: "cn=Seymour Air,ou=finance,ou=employeedir,dc=example,dc=com" (0000000a)

If you see any error message instead, go back and fix the error. But, remember that the
entries are added as they are successfully read from the file. So, be sure to comment out or
delete any entries from the LDIF file that have already been added. If the LDIF file
contains entries that already exist in the directory, all entries after the already added entry
are not added to the directory, and the following error is shown:
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=> bdb_tool_entry put: id2entry add failed: DB_KEYEXIST: Key/data pair
already exists (-30996)

=> bdb_tool_entry put: txn_aborted! DB_KEYEXIST: Key/data pair already
exists (-30996)

slapadd: could not add entry dn="dc=example,dc=com" (line=6): txn_aborted!
DB_KEYEXIST: Key/data pair already exists (-30996)

As you are adding entries, use the slapcat command to view all the entries in the direc-
tory. Because the output is in LDIF format, this utility can also be used to create a backup
file of the entries in the directory.

The database files for the entries added are created in the /var/1lib/1ldap/ directory with
read permissions only for the file owner. The OpenLDAP daemon runs as the ldap user for
security reasons, and the entry files must be readable by the Idap user. Because entries are
added as the root user, use the following command to change the owner of the database
files to ldap:

chown ldap.ldap /var/lib/ldap/*

After adding all the entries to create the directory, start the daemon again with the
service ldap start command run as root. If you fail to change the owner of the data-
base files, a message similar to the following appears when slapd is started again:

/var/lib/ldap/__db.005 is not owned by "ldap" [WARNING]

After the daemon is back up and running, the l1dapsearch utility can be used to query the
database by specific parameters. Refer to the 1dapsearch man page for a list of all
command-line options. The openldap-clients package must be installed to use this
command. An example query:

ldapsearch -b 'dc=example,dc=com' '(objectclass=*)'

If encryption has not been enabled, the -x option must also be specified to use simple
authentication instead:

ldapsearch -x -b 'dc=example,dc=com' '(objectclass=*)'

Modifying and Deleting LDAP Entries

To modify or delete an entry, use the changetype attribute after the DN in the LDIF file. It
should be set to one of add, modify, delete, or modrdn. The add type is only used when
adding a new entry. Note that it can’t be used to add new attributes to entries. Use the
modify type for adding new attributes and their values, changing the value of an
attribute, and deleting existing attributes for a specific entry. The delete type is used to
delete an entire entry. The modrdn type is used to change the DN of an entry. Listing 12.7
shows some examples. Notice that a blank line separates the entries for each change.
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LISTING 12.7 Modifying an Entry

#change the title of an employee after a promotion

dn: cn=Evan Wolf,ou=engineering,ou=employeedir,dc=example ,dc=com
changetype: modify

replace: title

title: Level III systems engineer

#change the dn of an employee after he has changed departments

dn: cn=Seymour Air, ou=finance, ou=employeedir, dc=example, dc=com
changetype: modrdn

newrdn: cn=Seymour Air

deleteoldrdn: 0

newsuperior: ou=engineering, ou=employeedir, dc=example, dc=com

#now change the title and location of the same employee

dn: cn=Seymour Air, ou=engineering, ou=employeedir, dc=example, dc=com
changetype: modify

title: Level I systems engineer

physicalDeliveryOfficeName: Raleigh 3rd floor

#delete an employee after he no longer works for the company
dn: cn=Ed Money, ou=finance, ou=employeedir, dc=example, dc=com
changetype: delete

#add a new employee

dn: cn=Nick Burns, ou=engineering, ou=employeedir, dc=example, dc=com
changetype: add

objectClass: top

objectClass: inetOrgPerson

cn: Nick Burns

sn: Burns

telephoneNumber: 919-555-9010

mail: nick.burns@example.com

title: Engineering Administrator
physicalDeliveryOfficeName: Raleigh 3rd floor

#add the manager attribute to an employee

dn: cn=Seymour Air, ou=engineering, ou=employeedir, dc=example, dc=com
changetype: modify

add: manager

manager: cn=Evan Wolf,ou=engineering,ou=employeedir,dc=example,dc=com
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To make the changes in Listing 12.7, execute the following:

ldapmodify -D 'cn=root,dc=example,dc=com' -W -f modify.ldif

Unlike slapadd, ldapmodify must be run while the daemon is running. It connects to the
daemon for modification of the database. If encryption is not being used, also specify the
-x option to use simple authentication. The value following -D must be the value of
rootdn from slapd.conf. The -W option specifies that the user should be prompted for the
password from the rootpw option in slapd.conf, which is more secure than listing it on
the command line with the -w option. If the password is listed on the command line, it is
stored in the user’s command history, which can be read by unauthorized users easier
than slapd.conf. Also remember that, even if you are prompted for the password, the
password is sent unencrypted over the network unless encryption is enabled as described
in the “Enabling TLS Encryption for LDAP” section.

As with slapadd, the slapcat or ldapsearch utilities can be used to verify if the entries
have been modified or deleted. The slapcat command works regardless of whether the
service is started. The l1dapsearch command only works if slapd is running.

Customizing LDAP Indexing

The directory can be indexed based on particular attributes so that searches with
ldapsearch are faster. Keep in mind that too much indexing can slow down performance.
Indexing should only be enabled for frequent searches.

Indexing is defined in slapd.conf in the following format:
index <attributes> <indices>
Replace <attributes> with an attribute name or a list of attributes separated by commas.
Replace <indices> with one of the following or a comma-separated list of two or more:
» pres: Use if searches have the form objectclass=person or attribute-mail
» approx: Must be used for searches with the form sn~=person
» eq: Use for equality searches without wildcards
» sub: Use for searches with wildcard substitutions
» nolang: Can be used for searches with lang subtype

» nosubtypes: Can be used for searches with subtypes

Optionally, the keyword default can be placed between the attributes and indices lists to
define a set of default indices to use if an attribute is given on subsequent lines without
indices:

index <attributes> default <indices>

Listing 12.8 shows examples, which are also the defaults in the slapd.conf file.
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LISTING 12.8 Default Indexing Settings

# Indices to maintain for this database

index objectClass eq,pres
index ou,cn,mail,surname,givenname eq,pres,sub
index uidNumber,gidNumber,loginShell eq,pres
index uid,memberUid eq,pres,sub
index nisMapName,nisMapEntry eq,pres,sub

Each time indexing options are modified, the indexes have to be regenerated as the root
user on the server with the slapindex utility, and the daemon has to be stopped with the
service slapd stop command before running slapindex.

Enabling TLS Encryption for LDAP

By default, all data sent between the OpenLDAP server and its clients are sent unen-
crypted in plain text that can be read by anyone who intercepts the packets on the
network. If the server is internal only, this might not be a concern for you. A TLS, or
Transport Layer Security, certificate can be used to enable authentication using SASL (Simple
Authentication and Security Layer) EXTERNAL.

First, create an SSL certificate for the server. It can be one from a certificate authority (CA)
such as VeriSign or it can be a self-signing certificate created with a program such as
OpenSSL. Refer to openssl.org for details on the latter.

The cn attribute of the server must be the FQDN of the server, and the DN of the server
certificate must be exactly the same as the cn attribute of the OpenLDAP server. Alias
names and wildcards can be specified using the subjectAltName certificate extension. The
clients can also have a certificate to authenticate with SASL EXTERNAL.

TIP

A dummy certificate, /etc/pki/tls/certs/slapd.pem, is included with the
openldap-servers package and can be used for testing purposes.

To enable TLS encryption so data, including the password used to administer the direc-
tory from a remote system, is encrypted between the server and the client, uncomment
the following lines in /etc/openldap/slapd.conf:

TLSCACertificateFile /etc/pki/tls/certs/ca-bundle.crt
TLSCertificateFile /etc/pki/tls/certs/slapd.pem
TLSCertificateKeyFile /etc/pki/tls/certs/slapd.pem

If unchanged, after restarting the service with service ldap restart, the dummy certifi-
cate installed for testing is used. Otherwise, copy your certificates to the /etc/pki/
tls/certs/ directory and change the values of the options to appropriate filenames.

The client must be configured to trust the server certificate. Refer to “Connecting to the
LDAP Server” for details.
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Starting and Stopping the LDAP Server
As previously mentioned, to start the LDAP server daemon, slapd, execute service ldap
start as root.

The following commands can also be run from the initialization script in the format
service ldap <command>:

» configtest: Test for common configuration errors.
» start: Start slapd.

» stop: Stop slapd.

» status: Show whether the service is running.

» restart: Stop and then start slapd.

» condrestart: If slapd is already running, restart it. Otherwise, do nothing.

Be sure to execute chkconfig ldap on as root to make sure the daemon is started auto-
matically at boot time.

Connecting to the LDAP Server

Clients wishing to connect to an OpenLDAP server must have the openldap-clients and
nss_ldap packages installed. These clients can run the available remote OpenLDAP utili-

ties such as ldapadd and ldapsearch. They can also connect to the directory from a user-
end application such as the Evolution email application.

To configure a Red Hat Enterprise Linux system as an LDAP client, configure the follow-
ing options in /etc/openldap/ldap.conf and /etc/ldap.conf (replace <server-ip> with
the IP address of the LDAP server):

URI ldap://<server-ip>/
BASE dc=example,dc=com
If TLS encryption is to be used, also add the following line to /etc/openldap/ldap.conf

and copy the certificate files in the defined directory:

TLS_CACERTDIR /etc/openldap/cacerts

TIP

Additional options for 1dap.conf can be found in the 1dap.conf man page.

To use LDAP for login user authentication, edit /etc/nsswitch.conf as root and add ldap
to the passwd, shadow, and group lines:

passwd: files ldap
shadow: files ldap
group: files ldap
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Many applications can connect to an LDAP server to query the database such as
Evolution. Some applications can retrieve and modify entries in the directory. Others, like
Evolution, can just request entries. Refer to the documentation for each application for
details on configuring it to connect to your LDAP server.

Customizing LDAP Logging

Log messages for the OpenLDAP service are sent to /var/log/messages by default using
the syslog mechanism. The log level can be set in slapd.conf using the following syntax:

loglevel <level>
where <level> determines what type of messages to log and is one or more of the follow-
ing (two or more should be space separated):
» 1: trace function calls
» 4: heavy trace debugging
» 8: connection management
» 16: packets sent and received
» 32: search filter processing
» 64: configuration file processing
» 128: access control list processing
» 256: statistics for log connections, operations, and results
» 512: statistics for log entries sent
» 1024: communication with shell backends
> 2048: entry parsing
» 4096: caching (unused)
» 8192: data indexing (unused)

» 16384: LDAPSync replication

v

32768: log messages logged regardless of log level

The log levels or combinations of log levels can be represented by values other than inte-
gers. See the slapd.conf man page for details.

To write log messages to a separate file, add the following line to /etc/syslog.conf:

local4.* /var/log/slapd.log
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Enabling Kerberos

Unlike other authentication systems, Kerberos is designed to allow authorized users access
to systems and services based on an encrypted ticketing system. The key distribution center
(KDC) stores the Kerberos database, and the ticket-granting server (TGS) issues tickets to
clients.

Each client requests a ticket from the KDC. The client must enter a valid password after
the request, and the password is used as the key to encrypt the ticket. A ticket-granting
ticket (I'GT) is granted by the KDC, encrypted with the user’s password, and sent back to
the client. The client decrypts it with the password. The TGT and the corresponding ticket
session key (TSK) on the client are called credentials. The credentials automatically time out
after a configured amount of time, which is set to 10 hours by default. Each Kerberos
server is responsible for granting access for a particular realm, or network that utilizes
Kerberos.

Usually, the realm name is the same as the domain name. To distinguish between realm
names and domain names, realms are written in all uppercase letters, and domain names
are written in all lowercase letters. Be sure to use this convention when modifying config-
uration files.

NOTE

If SELinux, a mandatory access control security mechanism, is set to enforcing mode,
Kerberos is protected by it. For the default targeted policy, the system is allowed to
work with Kerberos by setting the SELinux boolean allow_kerberos to 1. Refer to
Chapter 23 for details on SELinux. Execute the man kerberos_selinux command for
more information on how SELinux affects Kerberos.

Allowing Kerberos Connections

Kerberos uses TCP and UDP port 88 by default. The kpasswd user application for changing
the user’s password uses TCP and UDP port 464. The kadmin program uses TCP port 749.
If klogin is used, it used TCP port 543 or TCP port 2105 for the encrypted version. If
additional Kerberized applications are enabled, refer to /etc/services for their port
numbers.

If custom IPTables rules are being used, refer to Chapter 24 for details on how to allow
connections from a specific port.

If the default security level is enabled instead of custom IPTables rules, use the Security Level
Configuration tool to allow Kerberos connections. Start it by selecting Administration,
Security Level and Firewall from the System menu on the top panel of the desktop or by
executing the system-config-securitylevel command. Enter the root password when
prompted if running as a non-root user. Click Add next to the Other ports table to add a
port.
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Configuring the Kerberos Server

Before setting up a Kerberos server or client, the clock on the server and all the clients
must be in sync. If the clock between the server and client are too far apart (5 minutes by
default), the credentials are ignored and the client is not authenticated. It is recom-
mended that administrators use the Network Time Protocol (NTP) on the server and clients
to keep the clocks in sync. Refer to Chapter 19, “Explaining Other Common Network
Services,” for details on configuring NTP.

Customizing the Kerberos Configuration Files

On the system you are setting up as a Kerberos server, install the krb5-server and krb5-
workstation RPM packages. The /etc/krb5.conf file is the main configuration file for the
server. This file is formatted using the following style:

[section]
tag=value
tag=value
tag=value
The following sections exist:
» [libdefaults]: Default values for Kerberos.
» [login]: Default values for the Kerberos login program.
» [appdefaults]: Default values for applications that use Kerberos.

» [realms]: Define the server location of each Kerberos realm.

» [domain_realm]: Associates subdomains and domain names to Kerberos realm
names. Required if domain names are not used as realm names.

» [logging]: Logging preferences. Refer to “Logging Kerberos Connections” for
details.

» [cpaths]: Paths to authentication certificates, if used.

At a bare minimum, replace all the example.com domain references and EXAMPLE.COM
realm references in the existing /etc/krb5.conf file with your domain. The file is case-
sensitive so be sure to preserve the upper- or lowercase.

Also configure the realm and other settings for the KDC in /var/kerberos/krb5kdc/
kdc.conf. The following sections can be defined:

» [kdcdefaults]: Default values for the KDC.

» [realms]: Define the server locations for each Kerberos realm.

At a bare minimum, replace EXAMPLE.COM with your realm name in the existing
kdc.conf, which is usually a domain name, in all uppercase letters.
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Creating the Kerberos Database

To create the Kerberos database, use the kdb5_util command. Optionally, also create a
stash file, or an encrypted file containing a copy of the master keys. The stash file also
serves as an automatic authentication system for the KDC to itself when the Kerberos
daemons are started. Because the stash file contains the master key, be sure it is only read-
able by the root user and is on the local file system for the KDC. Do not include the stash
file in your backup plan unless access to the file system containing the backup files are
heavily restricted to trusted administrators because it can be used to gain access to the
entire Kerberos database. To create the database and stash file, use the following command
as root (replace <realm_name> with the name of the realm such as EXAMPLE.COM):

fusr/kerberos/sbin/kdb5_util create -r <realm_name> -s

The -s option creates the stash file. If you don’t want to create one, do not include the -s
option. The utility prompts you for the master key as shown in Listing 12.9.

LISTING 12.9 Creating the Kerberos Database and Stash File

Loading random data

Initializing database '/var/kerberos/krb5kdc/principal' for realm 'EXAMPLE.COM',
master key name 'K/M@EXAMPLE.COM'

You will be prompted for the database Master Password.

It is important that you NOT FORGET this password.

Enter KDC database master key:

Re-enter KDC database master key to verify:

The utility creates the following files in the /var/kerberos/krb5skdc/ directory:
» principal: Kerberos database file.
» principal.ok: Kerberos database file.
» principal.kadm5: Kerberos administrative database file.
» principal.kadm5.lock: Kerberos administrative database lock file.

» .k5.<realm_name>: Stash file (if -s is used). Replace <realm_name>.

Managing Kerberos Principals

Kerberos users allowed access to the database are called principals, which are divided into
three components in the form <primary>/<instance>@<REALM>. Principals can have multi-
ple instances: a null instance represented by a username and realm such as tfox@
EXAMPLE.COM, an admin instance represented by a username followed by /admin and a
realm such as tfox/admin@EXAMPLE.COM, and a root instance represented by a username
followed by /root and a realm such as tfox/root@EXAMPLE.COM. Having an admin and root
instance for users allows them to authenticate as a different principal when performing
administrative tasks but use a non-privileged principal when performing user operations.
This is similar to the non-root user and root user concept: Only perform actions as a privi-
leged user when necessary to prevent unintended operations.
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Principals must be explicitly added using the add_principal command to kadmin or
kadmin.local. The kadmin and kadmin.local utilities offer the same functionality except
that the kadmin.local utility can only be run on the master KDC and does not authenti-
cate through Kerberos. Because the KDC service hasn’t been started yet, add at least one
administrative principal using the kadmin.local utility. Additional principals, both
administrators and non-administrators, can be added during this setup phase, or they can
be added later.

NOTE

If the kadmin command is used, the principal adding, modifying, or deleting principals
must have permission to do so using the Kerberos ACLs as described in the “Setting
Access Control Lists for Kerberos” section.

Start the kadmin shell by executing kadmin.local as the root user on the KDC server. To
add a principal, use the following command:

add_principal <options> <principal>

TIP

To view a list of valid commands while in the kadmin or kadmin.local shell, press
the Tab key twice.

Replace <principal> with the username such as tfox/admin. Table 12.1 shows available
<options>.

TABLE 12.1 Principal Options

Restriction Flags Description

-expire <time> Set expiration date for the principal.

-pwexpire <time> Set the password expiration date.

-maxlife <time> Set maximum ticket life for the principal.
-maxrenewlife <time> Set maximum renewable ticket life for the principal.
-kvno <kvno> Set the key version number.

-policy <policy> Set policy for the principal. If no policy is set, the policy

name default is used if it exists. A warning message is
printed if a principal doesn’t have a policy.

-clearpolicy Do not assign the principal the “default” policy if one is
not specified with -policy <policy>.

-allow postdated Do not allow the principal to retrieve post-dated tickets.
+allow_postdated clears this preference.

-allow forwardable Do not allow the principal to retrieve forwardable tickets.
+allow_forwardable clears this preference.

-allow_renewable Do not allow the principal to retrieve renewable tickets.

+allow_renewable clears this preference.
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TABLE 12.1 Continued

Restriction Flags

Identity Management

Description

-allow_proxiable

-allow_dup_skey

+requires_preauth

+requires_hwauth

-allow_svr

-allow_tgs_req

-allow-tix

+needchange

+password_changing_service

-randkey
-pw <password>

-e <list>

Do not allow the principal to retrieve proxiable tickets.
+allow_proxiable clears this preference.

Do not allow user-to-user authentication for the principal
by not allowing the principal to retrieve a session key from
another user. +allow_dup_skey clears this preference.
Principal must preauthenticate before calling kinit.
-requires_preauth clears this preference.

Principal must preauthenticate using a hardware device
before calling kinit. -requires_hwauth clears this pref-
erence.

Do not allow the principal to issue service tickets.
+allow_svr clears this preference.

Do not allow the principal to request a service ticket from
a TGS. +allow_tgs_req clears this preference.

Do not allow the principal to issue any tickets. +allow-
tix clears this preference.

Force a password for the principal. -needchange clears
the preference.

Marks the principal as a password change service princi-
pal. -password_changing_service clears the preference.
Set the key of the principal to a random value.

Set the key of the principal to <password> and do not
prompt for a password.

Use the <list> as <enctype>:<salttype> pairs to set

the key of the principal.

To modify a principal, use the following command inside the kadmin or kadmin.local
shell (the same options from Table 12.1 can be used):

modify_principal <options> <principal>

To delete a principal, use the following command inside the kadmin or kadmin.local shell:

delete_principal <principal>

You must confirm the deletion unless the -force option is specified before the name of
the principal.

Setting Access Control Lists for Kerberos

The Kerberos ACL file kadm5.acl is located in the /var/kerberos/krb5kdc/ directory. At
least one Kerberos administrator must be added to this access control file, and all princi-
pals listed must exist in the database. The order of the access control lines matters. The
first match takes precedence. Each line in the file uses the following format:

<principal> <permissions> <target_principal> <restrictions>
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In the ACL file, the * wildcard can be used when specifying the principal such as
* /admin@EXAMPLE.COM for all admin instances of valid users.

Table 12.2 shows the available permissions. Uppercase letters are used for negative permis-
sions. To specify more than one permission, do not separate them by any spaces or punc-
tuation such as ad.

TABLE 12.2 Kerberos ACL Permissions
Permission Description

Allow the user to add principals or policies.

Do not allow the user to add principals or policies.

Allow the user to delete principals or policies.

Do not allow the user to delete principals or policies.

Allow the user to modify principals or policies.

Do not allow the user to modify principals or policies.

Allow the user to change the passwords for principals.

Do not allow the user to change the passwords for principals.
Allow the user to query the database.

Do not allow the user to query the database.

Allow the user to list principals or policies.

Do not allow the user to list principals or policies.

Allow the user to explicitly set the key for a principal.

Do not allow the user to explicitly set the key for a principal.
All permissions.

All permissions. The same as *.

* OO H H R OO =32 0O >» o
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The <target_principal> is only applicable if the permission has a target and is therefore
optional. For example, a principal can be granted the ability to change passwords but
only for specific users provided as the <target_principal>. Each component of the
<principal> can be referenced in the <target_principal> with the *<num> wildcard such
as *1 for the first component of the principal.

The <restrictions> restrict, add, or modify actions granted and are also optional. They
are in the format +<flag> or -<flag>. The same options used when adding or modifying
a principal can be used as restrictions when adding ACLs. They are listed in Table 12.1.

Starting and Stopping the Kerberos Server
To start the Kerberos server, execute the following as root to start the appropriate
daemons:

service krbskdc start
service kadmin start
Be sure to configure the system to start these services at boot time:

chkconfig krb5kdc on
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chkconfig kadmin on

For these services to start at boot time, a stash file must exist as described earlier.

Connecting to the Kerberos Server

Each Kerberos client must have the krb5-workstation RPM package installed to provide
the Kerberos user commands for requesting and managing tickets. It also provides
Kerberized versions of authentication utilities such as rlogin and ftp.

On each client, edit the /etc/krb5.conf file to set the realm and the location of the
server for the realm. Replacing the example.com and EXAMPLE.COM instances in the
default krb5. conf file is usually sufficient.

The Kerberized applications must be enabled on each client. For example, to enable the
Kerberized telnet, make sure the krb5-telnet service is enabled and make sure users
execute /usr/kerberos/bin/telnet instead of /usr/bin/telnet. To ensure the Kerberized
programs are executed, verify that each user’s path includes /usr/kerberos/bin/ before
any of the other directories containing the non-Kerberized versions of the commands
such as /usr/bin/ or /usr/local/bin/. Other Kerberized applications include ftp, rsh,
and rcp.

If Kerberos is used, users must use the kpasswd command to change their password
instead of passwd. They must also use ksu instead of su to change to the root user.

If the clients are configured to use klogin instead of login, each user is granted a ticket,
and using the ticket is transparent to the user. Otherwise, the user must explicitly request
a ticket with the kinit utility. The user executes the kinit command, is prompted for his
password, and is granted a ticket if the correct password is entered. The user is then
authenticated for all Kerberized programs until the ticket expires, which is ten hours by
default.

A user can view his tickets and expiration dates with the klist command. A user can also
cancel his tickets immediately at any time by executing the kdestroy command. Because
the user does not have to enter a password or any other form of identification for
Kerberized programs, users need to be careful about who has access to their computers or
login sessions. If a user is going to be away from his computer, executing kdestroy to
expire his Kerberos tickets is recommended so that someone else can’t use his authentica-
tion while he is away.

Logging Kerberos Connections
In the /etc/krb5.conf configuration file, the following logging section exists:

[logging]

default = FILE:/var/log/krb5libs.log

kdc = FILE:/var/log/krb5kdc.log
admin_server = FILE:/var/log/kadmind.log
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As you can see, the following entities can be set:
» default: Default logging if additional settings are configured.
» kdc: How to handle logging for the KDC.

» admin_server: How to handle logging for the administrative server.

By default, these three entities are set to write logs to three different files. The following
values are allowed for each of the entities:

» Write to a file:

FILE:<filename>

» Write to a standard error:

STDERR

» Write to the console:

CONSOLE

» Write to specified device:

DEVICE=<devicename>

» Write to the system log using syslog with the specified severity and facility (valid
severities and facilities are in the syslog man page):

SYSLOG:<severity>:<facility>

Enabling SMB or Winbind Authentication

Chapter 13 discusses the basics of configuring a Samba (SMB) server for file sharing,
including allowing connections and logging customization. It also discusses connecting to
existing shared directories on an SMB server on the network. This section discusses how
to authenticate users via an SMB server or the Winbind service on a Samba server.

The pam_smb RPM package is required for SMB authentication. The samba-common package
is required for Winbind authentication. Install the package containing the authentication
method of your choice via RHN if it is not already installed.

Enabling SMB

Other than the documentation files, the pam_smb package contains two files: the /etc/
pam_smb.conf configuration file and /1ib/security/pam_smb_auth.so (/1ib64/
security/pam_smb_auth.so on 64-bit systems).
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The /etc/pam_smb.conf file should contain three lines. The first should be the workgroup
name for the SMB server, and the next two lines should be the IP addresses or hostnames
of the primary and secondary domain controllers:

<workgroup>
<primary-server>
<secondary-server>

The /etc/pam.d/system-auth file is the main PAM authentication configuration file. If
you view the contents of the other files in /etc/pam.d/, you will notice that most have a
line to include this file. If you have used the authconfig tool as discussed in the “Enabling
with the Authentication Tool” section, this file is removed and symbolically linked to
/etc/pam.d/system-auth-ac, which is modified by authconfig.

Because using authconfig removes the /etc/pam.d/system-auth file and because you
might need to revert back to the original file, be sure to make a backup copy of the file
before modifying it. Also, leave a terminal open with root already logged in while modify-
ing the file until you have tested the new configuration to make sure you can still log in
to the system. If you create a syntax error in the file, you might not be able to log in
again and will need the already opened root terminal to fix the file.

In /etc/pam.d/system-auth (or /etc/pam.d/system-auth-ac), add the following line to
enable SMB authentication:

auth sufficient pam_smb_auth.so use_first_pass nolocal

The users still need to be in /etc/passwd. Users with a starred password are authenticated
with the SMB server. Otherwise, local authentication is used.

Enabling Winbind

Enabling Winbind is similar to enabling SMB authentication. Add the following line to
/etc/pam.d/system-auth (or /etc/pam.d/system-auth-ac):

auth sufficient pam_winbind.so use_first_pass nolocal

The Winbind users should not be added as local users, but their home directories as
configured on the Samba server must be created on the Linux client. If the winbind use
default domain option in smb.conf is set to false (the default), Winbind users must log in
with a username in the format <domain>+<username> such as EXAMPLE+tfox for the tfox
user.

TIP

For more details about Winbind, refer to http://samba.org/samba/docs/man/
Samba3-HOWTO/winbind.html.
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Enabling with the Authentication Tool

All of these user information databases and authentication methods can be easily set up
with the Authentication Configuration (system-config-authentication) tool, which has
a text-based, graphical, and a command-line version. The text-based or command-line
versions are useful when running them remotely over SSH without X forwarding enabled
or when running them from a console instead of the graphical desktop. The command-
line version, which is executed with the authconfig command, can be non-interactive for
use in scripts or kickstart.

To use this utility, install the authconfig RPM package as described in Chapter 3,
“Operating System Updates.” Also install the authconfig-gtk package if you want to use
the graphical version.

When the application is started, you are prompted for the root password before continu-
ing if you are not already logged in as root. This section assumes you are using the graph-
ical version of the tool. The same general steps apply for the text-based version, but the
interface might differ slightly.

Figure 12.1 shows the graphical application. As you can see, three tabs divide the applica-
tion into functional groups: User Information, Authentication, and Options. It is
assumed that the administrator has installed all necessary RPM packages for any service
required before enabling them with this tool. All services and options are shown in the
interface regardless of which packages are currently installed. Refer to the sections earlier in
the chapter for a list of packages necessary for each type of identity management service.

Authentication Configuration

User Informati §|Authenﬁca1j0n|0ptiunsl

NIS

[l Enable NIS Support

LDAP

] Enable LDAP Support

[[] Enable Hesiod Support

Winbind

] Enable Winbind Support

XQanCEIH ok l

FIGURE 12.1 User Information
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CAUTION

Most changes take effect immediately after you click OK. The network services
enabled are started and configured to start at boot time. If a service is already
enabled, but its settings are modified, the service is restarted with the new settings. If
a service is disabled in the interface, the service is not always stopped immediately
after you click OK or configured not to start at boot time. Be sure to stop the service
explicitly and use chkconfig <service> off to disable it at boot time.

As shown in Figure 12.1, the NIS, LDAP, Hesiod, and Winbind network services are avail-
able for user information. Refer to their corresponding sections earlier in this chapter for
more information about each of them. T