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Introduction
Welcome to the Red Hat Enterprise Linux Deployment Guide.

The Red Hat Enterprise Linux Deployment Guide contains information on how to customize
your Red Hat Enterprise Linux system to fit your needs. If you are looking for a comprehensive,
task-oriented guide for configuring and customizing your system, this is the manual for you.

This manual discusses many intermediate topics such as the following:

» Setting up a network interface card (NIC)

e Configuring a Virtual Private Network (VPN)
» Configuring Samba shares

* Managing your software with RPM

« Determining information about your system
* Upgrading your kernel

This manual is divided into the following main categories:

» File systems

« Package management

« Network-related configuration

e System configuration

e System monitoring

« Kernel and Driver Configuration

e Security and Authentication

* Red Hat Training and Certification

This guide assumes you have a basic understanding of your Red Hat Enterprise Linux system.
If you need help installing Red Hat Enterprise Linux, refer to the Red Hat Enterprise Linux In-
stallation Guide.

1. Document Conventions

In this manual, certain words are represented in different fonts, typefaces, sizes, and weights.
This highlighting is systematic; different words are represented in the same style to indicate their
inclusion in a specific category. The types of words that are represented this way include the fol-
lowing:

conmand
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Linux commands (and other operating system commands, when used) are represented this
way. This style should indicate to you that you can type the word or phrase on the com-
mand line and press Enter to invoke a command. Sometimes a command contains words
that would be displayed in a different style on their own (such as file names). In these
cases, they are considered to be part of the command, so the entire phrase is displayed as
a command. For example:

Use the cat testfile command to view the contents of a file, named testfil e, in the cur-
rent working directory.

file nanme
File names, directory names, paths, and RPM package names are represented this way.
This style indicates that a particular file or directory exists with that name on your system.
Examples:

The . bashr ¢ file in your home directory contains bash shell definitions and aliases for your
own use.

The /et c/ f st ab file contains information about different system devices and file systems.
Install the webal i zer RPM if you want to use a Web server log file analysis program.

application
This style indicates that the program is an end-user application (as opposed to system soft-
ware). For example:

Use Mozilla to browse the Web.

key
A key on the keyboard is shown in this style. For example:

To use Tab completion to list particular files in a directory, type | s, then a character, and fi-
nally the Tab key. Your terminal displays the list of files in the working directory that begin
with that character.

key-combination
A combination of keystrokes is represented in this way. For example:

The Ctrl-Alt-Backspace key combination exits your graphical session and returns you to
the graphical login screen or the console.

text found on a GUI interface
A title, word, or phrase found on a GUI interface screen or window is shown in this style.
Text shown in this style indicates a particular GUI screen or an element on a GUI screen
(such as text associated with a checkbox or field). Example:

Select the Require Password checkbox if you would like your screensaver to require a
password before stopping.

top level of a menu on a GUI screen or window
A word in this style indicates that the word is the top level of a pulldown menu. If you click
on the word on the GUI screen, the rest of the menu should appear. For example:

Under File on a GNOME terminal, the New Tab option allows you to open multiple shell
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prompts in the same window.

Instructions to type in a sequence of commands from a GUI menu look like the following ex-
ample:

Go to Applications (the main menu on the panel) => Programming => Emacs Text Edit-
or to start the Emacs text editor.

button on a GUI screen or window
This style indicates that the text can be found on a clickable button on a GUI screen. For ex-
ample:

Click on the Back button to return to the webpage you last viewed.

conput er out put
Text in this style indicates text displayed to a shell prompt such as error messages and re-
sponses to commands. For example:

The I s command displays the contents of a directory. For example:

Deskt op about . ht m | ogs paul west er ber g. png
Mai | backupfil es mai | reports

The output returned in response to the command (in this case, the contents of the directory)
is shown in this style.

pr onpt
A prompt, which is a computer's way of signifying that it is ready for you to input something,
is shown in this style. Examples:

$

#

[ st ephen@mat urin stephen] $
| eopard | ogin:

user input
Text that the user types, either on the command line or into a text box on a GUI screen, is
displayed in this style. In the following example, t ext is displayed in this style:

To boot your system into the text based installation program, you must type in the t ext com-
mand at the boot : prompt.

<repl aceabl e>
Text used in examples that is meant to be replaced with data provided by the user is dis-
played in this style. In the following example, <ver si on- nunber > is displayed in this style:

The directory for the kernel source is / usr/ src/ ker nel s/ <ver si on- nunber >/, where
<ver si on- nunber > is the version and type of kernel installed on this system.

Additionally, we use several different strategies to draw your attention to certain pieces of in-
formation. In order of urgency, these items are marked as a note, tip, important, caution, or
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2. Send in Your Feedback

warning. For example:

Note

Remember that Linux is case sensitive. In other words, a rose is not a ROSE is not
arOsE.

Tip

The directory / usr/ shar e/ doc/ contains additional documentation for packages in-
stalled on your system.

Important

If you modify the DHCP configuration file, the changes do not take effect until you
restart the DHCP daemon.

Caution

Do not perform routine tasks as root — use a regular user account unless you
need to use the root account for system administration tasks.

Warning

Be careful to remove only the necessary partitions. Removing other partitions
could result in data loss or a corrupted system environment.

2. Send in Your Feedback

If you find an error in the Red Hat Enterprise Linux Deployment Guide, or if you have thought of
a way to make this manual better, we would like to hear from you! Submit a report in Bugzilla
(http://bugzilla.redhat.con bugzilla/) against the component Depl oynent _Gui de.

If you have a suggestion for improving the documentation, try to be as specific as possible. If
you have found an error, include the section number and some of the surrounding text so we
can find it easily.
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Part I. File Systems

File system refers to the files and directories stored on a computer. A file system can have dif-
ferent formats called file system types. These formats determine how the information is stored
as files and directories. Some file system types store redundant copies of the data, while some
file system types make hard drive access faster. This part discusses the ext3, swap, RAID, and
LVM file system types. It also discusses the part ed utility to manage partitions and access con-
trol lists (ACLSs) to customize file permissions.




Chapter 1. File System Structure

1. Why Share a Common Structure?

The file system structure is the most basic level of organization in an operating system. Almost
all of the ways an operating system interacts with its users, applications, and security model are
dependent upon the way it organizes files on storage devices. Providing a common file system
structure ensures users and programs are able to access and write files.

File systems break files down into two logical categories:

* Shareable vs. unsharable files
* Variable vs. static files

Shareable files are those that can be accessed locally and by remote hosts; unsharable files are
only available locally. Variable files, such as documents, can be changed at any time; static
files, such as binaries, do not change without an action from the system administrator.

The reason for looking at files in this manner is to help correlate the function of the file with the
permissions assigned to the directories which hold them. The way in which the operating sys-
tem and its users interact with a given file determines the directory in which it is placed, whether
that directory is mounted with read-only or read/write permissions, and the level of access each
user has to that file. The top level of this organization is crucial. Access to the underlying direct-
ories can be restricted or security problems could manifest themselves if, from the top level
down, it does not adhere to a rigid structure.

2. Overview of File System Hierarchy Stand-
ard (FHS)

Red Hat Enterprise Linux uses the Filesystem Hierarchy Standard (FHS) file system structure,
which defines the names, locations, and permissions for many file types and directories.

The FHS document is the authoritative reference to any FHS-compliant file system, but the
standard leaves many areas undefined or extensible. This section is an overview of the stand-
ard and a description of the parts of the file system not covered by the standard.

Compliance with the standard means many things, but the two most important are compatibility
with other compliant systems and the ability to mount a / usr/ partition as read-only. This
second point is important because the directory contains common executables and should not
be changed by users. Also, since the / usr/ directory is mounted as read-only, it can be moun-
ted from the CD-ROM or from another machine via a read-only NFS mount.

2.1. FHS Organization

The directories and files noted here are a small subset of those specified by the FHS document.
Refer to the latest FHS document for the most complete information.




2.1. FHS Organization
The complete standard is available online at http://www.pathname.com/fhs/
[http://lwww.pathname.com/fhs].

2.1.1. The /boot/ Directory

The / boot / directory contains static files required to boot the system, such as the Linux kernel.
These files are essential for the system to boot properly.

Warning

Do not remove the / boot/ directory. Doing so renders the system unbootable.

2.1.2. The /devs Directory

The / dev/ directory contains device nodes that either represent devices that are attached to the
system or virtual devices that are provided by the kernel. These device nodes are essential for
the system to function properly. The udev demon takes care of creating and removing all these
device nodes in / dev/ .

Devices in the / dev directory and subdirectories are either character (providing only a serial
stream of input/output) or block (accessible randomly). Character devices include mouse, key-
board, modem while block devices include hard disk, floppy drive etc. If you have GNOME or
KDE installed in your system, devices such as external drives or cds are automatically detected
when connected (e.g via usb) or inserted (e.g via CD or DVD drive) and a popup window dis-
playing the contents is automatically displayed. Files in the / dev directory are essential for the
system to function properly. Examples of common files in the / dev include:

/dev/ hda - the naster device on prinary |DE channel./dev/hdb - the slave device on prinary |IDE channel./de

2.1.3. The seter Directory

The /et c/ directory is reserved for configuration files that are local to the machine. No binaries
are to be placed in /et c/ . Any binaries that were once located in / et ¢/ should be placed into /
sbin/ Or/bin/.

Examples of directories in / et c are the x11/ and skel /:

letc |- X11/ |- skel/

The /et c/ x11/ directory is for X Window System configuration files, such as xorg. conf. The /
et c/ skel / directory is for "skeleton" user files, which are used to populate a home directory
when a user is first created. Applications also store their configuration files in this directory and
may reference them when they are executed.

2.1.4. The /1iwv Directory

The /1i b/ directory should contain only those libraries needed to execute the binaries in / bi n/
and / sbi n/ . These shared library images are particularly important for booting the system and
executing commands within the root file system.
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2.1. FHS Organization

2.1.5. The /mediar Directory

The / nedi a/ directory contains subdirectories used as mount points for removeable media such
as usb storage media, DVDs, CD-ROMSs, and Zip disks.

2.1.6. The /mt/ Directory

The /mt/ directory is reserved for temporarily mounted file systems, such as NFS file system
mounts. For all removeable media, please use the / nedi a/ directory. Automatically detected re-
moveable media will be mounted in the / nedi a directory.

Note

The /mt directory must not be used by installation programs.

2.1.7. The /opt/ Directory

The /opt/ directory provides storage for most application software packages.

A package placing files in the / opt / directory creates a directory bearing the same name as the
package. This directory, in turn, holds files that otherwise would be scattered throughout the file
system, giving the system administrator an easy way to determine the role of each file within a
particular package.

For example, if sanpl e is the name of a particular software package located within the / opt/ dir-
ectory, then all of its files are placed in directories inside the / opt / sanpl e/ directory, such as /
opt / sanpl e/ bi n/ for binaries and / opt/ sanpl e/ man/ for manual pages.

Packages that encompass many different sub-packages, data files, extra fonts, clipart etc are
also located in the / opt / directory, giving that large package a way to organize itself. In this
way, our sanpl e package may have different tools that each go in their own sub-directories,
such as / opt / sanpl e/ t ool 1/ and / opt / sanpl e/ t ool 2/ , each of which can have their own bi n/,
man/ , and other similar directories.

2.1.8. The /proc/ Directory

The / proc/ directory contains special files that either extract information from or send informa-
tion to the kernel. Examples include system memory, cpu information, hardware configuration
etc.

Due to the great variety of data available within / proc/ and the many ways this directory can be
used to communicate with the kernel, an entire chapter has been devoted to the subject. For
more information, refer to Chapter 3, The proc File System.

2.1.9. The /svin Directory

The / sbi n/ directory stores executables used by the root user. The executables in / shi n/ are
used at boot time, for system administration and to perform system recovery operations. Of this
directory, the FHS says:
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/ sbi n contains binaries essential for booting, restoring, recovering, and/or re-
pairing the system in addition to the binaries in / bi n. Programs executed after /
usr/ is known to be mounted (when there are no problems) are generally
placed into / usr/ sbi n. Locally-installed system administration programs should
be placed into / usr/1 ocal / sbi n.

At a minimum, the following programs should be in / sbi n/ :

arp, clock, halt, init, fsck.*, grub, ifconfig, mngetty, nkfs.*, nkswap, reboot, route, shutdown, swapoff.

2.1.10. The /srv Directory

The /srv/ directory contains site-specific data served by your system running Red Hat Enter-
prise Linux. This directory gives users the location of data files for a particular service, such as
FTP, WWW, or CVS. Data that only pertains to a specific user should go in the / hone/ directory.

2.1.11. The /sys/ Directory

The /sys/ directory utilizes the new sysf s virtual file system specific to the 2.6 kernel. With the
increased support for hot plug hardware devices in the 2.6 kernel, the / sys/ directory contains
information similarly held in / proc/, but displays a hierarchical view of specific device informa-
tion in regards to hot plug devices.

2.1.12. The rusr/ Directory

The /usr/ directory is for files that can be shared across multiple machines. The /usr/ directory
is often on its own partition and is mounted read-only. At a minimum, the following directories
should be subdirectories of / usr/:

fusr |- bin/ |- etc/ |- ganes/ |- include/ |- kerberos/ |- lib/ |- libexec/ |- local/ |- sbin/ |- share/ |

Under the / usr/ directory, the bi n/ subdirectory contains executables, et c/ contains system-
wide configuration files, ganes is for games, i ncl ude/ contains C header files, ker ber os/ contains
binaries and other Kerberos-related files, and 1 i b/ contains object files and libraries that are not
designed to be directly utilized by users or shell scripts. The I'i bexec/ directory contains small
helper programs called by other programs, sbi n/ is for system administration binaries (those
that do not belong in the / sbi n/ directory), share/ contains files that are not architecture-specif-
ic, src/ is for source code.

2.1.13. The rusr/1ocal/ Directory
The FHS says:

The /usr/1ocal hierarchy is for use by the system administrator when installing
software locally. It needs to be safe from being overwritten when the system
software is updated. It may be used for programs and data that are shareable
among a group of hosts, but not found in / usr.

The /usr/1ocal / directory is similar in structure to the / usr/ directory. It has the following sub-
directories, which are similar in purpose to those in the / usr/ directory:
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/usr/local |- bin/ |- etc/ |- games/ |- include/ |- lib/ |- libexec/ |- sbin/ |- share/ |- src/

In Red Hat Enterprise Linux, the intended use for the /usr/1ocal / directory is slightly different
from that specified by the FHS. The FHS says that / usr/1 ocal / should be where software that is
to remain safe from system software upgrades is stored. Since software upgrades can be per-
formed safely with RPM Package Manager (RPM), it is not necessary to protect files by putting
them in /usr/1ocal /. Instead, the /usr/1 ocal / directory is used for software that is local to the
machine.

For instance, if the / usr/ directory is mounted as a read-only NFS share from a remote host, it
is still possible to install a package or program under the / usr/1 ocal / directory.

2.1.14. The /var/ Directory

Since the FHS requires Linux to mount /usr/ as read-only, any programs that write log files or
need spool / oOr | ock/ directories should write them to the /var/ directory. The FHS states / var/
is for:

...variable data files. This includes spool directories and files, administrative and
logging data, and transient and temporary files.

Below are some of the directories found within the /var/ directory:

/var |- account/ |- arpwatch/ |- cache/ |- crash/ |- db/ |- enpty/ |- ftp/ |- gdm |- kerberos/ |- lib/ |-

System log files, such as nessages and | ast | og, go in the /var/1 og/ directory. The /
var/lib/rpm directory contains RPM system databases. Lock files go in the /var/1 ock/ direct-
ory, usually in directories for the program using the file. The / var/spool / directory has subdirect-
ories for programs in which data files are stored.

3. Special File Locations Under Red Hat En-
terprise Linux

Red Hat Enterprise Linux extends the FHS structure slightly to accommodate special files.

Most files pertaining to RPM are kept in the /var/1i b/ rpm directory. For more information on
RPM, refer to the chapter Chapter 10, Package Management with RPM.

The /var/ cache/ yumi directory contains files used by the Package Updater, including RPM
header information for the system. This location may also be used to temporarily store RPMs
downloaded while updating the system. For more information about Red Hat Network, refer to
the documentation online at https://rhn.redhat.com/.

Another location specific to Red Hat Enterprise Linux is the / et ¢/ sysconfi g/ directory. This dir-
ectory stores a variety of configuration information. Many scripts that run at boot time use the
files in this directory. Refer to Chapter 27, The sysconfig Directory for more information about
what is within this directory and the role these files play in the boot process.
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Chapter 2. The ext3 File System

The default file system is the journaling ext3 file system.

1. Features of ext3

The ext3 file system is essentially an enhanced version of the ext2 file system. These improve-
ments provide the following advantages:

Availability
After an unexpected power failure or system crash (also called an unclean system shut-
down), each mounted ext2 file system on the machine must be checked for consistency by
the e2f sck program. This is a time-consuming process that can delay system boot time sig-
nificantly, especially with large volumes containing a large number of files. During this time,
any data on the volumes is unreachable.

The journaling provided by the ext3 file system means that this sort of file system check is
no longer necessary after an unclean system shutdown. The only time a consistency check
occurs using ext3 is in certain rare hardware failure cases, such as hard drive failures. The
time to recover an ext3 file system after an unclean system shutdown does not depend on
the size of the file system or the number of files; rather, it depends on the size of the journal
used to maintain consistency. The default journal size takes about a second to recover, de-
pending on the speed of the hardware.

Data Integrity
The ext3 file system prevents loss of data integrity in the event that an unclean system shut-
down occurs. The ext3 file system allows you to choose the type and level of protection that
your data receives. By default, the ext3 volumes are configured to keep a high level of data
consistency with regard to the state of the file system.

Speed
Despite writing some data more than once, ext3 has a higher throughput in most cases than
ext2 because ext3's journaling optimizes hard drive head motion. You can choose from
three journaling modes to optimize speed, but doing so means trade-offs in regards to data
integrity if the system was to fail.

Easy Transition
It is easy to migrate from ext2 to ext3 and gain the benefits of a robust journaling file system
without reformatting. Refer to Section 3, “Converting to an ext3 File System” for more on
how to perform this task.

The following sections walk you through the steps for creating and tuning ext3 partitions. For
ext2 partitions, skip the partitioning and formating sections below and go directly to Section 3,
“Converting to an ext3 File System”.

2. Creating an ext3 File System

After installation, it is sometimes necessary to create a new ext3 file system. For example, if you
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add a new disk drive to the system, you may want to partition the drive and use the ext3 file sys-
tem.

The steps for creating an ext3 file system are as follows:

1. Format the partition with the ext3 file system using nkfs.

2. Label the partition using e2l abel .

3. Converting to an ext3 File System

The t une2f s allows you to convert an ext 2 filesystem to ext 3.

Note

Always use the e2f sck utility to check your filesystem before and after using
tune2fs. A default installation of Red Hat Enterprise Linux uses ext3 for all file sys-
tems.

To convert an ext 2 filesystem to ext 3, log in as root and type the following command in a ter-
minal:

/ sbin/tune2fs -j <bl ock_device>

where <bl ock_devi ce> contains the ext2 filesystem you wish to convert.

A valid block device could be one of two types of entries:

* A mapped device — A logical volume in a volume group, for example, /
dev/ mapper/ Vol G oup00- LogVol 02.

» A static device — A traditional storage volume, for example, / dev/ hdbX, where hdb is a stor-
age device name and X is the partition number.

Issue the df command to display mounted file systems.

For the remainder of this section, the sample commands use the following value for the block
device:

/ dev/ mapper/ Vol G oup00- LogVol 02

You must recreate the initrd image so that it will contain the ext3 kernel module. To create this,
run the nki ni t rd program. For information on using the ki ni t rd command, type man ki nitrd.
Also, make sure your GRUB configuration loads the i ni trd.

If you fail to make this change, the system still boots, but the file system is mounted as ext2 in-
stead of ext3.




4. Reverting to an ext2 File System

4. Reverting to an ext2 File System

If you wish to revert a partition from ext3 to ext2 for any reason, you must first unmount the par-
tition by logging in as root and typing,

unmount /dev/ mapper/ Vol G oup00- LogVol 02

Next, change the file system type to ext2 by typing the following command as root:

/ sbin/tune2fs -0O ~has_journal /dev/ mapper/ Vol G oup00- LogVol 02

Check the partition for errors by typing the following command as root:

/ sbin/ e2f sck -y /dev/ mapper/ Vol G oup00- LogVol 02

Then mount the partition again as ext2 file system by typing:

mount -t ext2 /dev/ mapper/ Vol G oup00- LogVol 02/ nount / poi nt

In the above command, replace / mount / poi nt with the mount point of the partition.

Next, remove the . j ournal file at the root level of the partition by changing to the directory
where it is mounted and typing:

rm-f .journal

You now have an ext2 partition.

If you want to permanently change the partition to ext2, remember to update the /et ¢/ f st ab file.




Chapter 3. The ... File System

The Linux kernel has two primary functions: to control access to physical devices on the com-
puter and to schedule when and how processes interact with these devices. The / proc/ direct-
ory — also called the proc file system — contains a hierarchy of special files which represent
the current state of the kernel — allowing applications and users to peer into the kernel's view of
the system.

Within the / proc/ directory, one can find a wealth of information detailing the system hardware
and any processes currently running. In addition, some of the files within the / proc/ directory
tree can be manipulated by users and applications to communicate configuration changes to the
kernel.

1. A Virtual File System

Under Linux, all data are stored as files. Most users are familiar with the two primary types of
files: text and binary. But the / proc/ directory contains another type of file called a virtual file. It
is for this reason that / proc/ is often referred to as a virtual file system.

These virtual files have unique qualities. Most of them are listed as zero bytes in size and yet
when one is viewed, it can contain a large amount of information. In addition, most of the time
and date settings on virtual files reflect the current time and date, indicative of the fact they are
constantly updated.

Virtual files such as /proc/interrupts, /proc/ meninfo, /proc/ mounts, and / proc/ partitions
provide an up-to-the-moment glimpse of the system's hardware. Others, like the /

proc/ fil esystens file and the / proc/ sys/ directory provide system configuration information and
interfaces.

For organizational purposes, files containing information on a similar topic are grouped into vir-
tual directories and sub-directories. For instance, / proc/i de/ contains information for all physic-
al IDE devices. Likewise, process directories contain information about each running process on
the system.

1.1. Viewing Virtual Files

By using the cat, nore, or | ess commands on files within the / proc/ directory, users can immedi-
ately access enormous amounts of information about the system. For example, to display the
type of CPU a computer has, type cat /proc/ cpui nf o to receive output similar to the following:

processor : 0 vendor_id : AuthenticAMD cpu famly : 5 nodel : 9 nodel nanme : AMD-K6(tm) 3D+ Processor step

When viewing different virtual files in the / proc/ file system, some of the information is easily
understandable while some is not human-readable. This is in part why utilities exist to pull data
from virtual files and display it in a useful way. Examples of these utilities include I spci , apm
free, and top.
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1.2. Changing Virtual Files

Note

Some of the virtual files in the / proc/ directory are readable only by the root user.

1.2. Changing Virtual Files

As a general rule, most virtual files within the / proc/ directory are read-only. However, some
can be used to adjust settings in the kernel. This is especially true for files in the / proc/ sys/
subdirectory.

To change the value of a virtual file, use the echo command and a greater than symbol (>) to re-
direct the new value to the file. For example, to change the hostname on the fly, type:

echo www. exanpl e. com > / proc/ sys/ kernel / host nanme

Other files act as binary or Boolean switches. Typing cat /proc/sys/net/ipva/ip_forward re-
turns either a 0 or a 1. A o indicates that the kernel is not forwarding network packets. Using the
echo command to change the value of the i p_f orward file to 1 immediately turns packet forward-
ing on.

Tip

Another command used to alter settings in the / proc/ sys/ subdirectory is /
shi n/ sysct | . For more information on this command, refer to Section 4, “Using the
sysctl Command”

For a listing of some of the kernel configuration files available in the / proc/ sys/ subdirectory,
refer to Section 3.9, “/proc/sys/”.

2. Top-level Files within the ... File System

Below is a list of some of the more useful virtual files in the top-level of the / proc/ directory.

Note

In most cases, the content of the files listed in this section are not the same as

those installed on your machine. This is because much of the information is specif-
ic to the hardware on which Red Hat Enterprise Linux is running for this document-
ation effort.

21 / proc/ apm
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2.2. Iproc/buddyinfo

This file provides information about the state of the Advanced Power Management (APM) sys-
tem and is used by the apmcommand. If a system with no battery is connected to an AC power
source, this virtual file would look similar to the following:

1.16 1.2 0x07 O0x01 Oxff Ox80 -1%-1 ?

Running the apm -v command on such a system results in output similar to the following:

APM BICS 1.2 (kernel driver 1.16ac) AC on-line, no systembattery

For systems which do not use a battery as a power source, apmis able do little more than put
the machine in standby mode. The apmcommand is much more useful on laptops. For example,
the following output is from the command cat / proc/ apmon a laptop while plugged into a power
outlet:

1.16 1.2 0x03 0x01 0x03 0x09 100% -1 ?

When the same laptop is unplugged from its power source for a few minutes, the content of the
apmfile changes to something like the following:

1.16 1.2 0x03 0x00 0x00 0x01 99% 1792 min

The apm -v command now yields more useful data, such as the following:

APM BICS 1.2 (kernel driver 1.16) AC off-line, battery status high: 99% (1 day, 5:52)

2.2. I proc/ buddyi nfo

This file is used primarily for diagnosing memory fragmentation issues. Using the buddy al-
gorithm, each column represents the number of pages of a certain order (a certain size) that are
available at any given time. For example, for zone DMA (direct memory access), there are 90 of
2N0*PAGE_SIZE) chunks of memory. Similarly, there are 6 of 2*(1*PAGE_SIZE) chunks, and 2
of 27(2*PAGE_SIZE) chunks of memory available.

The bwva row references the first 16 MB on a system, the H ghvemrow references all memory
greater than 4 GB on a system, and the Nor mal row references all memory in between.

The following is an example of the output typical of / pr oc/ buddyi nf o:

Node 0, zone DVA 90 6 2 1 1
Node 0, zone Nor mal 1650 310 5 0 0
Node 0, zone Hi ghMem 2 0 0 1 1

23 /proc/cndl i ne

This file shows the parameters passed to the kernel at the time it is started. A sample /
proc/ crl i ne file looks like the following:

12



2.4. Iproc/cpuinfo

ro root =/ dev/ Vol G oup00/ LogVol 00 rhgb quiet 3

This tells us that the kernel is mounted read-only (signified by (r o)), located on the first logical
volume (LogVol 00) of the first volume group (/ dev/ Vol Gr oup00). LogVol 00 is the equivalent of a
disk partition in a non-LVM system (Logical Volume Management), just as / dev/ Vol G- oup00 iS
similar in concept to / dev/ hdal, but much more extensible.

For more information on LVM used in Red Hat Enterprise Linux, refer to ht-
tp:/iwww.tldp.org/HOWTO/LVM-HOWTO/index.html.

Next, r hgb signals that the r hgb package has been installed, and graphical booting is supported,
assuming / et c/i ni tt ab shows a default runlevel setto i d: 5:initdefaul t: .

Finally, qui et indicates all verbose kernel messages are suppressed at boot time.

24 / proc/ cpui nfo

This virtual file identifies the type of processor used by your system. The following is an ex-
ample of the output typical of / proc/ cpui nf o:

processor: 0

vendor _i d: Genui nel ntel
cpu famly: 15

nodel : 2

nodel nanme: Intel (R) Xeon(TM CPU 2.40GHz
stepping: 7 cpu

MHz: 2392.371

cache size: 512 KB
physical id: O
siblings: 2

runqueue: 0

fdiv_bug: no

hl't _bug: no

f 00f _bug: no

coma_bug: no

fpu: yes

f pu_exception: yes
cpuid level: 2

wp: yes

flags: fpu vme de pse tsc nsr pae nte cx8 apic sep mtrr pge nta cnov pat pse36 clflush dts acpi mx fxsr

bogom ps: 4771.02

e processor — Provides each processor with an identifying number. On systems that have one
processor, only a 0 is present.

e cpu fani |y — Authoritatively identifies the type of processor in the system. For an Intel-
based system, place the number in front of "86" to determine the value. This is particularly
helpful for those attempting to identify the architecture of an older system such as a 586,
486, or 386. Because some RPM packages are compiled for each of these particular archi-
tectures, this value also helps users determine which packages to install.

* nodel name — Displays the common name of the processor, including its project name.

e cpu Mz — Shows the precise speed in megahertz for the processor to the thousandths
decimal place.
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2.5. Iproc/crypto

e cache size — Displays the amount of level 2 memory cache available to the processor.

e siblings — Displays the number of sibling CPUs on the same physical CPU for architec-
tures which use hyper-threading.

* flags — Defines a number of different qualities about the processor, such as the presence
of a floating point unit (FPU) and the ability to process MMX instructions.

25 / proc/crypto

This file lists all installed cryptographic ciphers used by the Linux kernel, including additional de-
tails for each. A sample / proc/ crypt o file looks like the following:

nanme : shal
nodul e : kerne
type . digest
bl ocksi ze . 64

di gest si ze : 20
nane : md5
nodul e : md5
type : digest
bl ocksi ze : 64

di gestsi ze ;16

26 / proc/ devi ces

This file displays the various character and block devices currently configured (not including
devices whose modules are not loaded). Below is a sample output from this file:

Char acter devices
1 mem

/ dev/vc/ 0

tty

ttyS

/dev/tty

/ dev/ consol e

/ dev/ pt nx

7 vcs

10 m sc

13 i nput

29 fb

36 netlink

128 ptm

136 pts

180 usb

g oo~ b~D

Bl ock devi ces:
1 randi sk
3 ide0
9 nd
22 idel
253 devi ce- mapper
254 mdp

The output from / proc/ devi ces includes the major number and name of the device, and is
broken into two major sections: Char act er devi ces and Bl ock devi ces.

Character devices are similar to block devices, except for two basic differences:

14



2.7. Iproc/dma

1. Character devices do not require buffering. Block devices have a buffer available, allowing
them to order requests before addressing them. This is important for devices designed to
store information — such as hard drives — because the ability to order the information be-
fore writing it to the device allows it to be placed in a more efficient order.

2. Character devices send data with no preconfigured size. Block devices can send and re-
ceive information in blocks of a size configured per device.

For more information about devices refer to the following installed documentation:

/ usr/ shar e/ doc/ ker nel - doc- <ver si on>/ Docunent ati on/ devi ces. t xt

27 / proc/ dma

This file contains a list of the registered ISA DMA channels in use. A sample / pr oc/ dma files
looks like the following:

4: cascade

28 / proc/ execdonai ns

This file lists the execution domains currently supported by the Linux kernel, along with the
range of personalities they support.

0-0 Li nux [ kernel]

Think of execution domains as the "personality” for an operating system. Because other binary
formats, such as Solaris, UnixWare, and FreeBSD, can be used with Linux, programmers can
change the way the operating system treats system calls from these binaries by changing the
personality of the task. Except for the PER LI NUX execution domain, different personalities can be
implemented as dynamically loadable modules.

29 I proc/fb

This file contains a list of frame buffer devices, with the frame buffer device number and the
driver that controls it. Typical output of / proc/ f b for systems which contain frame buffer devices
looks similar to the following:

0 VESA VGA

210 /proc/fil esystens

This file displays a list of the file system types currently supported by the kernel. Sample output
from a generic / proc/ il esyst ens file looks similar to the following:

nodev sysfs
nodev rootfs
nodev bdev
nodev proc
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2.11. /proc/interrupts

nodev sockfs
nodev binfnt _m sc
nodev usbfs

nodev usbdevfs
nodev futexfs
nodev  tnpfs

nodev pi pefs
nodev eventpol I fs
nodev devpts

ext 2

nodev ranfs

nodev huget | bf s

i 09660

nodev nqueue

ext3

nodev rpc_pi pefs
nodev aut of s

The first column signifies whether the file system is mounted on a block device. Those begin-
ning with nodev are not mounted on a device. The second column lists the names of the file sys-
tems supported.

The mount command cycles through the file systems listed here when one is not specified as an
argument.

211 /proc/interrupts

This file records the number of interrupts per IRQ on the x86 architecture. A standard /
proc/interrupts looks similar to the following:

CPUO
0: 80448940 XT-PIC tiner
1: 174412 XT-PI C keyboard
2: 0 XT-PI C cascade
8: 1 XT-PIC rtc
10: 410964 XT-PIC ethO
12: 60330 XT-PIC PS/2 Muse
14: 1314121 XT-PIC ide0
15: 5195422 XT-PIC idel
NM : 0
ERR: 0

For a multi-processor machine, this file may look slightly different:

CPUO CcPUL
0: 1366814704 0 XT-PIC tiner
1: 128 340 1 O APl C-edge keyboard
2: 0 0 XT-PI C cascade
8: 0 1 1O API C-edge rtc
12: 5323 5793 | O APl C-edge PS/ 2 Mbuse
13: 1 0 XT-PIC fpu
16: 11184294 15940594 IO APIC-level Intel EtherExpress Pro 10/100 Ethernet
20: 8450043 11120093 IO APIC- | evel negaraid
30: 10432 10722 1O API C- | evel ai c7xxx
31: 23 22 IO API C-l evel aic7xxx
NM : 0
ERR: 0

The first column refers to the IRQ number. Each CPU in the system has its own column and its
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2.12. /proc/iomem

own number of interrupts per IRQ. The next column reports the type of interrupt, and the last
column contains the name of the device that is located at that IRQ.

Each of the types of interrupts seen in this file, which are architecture-specific, mean something
different. For x86 machines, the following values are common:

e XT-PI C— This is the old AT computer interrupts.

* 10 APl G edge — The voltage signal on this interrupt transitions from low to high, creating an
edge, where the interrupt occurs and is only signaled once. This kind of interrupt, as well as
the 1 O API C-1 evel interrupt, are only seen on systems with processors from the 586 family

and higher.

* 10 APl G| evel — Generates interrupts when its voltage signal is high until the signal is low

again.

212 / proc/ionem

This file shows you the current map of the system's memory for each physical device:

00000000- 0009f bf f Syst em RAM
0009f c00- 0009f f f f reserved
000a0000- 000bf f f f Vi deo RAM ar ea
000c0000- 000c7f f f Vi deo ROM

000f 0000- O0Of ff f f Syst em ROM
00100000-07ffffff : System RAM
00100000- 00291ba8 : Kernel code
00291ba9- 002e09chb : Kernel data

e0000000- e3ffffff VI A Technol ogi es, Inc. VT82C597 [ Apoll o VP3] e4000000-e7ffffff PCl Bus #01
€4000000- e4003f f f Matrox Graphics, Inc. MGA Q00 AGP

e5000000- e57fffff Matrox Graphics, Inc. MGA Q00 AGP

e8000000-e8f fffff PCI Bus #01

€8000000-e8f fffff Mat rox Graphics, Inc. MGA Q00 AGP

€a000000- ea00007f
€a000000- ea00007f

Di gi tal Equi pnment Corporation DECchip 21140 [ FasterNet]
tulip ffffo000-ffffffff reserved

The first column displays the memory registers used by each of the different types of memory.
The second column lists the kind of memory located within those registers and displays which
memory registers are used by the kernel within the system RAM or, if the network interface card
has multiple Ethernet ports, the memory registers assigned for each port.

213 /proc/ioports

The output of / proc/i oport s provides a list of currently registered port regions used for input or
output communication with a device. This file can be quite long. The following is a partial listing:

0000- 001f dnal

0020- 003f picl

0040- 005f timer

0060- 006f : keyboard
0070-007f : rtc
0080-008f : dmm page reg
00a0- 00bf pic2

00c0- 00df : dma2

00f 0-00ff : fpu
0170-0177 : idel
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2.14. Iproc/kcore

01f0-01f7 : ide0

02f 8- 02ff : serial (auto)

0376- 0376 : idel

03c0- 03df : vga+

03f6-03f6 : ide0

03f8-03ff : serial (auto)

Ocf8-0cff : PCl confl

dooo-dfff : PCl Bus #01

e000- e00f : VI A Technol ogi es, Inc. Bus Master |DE
e000-e007 : ide0

e008-e00f : idel

e800-e87f : Digital Equipnment Corporation DECchip 21140 [ Faster Net]
e800-e87f : tulip

The first column gives the I/O port address range reserved for the device listed in the second
column.

214 / proc/ kcore

This file represents the physical memory of the system and is stored in the core file format. Un-
like most / proc/ files, kcor e displays a size. This value is given in bytes and is equal to the size
of the physical memory (RAM) used plus 4 KB.

The contents of this file are designed to be examined by a debugger, such as gdb, and is not hu-
man readable.

Caution

Do not view the / pr oc/ kcor e virtual file. The contents of the file scramble text out-
put on the terminal. If this file is accidentally viewed, press Ctrl-C to stop the pro-
cess and then type reset to bring back the command line prompt.

215 / proc/ knsg

This file is used to hold messages generated by the kernel. These messages are then picked up
by other programs, such as / sbi n/ kl ogd Or / bi n/ dnesg.

216 / proc/ | oadavg

This file provides a look at the load average in regard to both the CPU and IO over time, as well
as additional data used by upt i me and other commands. A sample / proc/ | oadavg file looks simil-
ar to the following:

0.20 0.18 0.12 1/80 11206
The first three columns measure CPU and IO utilization of the last one, five, and 10 minute peri-

ods. The fourth column shows the number of currently running processes and the total number
of processes. The last column displays the last process ID used.

217 / proc/ | ocks
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2.18. /proc/mdstat

This file displays the files currently locked by the kernel. The contents of this file contain internal
kernel debugging data and can vary tremendously, depending on the use of the system. A
sample / proc/ | ocks file for a lightly loaded system looks similar to the following:

1: POSI X ADVI SORY WRITE 3568 fd:00:2531452 0 ECF
2: FLOCK ADVI SORY WRITE 3517 fd: 00: 2531448 0 EOF
3: PCSI X ADVI SORY WRITE 3452 fd:00: 2531442 0 ECF
4: POSI X ADVI SORY WRITE 3443 fd: 00: 2531440 0 EOF
5: PCSI X ADVI SORY WRITE 3326 fd: 00: 2531430 0 ECF
6: POSI X ADVI SORY WRITE 3175 fd: 00: 2531425 0 ECF
7: POSI X ADVI SORY WRITE 3056 fd: 00: 2548663 0 EOF

Each lock has its own line which starts with a unique number. The second column refers to the
class of lock used, with FLock signifying the older-style UNIX file locks from a f 1 ock system call
and Posi X representing the newer POSIX locks from the | ockf system call.

The third column can have two values: ADVI SORY Or MANDATORY. ADVI SORY means that the lock
does not prevent other people from accessing the data; it only prevents other attempts to lock it.
MANDATORY means that no other access to the data is permitted while the lock is held. The fourth
column reveals whether the lock is allowing the holder ReEAD or WRI TE access to the file. The fifth
column shows the ID of the process holding the lock. The sixth column shows the ID of the file
being locked, in the format of MAJOR- DEVI CE: M NOR- DEVI CE: | NCDE- NUMBER. The seventh and eighth
column shows the start and end of the file's locked region.

218 / proc/ nmdst at

This file contains the current information for multiple-disk, RAID configurations. If the system
does not contain such a configuration, then / proc/ ndst at looks similar to the following:

Personalities : read_ahead not set unused devices: <none>

This file remains in the same state as seen above unless a software RAID or nd device is
present. In that case, view / proc/ ndst at to find the current status of mdx RAID devices.

The / proc/ mist at file below shows a system with its ndo configured as a RAID 1 device, while it
is currently re-syncing the disks:

Personalities : [linear] [raidl] read_ahead 1024 sectors
nd0: active raidl sda2[1] sdb2[0] 9940 blocks [2/2] [UU resync=1%finish=12.3mn algorithm2 [3/3] [UUU
unused devi ces: <none>

219 / proc/ nmeni nfo

This is one of the more commonly used files in the / proc/ directory, as it reports a large amount
of valuable information about the systems RAM usage.

The following sample / pr oc/ neni nf o virtual file is from a system with 256 MB of RAM and 512
MB of swap space:

Menilot al : 255908 kB
Menfr ee: 69936 kB
Buf fers: 15812 kB
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2.19. /proc/meminfo

Cached: 115124 kB
SwapCached: 0 kB
Acti ve: 92700 kB
I nactive: 63792 kB
Hi ghTot al : 0 kB
Hi ghFr ee: 0 kB
LowTot al : 255908 kB
LowFr ee: 69936 kB
SwapTot al : 524280 kB
SwapFr ee: 524280 kB
Dirty: 4 kB
Wit eback: 0 kB
Mapped: 42236 kB
Sl ab: 25912 kB
Conmi tt ed_AS: 118680 kB
PageTabl es: 1236 kB
Vnal | ocTotal : 3874808 kB
Vmal | ocUsed: 1416 kB
Vmal | ocChunk: 3872908 kB
HugePages_Tot al : 0

HugePages_Fr ee: 0

Hugepagesi ze: 4096 kB

Much of the information here is used by the free, t op, and ps commands. In fact, the output of
the free command is similar in appearance to the contents and structure of / pr oc/ meni nf 0. But
by looking directly at / pr oc/ meni nf o, more details are revealed:

e Menifot al — Total amount of physical RAM, in kilobytes.

e MenFree — The amount of physical RAM, in kilobytes, left unused by the system.
e Buffers — The amount of physical RAM, in kilobytes, used for file buffers.

e cached — The amount of physical RAM, in kilobytes, used as cache memory.

e SwapCached — The amount of swap, in kilobytes, used as cache memory.

e Active — The total amount of buffer or page cache memory, in kilobytes, that is in active
use. This is memory that has been recently used and is usually not reclaimed for other pur-
poses.

e Inactive — The total amount of buffer or page cache memory, in kilobytes, that are free and
available. This is memory that has not been recently used and can be reclaimed for other
purposes.

e H ghTotal and Hi ghFree — The total and free amount of memory, in kilobytes, that is not dir-
ectly mapped into kernel space. The Hi ghTot al value can vary based on the type of kernel
used.

* LowTotal and LowFree — The total and free amount of memory, in kilobytes, that is directly
mapped into kernel space. The LowTot al value can vary based on the type of kernel used.

e SwapTotal — The total amount of swap available, in kilobytes.
e SwapFree — The total amount of swap free, in kilobytes.

e Dirty — The total amount of memory, in kilobytes, waiting to be written back to the disk.
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2.20. /proc/misc

Wit eback — The total amount of memory, in kilobytes, actively being written back to the
disk.

mvapped — The total amount of memory, in kilobytes, which have been used to map devices,
files, or libraries using the nmap command.

Sl ab — The total amount of memory, in kilobytes, used by the kernel to cache data struc-
tures for its own use.

Comni t t ed_AS — The total amount of memory, in kilobytes, estimated to complete the work-
load. This value represents the worst case scenario value, and also includes swap memory.

PageTabl es — The total amount of memory, in kilobytes, dedicated to the lowest page table
level.

WMal | ocTot al — The total amount of memory, in kilobytes, of total allocated virtual address
space.

WMal | ocUsed — The total amount of memory, in kilobytes, of used virtual address space.

VMal | ocChunk — The largest contiguous block of memory, in kilobytes, of available virtual ad-
dress space.

HugePages_Tot al — The total number of hugepages for the system. The number is derived
by dividing Hugepagesi ze by the megabytes set aside for hugepages specified in /

proc/ sys/ vii huget | b_pool . This statistic only appears on the x86, Itanium, and AMD64 archi-
tectures.

HugePages_Free — The total number of hugepages available for the system. This statistic
only appears on the x86, Itanium, and AMDG64 architectures.

Hugepagesi ze — The size for each hugepages unit in kilobytes. By default, the value is 4096
KB on uniprocessor kernels for 32 bit architectures. For SMP, hugemem kernels, and
AMDG64, the default is 2048 KB. For Itanium architectures, the default is 262144 KB. This
statistic only appears on the x86, Itanium, and AMDG64 architectures.

220 / proc/ m sc

This file lists miscellaneous drivers registered on the miscellaneous major device, which is
device number 10:

63 devi ce-mapper 175 agpgart 135 rtc 134 apm bi os

The first column is the minor number of each device, while the second column shows the driver
in use.

221 / proc/ nodul es

This file displays a list of all modules loaded into the kernel. Its contents vary based on the con-
figuration and use of your system, but it should be organized in a similar manner to this sample
/ proc/ modul es file output:
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2.22. [proc/mounts

Note

This example has been reformatted into a readable format. Most of this information
can also be viewed via the / sbi n/ | snod command.

nfs 170109 O - Li ve 0x129b0000
| ockd 51593 1 nfs, Li ve 0x128b0000
nls_utf8 1729 0 - Li ve 0x12830000
vf at 12097 O - Li ve 0x12823000
f at 38881 1 vfat, Li ve 0x1287b000
aut of s4 20293 2 - Li ve 0x1284f 000
sunr pc 140453 3 nfs,lockd, Live 0x12954000
3c59x 33257 O - Li ve 0x12871000
uhci _hcd 28377 0 - Li ve 0x12869000
nd5 3777 1- Li ve 0x1282c000
i pv6 211845 16 - Li ve 0x128de000
ext3 92585 2 - Li ve 0x12886000
j bd 65625 1 ext3, Li ve 0x12857000
3

dm nmod 46677 - Li ve 0x12833000

The first column contains the name of the module.
The second column refers to the memory size of the module, in bytes.

The third column lists how many instances of the module are currently loaded. A value of zero
represents an unloaded module.

The fourth column states if the module depends upon another module to be present in order to
function, and lists those other modules.

The fifth column lists what load state the module is in: Li ve, Loadi ng, Or Unl oadi ng are the only
possible values.

The sixth column lists the current kernel memory offset for the loaded module. This information
can be useful for debugging purposes, or for profiling tools such as oprofi | e.

222 / proc/ nount s

This file provides a list of all mounts in use by the system:

rootfs / rootfs rw0 O

/proc /proc proc rw,nodiratine O O none

/dev ranfs rwO O

/ dev/ mapper/ Vol G- oup00- LogVol 00 / ext3 rw 0 O
none /dev ranfs rw0 O

/proc /proc proc rw,nodiratine 0 O

/sys /sys sysfs rwO0 O

none /dev/pts devpts rw 0 O

usbhdevfs /proc/bus/usb ushdevfs rw 0 0

/dev/ hdal /boot ext3 rw 0 O

none /dev/shmtnpfs rwO0 O

none /proc/sys/fs/binfm _msc binfmt_msc rw0 O
sunrpc /var/lib/nfs/rpc_pipefs rpc_pipefs rw0 O

The output found here is similar to the contents of / et ¢/ nt ab, except that / pr oc/ mount is more
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2.23. /proc/mtrr

up-to-date.

The first column specifies the device that is mounted, the second column reveals the mount
point, and the third column tells the file system type, and the fourth column tells you if it is moun-
ted read-only (r o) or read-write (rw). The fifth and sixth columns are dummy values designed to
match the format used in / et c/ nt ab.

223 /proc/nmtrr

This file refers to the current Memory Type Range Registers (MTRRS) in use with the system. If
the system architecture supports MTRRS, then the / proc/ nt rr file may look similar to the follow-

ing:

reg00: base=0x00000000 ( OMB), size= 256MB: write-back, count=1
reg0l: base=0xe8000000 (3712MB), size= 32MB: write-conbining, count=1

MTRRs are used with the Intel P6 family of processors (Pentium Il and higher) and control pro-
cessor access to memory ranges. When using a video card on a PCl or AGP bus, a properly
configured / proc/ ntrr file can increase performance more than 150%.

Most of the time, this value is properly configured by default. More information on manually con-
figuring this file can be found locally at the following location:

/ usr/ shar e/ doc/ ker nel - doc- <ver si on>/ Docunent ati on/ ntrr.txt

224 /proc/partitions

This file contains partition block allocation information. A sampling of this file from a basic sys-
tem looks similar to the following:

maj or mnor #blocks nane

3 0 19531250 hda
3 1 104391 hdal
3 2 19422585 hda2
253 0 22708224 dm 0
253 1 524288 dm1

Most of the information here is of little importance to the user, except for the following columns:

* mj or — The major number of the device with this partition. The major number in the /
proc/ partitions, (3), corresponds with the block device i de0, in / proc/ devi ces.

e minor — The minor number of the device with this partition. This serves to separate the parti-
tions into different physical devices and relates to the number at the end of the name of the
partition.

» #bl ocks — Lists the number of physical disk blocks contained in a particular partition.

* name — The name of the partition.

225 / proc/ pci
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2.26. /proc/slabinfo

This file contains a full listing of every PCI device on the system. Depending on the number of
PCI devices, / proc/ pci can be rather long. A sampling of this file from a basic system looks sim-
ilar to the following:

Bus O, device 0, function 0: Host bridge: Intel Corporation 440BX/ ZX - 82443BX/ ZX Host bridge (rev 3). M
Bus 0, device 1, function 0: PCl bridge: Intel Corporation 440BX/ ZX - 82443BX/ ZX AGP bridge (rev 3). Ma.
Bus 0, device 4, function O0: |SA bridge: Intel Corporation 82371AB Pl|1X4 |SA (rev 2).

Bus 0, device 4, function 1: IDE interface: Intel Corporation 82371AB PII1X4 IDE (rev 1). Master Capable. |
Bus 0, device 4, function 2: USB Controller: Intel Corporation 82371AB Pl X4 USB (rev 1). IRQ 5. Mster G
Bus 0, device 4, function 3: Bridge: Intel Corporation 82371AB Pl X4 ACPlI (rev 2). IRQ 9.

Bus 0, device 9, function 0: Ethernet controller: Lite-On Communications Inc LNELOOTX (rev 33). IRQ 5. M
Bus 0, device 12, function O0: VGA conpatible controller: S3 Inc. VIRGE/ DX or /GX (rev 1). IRQ 11. Master

This output shows a list of all PCI devices, sorted in the order of bus, device, and function. Bey-
ond providing the name and version of the device, this list also gives detailed IRQ information
so an administrator can quickly look for conflicts.

Tip

W
0 To get a more readable version of this information, type:

/sbin/lspci -vb

226 / proc/ sl abi nfo

This file gives full information about memory usage on the slab level. Linux kernels greater than
version 2.2 use slab pools to manage memory above the page level. Commonly used objects
have their own slab pools.

Instead of parsing the highly verbose / proc/ sl abi nf o file manually, the / usr/ bi n/ sl abt op pro-
gram displays kernel slab cache information in real time. This program allows for custom config-
urations, including column sorting and screen refreshing.

A sample screen shot of / usr/ bi n/ sl abt op usually looks like the following example:

Active / Total Objects (% used) ;133629 / 147300 (90.7%

Active / Total Slabs (% used) : 11492 / 11493 (100. 0%

Active / Total Caches (% used) 77 1 121 (63.6%

Active /| Total Size (% used) : 41739.83K / 44081.89K (94.7%

M ni num/ Average / Maxi mum Object : 0.01K / 0.30K / 128. 00K

OBJS  ACTI VE USE oBJ S| ZE SLABS OBJ/ SLAB CACHE SI ZE NAME
44814 43159 96% 0.62K 7469 6 29876K ext 3_i node_cache
36900 34614 93% 0. 05K 492 75 1968K buf f er _head
35213 33124 94% 0.16K 1531 23 6124K dentry_cache
7364 6463 87% 0. 27K 526 14 2104K radi x_tree_node
2585 1781 68% 0. 08K 55 47 220K vm area_struct
2263 2116 93% 0. 12K 73 31 292K si ze-128

1904 1125 59% 0. 03K 16 119 64K si ze- 32

1666 768 46% 0. 03K 14 119 56K anon_vma

1512 1482 98% 0. 44K 168 9 672K i node_cache

1464 1040 71% 0. 06K 24 61 96K si ze- 64

1320 820 62% 0. 19K 66 20 264K filp

678 587 86% 0. 02K 3 226 12K dm.io
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2.27. Iproc/stat

678 587 86% 0. 02K 3 226 12K dmtio

576 574 99% 0. 47K 72 8 288K proc_i node_cache
528 514 97% 0. 50K 66 8 264K si ze-512

492 372 75% 0. 09K 12 41 48K bio

465 314 67% 0. 25K 31 15 124K si ze- 256

452 331 73% 0. 02K 2 226 8K bi ovec-1

420 420 100% 0. 19K 21 20 84K skbuf f _head_cache
305 256 83% 0. 06K 5 61 20K bi ovec-4

290 4 1% 0. 01K 1 290 4K revoke_tabl e

264 264 100% 4. 00K 264 1 1056K si ze- 4096

260 256 98% 0. 19K 13 20 52K bi ovec- 16

260 256 98% 0. 75K 52 5 208K bi ovec- 64

Some of the more commonly used statistics in / proc/ sl abi nf o that are included into /
usr/ bi n/ sl abt op include:

e 0BJS — The total number of objects (memory blocks), including those in use (allocated), and
some spares not in use.

e ACTI VE — The number of objects (memory blocks) that are in use (allocated).
e USeE — Percentage of total objects that are active. ((ACTIVE/OBJS)(100))

e 0BJ SIZzE— The size of the objects.

* SLABS — The total number of slabs.

e 0BJ/ SLAB — The number of objects that fit into a slab.

* CACHE SI ZE — The cache size of the slab.

* NAME — The name of the slab.

For more information on the / usr/ bi n/ sl abt op program, refer to the sl abt op man page.

227 / proc/ st at

This file keeps track of a variety of different statistics about the system since it was last restar-
ted. The contents of / proc/ st at, which can be quite long, usually begins like the following ex-
ample:

cpu 259246 7001 60190 34250993 137517 772 0
cpu0 259246 7001 60190 34250993 137517 772 0
intr 354133732 347209999 2272 0 4 4 0 0 3 1 1249247 0 0 80143 0 422626 5169433
ctxt 12547729

btinme 1093631447

processes 130523

procs_running 1

procs_bl ocked 0

preenpt 5651840

cpu 209841 1554 21720 118519346 72939 154 27168
cpuO 42536 798 4841 14790880 14778 124 3117

cpul 24184 569 3875 14794524 30209 29 3130

cpu2 28616 11 2182 14818198 4020 1 3493

cpu3 35350 6 2942 14811519 3045 0 3659

cpud4 18209 135 2263 14820076 12465 0 3373

cpu5 20795 35 1866 14825701 4508 0 3615

cpu6 21607 0 2201 14827053 2325 0 3334

cpu7 18544 0 1550 14831395 1589 0 3447
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2.28. /proc/swaps

intr 15239682 14857833 6 0 6 6 0501 0002902000000 0 94982 0 286812
ctxt 4209609

btime 1078711415

processes 21905

procs_running 1

procs_bl ocked 0

Some of the more commonly used statistics include:

* cpu— Measures the number of jiffies (1/100 of a second for x86 systems) that the system
has been in user mode, user mode with low priority (nice), system mode, idle task, I/O wait,
IRQ (hardirg), and softirq respectively. The IRQ (hardirq) is the direct response to a hard-
ware event. The IRQ takes minimal work for queuing the "heavy" work up for the softirg to
execute. The softirq runs at a lower priority than the IRQ and therefore may be interrupted
more frequently. The total for all CPUs is given at the top, while each individual CPU is listed
below with its own statistics. The following example is a 4-way Intel Pentium Xeon configura-
tion with multi-threading enabled, therefore showing four physical processors and four virtual
processors totaling eight processors.

* page — The number of memory pages the system has written in and out to disk.
* swap — The number of swap pages the system has brought in and out.
e intr — The number of interrupts the system has experienced.

e btime — The boot time, measured in the number of seconds since January 1, 1970, other-
wise known as the epoch.

228 / proc/ swaps

This file measures swap space and its utilization. For a system with only one swap patrtition, the
output of / proc/ swaps may look similar to the following:

Fi | enanme Type Si ze Used Priority
/ dev/ mapper/ Vol Gr oup00- LogVol 01 partition 524280 O -1

While some of this information can be found in other files in the / proc/ directory, / proc/ swap
provides a snapshot of every swap file name, the type of swap space, the total size, and the
amount of space in use (in kilobytes). The priority column is useful when multiple swap files are
in use. The lower the priority, the more likely the swap file is to be used.

229 / proc/ sysrqg-trigger

Using the echo command to write to this file, a remote root user can execute most System Re-
guest Key commands remotely as if at the local terminal. To echo values to this file, the /

proc/ sys/ kernel / sysrgq must be set to a value other than 0. For more information about the Sys-
tem Request Key, refer to Section 3.9.3, “/proc/sys/kernel/”.

Although it is possible to write to this file, it cannot be read, even by the root user.

230 / proc/ uptime
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2.31. /proc/version

This file contains information detailing how long the system has been on since its last restart.
The output of / proc/ upt i ne is quite minimal:

350735. 47 234388. 90

The first number is the total number of seconds the system has been up. The second number is
how much of that time the machine has spent idle, in seconds.

231 / proc/ version

This file specifies the version of the Linux kernel and gcc in use, as well as the version of Red
Hat Enterprise Linux installed on the system:

Li nux version 2.6.8-1.523 (user @oo.redhat.con) (gcc version 3.4.1 20040714 \ (Red Hat Enterprise Linux 3

This information is used for a variety of purposes, including the version data presented when a
user logs in.

3. Directories within /uec

Common groups of information concerning the kernel are grouped into directories and subdir-
ectories within the / proc/ directory.

3.1. Process Directories

Every / proc/ directory contains a number of directories with numerical names. A listing of them
may be similar to the following:

dr - xr-xr-x 3 root r oot 0 Feb 13 01:28 1

dr - xr-xr-x 3 root r oot 0 Feb 13 01:28 1010
dr - Xr-xr-x 3 xfs xfs 0 Feb 13 01:28 1087
dr - Xr-xr-x 3 daenobn daenon 0 Feb 13 01:28 1123
dr - Xr-xr-x 3 root r oot 0 Feb 13 01:28 11307
dr - Xr - Xr - Xx 3 apache apache 0 Feb 13 01: 28 13660
dr - xr-xr-x 3 rpc rpc 0 Feb 13 01:28 637
dr - Xr - Xr - Xx 3 rpcuser rpcuser 0 Feb 13 01: 28 666

These directories are called process directories, as they are named after a program's process
ID and contain information specific to that process. The owner and group of each process dir-
ectory is set to the user running the process. When the process is terminated, its / proc/ process
directory vanishes.

Each process directory contains the following files:

* cmdl i ne — Contains the command issued when starting the process.
e cwd — A symbolic link to the current working directory for the process.

* environ — A list of the environment variables for the process. The environment variable is
given in all upper-case characters, and the value is in lower-case characters.
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3.1. Process Directories

exe — A symbolic link to the executable of this process.

fd — A directory containing all of the file descriptors for a particular process. These are giv-
en in numbered links:

total O

I rwx------ 1 root r oot 64 May 8 11:31 0 -> /dev/nul

I rwx------ 1 root root 64 May 8 11:31 1 -> /dev/nul

I rwx------ 1 root r oot 64 May 8 11:31 2 -> /dev/nul

I rwx------ 1 root r oot 64 May 8 11:31 3 -> /dev/ptnx

I rwx------ 1 root r oot 64 May 8 11:31 4 -> socket:[7774817]
I rwx------ 1 root r oot 64 May 8 11:31 5 -> /dev/ptnx

I rwx------ 1 root r oot 64 May 8 11:31 6 -> socket:[7774829]
| rwx------ 1 root r oot 64 May 8 11:31 7 -> /dev/ptnx

maps — A list of memory maps to the various executables and library files associated with
this process. This file can be rather long, depending upon the complexity of the process, but
sample output from the sshd process begins like the following:

08048000- 08086000 r-xp 00000000 03: 03 391479 [ usr/ sbi n/ sshd
08086000- 08088000 rwp 0003e000 03: 03 391479/ usr/ sbi n/ sshd
08088000- 08095000 rwxp 00000000 00: 00 O

40000000- 40013000 r-xp 0000000 03:03 293205/1ib/ld-2.2.5.s0
40013000- 40014000 rw p 00013000 03: 03 293205/1ib/1d-2.2.5.s0
40031000- 40038000 r-xp 00000000 03: 03 293282/1ib/libpam so.0.75
40038000- 40039000 rw p 00006000 03: 03 293282/1ib/libpam so.0.75
40039000- 40032000 rw p 00000000 00: 00 O

4003a000- 4003c000 r-xp 00000000 03:03 293218/lib/libdl-2.2.5. s0
4003c000- 4003d000 rw p 00001000 03: 03 293218/lib/libdl-2.2.5. s0

mem— The memory held by the process. This file cannot be read by the user.
root — A link to the root directory of the process.
stat — The status of the process.

st at m— The status of the memory in use by the process. Below is a sample / proc/ stat m
file:

263 210 210 5 0 205 O

The seven columns relate to different memory statistics for the process. From left to right,
they report the following aspects of the memory used:

=

Total program size, in kilobytes.

2. Size of memory portions, in kilobytes.
3.  Number of pages that are shared.

4. Number of pages that are code.

5.  Number of pages of data/stack.

6. Number of library pages.
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3.2. /proc/bus/

7.  Number of dirty pages.

e status — The status of the process in a more readable form than stat or st at m Sample out-
put for sshd looks similar to the following:

Name: sshd

State: S (sl eeping)
Tgi d: 797

Pi d: 797

PPi d: 1

TracerPid: 0

Ui d: 0000

G d: 0000

FDSi ze: 32

G oups:

VnSi ze: 3072 kB
Vlck: 0 kB
VNRSS: 840 kB
VnDat a: 104 kB
Vntt k: 12 kB
VnExe: 300 kB
VnLi b: 2528 kB

Si gPnd: 0000000000000000
Si gBl k: 0000000000000000
Si gl gn: 8000000000001000
Si gCgt : 0000000000014005
Capl nh: 0000000000000000
CapPr m 00000000f ffffeff
CapEf f: 00000000f ffffeff

The information in this output includes the process name and ID, the state (such as s
(sl eeping) Or R (running)), user/group ID running the process, and detailed data regarding
memory usage.

3.1.1./proc/sﬂf/

The / proc/ sel f/ directory is a link to the currently running process. This allows a process to
look at itself without having to know its process ID.

Within a shell environment, a listing of the / proc/ sel f/ directory produces the same contents as
listing the process directory for that process.

32 / proc/ bus/

This directory contains information specific to the various buses available on the system. For ex-
ample, on a standard system containing PCl and USB buses, current data on each of these
buses is available within a subdirectory within / proc/ bus/ by the same name, such as/

proc/ bus/ pci/.

The subdirectories and files available within / proc/ bus/ vary depending on the devices connec-
ted to the system. However, each bus type has at least one directory. Within these bus director-
ies are normally at least one subdirectory with a numerical name, such as 001, which contain
binary files.

For example, the / proc/ bus/ usb/ subdirectory contains files that track the various devices on
any USB buses, as well as the drivers required for them. The following is a sample listing of a /
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proc/ bus/ usb/ directory:

total O dr-xr-xr-x 1 root r oot 0 My 3 16:25 001
“r--r--r-- 1 root r oot 0 Moy 3 16:25 devices
“r--r--r-- 1 root r oot 0 My 3 16:25 drivers

The / proc/ bus/ usb/ 001/ directory contains all devices on the first USB bus and the devi ces file
identifies the USB root hub on the motherboard.

The following is a example of a / proc/ bus/ usb/ devi ces file:

Bus=01 Lev=00 Prnt=00 Port=00 Cnt=00 Dev#= 1 Spd=12 MCh= 2
Alloc= 0/900 us ( 0%, #Int= 0, #lso= 0
Ver= 1.00 C s=09(hub ) Sub=00 Prot=00 MkPS= 8 #Cfgs= 1
Vendor =0000 Pr odl D=0000 Rev= 0. 00
Product =USB UHCI Root Hub
Seri al Nunber =d400

* #1fs= 1 Cig#= 1 Atr=40 MkPwr= OnmA
If#= 0 Alt= 0 #EPs= 1 O s=09(hub ) Sub=00 Prot=00 Driver=hub
Ad=81(1) Atr=03(Int.) MPS= 8 |vl=255n8

mZTONwITOomA

33 /proc/driver/

This directory contains information for specific drivers in use by the kernel.

A common file found here is rt ¢ which provides output from the driver for the system's Real
Time Clock (RTC), the device that keeps the time while the system is switched off. Sample out-
put from / proc/ driver/rtc looks like the following:

rtc_time : 16:21: 00
rtc_date : 2004-08-31
rtc_epoch : 1900
alarm : 21:16: 27
DST_enabl e : no

BCD . yes

24hr . yes
squar e_wave : no
alarm | RQ : no

updat e_I RQ : no
periodi c_I RQ : no
periodic_freq ;1024
batt_status : okay

For more information about the RTC, refer to the following installed documentation:

[ usr/ shar e/ doc/ ker nel - doc- <ver si on>/ Docunentation/rtc.txt.

34 /proc/fs

This directory shows which file systems are exported. If running an NFS server, typing cat /
proc/ fs/ nfsd/ exports displays the file systems being shared and the permissions granted for
those file systems. For more on file system sharing with NFS, refer to Chapter 18, Network File
System (NFS).

35 / proc/ide/
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This directory contains information about IDE devices on the system. Each IDE channel is rep-
resented as a separate directory, such as /proc/ide/i de0 and/ proc/ide/idel. In addition, a
drivers file is available, providing the version number of the various drivers used on the IDE
channels:

i de-floppy version 0.99.
newi de ide-cdromversion 4.61
i de-di sk version 1.18

Many chipsets also provide a file in this directory with additional data concerning the drives con-
nected through the channels. For example, a generic Intel P1IX4 Ultra 33 chipset produces the /
proc/ide/ piix file which reveals whether DMA or UDMA is enabled for the devices on the IDE
channels:

Intel PIIX4 Utra 33 Chipset.

------------- Primary Channel ---------------- Secondary Channel -------------
enabl ed enabl ed

------------- driveQ --------- drivel -------- driveQ ---------- drivel ------
DMA enabl ed: yes no yes no

UDMA enabl ed: yes no no no

UDMA enabl ed: 2 X X X

UDMA DVA PI O

Navigating into the directory for an IDE channel, such as i deo, provides additional information.
The channel file provides the channel number, while the nodel identifies the bus type for the
channel (such as pci ).

3.5.1. Device Directories

Within each IDE channel directory is a device directory. The name of the device directory cor-
responds to the drive letter in the / dev/ directory. For instance, the first IDE drive on i deo would
be hda.

Note

There is a symbolic link to each of these device directories in the / proc/i de/ direct-
ory.

Each device directory contains a collection of information and statistics. The contents of these
directories vary according to the type of device connected. Some of the more useful files com-
mon to many devices include:

* cache — The device cache.
* capaci ty — The capacity of the device, in 512 byte blocks.
* driver — The driver and version used to control the device.

» geonetry — The physical and logical geometry of the device.
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« medi a— The type of device, such as a di sk.
* nmodel — The model name or number of the device.

» settings — A collection of current device parameters. This file usually contains quite a bit of
useful, technical information. A sample set ti ngs file for a standard IDE hard disk looks simil-
ar to the following:

nane val ue mn max node
acoustic 0 0 254 rw
addr ess 0 0 2 rw
bi os_cyl 38752 0 65535 rw
bi os_head 16 0 255 rw
bi os_sect 63 0 63 rw
bswap 0 0 1 r
current _speed 68 0 70 rw
failures 0 0 65535 rw
init_speed 68 0 70 rw
io_32bit 0 0 3 rw
keepsettings 0 0 1 rw
l'un 0 0 7 rw
max_failures 1 0 65535 rw
mul t count 16 0 16 rw
ni cel 1 0 1 rw
nower r 0 0 1 rw
nunber 0 0 3 rw
pi o_node wite-only 0 255 w
unmaski r g 0 0 1 rw
usi ng_dma 1 0 1 rw
wcache 1 0 1 rw

36 /proclirqgl/

This directory is used to set IRQ to CPU affinity, which allows the system to connect a particular
IRQ to only one CPU. Alternatively, it can exclude a CPU from handling any IRQs.

Each IRQ has its own directory, allowing for the individual configuration of each IRQ. The /
proc/irq/prof _cpu_mask file is a bitmask that contains the default values for the snp_affinity file
in the IRQ directory. The values in snp_af fi ni ty specify which CPUs handle that particular IRQ.

For more information about the / proc/irq/ directory, refer to the following installed documenta-
tion:

[ usr/ shar e/ doc/ ker nel - doc- <ver si on>/ Docunent ati on/fil esystens/ proc.txt

37 / proc/ net/

This directory provides a comprehensive look at various networking parameters and statistics.
Each directory and virtual file within this directory describes aspects of the system's network
configuration. Below is a partial list of the / proc/ net/ directory:

e arp — Lists the kernel's ARP table. This file is particularly useful for connecting a hardware
address to an IP address on a system.
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e atm directory — The files within this directory contain Asynchronous Transfer Mode (ATM)

settings and statistics. This directory is primarily used with ATM networking and ADSL cards.

e dev — Lists the various network devices configured on the system, complete with transmit
and receive statistics. This file displays the number of bytes each interface has sent and re-
ceived, the number of packets inbound and outbound, the number of errors seen, the num-
ber of packets dropped, and more.

e dev_ntast — Lists Layer2 multicast groups on which each device is listening.
e ignp — Lists the IP multicast addresses which this system joined.

e ip_conntrack — Lists tracked network connections for machines that are forwarding IP con-
nections.

e ip_tabl es_names — Lists the types of i pt abl es in use. This file is only present if i pt abl es is
active on the system and contains one or more of the following values: fil ter, mangl e, Or
nat .

e ip_nr_cache — Lists the multicast routing cache.
* ip_nmr_vif — Lists multicast virtual interfaces.

e netstat — Contains a broad yet detailed collection of networking statistics, including TCP
timeouts, SYN cookies sent and received, and much more.

* psched — Lists global packet scheduler parameters.
e raw— Lists raw device statistics.

e route — Lists the kernel's routing table.

e rt_cache — Contains the current routing cache.

* snnp — List of Simple Network Management Protocol (SNMP) data for various networking
protocols in use.

* sockstat — Provides socket statistics.

* tcp — Contains detailed TCP socket information.

e tr_rif — Lists the token ring RIF routing table.

* udp — Contains detailed UDP socket information.

e uni x — Lists UNIX domain sockets currently in use.

* wirel ess — Lists wireless interface data.

38 / proc/scsi/

This directory is analogous to the / proc/i de/ directory, but it is for connected SCSI devices.

The primary file in this directory is / proc/ scsi / scsi, which contains a list of every recognized
SCSI device. From this listing, the type of device, as well as the model name, vendor, SCSI
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channel and ID data is available.

For example, if a system contains a SCSI CD-ROM, a tape drive, a hard drive, and a RAID con-
troller, this file looks similar to the following:

At tached devi ces:

Host: scsil

Channel : 00

1d: 05

Lun: 00

Vendor: NEC

Model : CD- ROM DRI VE: 466
Rev: 1.06

Type: CD- ROM

ANSI SCSI revision: 02

Host: scsil
Channel : 00
Id: 06
Lun: 00

Vendor: ARCH VE
Model : Pyt hon 04106- XXX

Rev: 7350

Type: Sequent i al - Access
ANSI SCSI revision: 02
Host: scsi2

Channel : 00

1d: 06

Lun: 00

Vendor: DELL
Model : 1x6 UW2W SCSI BP

Rev: 5.35

Type: Processor

ANSI SCSI revision: 02
Host: scsi?2

Channel : 02

1d: 00

Lun: 00

Vendor: MegaRAI D

Model : LDO RAI D5 34556R
Rev: 1.01

Type: Di rect-Access
ANSI SCSI revision: 02

Each SCSI driver used by the system has its own directory within / proc/ scsi /, which contains
files specific to each SCSI controller using that driver. From the previous example, ai c7xxx/ and
negar ai d/ directories are present, since two drivers are in use. The files in each of the director-
ies typically contain an I/O address range, IRQ information, and statistics for the SCSI controller
using that driver. Each controller can report a different type and amount of information. The Ad-
aptec AIC-7880 Ultra SCSI host adapter's file in this example system produces the following
output:

Adapt ec Al C7xxx driver version: 5.1.20/3.2.4
Conpi l e Options:

TCQ Enabl ed By Default : Disabled

Al C7XXX_PROC_STATS : Enabl ed

Al C7XXX_RESET_DELAY 5

Adapt er Configuration:

SCSI Adapter: Adaptec AIC-7880 Utra SCSI host adapter
Utra Narrow Controller PCl  MVAPed

I/ 0O Base: Oxfcffe000

Adapt er SEEPROM Confi g: SEEPROM found and used.
Adapt ec SCSI BI Os: Enabl ed

IRQ 30
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SCBs: Active 0, Max Active 1, Allocated 15, HW 16, Page 255
Interrupts: 33726

Bl OGS Control Word: 0x18a6

Adapter Control Word: Oxlc5f

Ext ended Transl ation: Enabl ed

Di sconnect Enabl e Fl ags: 0xO00f f

U tra Enable Flags: 0x0020

Tag Queue Enable Flags: 0x0000

Ordered Queue Tag Fl ags: 0x0000

Default Tag Queue Depth: 8

Tagged Queue By Device array for aic7xxx

host instance 1: {255, 255, 255, 255, 255, 255, 255, 255, 255, 255, 255, 255, 255, 255, 255, 255}
Actual queue depth per device for aic7xxx host instance 1: {1,1,12,12,12,12,12,12,1,1,1,1,1,1,1,1}
Statistics:

(scsi 1: 0: 5:0) Device using Narrow Sync transfers at 20.0 MByte/sec, offset 15
Transinfo settings: current(12/15/0/0), goal (12/15/0/0), user(12/15/0/0)
Total transfers O (O reads and 0 wites)

< 2K 2K+ 4K+ 8K+ 16K+ 32K+ 64K+ 128K+
Reads: 0 0 0 0 0 0 0 0
Wites: 0 0 0 0 0 0 0 0

(scsi 1: 0: 6: 0) Device using Narrow Sync transfers at 10.0 MByte/sec, offset 15
Transi nfo settings: current(25/15/0/0), goal (12/15/0/0), user(12/15/0/0)
Total transfers 132 (0 reads and 132 wites)

< 2K 2K+ 4K+ 8K+ 16K+ 32K+ 64K+ 128K+
Reads: 0 0 0 0 0 0 0 0
Wites: 0 0 0 1 131 0 0 0

This output reveals the transfer speed to the SCSI devices connected to the controller based on
channel ID, as well as detailed statistics concerning the amount and sizes of files read or written
by that device. For example, this controller is communicating with the CD-ROM at 20 mega-
bytes per second, while the tape drive is only communicating at 10 megabytes per second.

39 / proc/ sys/

The / proc/ sys/ directory is different from others in / proc/ because it not only provides informa-
tion about the system but also allows the system administrator to immediately enable and dis-
able kernel features.

Caution

Use caution when changing settings on a production system using the various files
in the / proc/ sys/ directory. Changing the wrong setting may render the kernel un-
stable, requiring a system reboot.

For this reason, be sure the options are valid for that file before attempting to
change any value in / proc/ sys/ .

A good way to determine if a particular file can be configured, or if it is only designed to provide
information, is to list it with the -1 option at the shell prompt. If the file is writable, it may be used
to configure the kernel. For example, a partial listing of / proc/ sys/ f s looks like the following:

-r--r--r-- 1 root r oot 0 May 10 16: 14 dentry-state
STWr--T-- 1 root r oot 0 May 10 16:14 dir-notify-enable
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“r--r--r-- 1 root root 0 May 10 16:14 dquot-nr
STWr--r-- 1 root root 0 May 10 16:14 fil e-max
“r--r--r-- 1 root r oot 0O May 10 16:14 file-nr

In this listing, the files di r-noti fy-enabl e and fi | e- max can be written to and, therefore, can be
used to configure the kernel. The other files only provide feedback on current settings.

Changing a value within a / proc/ sys/ file is done by echoing the new value into the file. For ex-
ample, to enable the System Request Key on a running kernel, type the command:

echo 1 > /proc/sys/kernel/sysrqg

This changes the value for sysrq from o (off) to 1 (on).

A few / proc/ sys/ configuration files contain more than one value. To correctly send new values
to them, place a space character between each value passed with the echo command, such as
is done in this example:

echo 4 2 45 > /proc/sys/ kernel /acct

Note

Any configuration changes made using the echo command disappear when the
system is restarted. To make configuration changes take effect after the system is
rebooted, refer to Section 4, “Using the sysctl Command”.

The / proc/ sys/ directory contains several subdirectories controlling different aspects of a run-
ning kernel.

391 / proc/ sys/ dev/

This directory provides parameters for particular devices on the system. Most systems have at
least two directories, cdrom’ and rai d/ . Customized kernels can have other directories, such as
par port/, which provides the ability to share one parallel port between multiple device drivers.

The cdrom directory contains a file called i nf o, which reveals a number of important CD-ROM
parameters:

CD-ROM information, |d: cdromc 3.20 2003/12/17
drive nane: hdc

drive speed: 48

drive # of slots:

Can cl ose tray:

Can open tray:

Can | ock tray:

Can change speed:

Can sel ect disk:

Can read mul tisession:
Can read MCN:

Reports medi a changed:
Can play audio:

=

R R RPRRORRRR
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Can wite CD-R
Can wite CD RW
Can read DVD:

Can wite DVD-R
Can wite DVD RAM
Can read MRW
Can wite MRW
Can wite RAM

[eNeNeolNolNolNolNoNo]

This file can be quickly scanned to discover the qualities of an unknown CD-ROM. If multiple
CD-ROMs are available on a system, each device is given its own column of information.

Various files in / proc/ sys/ dev/ cdr om such as aut ocl ose and checknedi a, can be used to control
the system's CD-ROM. Use the echo command to enable or disable these features.

If RAID support is compiled into the kernel, a / proc/ sys/ dev/ rai d/ directory becomes available
with at least two files in it: speed_I i mi t _ni n and speed_| i ni t _max. These settings determine the
acceleration of RAID devices for 1/O intensive tasks, such as resyncing the disks.

3.9.2. / proc/ sys/fs/

This directory contains an array of options and information concerning various aspects of the file
system, including quota, file handle, inode, and dentry information.

The bi nf it _ni sc/ directory is used to provide kernel support for miscellaneous binary formats.

The important files in / proc/ sys/ f s/ include:

e dentry-state — Provides the status of the directory cache. The file looks similar to the fol-
lowing:

574115293945000

The first number reveals the total number of directory cache entries, while the second num-
ber displays the number of unused entries. The third number tells the number of seconds
between when a directory has been freed and when it can be reclaimed, and the fourth
measures the pages currently requested by the system. The last two numbers are not used
and display only zeros.

e dquot-nr — Lists the maximum number of cached disk quota entries.

e file-max — Lists the maximum number of file handles that the kernel allocates. Raising the
value in this file can resolve errors caused by a lack of available file handles.

e file-nr — Lists the number of allocated file handles, used file handles, and the maximum
number of file handles.

e overflowgi d and overfl owi d — Defines the fixed group ID and user ID, respectively, for use
with file systems that only support 16-bit group and user IDs.

* super - max — Controls the maximum number of superblocks available.

» super-nr — Displays the current number of superblocks in use.
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3.9.3./proc/sys/kernm/

This directory contains a variety of different configuration files that directly affect the operation of
the kernel. Some of the most important files include:

» acct — Controls the suspension of process accounting based on the percentage of free
space available on the file system containing the log. By default, the file looks like the follow-

ing:
4230

The first value dictates the percentage of free space required for logging to resume, while
the second value sets the threshold percentage of free space when logging is suspended.
The third value sets the interval, in seconds, that the kernel polls the file system to see if log-
ging should be suspended or resumed.

e cap-bound — Controls the capability bounding settings, which provides a list of capabilities
for any process on the system. If a capability is not listed here, then no process, no matter
how privileged, can do it. The idea is to make the system more secure by ensuring that cer-
tain things cannot happen, at least beyond a certain point in the boot process.

For a valid list of values for this virtual file, refer to the following installed documentation:
/1'i b/ modul es/ <ker nel - ver si on>/ bui | d/i ncl ude/ | i nux/ capability. h.

e ctrl-alt-del — Controls whether Ctrl-Alt-Delete gracefully restarts the computer using
init (0) or forces an immediate reboot without syncing the dirty buffers to disk (1).

» domai nnane — Configures the system domain name, such as exanpl e. com

* exec-shi el d — Configures the Exec Shield feature of the kernel. Exec Shield provides pro-
tection against certain types of buffer overflow attacks.

There are two possible values for this virtual file:

« 0 — Disables Exec Shield.

« 1 — Enables Exec Shield. This is the default value.

Important

* If a system is running security-sensitive applications that were started while Ex-
ec Shield was disabled, these applications must be restarted when Exec Shield
is enabled in order for Exec Shield to take effect.

e exec-shi el d-randoni ze — Enables location randomization of various items in memory. This
helps deter potential attackers from locating programs and daemons in memory. Each time a
program or daemon starts, it is put into a different memory location each time, never in a
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static or absolute memory address.

There are two possible values for this virtual file:

¢ 0 — Disables randomization of Exec Shield. This may be useful for application debugging
purposes.

*« 1 — Enables randomization of Exec Shield. This is the default value. Note: The exec-
shi el d file must also be set to 1 for exec- shi el d- r andoni ze to be effective.

host name — Configures the system hostname, such as www. exanpl e. com

hot pl ug — Configures the utility to be used when a configuration change is detected by the
system. This is primarily used with USB and Cardbus PCI. The default value of /
sbi n/ hot pl ug should not be changed unless testing a new program to fulfill this role.

nodpr obe — Sets the location of the program used to load kernel modules. The default value
iS / sbi n/ modpr obe which means knod calls it to load the module when a kernel thread calls
knod.

msgmax — Sets the maximum size of any message sent from one process to another and is
set to 8192 bytes by default. Be careful when raising this value, as queued messages
between processes are stored in hon-swappable kernel memory. Any increase in nsgmax
would increase RAM requirements for the system.

msgrmb — Sets the maximum number of bytes in a single message queue. The default is
16384.

msgmi — Sets the maximum number of message queue identifiers. The default is 16.

osr el ease — Lists the Linux kernel release number. This file can only be altered by changing
the kernel source and recompiling.

ost ype — Displays the type of operating system. By default, this file is set to Li nux, and this
value can only be changed by changing the kernel source and recompiling.

overflowgi d and overf1 owi d — Defines the fixed group ID and user ID, respectively, for use
with system calls on architectures that only support 16-bit group and user IDs.

pani ¢ — Defines the number of seconds the kernel postpones rebooting when the system
experiences a kernel panic. By default, the value is set to 0, which disables automatic re-
booting after a panic.

pri ntk — This file controls a variety of settings related to printing or logging error messages.
Each error message reported by the kernel has a loglevel associated with it that defines the
importance of the message. The loglevel values break down in this order:

¢ 0 — Kernel emergency. The system is unusable.
¢ 1 — Kernel alert. Action must be taken immediately.

*« 2 — Condition of the kernel is considered critical.
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e 3 — General kernel error condition.

e 4 — General kernel warning condition.

« 5 — Kernel notice of a normal but significant condition.
* 6 — Kernel informational message.

¢ 7 — Kernel debug-level messages.

Four values are found in the pri nt k file:

Each of these values defines a different rule for dealing with error messages. The first value,
called the console loglevel, defines the lowest priority of messages printed to the console.
(Note that, the lower the priority, the higher the loglevel number.) The second value sets the
default loglevel for messages without an explicit loglevel attached to them. The third value
sets the lowest possible loglevel configuration for the console loglevel. The last value sets
the default value for the console loglevel.

random directory — Lists a number of values related to generating random numbers for the
kernel.

rtsi g- max — Configures the maximum number of POSIX real-time signals that the system
may have queued at any one time. The default value is 1024.

rtsi g-nr — Lists the current number of POSIX real-time signals queued by the kernel.

sem— Configures semaphore settings within the kernel. A semaphore is a System V IPC ob-
ject that is used to control utilization of a particular process.

shmal | — Sets the total amount of shared memory that can be used at one time on the sys-
tem, in bytes. By default, this value is 2097152.

shmmax — Sets the largest shared memory segment size allowed by the kernel, in bytes. By
default, this value is 33554432. However, the kernel supports much larger values than this.

shmmi — Sets the maximum number of shared memory segments for the whole system, in
bytes. By default, this value is 4096

sysrq — Activates the System Request Key, if this value is set to anything other than zero
(0), the default.

The System Request Key allows immediate input to the kernel through simple key combina-
tions. For example, the System Request Key can be used to immediately shut down or re-
start a system, sync all mounted file systems, or dump important information to the console.
To initiate a System Request Key, type Alt-SysRq-<syst em request code> . Replace <system
request code> with one of the following system request codes:

e r — Disables raw mode for the keyboard and sets it to XLATE (a limited keyboard mode
which does not recognize modifiers such as Alt, Ctrl, or Shift for all keys).
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¢ k —Kills all processes active in a virtual console. Also called Secure Access Key (SAK),
it is often used to verify that the login prompt is spawned from i ni t and not a trojan copy
designed to capture usernames and passwords.

¢ b — Reboots the kernel without first unmounting file systems or syncing disks attached to
the system.

¢ ¢ — Crashes the system without first unmounting file systems or syncing disks attached
to the system.

e o — Shuts off the system.

e s — Attempts to sync disks attached to the system.

e u— Attempts to unmount and remount all file systems as read-only.
* p— Outputs all flags and registers to the console.

¢ t — Outputs a list of processes to the console.

¢ m— Outputs memory statistics to the console.

¢ 0 through 9 — Sets the log level for the console.

« e —Kills all processes exceptinit using SIGTERM.

e | —Kills all processes exceptinit using SIGKILL.

e | —Kills all processes using SIGKILL (including i ni t ). The system is unusable after is-
suing this System Request Key code.

e h — Displays help text.

This feature is most beneficial when using a development kernel or when experiencing sys-
tem freezes.

Caution

The System Request Key feature is considered a security risk because an un-
attended console provides an attacker with access to the system. For this reas-
on, it is turned off by default.

Refer to / usr/ shar e/ doc/ ker nel - doc- <ver si on>/ Document at i on/ sysr q. t xt for more informa-
tion about the System Request Key.

sysr g- key — Defines the key code for the System Request Key (84 is the default).

sysr g- sti cky — Defines whether the System Request Key is a chorded key combination.
The accepted values are as follows:
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¢« 0 — Alt-SysRq and the system request code must be pressed simultaneously. This is
the default value.

¢ 1 — Alt-SysRqg must be pressed simultaneously, but the system request code can be
pressed anytime before the number of seconds specified in /
proc/ sys/ kernel / sysrg-ti mer elapses.

sysrg-ti mer — Specifies the number of seconds allowed to pass before the system request
code must be pressed. The default value is 10.

t ai nt ed — Indicates whether a non-GPL module is loaded.

¢ 0 — No non-GPL modules are loaded.

e 1 — Atleast one module without a GPL license (including modules with no license) is
loaded.

¢ 2 — Atleast one module was force-loaded with the command i nsnod -f.

t hr eads- max — Sets the maximum number of threads to be used by the kernel, with a default
value of 204s8.

ver si on — Displays the date and time the kernel was last compiled. The first field in this file,
such as #3, relates to the number of times a kernel was built from the source base.

394 / proc/ sys/ net/

This directory contains subdirectories concerning various networking topics. Various configura-
tions at the time of kernel compilation make different directories available here, such as et her -
net/,ipv4/,ipx/,andipvé/. By altering the files within these directories, system administrators
are able to adjust the network configuration on a running system.

Given the wide variety of possible networking options available with Linux, only the most com-
mon / proc/ sys/ net/ directories are discussed.

The / proc/ sys/ net/ core/ directory contains a variety of settings that control the interaction
between the kernel and networking layers. The most important of these files are:

nessage_bur st — Sets the amount of time in tenths of a second required to write a new
warning message. This setting is used to mitigate Denial of Service (DoS) attacks. The de-
fault setting is 50.

message_cost — Sets a cost on every warning message. The higher the value of this file
(default of 5), the more likely the warning message is ignored. This setting is used to mitigate
DoS attacks.

The idea of a DoS attack is to bombard the targeted system with requests that generate er-
rors and fill up disk partitions with log files or require all of the system's resources to handle
the error logging. The settings in message_bur st and nessage_cost are designed to be modi-
fied based on the system's acceptable risk versus the need for comprehensive logging.
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e netdev_max_backl og — Sets the maximum number of packets allowed to queue when a par-
ticular interface receives packets faster than the kernel can process them. The default value
for this file is 300.

« opt mem max — Configures the maximum ancillary buffer size allowed per socket.
e rmemdefaul t — Sets the receive socket buffer default size in bytes.

« rmem max — Sets the receive socket buffer maximum size in bytes.

e wrem def aul t — Sets the send socket buffer default size in bytes.

« wrem max — Sets the send socket buffer maximum size in bytes.

The / proc/ sys/ net /i pva/ directory contains additional networking settings. Many of these set-
tings, used in conjunction with one another, are useful in preventing attacks on the system or
when using the system to act as a router.

Caution

An erroneous change to these files may affect remote connectivity to the system.

The following is a list of some of the more important files within the / proc/ sys/ net /i pv4/ direct-
ory:

e icnp_destunreach rate,icnp_echoreply rate,icnp_paranprob_rate, and
i cnp_ti meexeed_r at e — Set the maximum ICMP send packet rate, in 1/100 of a second, to
hosts under certain conditions. A setting of 0 removes any delay and is not a good idea.

e icnp_echo_ignore_all andicnp_echo_i gnore_broadcasts — Allows the kernel to ignore ICMP
ECHO packets from every host or only those originating from broadcast and multicast ad-
dresses, respectively. A value of 0 allows the kernel to respond, while a value of 1 ignores
the packets.

e ip_default_ttl — Sets the default Time To Live (TTL), which limits the number of hops a
packet may make before reaching its destination. Increasing this value can diminish system
performance.

e ip_forward — Permits interfaces on the system to forward packets to one other. By default,
this file is set to 0. Setting this file to 1 enables network packet forwarding.

e ip_local _port_range — Specifies the range of ports to be used by TCP or UDP when a local
port is needed. The first number is the lowest port to be used and the second number spe-
cifies the highest port. Any systems that expect to require more ports than the default 1024
to 4999 should use a range from 32768 to 61000.

e tcp_syn_retries — Provides a limit on the number of times the system re-transmits a SYN
packet when attempting to make a connection.

e tcp_retriesl — Sets the number of permitted re-transmissions attempting to answer an in-
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coming connection. Default of 3.

* tcp_retries2 — Sets the number of permitted re-transmissions of TCP packets. Default of
15.

The file called

[ usr/ shar e/ doc/ ker nel - doc- <ver si on>/ Docunent at i on/ net wor ki ng/ i p-sysctl.txt

contains a complete list of files and options available in the / proc/ sys/ net /i pva/ directory.

A number of other directories exist within the / proc/ sys/ net /i pv4/ directory and each covers a
different aspect of the network stack. The / proc/ sys/ net/i pv4/ conf/ directory allows each sys-
tem interface to be configured in different ways, including the use of default settings for uncon-
figured devices (in the / proc/ sys/ net /i pva/ conf/ def aul t/ subdirectory) and settings that over-
ride all special configurations (in the / proc/ sys/ net /i pv4/ conf/al | / subdirectory).

The / proc/ sys/ net /i pv4/ nei gh/ directory contains settings for communicating with a host dir-
ectly connected to the system (called a network neighbor) and also contains different settings
for systems more than one hop away.

Routing over IPV4 also has its own directory, / proc/ sys/ net/i pv4/ rout e/ . Unlike conf/ and
nei gh/ , the / proc/ sys/ net /i pva/ route/ directory contains specifications that apply to routing
with any interfaces on the system. Many of these settings, such as max_si ze, max_del ay, and
m n_del ay, relate to controlling the size of the routing cache. To clear the routing cache, write
any value to the f1 ush file.

Additional information about these directories and the possible values for their configuration files
can be found in:

/ usr/ shar e/ doc/ ker nel - doc- <ver si on>/ Docunent ati on/fil esystens/ proc. t xt

3.9.5. / proc/sys/vm

This directory facilitates the configuration of the Linux kernel's virtual memory (VM) subsystem.
The kernel makes extensive and intelligent use of virtual memory, which is commonly referred
to as swap space.

The following files are commonly found in the / proc/ sys/ vm directory:

e bl ock_dunp — Configures block 1/0 debugging when enabled. All read/write and block dirty-
ing operations done to files are logged accordingly. This can be useful if diagnosing disk
spin up and spin downs for laptop battery conservation. All output when bl ock_dunp is en-
abled can be retrieved via dnesg. The default value is o.

Tip
(
0 If bl ock_dunp is enabled at the same time as kernel debugging, it is prudent to
stop the kI ogd daemon, as it generates erroneous disk activity caused by
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bl ock_dunp.

di rty_background_rati o — Starts background writeback of dirty data at this percentage of
total memory, via a pdflush daemon. The default value is 10.

dirty_expire_centisecs — Defines when dirty in-memory data is old enough to be eligible
for writeout. Data which has been dirty in-memory for longer than this interval is written out
next time a pdflush daemon wakes up. The default value is 3000, expressed in hundredths of
a second.

dirty_ratio— Starts active writeback of dirty data at this percentage of total memory for the
generator of dirty data, via pdflush. The default value is 40.

dirty_witeback_centi secs — Defines the interval between pdflush daemon wakeups, which
periodically writes dirty in-memory data out to disk. The default value is 500, expressed in
hundredths of a second.

| apt op_node — Minimizes the number of times that a hard disk needs to spin up by keeping
the disk spun down for as long as possible, therefore conserving battery power on laptops.
This increases efficiency by combining all future I/O processes together, reducing the fre-
quency of spin ups. The default value is 0, but is automatically enabled in case a battery on
a laptop is used.

This value is controlled automatically by the acpid daemon once a user is notified battery
power is enabled. No user modifications or interactions are necessary if the laptop supports
the ACPI (Advanced Configuration and Power Interface) specification.

For more information, refer to the following installed documentation:
[ usr/ shar e/ doc/ ker nel - doc- <ver si on>/ Docunent at i on/ | apt op- node. t xt

| over _zone_pr ot ect i on — Determines how aggressive the kernel is in defending lower
memory allocation zones. This is effective when utilized with machines configured with hi gh-
memmemory space enabled. The default value is 0, no protection at all. All other integer val-
ues are in megabytes, and | onmemmemory is therefore protected from being allocated by
users.

For more information, refer to the following installed documentation:
[ usr/share/ doc/ ker nel - doc- <ver si on>/ Docunent ati on/ fil esystens/ proc. t xt

max_map_count — Configures the maximum number of memory map areas a process may
have. In most cases, the default value of 65536 is appropriate.

m n_free_kbyt es — Forces the Linux VM (virtual memory manager) to keep a minimum num-
ber of kilobytes free. The VM uses this number to compute a pages_ni n value for each I ow
memzone in the system. The default value is in respect to the total memory on the machine.

nr_hugepages — Indicates the current number of configured huget | b pages in the kernel.
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For more information, refer to the following installed documentation:
/ usr/ shar e/ doc/ ker nel - doc- <ver si on>/ Docunent at i on/ vmi huget | bpage. t xt

e nr_pdflush_t hreads — Indicates the number of pdflush daemons that are currently running.
This file is read-only, and should not be changed by the user. Under heavy I/O loads, the de-
fault value of two is increased by the kernel.

» overcomit_menory — Configures the conditions under which a large memory request is ac-
cepted or denied. The following three modes are available:

e 0 — The kernel performs heuristic memory over commit handling by estimating the
amount of memory available and failing requests that are blatantly invalid. Unfortunately,
since memory is allocated using a heuristic rather than a precise algorithm, this setting
can sometimes allow available memory on the system to be overloaded. This is the de-
fault setting.

¢ 1 — The kernel performs no memory over commit handling. Under this setting, the poten-
tial for memory overload is increased, but so is performance for memory intensive tasks
(such as those executed by some scientific software).

e 2 — The kernel fails requests for memory that add up to all of swap plus the percent of
physical RAM specified in / proc/ sys/ vm over conmi t _rat i o. This setting is best for those
who desire less risk of memory overcommitment.

Note

This setting is only recommended for systems with swap areas larger than
physical memory.

* overcommit_rati o — Specifies the percentage of physical RAM considered when /
proc/ sys/vnf over comrmi t _nenory is set to 2. The default value is 50.

e page-cl uster — Sets the number of pages read in a single attempt. The default value of 3,
which actually relates to 16 pages, is appropriate for most systems.

* swappi ness — Determines how much a machine should swap. The higher the value, the
more swapping occurs. The default value, as a percentage, is set to 60.

All kernel-based documentation can be found in the following locally installed location:

/usr/ shar e/ doc/ ker nel - doc- <ver si on>/ Docunent at i on/ , which contains additional information.

310 / proc/ sysvi pc/

This directory contains information about System V IPC resources. The files in this directory re-
late to System V IPC calls for messages (nsg), semaphores (sem), and shared memory (shm).
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:3.]_1_ /proc/tty/

This directory contains information about the available and currently used tty devices on the
system. Originally called teletype devices, any character-based data terminals are called tty
devices.

In Linux, there are three different kinds of tty devices. Serial devices are used with serial con-
nections, such as over a modem or using a serial cable. Virtual terminals create the common
console connection, such as the virtual consoles available when pressing Alt-<F-key> at the
system console. Pseudo terminals create a two-way communication that is used by some higher
level applications, such as XFree86. The dri vers file is a list of the current tty devices in use, as
in the following example:

seri al / dev/ cua 5 64-127 serial:callout
seri al /dev/ttyS 4 64-127 seria

pty_sl ave / dev/ pts 136 0- 255 pty: sl ave
pty_naster / dev/ ptm 128 0- 255 pty: naster
pty_sl ave /dev/ttyp 3 0- 255 pty:slave
pty_naster / dev/ pty 2 0- 255 pty: naster
/dev/vc/ 0 /dev/vc/ 0 4 0 system vt naster
/ dev/ pt mx / dev/ pt mx 5 2 system

/ dev/ consol e / dev/ consol e 5 1 system consol e
/dev/tty /dev/tty 5 0 system/dev/tty
unknown / dev/vc/ ¥%d 4 1-63 consol e

The /proc/tty/driver/serial file lists the usage statistics and status of each of the serial tty
lines.

In order for tty devices to be used as network devices, the Linux kernel enforces line discipline
on the device. This allows the driver to place a specific type of header with every block of data
transmitted over the device, making it possible for the remote end of the connection to a block
of data as just one in a stream of data blocks. SLIP and PPP are common line disciplines, and
each are commonly used to connect systems to one other over a serial link.

Registered line disciplines are stored in the | di scs file, and more detailed information is avail-
able within the | di sc/ directory.

4. Using the ... Command

The / sbi n/ sysct| command is used to view, set, and automate kernel settings in the / proc/ sys/
directory.

For a quick overview of all settings configurable in the / proc/ sys/ directory, type the /
sbin/sysctl -a command as root. This creates a large, comprehensive list, a small portion of
which looks something like the following:

net.ipv4.route.mn_delay = 2 kernel.sysrqg = 0 kernel.sem = 250 32000 32 128

This is the same information seen if each of the files were viewed individually. The only differ-
ence is the file location. For example, the / proc/ sys/ net /i pva/ rout e/ mi n_del ay file is listed as
net.i pv4. route. ni n_del ay, with the directory slashes replaced by dots and the proc. sys portion
assumed.
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The sysct| command can be used in place of echo to assign values to writable files in the /
proc/ sys/ directory. For example, instead of using the command

echo 1 > /proc/sys/kernel/sysrqg
use the equivalent sysct1 command as follows:

sysctl -w kernel.sysrqgq="1"
kernel .sysrq = 1

While quickly setting single values like this in / proc/ sys/ is helpful during testing, this method
does not work as well on a production system as special settings within / proc/ sys/ are lost
when the machine is rebooted. To preserve custom settings, add them to the / et ¢/ sysct | . conf
file.

Each time the system boots, the i nit program runs the /etc/rc. d/ rc. sysinit script. This script
contains a command to execute sysct! using /et c/ sysctl. conf to determine the values passed
to the kernel. Any values added to / et c/ sysct | . conf therefore take effect each time the system
boots.

5. Additional Resources

Below are additional sources of information about pr oc file system.

5.1. Installed Documentation

Some of the best documentation about the pr oc file system is installed on the system by default.

* /usr/share/ doc/ kernel -doc- <ver si on>/ Document ati on/ fil esyst ems/ proc. t xt — Contains as-
sorted, but limited, information about all aspects of the / proc/ directory.

e /usr/share/ doc/ ker nel -doc- <ver si on>/ Document at i on/ sysr q. t xt — An overview of System
Request Key options.

e Jusr/share/doc/ kernel - doc- <ver si on>/ Docunent at i on/ sysct |/ — A directory containing a
variety of sysct| tips, including modifying values that concern the kernel (ker nel . t xt ), ac-
cessing file systems (fs. t xt ), and virtual memory use (vm t xt ).

e /usr/sharel/ doc/ ker nel - doc- <ver si on>/ Document at i on/ net wor ki ng/ i p-sysct!l.txt — A de-
tailed overview of IP networking options.

5.2. Useful Websites

* http://www.linuxhg.com/ — This website maintains a complete database of source, patches,
and documentation for various versions of the Linux kernel.
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Chapter 4. Redundant Array of

Independent Disks (RAID)

The basic idea behind RAID is to combine multiple small, inexpensive disk drives into an array
to accomplish performance or redundancy goals not attainable with one large and expensive
drive. This array of drives appears to the computer as a single logical storage unit or drive.

1. What is RAID?

RAID allows information to access several disks. RAID uses techniques such as disk striping
(RAID Level 0), disk mirroring (RAID Level 1), and disk striping with parity (RAID Level 5) to
achieve redundancy, lower latency, increased bandwidth, and maximized ability to recover from
hard disk crashes.

RAID consistently distributes data across each drive in the array. RAID then breaks down the
data into consistently-sized chunks (commonly 32K or 64k, although other values are accept-
able). Each chunk is then written to a hard drive in the RAID array according to the RAID level
employed. When the data is read, the process is reversed, giving the illusion that the multiple
drives in the array are actually one large drive.

2. Who Should Use RAID?

System Administrators and others who manage large amounts of data would benefit from using
RAID technology. Primary reasons to deploy RAID include:

e Enhances speed
» Increases storage capacity using a single virtual disk

¢ Minimizes disk failure

3. Hardware RAID versus Software RAID

There are two possible RAID approaches: Hardware RAID and Software RAID.

3.1. Hardware RAID

The hardware-based array manages the RAID subsystem independently from the host. It
presents a single disk per RAID array to the host.

A Hardware RAID device connects to the SCSI controller and presents the RAID arrays as a
single SCSI drive. An external RAID system moves all RAID handling "intelligence" into a con-
troller located in the external disk subsystem. The whole subsystem is connected to the host via
a normal SCSI controller and appears to the host as a single disk.

RAID controller cards function like a SCSI controller to the operating system, and handle all the
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actual drive communications. The user plugs the drives into the RAID controller (just like a nor-
mal SCSI controller) and then adds them to the RAID controllers configuration, and the operat-
ing system won't know the difference.

3.2. Software RAID

Software RAID implements the various RAID levels in the kernel disk (block device) code. It of-
fers the cheapest possible solution, as expensive disk controller cards or hot-swap chassis Lare
not required. Software RAID also works with cheaper IDE disks as well as SCSI disks. With

today's faster CPUs, Software RAID outperforms Hardware RAID.

The Linux kernel contains an MD driver that allows the RAID solution to be completely hardware
independent. The performance of a software-based array depends on the server CPU perform-
ance and load.

To learn more about Software RAID, here are the key features:

e Threaded rebuild process

« Kernel-based configuration

« Portability of arrays between Linux machines without reconstruction
« Backgrounded array reconstruction using idle system resources

« Hot-swappable drive support

« Automatic CPU detection to take advantage of certain CPU optimizations

4. RAID Levels and Linear Support

RAID supports various configurations, including levels 0, 1, 4, 5, and linear. These RAID types
are defined as follows:

« Level 0 — RAID level 0, often called "striping," is a performance-oriented striped data map-
ping technigue. This means the data being written to the array is broken down into strips and
written across the member disks of the array, allowing high 1/0O performance at low inherent
cost but provides no redundancy. The storage capacity of a level O array is equal to the total
capacity of the member disks in a Hardware RAID or the total capacity of member partitions
in a Software RAID.

* Level 1 — RAID level 1, or "mirroring," has been used longer than any other form of RAID.
Level 1 provides redundancy by writing identical data to each member disk of the array,
leaving a "mirrored" copy on each disk. Mirroring remains popular due to its simplicity and
high level of data availability. Level 1 operates with two or more disks that may use parallel
access for high data-transfer rates when reading but more commonly operate independently
to provide high I/O transaction rates. Level 1 provides very good data reliability and improves
performance for read-intensive applications but at a relatively high cost. 2 The storage capa-
city of the level 1 array is equal to the capacity of one of the mirrored hard disks in a Hard-

Ia hot-swap chassis allows you to remove a hard drive without having to power-down your system.

50



5. Configuring Software RAID

ware RAID or one of the mirrored partitions in a Software RAID.

Level 4 — Level 4 uses parity 3 concentrated on a single disk drive to protect data. It is bet-
ter suited to transaction I/O rather than large file transfers. Because the dedicated parity disk
represents an inherent bottleneck, level 4 is seldom used without accompanying technolo-
gies such as write-back caching. Although RAID level 4 is an option in some RAID partition-
ing schemes, it is not an option allowed in Red Hat Enterprise Linux RAID installations. 4
The storage capacity of Hardware RAID level 4 is equal to the capacity of member disks,
minus the capacity of one member disk. The storage capacity of Software RAID level 4 is
equal to the capacity of the member partitions, minus the size of one of the partitions if they
are of equal size.

Level 5 — This is the most common type of RAID. By distributing parity across some or all of
an array's member disk drives, RAID level 5 eliminates the write bottleneck inherent in level
4. The only performance bottleneck is the parity calculation process. With modern CPUs and
Software RAID, that usually is not a very big problem. As with level 4, the result is asymmet-
rical performance, with reads substantially outperforming writes. Level 5 is often used with
write-back caching to reduce the asymmetry. The storage capacity of Hardware RAID level 5
is equal to the capacity of member disks, minus the capacity of one member disk. The stor-
age capacity of Software RAID level 5 is equal to the capacity of the member partitions,
minus the size of one of the partitions if they are of equal size.

Linear RAID — Linear RAID is a simple grouping of drives to create a larger virtual drive. In
linear RAID, the chunks are allocated sequentially from one member drive, going to the next
drive only when the first is completely filled. This grouping provides no performance benefit,
as it is unlikely that any I/O operations will be split between member drives. Linear RAID also
offers no redundancy and, in fact, decreases reliability — if any one member drive fails, the
entire array cannot be used. The capacity is the total of all member disks.

5. Configuring Software RAID

Users can configure Software RAID during the graphical installation process (Disk Druid), the
text-based installation process, or during a kickstart installation.This chapter covers Software
RAID configuration during the installation process using the Disk Druid application.

Apply software RAID partitions to the physical hard drives.

To add a boot partition (/ boot /) to a RAID partition, ensure it is on a RAID1 partiton.
Creating RAID devices from the software RAID partitions.

Optional: Configuring LVM from the RAID devices.

Creating file systems from the RAID devices.

2 RAID level 1 comes at a high cost because you write the same information to all of the disks in the array, which
wastes drive space. For example, if you have RAID level 1 set up so that your root (/ ) partition exists on two 40G
drives, you have 80G total but are only able to access 40G of that 80G. The other 40G acts like a mirror of the first 40G.
3 Parity information is calculated based on the contents of the rest of the member disks in the array. This information
can then be used to reconstruct data when one disk in the array fails. The reconstructed data can then be used to satis-
fy I/O requests to the failed disk before it is replaced and to repopulate the failed disk after it has been replaced.

4 RAID level 4 takes up the same amount of space as RAID level 5, but level 5 has more advantages. For this reason,
level 4 is not supported.
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Note

Although this procedure covers installating with a GUI application, system adminis-

trators can do the same with text-based installation.

Configuration of software RAID must be done manually in Disk Druid during the
installation process.

These examples use two 9.1 GB SCSI drives (/ dev/ sda and / dev/ sdb) to illustrate the creation
of simple RAID1 configurations. They detail how to create a simple RAID 1 configuration by im-
plementing multiple RAID devices.

On the Disk Partitioning Setup screen, select Manually partition with Disk Druid.

5.1. Creating the RAID Partitions

In a typical situation, the disk drives are new or are formatted. Both drives are shown as raw
devices with no partition configuration in Figure 4.1, “Two Blank Drives, Ready For Configura-
tion”.

-

Disk Setu p Drive jdev/sda (8676 MB) (Model: IBM-PSG ST39103LC 1#)

Free
8678 MB

S

Choose where you would like
Red Hat Enterprise Linux AS to ||| Drive /dev/sdb (8676 MB) (Model: IBM-PSG ST39204LC %)

Free

be installed. 8678 ME

If you do not know how to

P

partition your system or if you -
need help with using the | — ” Edit || Delete — ” RAID ” LvM
manual partitioning tools, refer . Mount Paint Siza
to the product documentation. s RAID/Volume Type |Format (MB) Start | End
if d aut i ~ Hard Drives
you used automatic © Jdevisda
partitioning, you can either
accept the current partition Free Free space 8679 1 1107
settings (click Next), or modify ¥ [devfsdb
the setup using the manual Free Free space 8679 1 1107

partitioning tool.

If you are manually partitioning
your system, you can see your
current hard drive(s) and

partitions displayed below. Use |[+| [ Hide RAID device/LV¥M Volume Group members

‘mHideﬂelp‘ ‘ﬂeleaseNates‘ ‘4 Back | ‘b Next ‘

Figure 4.1. Two Blank Drives, Ready For Configuration

1. In Disk Druid, choose RAID to enter the software RAID creation screen.
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2. Choose Create a software RAID partition to create a RAID partition as shown in Fig-
ure 4.2, “RAID Partition Options”. Note that no other RAID options (such as entering a
mount point) are available until RAID partitions, as well as RAID devices, are created.

RAID Options

Software RAID allows you to combine several disks into a
larger RAID device. A RAID device can be configured to
provide additional speed and reliability compared to using an
individual dnve. For more information on using RAID devices
please consult the Red Hat Enterprise Linux AS
documentation.

You currently have 0 software RAID partition(s) free to use.
To use RAID you must first create at least two partitions of
type 'software RAID'. Then you can create a RAID device

which can be formatted and mounted.

What do you want to do now?

() Create a RAID device [default=/dev/md0].

() Clone a drive to create a RAID device [default=/dev/md0].

® Cancel o OK

Figure 4.2. RAID Partition Options

3. A software RAID partition must be constrained to one drive. For Allowable Drives, select
the drive to use for RAID. If you have multiple drives, by default all drives are selected and
you must deselect the drives you do not want.
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7.

5.1. Creating the RAID Partitions

Add Partition

Mount Paint; <Mot Applicable= w

File System Type: | software RAID hd

sda 8676 ME IBEM-PSG ST39103LC 1#

Allowable Drives: []sdb 8676 MB IBM-PSG ST309204LC 1#

Size (MB): 100 -
Additional Size Options
@ Fixed size

) Fill all space up to (MB): 1

() Fill to maximum allowable size

Force to be a primary partitiﬂné

#® Cancel o OK

Figure 4.3. Adding a RAID Partition

Enter the size that you want the partition to be.

Select Fixed Size to specify partition size. Select Fill all space up to (MB) and enter a
value (in MB) to specify partition size range. Select Fill to maximum allowable size to al-
low maximum available space of the hard disk. Note that if you make more than one space
growable, they share the available free space on the disk.

Select Force to be a primary partition if you want the partition to be a primary partition. A
primary partition is one of the first four partitions on the hard drive. If unselected, the parti-
tion is created as a logical partition. If other operating systems are already on the system,
unselecting this option should be considered. For more information on primary versus logic-
al/lextended partitions, refer to the appendix section of the Red Hat Enterprise Linux Install-
ation Guide.

Repeat these steps to create as many partitions as you need for your partitions.

Repeat these steps to create as many partitions as needed for your RAID setup. Notice that all
the partitions do not have to be RAID partitions. For example, you can configure only the / boot /
partition as a software RAID device, leaving the root partition (/ ), / hone/ , and swap as regular
file systems. Figure 4.4, “RAID 1 Partitions Ready, Pre-Device and Mount Point Creation”
shows successfully allocated space for the RAID 1 configuration (for / boot /), which is now
ready for RAID device and mount point creation:
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Di Sk Setu p Drive /dev/sda (8676 MB) (Model: IBM-PSG ST39103LC 1%)
gFree
i 18573 MB
Choose where you would like
Red Hat Enterprise Linux AS to Drive /dev/sdb (8676 MB) (Model: IBM-PSG ST39204LC 1%)
be installed. dFree

18573 MB

If you do not know how to
partition your system or if you ”

need help with using the e e ” L= ” — ” —— ” Lot
manual partitioning tools, refer _ Mount Point/ Size
to the product documentation. Device RAID/Volume Type Format (MB) Start | End

If you used automatic

I . =~ [dev/sda
partitioning, you can either
accept the current partition [dev/sdal software RAID 102 1 13
settings (click Next), or modify Free Free space 8574 14 1106
the setup using the manual ~ [dev/sdb
partitioning tool. [dev/sdbl software RAID 102 1 13
Free Free space 8574 14 1106

If you are manually partitioning

your system, you can see your

current hard drive(s) and

partitions displayed below. Use |[+| [ Hide RAID device/LV¥M Volume Group members

‘mHide ﬂelp‘ ‘ ﬂelease Notes ‘ <@ Back | ‘ P> Next ‘

Figure 4.4. RAID 1 Partitions Ready, Pre-Device and Mount Point Creation

5.2. Creating the RAID Devices and Mount Points

Once you create all of your partitions as Software RAID patrtitions, you must create the RAID
device and mount point.

1. Select the RAID button on the Disk Druid main partitioning screen (refer to Figure 4.5,
“RAID Options”).

2. Figure 4.5, “RAID Options” appears. Select Create a RAID device.
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5.2. Creating the RAID Devices and Mount Points

‘ RAID Options \

Software RAID allows you to combine several disks into a
larger RAID device. A RAID device can be configured to
provide additional speed and reliability compared to using an
individual drive. For more information on using RAID devices
please consult the Red Hat Enterprise Linux AS documentation.

You currently have 3 software RAID partition(s) free to use.
What do you want to do now?

() Create a software RAID partition.

() Clone a drive to create a RAID device [default=/dev/md0].

3 cancel ¥ OK

Figure 4.5. RAID Options

3. Next, Figure 4.6, “Making a RAID Device and Assigning a Mount Point” appears, where you
can make a RAID device and assign a mount point.
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5.2. Creating the RAID Devices and Mount Points

Make RAID Device

Mount Point: Fbﬂﬂt b
File System Type: | ext3 h
RAID Device: md0 h
RAID Level: RAIDO hd

sdal 102 MB
RAID Members: sdbl 102 MB

Mumber of spares: |0 o

® Cancel v QK

Figure 4.6. Making a RAID Device and Assigning a Mount Point

Select a mount point.

Choose the file system type for the partition. At this point you can either configure a dynam-
ic LVM file system or a traditional static ext2/ext3 file system. For more information on con-

figuring LVM on a RAID device, select physical volume (LVM). If LVM is not required, con-
tinue on with the following instructions.

Select a device name such as mdO for the RAID device.

Choose your RAID level. You can choose from RAID 0, RAID 1, and RAID 5.

Note

If you are making a RAID partition of / boot / , you must choose RAID level 1,
and it must use one of the first two drives (IDE first, SCSI second). If you are

not creating a seperate RAID patrtition of / boot / , and you are making a RAID
partition for the root file system (/), it must be RAID level 1 and must use one
of the first two drives (IDE first, SCSI second).
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5.2. Creating the RAID Devices and Mount Points

Error With Request

0 Bootable partitions can only be on RAID] devices.

Figure 4.7. The /boot/ Mount Error

8. The RAID partitions created appear in the RAID Members list. Select which of these parti-
tions should be used to create the RAID device.

9. If configuring RAID 1 or RAID 5, specify the number of spare partitions. If a software RAID
partition fails, the spare is automatically used as a replacement. For each spare you want to
specify, you must create an additional software RAID partition (in addition to the partitions
for the RAID device). Select the partitions for the RAID device and the partition(s) for the
spare(s).

10. After clicking OK, the RAID device appears in the Drive Summary list.

11. Repeat this chapter's entire process for configuring additional partitions, devices, and
mount points, such as the root partition (/), / hore/ , or swap.

After completing the entire configuration, the figure as shown in Figure 4.8, “Final Sample RAID
Configuration” resembles the default configuration, except for the use of RAID.
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5.2. Creating the RAID Devices and Mount Points

Disk Setup

Choose where you would like
Red Hat Enterprise Linux AS to
be installed.

If you do not know how to
partition your system or if you
need help with using the
manual partitioning tools, refer
to the product documentation.

If you used automatic
partitioning, you can either
accept the current partition
settings (click Next), or modify
the setup using the manual
partitioning tool.

If you are manually partitioning
your system, you can see your

New H Edit H Delete H Reset LVM
Device ERTSE\T;L”;L Type Format Eshjilzé Start | End
~ RAID Devices
fdev/imd0 /boot ext3 Y 101.944
fdevimdl swap s 1027.6
fdev/md2 / ext3 < 7546.16
™~ Hard Drives
~ [dev/sda
fdev/sdal {dev/md0 software RAID 102 1 13
[dev/sda2 fdev/mdl software RAID 1028 14 144
[dev/sda3 fdev/md2 software RAID 7546 145 1106
~ [dev/sdb
[dev/sdbl fdev/md0 software RAID 102 1 13
dev/sdb2 fdev/mdl software RAID 1028 14 144
[dev/sdb3 Jdev/md2 software RAID 7546 145 1106

current hard drive(s) and |

+]

|

partitions displayed below. Use |[+]

‘ mHide ﬂelp‘ ‘ Eﬂelease Notes ‘

[[] Hide RAID device/LVM Volume Group members

‘@ Back | ‘D Next ‘

Figure 4.8. Final Sample RAID Configuration

The figure as shown in Figure 4.9, “Final Sample RAID With LVM Configuration” is an example

of a RAID and LVM configuration.

59




5.2. Creating the RAID Devices and Mount Points

. New | Edt | Delete | Reset | RAD | LM
Disk Setup y—— -
Device RXLIJST’V;]IILT;J& Type Format (l\:"IzBe) Start
Choose where you wpuld like = LVM Volume Groups
Red Hat Enterprise Linux AS to
be installed. =~ VolGroup00 8512
LogWol02 swap < 1024
If you do not know how to Log¥ol01 {home ext3 v 1024
partition your system or if you LogVol00 { ext3 v 5024
need hlelp ::Itth l.{singt:j thle o ~ RAID Devices
manual partitioning tools, refer
to the prgduct docgmentation. fdev/md0 fboot ext3 v 101044
fdev/mdl VolGroup00  LVM PV s 8573.75
If you used automatic ~ Hard Drives
partitioning, you can either ~ [dev/sda
accept the current partition /dev/sdal {dev/md0 software RAID 102 1
settings (click Next), or modify /dev/sda2 /dev/mdl  software RAID 8574 14
the f.f:tuP using the manual < dev/sdb
partitioning tool. /dev/sdbl /dev/md0 software RAID 102 1
If you are manually partitioning /dev/sdb2 fdev/mdl software RAID 8574 14
your system, you can see your
current hard drive(s) and Kl | []
partitions displayed below. Use |[+] [JiHide RAID device/LVM Volume Group members.
|mHide ﬂelp‘ | Eelease Notes| ‘ <@ Back ‘ ‘ > Next ‘

Figure 4.9. Final Sample RAID With LVM Configuration

You can continue with your installation process. Refer to the Red Hat Enterprise Linux Installa-

tion Guide for further instructions.
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Chapter 5. Swap Space

1. What is Swap Space?

Swap space in Linux is used when the amount of physical memory (RAM) is full. If the system
needs more memory resources and the RAM is full, inactive pages in memory are moved to the
swap space. While swap space can help machines with a small amount of RAM, it should not
be considered a replacement for more RAM. Swap space is located on hard drives, which have
a slower access time than physical memory.

Swap space can be a dedicated swap partition (recommended), a swap file, or a combination of
swap partitions and swap files.

Swap should equal 2x physical RAM for up to 2 GB of physical RAM, and then an additional 1x
physical RAM for any amount above 2 GB, but never less than 32 MB.

So, if:

M = Amount of RAM in GB, and S = Amount of swap in GB, then

If M< 2
S=M*2
El se

S=M+2

Using this formula, a system with 2 GB of physical RAM would have 4 GB of swap, while one
with 3 GB of physical RAM would have 5 GB of swap. Creating a large swap space partition can
be especially helpful if you plan to upgrade your RAM at a later time.

For systems with really large amounts of RAM (more than 32 GB) you can likely get away with a
smaller swap partition (around 1x, or less, of physical RAM).

Important

File systems and LVM2 volumes assigned as swap space cannot be in use when
being modified. For example, no system processes can be assigned the swap
space, as well as no amount of swap should be allocated and used by the kernel.
Use the free and cat /proc/ swaps commands to verify how much and where swap
is in use.

The best way to achieve swap space modifications is to boot your system in res-
cue mode, and then follow the instructions (for each scenario) in the remainder of
this chapter. Refer to the Red Hat Enterprise Linux Installation Guide for instruc-
tions on booting into rescue mode. When prompted to mount the file system, select
Skip.

2. Adding Swap Space
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2.1. Extending Swap on an LVM2 Logical Volume

Sometimes it is necessary to add more swap space after installation. For example, you may up-
grade the amount of RAM in your system from 128 MB to 256 MB, but there is only 256 MB of
swap space. It might be advantageous to increase the amount of swap space to 512 MB if you
perform memory-intense operations or run applications that require a large amount of memory.

You have three options: create a new swap partition, create a new swap file, or extend swap on
an existing LVM2 logical volume. It is recommended that you extend an existing logical volume.

2.1. Extending Swap on an LVM2 Logical Volume

To extend an LVM2 swap logical volume (assuming / dev/ Vol G- oup00/ LogVol 01 is the volume
you want to extend):

1. Disable swapping for the associated logical volume:

# swapoff -v /dev/ Vol G oup00/ LogVol 01

2. Resize the LVM2 logical volume by 256 MB:

# lvm | vresize /dev/ Vol G oup00/ LogVol 01 -L +256M

3. Format the new swap space:

# nkswap /dev/ Vol Gr oup00/ LogVol 01

4. Enable the extended logical volume:

# swapon -va

5. Test that the logical volume has been extended properly:

# cat /proc/swaps # free

2.2. Creating an LVM2 Logical Volume for Swap

To add a swap volume group (assuming / dev/ Vol G oup00/ LogVol 02 is the swap volume you
want to add):

1. Create the LVM2 logical volume of size 256 MB:

# lvm|vcreate Vol G oup00 -n LogVol 02 -L 256M

2. Format the new swap space:

# nkswap /dev/ Vol Gr oup00/ LogVol 02

3. Add the following entry to the / et ¢/ f st ab file:

/ dev/ Vol G- oup00/ LogVol 02 swap swap defaults 0 O

4. Enable the extended logical volume:

# swapon -va
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2.3. Creating a Swap File

5. Test that the logical volume has been extended properly:

# cat /proc/swaps # free

2.3. Creating a Swap File

To add a swap file:

1. Determine the size of the new swap file in megabytes and multiply by 1024 to determine
the number of blocks. For example, the block size of a 64 MB swap file is 65536.

2. Ata shell prompt as root, type the following command with count being equal to the desired
block size:

dd i f=/dev/zero of =/swapfile bs=1024 count =65536

3. Setup the swap file with the command:

nkswap /swapfile

4. To enable the swap file immediately but not automatically at boot time:

swapon /swapfile

5. To enable it at boot time, edit / et ¢/ f st ab to include the following entry:

/swapfile swap swap defaults 0 O

The next time the system boots, it enables the new swap file.

6. After adding the new swap file and enabling it, verify it is enabled by viewing the output of
the command cat /proc/ swaps Or free.

3. Removing Swap Space

Sometimes it can be prudent to reduce swap space after installation. For example, say you
downgraded the amount of RAM in your system from 1 GB to 512 MB, but there is 2 GB of
swap space still assigned. It might be advantageous to reduce the amount of swap space to 1
GB, since the larger 2 GB could be wasting disk space.

You have three options: remove an entire LVM2 logical volume used for swap, remove a swap
file, or reduce swap space on an existing LVM2 logical volume.

3.1. Reducing Swap on an LVM2 Logical Volume

To reduce an LVM2 swap logical volume (assuming / dev/ Vol Gr oup00/ LogVol 01 is the volume
you want to extend):

1. Disable swapping for the associated logical volume:

# swapoff -v /dev/ Vol G oup00/ LogVol 01

63



3.2. Removing an LVM2 Logical Volume for Swap

2. Reduce the LVM2 logical volume by 512 MB:

# Ivm | vreduce /dev/ Vol G oup00/ LogVol 01 -L -512M

3. Format the new swap space:

# nmkswap /dev/ Vol Gr oup00/ LogVol 01

4. Enable the extended logical volume:

# swapon -va

5. Test that the logical volume has been reduced properly:

# cat /proc/swaps # free

3.2. Removing an LVM2 Logical Volume for Swap

The swap logical volume cannot be in use (no system locks or processes on the volume). The
easiest way to achieve this it to boot your system in rescue mode. Refer to for instructions on
booting into rescue mode. When prompted to mount the file system, select Skip.

To remove a swap volume group (assuming / dev/ Vol Gr oup00/ LogVol 02 is the swap volume you
want to remove):

1. Disable swapping for the associated logical volume:

# swapoff -v /dev/ Vol Group00/ LogVol 02

2. Remove the LVM2 logical volume of size 512 MB:

# lvm | vrenove /dev/ Vol G oup00/ LogVol 02

3. Remove the following entry from the / et ¢/ f st ab file:

/ dev/ Vol Group00/ LogVol 02 swap swap defaults 0 O

4. Test that the logical volume has been extended properly:

# cat /proc/swaps # free

3.3. Removing a Swap File

To remove a swap file:

1. Ata shell prompt as root, execute the following command to disable the swap file (where /
swapfi | e is the swap file):

# swapoff -v /swapfile

2. Remove its entry from the / et ¢/ f st ab file.
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4. Moving Swap Space

3. Remove the actual file:

# rm/swapfile

4. Moving Swap Space

To move swap space from one location to another, follow the steps for removing swap space,
and then follow the steps for adding swap space.
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Chapter 6. Managing Disk Storage

1. Standard Partitions using e

The utility part ed allows users to:

« View the existing partition table
« Change the size of existing partitions
e Add partitions from free space or additional hard drives

If you want to view the system's disk space usage or monitor the disk space usage, refer to
Section 3, “File Systems”.

By default, the part ed package is included when installing Red Hat Enterprise Linux. To start
parted, log in as root and type the command parted /dev/ sda at a shell prompt (where / dev/ sda
is the device name for the drive you want to configure).

A device containing a partition must not be in use if said partition is to be removed or resized.
Similarly, when creating a new patrtition on a device, said device must not be in use.

For a device to not be in use, none of the partitions on the device can be mounted, and any
swap space on the device must not be enabled.

As well, the partition table should not be modified while it is in use because the kernel may not
properly recognize the changes. If the partition table does not match the actual state of the
mounted partitions, information could be written to the wrong partition, resulting in lost and over-
written data.

The easiest way to achieve this it to boot your system in rescue mode. When prompted to
mount the file system, select Skip.

Alternately, if the drive does not contain any partitions in use (system processes that use or lock
the file system from being unmounted), you can unmount them with the umount command and
turn off all the swap space on the hard drive with the swapof f command.

Table 6.1, “parted commands” contains a list of commonly used part ed commands. The sec-
tions that follow explain some of these commands and arguments in more detail.

Command Description

check ninor-num Perform a simple check of the file system

cp fronto Copy file system from one patrtition to another;
fromand t o are the minor numbers of the par-
titions

hel p Display list of available commands

nkt abl e | abel Create a disk label for the partition table
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1.1. Viewing the Partition Table

Command

nkfs mnor-nunfile-systemtype

nkpart part-typefs-typestart-nbend-nb

mkpartfs part-typefs-typestart-nbend-nb

nmove m nor-nunstart - nbend- nb

name m nor - nunmane

print

quit

rescuest art - nbend- nb

resi ze mnor-nunstart-nbend-nb

rm m nor-num

sel ect device

set mnor-nunfl agstate

toggl e [ NUMBER [ FLAG

unit UNIT

Table 6.1. parted cOmmands

Description
Create a file system of type fil e-systemtype

Make a partition without creating a new file
system

Make a partition and create the specified file
system

Move the partition

Name the partition for Mac and PC98 diskla-
bels only

Display the partition table
Quit parted

Rescue a lost partition from st art - nb to end-
b

Resize the partition from st art - mb to end- nb
Remove the patrtition
Select a different device to configure

Set the flag on a partition; st at e is either on or
off

Toggle the state of FLAG on partition NUVBER

Set the default unit to uni T

1.1. Viewing the Partition Table

After starting part ed, use the command pri nt to view the partition table. A table similar to the
following appears:

Model : ATA ST3160812AS (scsi)

Di sk /dev/ sda:

Nunmber Start
1 32. 3kB
107MB
105GB
107GB
107GB
133GB
133G

~NOoO b wWN

160GB
Sector size (logical/physical):

Partition Tabl e: nsdos

End

107MB
105G8
107GB
160GB
133GB
13338
160GB

Si ze
107MB
105GB
2147MB
52.9GB
26.2GB
107MB
26. 6GB

512B/ 512B

Type
primry
primry
primry
ext ended
| ogi cal

| ogi cal

| ogi cal

File system Flags

boot

I i nux- swap

r oot

I vm

67




1.2. Creating a Partition

The first line contains the disk type, manufacturer, model number and interface, and the second
line displays the disk label type. The remaining output below the fourth line shows the partition
table.

In the partition table, the Minor number is the partition nunber . For example, the partition with
minor number 1 corresponds to / dev/ sdal. The Start and End values are in megabytes. Valid
Type are metadata, free, primary, extended, or logical. The Fi | esyst emis the file system type,
which can be any of the following:

* ext2
* ext3
» fatlé
+ fat32
* hfs

e jfs

e linux-swap

e ntfs

* reiserfs
* hp-ufs
* sun-ufs
* Xxfs

If a Fi | esyst emof a device shows no value, this means that its file system type is unknown.

The Flags column lists the flags set for the partition. Available flags are boot, root, swap, hid-
den, raid, lvm, or Iba.

Tip

To select a different device without having to restart part ed, use the sel ect com-
mand followed by the device name (for example, / dev/ sda). Doing so allows you to
view or configure the partition table of a device.

1.2. Creating a Partition

Warning
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1.2. Creating a Partition

Do not attempt to create a partition on a device that is in use.

Before creating a partition, boot into rescue mode (or unmount any partitions on the device and
turn off any swap space on the device).
Start part ed, where /dev/sda is the device on which to create the partition:

parted /dev/sda

View the current partition table to determine if there is enough free space:

print

If there is not enough free space, you can resize an existing partition. Refer to Section 1.4,
“Resizing a Partition” for details.

1.2.1. Making the Partition

From the partition table, determine the start and end points of the new partition and what parti-
tion type it should be. You can only have four primary partitions (with no extended partition) on a
device. If you need more than four partitions, you can have three primary partitions, one exten-
ded partition, and multiple logical partitions within the extended. For an overview of disk parti-
tions, refer to the appendix An Introduction to Disk Partitions in the Red Hat Enterprise Linux In-
stallation Guide.

For example, to create a primary partition with an ext3 file system from 1024 megabytes until
2048 megabytes on a hard drive type the following command:

nkpart primary ext3 1024 2048

Tip

If you use the nkpart fs command instead, the file system is created after the parti-
tion is created. However, part ed does not support creating an ext3 file system.
Thus, if you wish to create an ext3 file system, use nkpart and create the file sys-
tem with the nkf s command as described later.

The changes start taking place as soon as you press Enter, so review the command before ex-
ecuting to it.

After creating the partition, use the pri nt command to confirm that it is in the partition table with
the correct partition type, file system type, and size. Also remember the minor number of the
new partition so that you can label it. You should also view the output of

cat /proc/partitions

to make sure the kernel recognizes the new patrtition.
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1.3. Removing a Partition

1.2.2. Formating the Partition

The partition still does not have a file system. Create the file system:

/sbin/nkfs -t ext3 /dev/sda6

Warning

Formatting the partition permanently destroys any data that currently exists on the
partition.

1.2.3. Labeling the Partition
Next, give the partition a label. For example, if the new partition is / dev/ sdaé and you want to la-
bel it / wor k:

e2| abel /dev/sda6 /work

By default, the installation program uses the mount point of the partition as the label to make
sure the label is unique. You can use any label you want.

1.2.4. Creating the Mount Point

As root, create the mount point;

nkdir /work

1.2.5. Add to setc/fstab
As root, edit the / et ¢/ f st ab file to include the new partition. The new line should look similar to
the following:

LABEL=/work /work ext3 defaults 1 2

The first column should contain LABEL= followed by the label you gave the partition. The second
column should contain the mount point for the new partition, and the next column should be the
file system type (for example, ext3 or swap). If you need more information about the format,
read the man page with the command man f st ab.

If the fourth column is the word def aul t s, the partition is mounted at boot time. To mount the
partition without rebooting, as root, type the command:

mount /work

1.3. Removing a Partition
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1.4. Resizing a Partition

Warning

Do not attempt to remove a partition on a device that is in use.

Before removing a partition, boot into rescue mode (or unmount any partitions on the device
and turn off any swap space on the device).

Start part ed, where /dev/sda is the device on which to remove the partition:

parted /dev/sda

View the current partition table to determine the minor number of the partition to remove:

print

Remove the partition with the command rm For example, to remove the partition with minor
number 3:

rm3

The changes start taking place as soon as you press Enter, so review the command before
committing to it.

After removing the partition, use the pri nt command to confirm that it is removed from the parti-
tion table. You should also view the output of

cat /proc/partitions
to make sure the kernel knows the partition is removed.

The last step is to remove it from the / et ¢/ f st ab file. Find the line that declares the removed
partition, and remove it from the file.

1.4. Resizing a Partition

Warning

Do not attempt to resize a partition on a device that is in use.

Before resizing a partition, boot into rescue mode (or unmount any partitions on the device and
turn off any swap space on the device).

Start part ed, where /dev/sda is the device on which to resize the partition:

parted /dev/sda

View the current partition table to determine the minor number of the partition to resize as well
as the start and end points for the partition:
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2. LVM Partition Management

print

To resize the partition, use the resi ze command followed by the minor number for the partition,
the starting place in megabytes, and the end place in megabytes. For example:

resize 3 1024 2048

Warning

A partition cannot be made larger than the space available on the device

After resizing the partition, use the pri nt command to confirm that the partition has been res-
ized correctly, is the correct partition type, and is the correct file system type.

After rebooting the system into normal mode, use the command df to make sure the partition
was mounted and is recognized with the new size.

2. LVM Partition Management

The following commands can be found by issuing | vm hel p at a command prompt.

Command Description

dunpconfig Dump the active configuration

formts List the available metadata formats

hel p Display the help commands

| vchange Change the attributes of logical volume(s)

I vcreate Create a logical volume

I vdi spl ay Display information about a logical volume
| vext end Add space to a logical volume

| vichange Due to use of the device mapper, this com-

mand has been deprecated

| virdi skscan List devices that may be used as physical
volumes

| virsadc Collect activity data

| vimsar Create activity report

I vreduce Reduce the size of a logical volume

| vr enpve Remove logical volume(s) from the system

| vr enane Rename a logical volume

I vresi ze Resize a logical volume
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2. LVM Partition Management

Command Description

Ivs Display information about logical volumes

| vscan List all logical volumes in all volume groups

pvchange Change attributes of physical volume(s)

pvcr eat e Initialize physical volume(s) for use by LVM

pvdat a Display the on-disk metadata for physical
volume(s)

pvdi spl ay Display various attributes of physical
volume(s)

pvrove Move extents from one physical volume to an-
other

pvrenove Remove LVM label(s) from physical volume(s)

pvresi ze Resize a physical volume in use by a volume
group

pvs Display information about physical volumes

pvscan List all physical volumes

segt ypes List available segment types

vgcf gbackup Backup volume group configuration

vgcfgrestore Restore volume group configuration

vgchange Change volume group attributes

vgck Check the consistency of a volume group

vgconvert Change volume group metadata format

vgcreate Create a volume group

vgdi spl ay Display volume group information

vgexport Unregister a volume group from the system

vgext end Add physical volumes to a volume group

vgi nport Register exported volume group with system

vgner ge Merge volume groups

vgnknodes Create the special files for volume group

devices in /dev/

vgr educe Remove a physical volume from a volume
group

vgrenove Remove a volume group

vgr enane Rename a volume group
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2. LVM Partition Management

Command Description

vgs Display information about volume groups

vgscan Search for all volume groups

vgsplit Move physical volumes into a new volume
group

ver si on Display software and driver version informa-
tion

Table 6.2. Lvmcommands
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Chapter 7. Implementing Disk

Quotas

Disk space can be restricted by implementing disk quotas which alert a system administrator
before a user consumes too much disk space or a partition becomes full.

Disk quotas can be configured for individual users as well as user groups. This makes it pos-
sible to manage the space allocated for user-specific files (such as email) separately from the
space allocated to the projects a user works on (assuming the projects are given their own

groups).

In addition, quotas can be set not just to control the number of disk blocks consumed but to con-
trol the number of inodes (data structures that contain information about files in UNIX file sys-
tems). Because inodes are used to contain file-related information, this allows control over the
number of files that can be created.

The quot a RPM must be installed to implement disk quotas.

Note

For more information on installing RPM packages, refer to Part Il, “Package Man-
agement”.

1. Configuring Disk Quotas

To implement disk quotas, use the following steps:

=

Enable quotas per file system by modifying the / et ¢/ f st ab file.

2. Remount the file system(s).

3. Create the quota database files and generate the disk usage table.
4. Assign quota policies.

Each of these steps is discussed in detail in the following sections.

1.1. Enabling Quotas

As root, using a text editor, edit the / et ¢/ f st ab file. Add the usr quot a and/or gr pquot a options to
the file systems that require quotas:

/ dev/ Vol G oup00/ LogVol 00 / ext3 defaults 1 1 LABEL=/boot /boot ext3 defaults 1 2 none /dev/pts devpts gid:

In this example, the / hore file system has both user and group quotas enabled.
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1.2. Remounting the File Systems

Note

The following examples assume that a separate / hone partition was created during
the installation of Red Hat Enterprise Linux. The root (/) partition can be used for
setting quota policies in the / et ¢/ f st ab file.

1.2. Remounting the File Systems

After adding the usr quot a and/or gr pquot a options, remount each file system whose f st ab entry
has been modified. If the file system is not in use by any process, use one of the following meth-
ods:

e Issue the umount command followed by the mount command to remount the file system.(See
the man page for both urount and nount for the specific syntax for mounting and unmounting
various filesystem types.)

* Issue the mount -o renount <file-system> command (where <fil e-systenr is the name of
the file system) to remount the file system. For example, to remount the / hore file system,
the command to issue is mount -o remount /home.

If the file system is currently in use, the easiest method for remounting the file system is to re-
boot the system.

1.3. Creating the Quota Database Files

After each quota-enabled file system is remounted, the system is capable of working with disk
guotas. However, the file system itself is not yet ready to support quotas. The next step is to run
the quot acheck command.

The quot acheck command examines quota-enabled file systems and builds a table of the current
disk usage per file system. The table is then used to update the operating system's copy of disk
usage. In addition, the file system's disk quota files are updated.

To create the quota files (aquot a. user and aquot a. gr oup) on the file system, use the - ¢ option of
the quot acheck command. For example, if user and group quotas are enabled for the / hone file
system, create the files in the / hone directory:

guot acheck -cug /home

The - ¢ option specifies that the quota files should be created for each file system with quotas
enabled, the - u option specifies to check for user quotas, and the - g option specifies to check
for group quotas.

If neither the - u or - g options are specified, only the user quota file is created. If only - g is spe-
cified, only the group quota file is created.

After the files are created, run the following command to generate the table of current disk us-
age per file system with quotas enabled:
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guot acheck -avug
The options used are as follows:

e a— Check all quota-enabled, locally-mounted file systems

- v — Display verbose status information as the quota check proceeds
e u— Check user disk quota information

e g — Check group disk quota information

After quot acheck has finished running, the quota files corresponding to the enabled quotas (user
and/or group) are populated with data for each quota-enabled locally-mounted file system such
as / hone.

1.4. Assigning Quotas per User

The last step is assigning the disk quotas with the edquot a command.

To configure the quota for a user, as root in a shell prompt, execute the command:

edquot a user nane

Perform this step for each user who needs a quota. For example, if a quota is enabled in /

et c/ f st ab for the / hone partition (/ dev/ Vol Gr oup00/ LogVol 02 in the example below) and the com-
mand edquot a testuser is executed, the following is shown in the editor configured as the de-
fault for the system:

Di sk quotas for user testuser (uid 501): Filesystem blocks soft hard i nodes soft hard /dev/ Vol G oup00/ Log

Note

The text editor defined by the EDI TOR environment variable is used by edquota. TO
change the editor, set the EDI TOR environment variable in your ~/ . bash_pr ofi | e file
to the full path of the editor of your choice.

The first column is the name of the file system that has a quota enabled for it. The second
column shows how many blocks the user is currently using. The next two columns are used to
set soft and hard block limits for the user on the file system. The i nodes column shows how
many inodes the user is currently using. The last two columns are used to set the soft and hard
inode limits for the user on the file system.

The hard block limit is the absolute maximum amount of disk space that a user or group can
use. Once this limit is reached, no further disk space can be used.

The soft block limit defines the maximum amount of disk space that can be used. However, un-
like the hard limit, the soft limit can be exceeded for a certain amount of time. That time is
known as the grace period. The grace period can be expressed in seconds, minutes, hours,

77



1.5. Assigning Quotas per Group

days, weeks, or months.

If any of the values are set to 0, that limit is not set. In the text editor, change the desired limits.
For example:

Di sk quotas for user testuser (uid 501): Filesystem bl ocks soft hard inodes soft hard /dev/ Vol G oup00/ LogVi

To verify that the quota for the user has been set, use the command:

quot a testuser

1.5. Assigning Quotas per Group

Quotas can also be assigned on a per-group basis. For example, to set a group quota for the
devel group (the group must exist prior to setting the group quota), use the command:

edquota -g devel

This command displays the existing quota for the group in the text editor:

Di sk quotas for group devel (gid 505): Filesystem blocks soft hard inodes soft hard /dev/ Vol G oup00/ LogVo!

Modify the limits, then save the file.

To verify that the group quota has been set, use the command:

guota -g devel

1.6. Setting the Grace Period for Soft Limits

If soft limits are set for a given quota (whether inode or block and for either users or groups) the
grace period, or amount of time a soft limit can be exceeded, should be set with the command:

edquota -t

While other edquot a commands operate on a particular user's or group's quota, the -t option op-
erates on every filesystem with quotas enabled.

2. Managing Disk Quotas

If quotas are implemented, they need some maintenance — mostly in the form of watching to
see if the quotas are exceeded and making sure the quotas are accurate.

Of course, if users repeatedly exceed their quotas or consistently reach their soft limits, a sys-
tem administrator has a few choices to make depending on what type of users they are and how
much disk space impacts their work. The administrator can either help the user determine how
to use less disk space or increase the user's disk quota.

2.1. Enabling and Disabling

It is possible to disable quotas without setting them to 0. To turn all user and group quotas off,
use the following command:
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2.2. Reporting on Disk Quotas

guot aof f -vaug

If neither the - u or - g options are specified, only the user quotas are disabled. If only - g is spe-
cified, only group quotas are disabled. The - v switch causes verbose status information to dis-
play as the command executes.

To enable quotas again, use the quot aon command with the same options.

For example, to enable user and group quotas for all file systems, use the following command:

quot aon -vaug

To enable quotas for a specific file system, such as / hore, use the following command:

guot aon -vug /hone

If neither the - u or - g options are specified, only the user quotas are enabled. If only - g is spe-
cified, only group quotas are enabled.

2.2. Reporting on Disk Quotas

Creating a disk usage report entails running the r epquot a utility. For example, the command
repquot a / home produces this output:

*** Report for user quotas on device /dev/ mapper/ Vol G oup00- LogVol 02 Bl ock grace tinme: 7days; |node grace

To view the disk usage report for all (option - a) quota-enabled file systems, use the command:

repquota -a

While the report is easy to read, a few points should be explained. The - - displayed after each
user is a quick way to determine whether the block or inode limits have been exceeded. If either
soft limit is exceeded, a + appears in place of the corresponding - ; the first - represents the
block limit, and the second represents the inode limit.

The grace columns are normally blank. If a soft limit has been exceeded, the column contains a
time specification equal to the amount of time remaining on the grace period. If the grace period
has expired, none appears in its place.

2.3. Keeping Quotas Accurate

Whenever a file system is not unmounted cleanly (due to a system crash, for example), it is ne-
cessary to run quot acheck. However, quot acheck can be run on a regular basis, even if the sys-
tem has not crashed. Running the following command periodically keeps the quotas more ac-
curate (the options used have been described in Section 1.1, “Enabling Quotas”):

guot acheck -avug

The easiest way to run it periodically is to use cron. As root, either use the crontab -e command
to schedule a periodic quot acheck or place a script that runs quot acheck in any one of the follow-
ing directories (using whichever interval best matches your needs):
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e Jetc/cron. hourly
e Jetc/cron.daily

e Jetc/cron.weekly
e Jetc/cron.nmonthly

The most accurate quota statistics can be obtained when the file system(s) analyzed are not in
active use. Thus, the cron task should be schedule during a time where the file system(s) are
used the least. If this time is various for different file systems with quotas, run quot acheck for
each file system at different times with multiple cron tasks.

Refer to Chapter 34, Automated Tasks for more information about configuring cr on.

3. Additional Resources

For more information on disk quotas, refer to the following resources.

3.1. Installed Documentation

e The quot acheck, edquot a, repquot a, quot a, quot aon, and quot aof f man pages

3.2. Related Books

* Red Hat Enterprise Linux Introduction to System Administration; Red Hat, Inc. — Available
at http://www.redhat.com/docs/ and on the Documentation CD, this manual contains back-
ground information on storage management (including disk quotas) for new Red Hat Enter-
prise Linux system administrators.
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Chapter 8. Access Control Lists

Files and directories have permission sets for the owner of the file, the group associated with
the file, and all other users for the system. However, these permission sets have limitations. For
example, different permissions cannot be configured for different users. Thus, Access Control
Lists (ACLs) were implemented.

The Red Hat Enterprise Linux 5 kernel provides ACL support for the ext3 file system and NFS-
exported file systems. ACLs are also recognized on ext3 file systems accessed via Samba.

Along with support in the kernel, the acl package is required to implement ACLs. It contains the
utilities used to add, modify, remove, and retrieve ACL information.

The cp and v commands copy or move any ACLs associated with files and directories.

1. Mounting File Systems

Before using ACLs for a file or directory, the partition for the file or directory must be mounted
with ACL support. If it is a local ext3 file system, it can mounted with the following command:

nmount -t ext3 -o acl <device-nane><partition>

For example:

mount -t ext3 -o acl /dev/ Vol G oup00/LogVol 02 /work

Alternatively, if the partition is listed in the / et ¢/ f st ab file, the entry for the partition can include
the acl option:

LABEL=/work /work ext3 acl 1 2

If an ext3 file system is accessed via Samba and ACLs have been enabled for it, the ACLs are
recognized because Samba has been compiled with the - - wi t h- acl - support option. No special
flags are required when accessing or mounting a Samba share.

1.1. NFS

By default, if the file system being exported by an NFS server supports ACLs and the NFS client
can read ACLs, ACLs are utilized by the client system.

To disable ACLs on NFS shares when configuring the server, include the no_acl option in the /
et c/ exports file. To disable ACLs on an NFS share when mounting it on a client, mount it with
the no_acl option via the command line or the / et ¢/ f st ab file.

2. Setting Access ACLs

There are two types of ACLs: access ACLs and default ACLs. An access ACL is the access
control list for a specific file or directory. A default ACL can only be associated with a directory; if
a file within the directory does not have an access ACL, it uses the rules of the default ACL for
the directory. Default ACLs are optional.
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3. Setting Default ACLs

ACLs can be configured:

1. Peruser

2. Pergroup

3. Via the effective rights mask

4. For users not in the user group for the file

The set facl utility sets ACLs for files and directories. Use the - moption to add or modify the
ACL of a file or directory:

setfacl -m <rul es><fil es>

Rules (<r ul es>) must be specified in the following formats. Multiple rules can be specified in the
same command if they are separated by commas.

u: <ui d>: <per ms>
Sets the access ACL for a user. The user name or UID may be specified. The user may be
any valid user on the system.

g: <gi d>: <per ms>
Sets the access ACL for a group. The group name or GID may be specified. The group may
be any valid group on the system.

m <per ns>
Sets the effective rights mask. The mask is the union of all permissions of the owning group
and all of the user and group entries.

0: <per ns>
Sets the access ACL for users other than the ones in the group for the file.

White space is ignored. Permissions (<per ns>) must be a combination of the characters r, w, and
x for read, write, and execute.

If a file or directory already has an ACL, and the set facl command is used, the additional rules
are added to the existing ACL or the existing rule is modified.

For example, to give read and write permissions to user andrius:

setfacl -mu:andrius:rw /project/sonmefile

To remove all the permissions for a user, group, or others, use the - x option and do not specify
any permissions:

setfacl -x <rules><files>

For example, to remove all permissions from the user with UID 500:

setfacl -x u:500 /project/sonefile
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4. Retrieving ACLs

3. Setting Default ACLs

To set a default ACL, add d: before the rule and specify a directory instead of a file name.

For example, to set the default ACL for the / share/ directory to read and execute for users not
in the user group (an access ACL for an individual file can override it):

setfacl -md:o:rx /share

4. Retrieving ACLs

To determine the existing ACLs for a file or directory, use the get f acl command. In the example
below, the get facl is used to determine the existing ACLs for a file.

getfacl hone/john/picture. png
The above command returns the following output:

# file: hone/john/picture.png # owner: john # group: john user::rw group::r-- other::r--

If a directory with a default ACL is specified, the default ACL is also displayed as illustrated be-
low.

[john@min /]1$ getfacl home/sales/# file: hone/sales/ # owner: john # group: john user::rw user:barryg:r--

5. Archiving File Systems With ACLs

Warning

The tar and dunp commands do not backup ACLs.

The star utility is similar to the t ar utility in that it can be used to generate archives of files;
however, some of its options are different. Refer to Table 8.1, “Command Line Options for star”
for a listing of more commonly used options. For all available options, refer to the star man
page. The star package is required to use this utility.

Option Description
-c Creates an archive file.
-n Do not extract the files; use in conjunction with - x to

show what extracting the files does.

-r Replaces files in the archive. The files are written to the
end of the archive file, replacing any files with the same
path and file name.

-t Displays the contents of the archive file.
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Option

-hel p

-xhel p

-acl

Description

Updates the archive file. The files are written to the end
of the archive if they do not exist in the archive or if the
files are newer than the files of the same name in the
archive. This option only work if the archive is a file or
an unblocked tape that may backspace.

Extracts the files from the archive. If used with -uand a
file in the archive is older than the corresponding file on
the file system, the file is not extracted.

Displays the most important options.
Displays the least important options.

Do not strip leading slashes from file names when ex-
tracting the files from an archive. By default, they are
striped when files are extracted.

When creating or extracting, archive or restore any
ACLs associated with the files and directories.

Table 8.1. Command Line Options for star

6. Compatibility with Older Systems

If an ACL has been set on any file on a given file system, that file system has the ext _attr at-
tribute. This attribute can be seen using the following command:

tune2fs -1 <filesystemdevice>

A file system that has acquired the ext _at tr attribute can be mounted with older kernels, but
those kernels do not enforce any ACLs which have been set.

Versions of the e2f sck utility included in version 1.22 and higher of the e2f sprogs package
(including the versions in Red Hat Enterprise Linux 2.1 and 4) can check a file system with the
ext _attr attribute. Older versions refuse to check it.

7. Additional Resources

Refer to the follow resources for more information.

7.1. Installed Documentation

e acl man page — Description of ACLs

* getfacl man page — Discusses how to get file access control lists

* setfacl man page — Explains how to set file access control lists
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7.2. Useful Websites

e star man page — Explains more about the st ar utility and its many options

7.2. Useful Websites

« http://acl.bestbits.at/ — Website for ACLs
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Chapter 9. LVM (Logical Volume

Manager)

1. What is LVM?

LVM is a tool for logical volume management which includes allocating disks, striping, mirroring
and resizing logical volumes.

With LVM, a hard drive or set of hard drives is allocated to one or more physical volumes. LVM
physical volumes can be placed on other block devices which might span two or more disks.

The physical volumes are combined into logical volumes, with the exception of the / boot/ parti-
tion. The / boot / partition cannot be on a logical volume group because the boot loader cannot

read it. If the root (/) partition is on a logical volume, create a separate / boot/ partition which is
not a part of a volume group.

Since a physical volume cannot span over multiple drives, to span over more than one drive,
create one or more physical volumes per drive.

Y

Physical Volume Physical Volume Physical Volume fboot

100 GB 100 GB 100 GB 100 MB (ext3)

SHIR

Lagical Valume Group

(100 GB x3) - 100 MB

Figure 9.1. Logical Volumes

The volume groups can be divided into logical volumes, which are assigned mount points, such
as /hone and / and file system types, such as ext2 or ext3. When "partitions" reach their full ca-
pacity, free space from the volume group can be added to the logical volume to increase the
size of the partition. When a new hard drive is added to the system, it can be added to the
volume group, and partitions that are logical volumes can be increased in size.
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Logical Volume Group
(100 GE x3) -100MB

Logical Volume Logical Volume Free Space
/home /

200 GB 20 GB 80 GB

Figure 9.2. Logical Volumes

On the other hand, if a system is partitioned with the ext3 file system, the hard drive is divided
into partitions of defined sizes. If a partition becomes full, it is not easy to expand the size of the
partition. Even if the partition is moved to another hard drive, the original hard drive space has
to be reallocated as a different partition or not used.

To learn how to configure LVM during the installation process, refer to Section 2, “LVM Config-
uration”.

1.1. What is LVM2?

LVM version 2, or LVM2, is the default for Red Hat Enterprise Linux 5, which uses the device
mapper driver contained in the 2.6 kernel. LVM2 can be upgraded from versions of Red Hat En-
terprise Linux running the 2.4 kernel.

2. LVM Configuration

LVM can be configured during the graphical installation process, the text-based installation pro-
cess, or during a kickstart installation. You can use the syst em confi g- | vmutility to create your
own LVM configuration post-installation. The next two sections focus on using Disk Druid dur-
ing installation to complete this task. The third section introduces the LVM utility (syst em con-

fi g-1vm) which allows you to manage your LVM volumes in X windows or graphically.

Read Section 1, “What is LVM?” first to learn about LVM. An overview of the steps required to
configure LVM include:

« Creating physical volumes from the hard drives.
e Creating volume groups from the physical volumes.

« Creating logical volumes from the volume groups and assign the logical volumes mount
points.
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3. Automatic Partitioning

Two 9.1 GB SCSI drives (/ dev/ sda and / dev/ sdb) are used in the following examples. They de-
tail how to create a simple configuration using a single LVM volume group with associated logic-
al volumes during installation.

3. Automatic Partitioning

On the Disk Partitioning Setup screen, select Automatically partition.

For Red Hat Enterprise Linux, LVM is the default method for disk partitioning. If you do not wish
to have LVM implemented, or if you require RAID partitioning, manual disk partitioning through
Disk Druid is required.

The following properties make up the automatically created configuration:

* The /boot/ partition resides on its own non-LVM partition. In the following example, it is the
first partition on the first drive (/ dev/ sda1). Bootable partitions cannot reside on LVM logical
volumes.

* Asingle LVM volume group (Vol G oup00) is created, which spans all selected drives and all
remaining space available. In the following example, the remainder of the first drive (/
dev/ sda2), and the entire second drive (/ dev/ sdb1) are allocated to the volume group.

e Two LVM logical volumes (LogVol 00 and LogVol 01) are created from the newly created
spanned volume group. In the following example, the recommended swap space is automat-
ically calculated and assigned to LogVol 01, and the remainder is allocated to the root file sys-
tem, LogVol 00.

Drive /dev/sda (8676 MB) (Model: IEM-PSG ST39103LC 1#)
1 dsda2
Disk Setup
Choose where you would like Drive /dev/sdb (8676 MB) (Model: IBM-PSG ST39204LC 1#)
. . sdbl
Red Hat Enterprise Linux AS to 8675 ME
be installed.
New ” Edit ” Delete ” Reset ” RAID ” Lvm
If you do not know how to
partition your system or if you Device ER"K:JS}\E"T'"” Type |Fommat Sn:f; Start | End
need help with using the olume L,
manual paritioning tools, refer ¥ LVM Volume Groups
to the product documentation. < VolGroup00 17152
LogVol00 / ext3 ' 15872
'er‘:_‘t‘_ used automatic " LogVol0l swap v 1280
artitioning, you can either .

P S ¥ . ~ Hard Drives
accept the current partition -
settings (click Next), or modify [dev/sda
the setup using the manual [dev/sdal [boot ext3 "4 102 1 13
partitioning tool. [dev/sda2 VolGroup00  LVMPY  « 8574 14 1106

~ [dev/sdb
If you are manually partitioning /dev/sdbl VolGroupd  LVMPV 8676 1 1106
your system, you can see your
current hard drive(s) and [<] [[>]
partitions displayed below. Use |[+] [ Hide RAID device/LV¥M Volume Group members

‘ EHide ﬂelp‘ ‘ [¥Release Notes ‘ < Back | ‘ P> Next
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4. Manual LVM Partitioning

Figure 9.3. Automatic LVM Configuration With Two SCSI Drives

Note

If enabling quotas are of interest to you, it may be best to modify the automatic
configuration to include other mount points, such as / hone/ or /var/, so that each
file system has its own independent quota configuration limits.

In most cases, the default automatic LVM partitioning is sufficient, but advanced
implementations could warrant modification or manual configuration of the partition
tables.

Note

If you anticipate future memory upgrades, leaving some free space in the volume
group would allow for easy future expansion of the swap space logical volume on
the system; in which case, the automatic LVM configuration should be modified to
leave available space for future growth.

4. Manual LVM Partitioning

The following section explains how to manually configure LVM for Red Hat Enterprise Linux. Be-
cause there are numerous ways to manually configure a system with LVM, the following ex-
ample is similar to the default configuration done in Section 3, “Automatic Partitioning”.

On the Disk Partitioning Setup screen, select Manually partition with Disk Druid.

4.1. Creating the /noot/ Partition

In a typical situation, the disk drives are new, or formatted clean. The following figure, Fig-
ure 9.4, “Two Blank Drives, Ready For Configuration”, shows both drives as raw devices with no
partitioning configured.

89



4.1. Creating the /boot/ Partition

!!!!!!!!!!IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIt:l!::l::::l}iil!sl{!lll
-

Disk Setu p Drive /dev/sda (8676 MB) (Model: IBM-PSG ST39103LC 1%)

Free
8678 MB

Y

Choose where you would like
Red Hat Enterprise Linux AS to Drive /dev/sdb (8676 MB) (Model: IEM-PSG ST39204LC %)

Free

be installed. 8678 ME

If you do not know how to

P

partition your system or if you -
need help with using the e ” e ” L= — ” —— ” Lot
manual partitioning tools, refer _ Mount Point/ Size
to the product documentation. s RAID/Volume Type | Format (MB) Start | End
if d aut i ~ Hard Drives
ou used automatic

¥ I . =~ [dev/sda
partitioning, you can either
accept the current partition Free Free space 879 11107
settings (click Next), or modify ¥ [dev/sdb
the setup using the manual Free Free space 8679 1 1107

partitioning tool.

If you are manually partitioning
your system, you can see your
current hard drive(s) and

partitions displayed below. Use |[+| [ Hide RAID device/LV¥M Volume Group members

‘mHide ﬂelp‘ ‘ Belease Notes‘ ‘ <@ Back | ‘ P> Next ‘

Figure 9.4. Two Blank Drives, Ready For Configuration

Warning

The / boot / partition cannot reside on an LVM volume because the GRUB boot
loader cannot read it.

1. Select New.

2. Select /boot from the Mount Point pulldown menu.

3. Select ext3 from the File System Type pulldown menu.

4. Select only the sda checkbox from the Allowable Drives area.
5. Leave 100 (the default) in the Size (MB) menu.

6. Leave the Fixed size (the default) radio button selected in the Additional Size Options
area.

7. Select Force to be a primary partition to make the partition be a primary partition. A
primary partition is one of the first four partitions on the hard drive. If unselected, the parti-
tion is created as a logical partition. If other operating systems are already on the system,
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4.1. Creating the /boot/ Partition

unselecting this option should be considered. For more information on primary versus logic-
al/extended partitions, refer to the appendix section of the Red Hat Enterprise Linux Install-
ation Guide.

Refer to Figure 9.5, “Creation of the Boot Partition” to verify your inputted values:

Add Partition

Mount Paint: [boot w

File System Type: | ext3 |*-*

sda 8676 MB IBEM-P5G ST39103LC 1#

Allowable Drives: []sdb 8676 ME IBM-PSG ST39204LC I#

Size (MB): 100 =

Additional Size Options
(®) Fixed size

) Fill all space up to (MB): 1 =

() Fill to maximum allowable size

Force to be a primary partitiﬂné

#® Cancel o OK

Figure 9.5. Creation of the Boot Partition

Click OK to return to the main screen. The following figure displays the boot partition correctly
set:
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Disk Setup Drive /dev/sda (8676 MB) (Model: IBM-PSG ST39103LC 1¥)
4Free
. 18573 MB
Choose where you would like
Red Hat Enterprise Linux AS to Drive /dev/sdb (8676 MB) (Model: IEM-PSG ST39204LC %)
H Free
be installed. B678 ME
If you do not know how to
partition your system or if you ; -
need help with using the | = ” e ” L= ” — ” —— ” Lot
manual partitioning tools, refer _ Mount Point/ Size
to the product documentation. e RAIDVolume| 1YPe |Fomat| ) [Start|End
if d aut i ~ Hard Drives
ou used automatic

¥ I . =~ [dev/sda
partitioning, you can either
accept the current partition [dev/sdal  /boot ext3 ' 102 1 13
settings (click Next), or modify Free Free space 8574 14 1106
the setup using the manual ~ [dev/sdb
partitioning tool. Free Free space 8679 1 1107

If you are manually partitioning

your system, you can see your

current hard drive(s) and

partitions displayed below. Use |[+| [ Hide RAID device/LV¥M Volume Group members

‘mHide ﬂelp‘ ‘ Eﬂelease Notes ‘ <@ Back | ‘ P> Next ‘

Figure 9.6. The /boot/ Partition Displayed

4.2. Creating the LVM Physical Volumes

Once the boot partition is created, the remainder of all disk space can be allocated to LVM parti-
tions. The first step in creating a successful LVM implementation is the creation of the physical
volume(s).

1. Select New.

2. Select physical volume (LVM) from the File System Type pulldown menu as shown in
Figure 9.7, “Creating a Physical Volume”.
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7.

8.

4.2. Creating the LVM Physical Volumes

Add Partition

Mount Paint: <Mot Applicable= v

File System Type: | physical volume (LVM) v

sda 8676 ME IBEM-PS5G ST39103LC 1#

Allowable Drives: []sdb 8676 MB IBM-PSG ST39204LC 1#

Size (MB); 100 -
Additional Size Options
) Fixed size

O Fill all space up to (MB): 1 °

® Fill to maximum allowable size

[] Force to be a primary partition

#® Cancel o OK

Figure 9.7. Creating a Physical Volume

You cannot enter a mount point yet (you can once you have created all your physical
volumes and then all volume groups).

A physical volume must be constrained to one drive. For Allowable Drives, select the drive
on which the physical volume are created. If you have multiple drives, all drives are selec-
ted, and you must deselect all but one drive.

Enter the size that you want the physical volume to be.

Select Fixed size to make the physical volume the specified size, select Fill all space up

to (MB) and enter a size in MBs to give range for the physical volume size, or select Fill to
maximum allowable size to make it grow to fill all available space on the hard disk. If you
make more than one growable, they share the available free space on the disk.

Select Force to be a primary partition if you want the partition to be a primary patrtition.

Click OK to return to the main screen.

Repeat these steps to create as many physical volumes as needed for your LVM setup. For ex-
ample, if you want the volume group to span over more than one drive, create a physical
volume on each of the drives. The following figure shows both drives completed after the re-
peated process:
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4.3. Creating the LVM Volume Groups

[+]

Disk Setu p Drive /dev/sda (8676 MB) (Model: IBM-PSG ST39103LC 1¥)

dsda2
18573 MB

Y

Choose where you would like
Red Hat Enlerprise Linux AS to Drive /dev/sdb (8676 MB) (Model: IEM-PSG ST39204LC %)

sdbl
8675 MB

be installed.

If you do not know how to

P

partition your system or if you -

need help with using the e ” e ” L= — ” —— ” Lot
manual partitioning tools, refer _ Mount Point/ Size

to the product documentation. Device RAID/Volume Type |Format (MB) Start | End

If you used automatic

I . =~ [dev/sda
partitioning, you can either
accept the current partition [dev/sdal  /boot ext3 s 102 1 13
settings (click Next), or modify [dev/sda2 LVMPV 8574 14 1106
the setup using the manual ~ [dev/sdb
partitioning tool. [dev/sdbl LVM PV 8676 1 1106

If you are manually partitioning
your system, you can see your
current hard drive(s) and

partitions displayed below. Use |[+| [ Hide RAID device/LV¥M Volume Group members

‘mHide ﬂelp‘ ‘ Belease Notes‘ ‘ <@ Back | ‘ P> Next ‘

Figure 9.8. Two Physical Volumes Created

4.3. Creating the LVM Volume Groups

Once all the physical volumes are created, the volume groups can be created:

1. Click the LVM button to collect the physical volumes into volume groups. A volume group is
basically a collection of physical volumes. You can have multiple logical volumes, but a
physical volume can only be in one volume group.

Note

There is overhead disk space reserved in the volume group. The volume
group size is slightly less than the total of physical volume sizes.
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4.4. Creating the LVM Logical Volumes

Make LVM Volume Group
Volume Group Name: ol Group(

Physical Extent: 32 MB b

sda? 8512.00 MB

Physical Volumes to Use: sdbl  8640.00 MB

Used Space: 0.00ME (0.0 %)
Free Space: 17152.00 ME (100.0 %)
Total Space: 17152.00 MB
Logical Volumes
Logical Volume Name |Mount Point |Size (MB) Add
Edit
Delete
% Cancel o oK

Figure 9.9. Creating an LVM Volume Group

2. Change the Volume Group Name if desired.

3. Alllogical volumes inside the volume group must be allocated in physical extent (PE) units.
A physical extent is an allocation unit for data.

4. Select which physical volumes to use for the volume group.

4.4. Creating the LVM Logical Volumes

Create logical volumes with mount points such as /, / hone/ , and swap space. Remember that /
boot cannot be a logical volume. To add a logical volume, click the Add button in the Logical
Volumes section. A dialog window as shown in Figure 9.10, “Creating a Logical Volume” ap-
pears.
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4.4. Creating the LVM Logical Volumes

Make Logical Volume

Mount Point: <MNot Applicable= »

Eile System Type: swap | hd

Logical Volume Name: | LogVol02

Size (MB): 1024|
(Max size is 2112 ME)

¥ Cancel o QK

Figure 9.10. Creating a Logical Volume

Repeat these steps for each volume group you want to create.

Tip

You may want to leave some free space in the volume group so you can expand
the logical volumes later. The default automatic configuration does not do this, but
this manual configuration example does — approximately 1 GB is left as free
space for future expansion.
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4.4. Creating the LVM Logical Volumes

Make LVM Volume Group

Volume Group Name: WolGroup00

Physical Extent: 32 ME | A

sda2 8512.00 MB

Physical Volumes to Use: sdbl  8640.00 MB
Used Space: 16064.00 MB (93.7 %)
Free Space; 1088.00 MB (6.3 %)
Total Space: 17152.00 MB

Logical Volumes

Logical Volume Name |Mount Point | Size (ME) Add .....
LogWolOO 10006 N
" , Edit

Lﬂg”ﬂﬂl fhome 5024
LogVol02 N/A 1024 Delete
#® Cancel o oK

Figure 9.11. Pending Logical Volumes

Click OK to apply the volume group and all associated logical volumes.

The following figure shows the final manual configuration:
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5. Using the LVM utility system-config-lvm

. New H Edit H Delete H Reset H RAID H LVM
DI Sk SEtu p Davica Mount Point/ T F Size S End
RAID/Volume | P& [TOMA] gy [T ="

Choose where you would like

Red Hat Enterprise Linux AS to 7 LVM Volume Groups

be installed. ¥ VolGroup00 17152
LogVol02 swap v 1024
If you do not know how to LogVol00 [ ext3 v 10016
partition your system or if you LogVal01 Jhome ext3 7 5024
need help with using the <~ Hard Drives
manual partitioning tools, refer > idevisda
to the product documentation.
fdev/sdal [boot ext3 v 102 1 13
If you used automatic [dev/sda2 VolGroupdD LVM PV« 8574 14 1106
partitioning, you can either = [dev/sdb
accept the current partition /dev/sdbl VolGroup00 LVMPV  « 8676 1 1106

settings (click Next), or modify
the setup using the manual
partitioning tool.

If you are manually partitioning

your system, you can see your

current hard drive(s) and [ [[+]
partitions displayed below. Use |[+] [ Hide RAID device/LVM Volume Group members:

‘mHide ﬂelp‘ ‘ Eﬂelease Nores‘ ‘ <@ Back | ‘ P> Next ‘

Figure 9.12. Final Manual Configuration

5. USIng the LVM Utlllty system config-lvm

The LVM utility allows you to manage logical volumes within X windows or graphically. You can
access the application by selecting from your menu panel System => Administration => Lo-
gical Volume Management. Alternatively you can start the Logical Volume Management utility
by typing syst em confi g- I vmfrom a terminal.

In the example used in this section, the following are the details for the volume group that was

created during the installation:

/boot - (Ext3) file system Displayed under 'Uninitialized Entities'. (DO NOT initialize this partition).
Logvol 00 - (LVM contains the (/) directory (312 extents).

LogVol 02 - (LVM contains the (/home) directory (128 extents).
LogVvol 03 - (LVM swap (28 extents).

The logical volumes above were created in disk entity / dev/ hda2 while / boot was created in /
dev/ hdal. The system also consists of 'Uninitialised Entities' which are illustrated in Figure 9.17,
“Uninitialized Entities”. The figure below illustrates the main window in the LVM utility. The logic-
al and the physical views of the above configuration are illustrated below. The three logical
volumes exist on the same physical volume (hda2).
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5. Using the LVM utility system-config-lvm

Logical Wolmme Management

Ble Toas View Help

= Volume Groups |QB“tE‘| |Q2mmh Properties for B
m ‘olume Group
VolGroup0D
‘lwme Graup Hame:
b WolGroupdd ’ i;m:':-q; l
b Uninitialized Entities T
Astribubtex:

b VolGroupdd Physical View

Lagvaka

Avallable %pace:

Tetal Mumsbsr of Esbenta:

Mumsier of Free Exbents:

ERlEnT Siae: {

FMasimums Allowsd Pliysioal Vedume s
Humster of Physicsl Volums s
Masimun Allowad Lagical Welisme
Mumster of Logicsl Valumss

WG ULID: WL vl -EH

Vol urm Qroup
L

jhdnz

Vol Lo o
VoG pll
Mpscal e

Figure 9.13. Main LVM Window

The figure below illustrates the physical view for the volume. In this window, you can select and
remove a volume from the volume group or migrate extents from the volume to another volume
group. Steps to migrate extents are discussed in Figure 9.22, “Migrate Extents”.

Logical Volume Management

Ble Tools Yiew Help

= Volume Groups |QBHtEt| |Q2mmr\n Eroperties for I
T WolGroupln Prsical Vielurne
@ WOIGroupoD Physical Wiew fdevihdal
Phiysical Velsms Hamsss (e hoal
- jdewinda uu’-.. Group Meme: Vo GmopD
Physical Wolums Sae:  ©9 000
e vewend T T e
: Spmce Frem: O
b wolGroupod Total Physical Extantx 404
Atlocated Physical Extants: 00
b Uninitialized Entities Areributes: o
PV UGIDY 950esM-IESEI0TW- 8 KE G0 &bk E

Phigsical Wl
Sdbecu(Badn 3

Ramowe Volume from Migrate Selected
Wi Group Exterti{s) From Wolumsa

Figure 9.14. Physical View Window

The figure below illustrates the logical view for the selected volume group. The logical volume
size is also indicated with the individual logical volume sizes illustrated.

99



5. Using the LVM utility system-config-lvm

- Logical Wollme Managerment =l
Ble Tools Yiew Help
= Wolume Groups QBNIEt QZWMD Properties for
= WolGrouplo Vaolme Group
T VolGroupdl Physical Wiew VolGroup0o
alsme Graup Meme:
= jdevinda Clustarad;
. Systmm 1D

Avallable Space:
Tetal Mumsbsr of Esbenta:

Mumsier of Free Exbents:

ERlEnT Siae:

FMasimums Allowsd Pliysioal Vedume s
Humster of Physicsl Volums s
Masimun Allowad Lagical Welisme
Munstsr of Logicsd Valums e

WG ULID:

Vol ums Group
rre———y

b Uninitialized Entitias

Create New Aemove Selected
Legcal Volume Logical Wolume|s]

Figure 9.15. Logical View Window

On the left side column, you can select the individual logical volumes in the volume group to
view more details about each. In this example the objective is to rename the logical volume
name for 'LogVol03' to 'Swap'. To perform this operation select the respective logical volume
and click on the Edit Properties button. This will display the Edit Logical Volume window from
which you can modify the Logical volume name, size (in extents) and also use the remaining
space available in a logical volume group. The figure below illustrates this.

Please note that this logical volume cannot be changed in size as there is currently no free
space in the volume group. If there was remaining space, this option would be enabled (see
Figure 9.31, “Edit logical volume”). Click on the OK button to save your changes (this will re-
mount the volume). To cancel your changes click on the Cancel button. To revert to the last
snapshot settings click on the Revert button. A snapshot can be created by clicking on the Cre-
ate Snapshot button on the LVM utility window. If the selected logical volume is in use by the
system (for example) the / (root) directory, this task will not be successful as the volume cannot
be unmounted.
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5.1. Utilizing uninitialized entities

[m] Logical Molurme Mansgement = 0%
B Joois Wew Help
= Volume Groups Prapertes for
= VolGroupdo - Eelit Lagieal Valurms " Logica Velume -
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L narns- | Logveod Logical volums Fame:
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Fllesystem
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C
Remove |
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Figure 9.16. Edit Logical Volume

5.1. Utilizing uninitialized entities

'Uninitialized Entities' consist of unpartitioned space and non LVM file systems. In this example
partitions 3, 4, 5, 6 and 7 were created during installation and some unpartitioned space was left
on the hard disk. Please view each partition and ensure that you read the 'Properties for Disk
Entity' on the right column of the window to ensure that you do not delete critical data. In this ex-
ample partition 1 cannot be initialized as it is / boot . Uninitialized entities are illustrated below.

- Logical Volwme Management
Ble Tools Wiew Help

= Wolume Groups Properties far

T WolGroupln DCisk Er'l“.'j'
b VolGroupdd Physical View fdevihdal
= ValGroupd :-m“: u.l'rﬂ: nus (Eel)

Maunt Peint: 'hoat
Mzunt Peint whan Asbosted: bool
Film Syvbam: Eoid

= Uninitialized Entities

- jdewhda

T

Partticn 3

Uainitialized
Dsk

Fariticn 4
Paritien 5
Fartticn §
Fartticn 7

Urpanoned ghace

- rébalze Entrty

Figure 9.17. Uninitialized Entities

In this example, partition 3 will be initialized and added to an existing volume group. To initialize
a partition or unpartioned space, select the partition and click on the Initialize Entity button.
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5.2. Adding Unallocated Volumes to a volume group
Once initialized, a volume will be listed in the 'Unallocated Volumes' list.

5.2. Adding Unallocated Volumes to a volume group

Once initialized, a volume will be listed in the 'Unallocated Volumes' list. The figure below illus-
trates an unallocated partition (Partition 3). The respective buttons at the bottom of the window
allow you to:

 create a new volume group,

e add the unallocated volume to an existing volume group,

* remove the volume from LVM.
To add the volume to an existing volume group, click on the Add to Existing Volume Group
button.

- Logical Volume Management - 0%

Bl Jools Yew Help

= Volume Groups Properties for H
= WolGroupoo Unallecatad Valume
= ValGroupld Physical View /devihda3
Physical Volwmes Mama: oo
= Mevinda Viediirmie Group Hame:
- - Physical Volume Size;
Fartitian Space Used:
b valGroupod ’ m.mml Entents 0
= Unallocated Volumes Allccatad Physical Extants: |
= idewhda PY UAD; Tnyl3 T B5bN-RhOG-NL
Unallocated
fdevihdal
= Uninitialized Entities
= Mevhda
Fartiticn 1
Partiticn 4
Partiion 5
Partiticn &
Partiticn 7
Urpartttaned space
Create new | Acd to existing Remave valume =
; |—| .: Volume Groun Valume Group from LV C

Figure 9.18. Unallocated Volumes

Clicking on the Add to Existing Volume Group button will display a pop up window listing the
existing volume groups to which you can add the physical volume you are about to initialize. A
volume group may span across one or more hard disks. In this example only one volume group
exists as illustrated below.
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5.2. Adding Unallocated Volumes to a volume group

| Add Physical Volume to VG x
Select a Volume Group to add /dewv/hdas to:

Volume Groups | Size =

!

(] T [+

| ¥ Cancel ‘ | b Add

Figure 9.19. Add physical volume to volume group

Once added to an existing volume group the new logical volume is automatically added to the
unused space of the selected volume group. You can use the unused space to:

» create a new logical volume (click on the Create New Logical Volume(s) button,

» select one of the existing logical volumes and increase the extents (see Section 5.6,
“Extending a volume group”),

» select an existing logical volume and remove it from the volume group by clicking on the Re-
move Selected Logical Volume(s) button. Please note that you cannot select unused
space to perform this operation.

The figure below illustrates the logical view of 'VolGroup00' after adding the new volume group.
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5.3. Migrating extents

Figure 9.20. Logical view of volume group

In the figure below, the uninitialized entities (partitions 3, 5, 6 and 7) were added to 'Vol-
Group00'.
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Figure 9.21. Logical view of volume group

5.3. Migrating extents

To migrate extents from a physical volume, select the volume and click on the Migrate Selec-
ted Extent(s) From Volume button. Please note that you need to have a sufficient number of
free extents to migrate extents within a volume group. An error message will be displayed if you
do not have a sufficient number of free extents. To resolve this problem, please extend your
volume group (see Section 5.6, “Extending a volume group”). If a sufficient number of free ex-
tents is detected in the volume group, a pop up window will be displayed from which you can se-
lect the destination for the extents or automatically let LVM choose the physical volumes (PVs)
to migrate them to. This is illustrated below.
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5.3. Migrating extents

- Migrate extents X
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Figure 9.22. Migrate Extents

The figure below illustrates a migration of extents in progress. In this example, the extents were
migrated to 'Partition 3'.
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Figure 9.23. Migrating extents in progress

Once the extents have been migrated, unused space is left on the physical volume. The figure
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5.4. Adding a new hard disk using LVM

below illustrates the physical and logical view for the volume group. Please note that the extents
of LogVol00 which were initially in hda2 are now in hda3. Migrating extents allows you to move
logical volumes in case of hard disk upgrades or to manage your disk space better.
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Figure 9.24. Logical and physical view of volume group

5.4. Adding a new hard disk using LVM

In this example, a new IDE hard disk was added. The figure below illustrates the details for the
new hard disk. From the figure below, the disk is uninitialized and not mounted. To initialize a
partition, click on the Initialize Entity button. For more details, see Section 5.1, “Utilizing unini-
tialized entities”. Once initialized, LVM will add the new volume to the list of unallocated volumes
as illustrated in Figure 9.26, “Create new volume group”.
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5.5. Adding a new volume group
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Figure 9.25. Uninitialized hard disk

5.5. Adding a new volume group

Once initialized, LVM will add the new volume to the list of unallocated volumes where you can
add it to an existing volume group or create a new volume group. You can also remove the
volume from LVM. The volume if removed from LVM will be listed in the list of 'Uninitialized En-
tities' as illustrated in Figure 9.25, “Uninitialized hard disk”. In this example, a new volume group
was created as illustrated below.
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Figure 9.26. Create new volume group
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5.5. Adding a new volume group

Once created a new volume group will be displayed in the list of existing volume groups as illus-
trated below. The logical view will display the new volume group with unused space as no logic-
al volumes have been created. To create a logical volume, select the volume group and click on
the Create New Logical Volume button as illustrated below. Please select the extents you wish
to use on the volume group. In this example, all the extents in the volume group were used to
create the new logical volume.
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Figure 9.27. Create new logical volume

The figure below illustrates the physical view of the new volume group. The new logical volume
named 'Backups' in this volume group is also listed.
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5.6. Extending a volume group
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Figure 9.28. Physical view of new volume group

5.6. Extending a volume group

In this example, the objective was to extend the new volume group to include an uninitialized
entity (partition). This was to increase the size or number of extents for the volume group. To
extend the volume group, click on the Extend Volume Group button. This will display the 'Ex-
tend Volume Group' window as illustrated below. On the 'Extend Volume Group' window, you
can select disk entities (partitions) to add to the volume group. Please ensure that you check
the contents of any 'Uninitialized Disk Entities' (partitions) to avoid deleting any critical data (see
Figure 9.25, “Uninitialized hard disk”). In the example, the disk entity (partition) / dev/ hdaé was
selected as illustrated below.
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Select disk entities to add to the SecondDrive Volume Group:

Mame Size Entity Type —
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5.7. Editing a Logical Volume

Figure 9.29. Select disk entities

Once added, the new volume will be added as 'Unused Space' in the volume group. The figure
below illustrates the logical and physical view of the volume group after it was extended.
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Figure 9.30. Logical and physical view of an extended volume group

5.7. Editing a Logical Volume

The LVM utility allows you to select a logical volume in the volume group and modify its name,
size and specify filesystem options. In this example, the logical volume named 'Backups” was
extended onto the remaining space for the volume group.

Clicking on the Edit Properties button will display the 'Edit Logical Volume' popup window from
which you can edit the properties of the logical volume. On this window, you can also mount the
volume after making the changes and mount it when the system is rebooted. Please note that
you should indicate the mount point. If the mount point you specify does not exist, a popup win-
dow will be displayed prompting you to create it. The 'Edit Logical Volume' window is illustrated
below.
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5.7. Editing a Logical Volume

= Edit Logical Volume X

LV name: |Backzup4

LY Properties
[ ] Mirrored

‘Size
Remaining free space in Volume Group:
156 Extents

LV size |388 | | Extents s

1 (D ' 544

Remaining space for this Volume:

Use remaining ‘ 156 Extents

Filesystem

Ext3

Ak

[ ] Mount ] Mount when rebooted

Mount point: | |

| .ﬁeuert I | ¥ Cancel | | @QK |

Figure 9.31. Edit logical volume

If you wish to mount the volume, select the 'Mount' checkbox indicating the preferred mount
point. To mount the volume when the system is rebooted, select the 'Mount when rebooted'
checkbox. In this example, the new volume will be mounted in / mt / backups. This is illustrated in
the figure below.
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= Edit Logical Volume X

LV name: |Backzups

LY Properties

[ ] Mirrored
'Size
Remaining free space in Volume Group:
0 Extents
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- ‘ Remaining space for this Volume:
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0 Extents
_Fllesystem
Ext3 = |

Mount point: |fmntﬂ'backup5 |

| .ﬁeuert I | ¥ Cancel | | @QK |

Figure 9.32. Edit logical volume - specifying mount options

The figure below illustrates the logical and physical view of the volume group after the logical
volume was extended to the unused space. Please note in this example that the logical volume
named 'Backups' spans across two hard disks. A volume can be stripped across two or more
physical devices using LVM.
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Lagical Valume Management
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Figure 9.33. Edit logical volume

6. Additional Resources

Use these sources to learn more about LVM.

6.1. Installed Documentation
e rpm-qd | vm— This command shows all the documentation available from the | vmpackage,
including man pages.

* lvm hel p — This command shows all LVM commands available.

6.2. Useful Websites

» http://sources.redhat.com/lvm2 — LVM2 webpage, which contains an overview, link to the
mailing lists, and more.

* http:/tldp.org/HOWTO/LVM-HOWTO/ — LVM HOWTO from the Linux Documentation
Project.
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Part Il. Package Management

All software on a Red Hat Enterprise Linux system is divided into RPM packages which can be
installed, upgraded, or removed. This part describes how to manage the RPM packages on a
Red Hat Enterprise Linux system using graphical and command line tools.




Chapter 10. Package Management

with RPM

The RPM Package Manager (RPM) is an open packaging system, which runs on Red Hat En-
terprise Linux as well as other Linux and UNIX systems. Red Hat, Inc. encourages other
vendors to use RPM for their own products. RPM is distributed under the terms of the GPL.

The utility works only with packages built for processing by the r pmpackage. For the end user,
RPM makes system updates easy. Installing, uninstalling, and upgrading RPM packages can be
accomplished with short commands. RPM maintains a database of installed packages and their
files, so you can invoke powerful queries and verifications on your system. If you prefer a graph-
ical interface, you can use the Package Management Tool to perform many RPM commands.
Refer to Chapter 11, Package Management Tool for details.

Important

When installing a package, please ensure it is compatible with your operating sys-
tem and architecture. This can usually be determined by checking the package
name.

During upgrades, RPM handles configuration files carefully, so that you never lose your custom-
izations — something that you cannot accomplish with regular . t ar . gz files.

For the developer, RPM allows you to take software source code and package it into source
and binary packages for end users. This process is quite simple and is driven from a single file
and optional patches that you create. This clear delineation between pristine sources and your
patches along with build instructions eases the maintenance of the package as new versions of
the software are released.

Note

Because RPM makes changes to your system, you must be logged in as root to in-
stall, remove, or upgrade an RPM package.

1. RPM Design Goals

To understand how to use RPM, it can be helpful to understand the design goals of RPM:

Upgradability
With RPM, you can upgrade individual components of your system without completely rein-
stalling. When you get a new release of an operating system based on RPM (such as Red
Hat Enterprise Linux), you do not need to reinstall on your machine (as you do with operat-
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ing systems based on other packaging systems). RPM allows intelligent, fully-automated,
in-place upgrades of your system. Configuration files in packages are preserved across up-
grades, so you do not lose your customizations. There are no special upgrade files needed
to upgrade a package because the same RPM file is used to install and upgrade the pack-
age on your system.

Powerful Querying
RPM is designed to provide powerful querying options. You can do searches through your
entire database for packages or just for certain files. You can also easily find out what pack-
age a file belongs to and from where the package came. The files an RPM package con-
tains are in a compressed archive, with a custom binary header containing useful informa-
tion about the package and its contents, allowing you to query individual packages quickly
and easily.

System Verification
Another powerful RPM feature is the ability to verify packages. If you are worried that you
deleted an important file for some package, you can verify the package. You are then noti-
fied of any anomalies, if any — at which point, you can reinstall the package if necessary.
Any configuration files that you modified are preserved during reinstallation.

Pristine Sources
A crucial design goal was to allow the use of pristine software sources, as distributed by the
original authors of the software. With RPM, you have the pristine sources along with any
patches that were used, plus complete build instructions. This is an important advantage for
several reasons. For instance, if a new version of a program is released, you do not neces-
sarily have to start from scratch to get it to compile. You can look at the patch to see what
you might need to do. All the compiled-in defaults, and all of the changes that were made to
get the software to build properly, are easily visible using this technique.

The goal of keeping sources pristine may seem important only for developers, but it results
in higher quality software for end users, too.

2. Using RPM

RPM has five basic modes of operation (not counting package building): installing, uninstalling,
upgrading, querying, and verifying. This section contains an overview of each mode. For com-
plete details and options, try rpm - - hel p or man rpm You can also refer to Section 5, “Additional
Resources” for more information on RPM.

2.1. Finding RPM Packages

Before using any RPM packages, you must know where to find them. An Internet search returns
many RPM repositories, but if you are looking for RPM packages built by Red Hat, they can be
found at the following locations:

e The Red Hat Enterprise Linux CD-ROMs

« The Red Hat Errata Page available at http://www.redhat.com/apps/support/errata/

* Red Hat Network — Refer to Chapter 12, Red Hat Network for more details on Red Hat Net-
work.
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2.2. Installing

2.2. Installing

RPM packages typically have file names like f oo- 1. 0- 1. i 386. r pm The file name includes the
package name (f oo), version (1. 0), release (1), and architecture (i 386). To install a package, log
in as root and type the following command at a shell prompt:

rpm-UWh foo-1.0-1.i386.rpm

If the installation is successful, the following output is displayed:

Prepari ng. .. ####H#HHHHH#HEHHHHEHHHH A [ 10099 1: | 00 ##t#HH#HHHHHHHHHIHHHHHEH

As you can see, RPM prints out the name of the package and then prints a succession of hash
marks as a progress meter while the package is installed.

The signature of a package is checked automatically when installing or upgrading a package.
The signature confirms that the package was signed by an authorized party. For example, if the
verification of the signature fails, an error message such as the following is displayed:

error: V3 DSA signature: BAD, key |D 0352860f

If it is a new, header-only, signature, an error message such as the following is displayed:

error: Header V3 DSA signature: BAD, key |D 0352860f

If you do not have the appropriate key installed to verify the signature, the message contains
the word NOKEY such as:

war ni ng: V3 DSA signature: NOKEY, key |ID 0352860f

Refer to Section 3, “Checking a Package's Signature” for more information on checking a pack-
age's signature.

Warning

If you are installing a kernel package, you should use rpm -i vh instead. Refer to
Chapter 39, Manually Upgrading the Kernel for details.

2.2.1. Package Already Installed

If a package of the same name and version is already installed, the following output is dis-
played:

Prepari ng. .. ###H##HHHHHAHHHHH AT [ 10099 package foo-1.0-1 is already installed

However, if you want to install the package anyway, you can use the - - repl acepkgs option,
which tells RPM to ignore the error:

rpm-ivh --repl acepkgs foo-1.0-1.i386.rpm

This option is helpful if files installed from the RPM were deleted or if you want the original con-
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2.3. Uninstalling

figuration files from the RPM to be installed.

2.2.2. Conflicting Files
If you attempt to install a package that contains a file which has already been installed by anoth-
er package, the following is displayed:

Preparing. .. #########HHHHHHHHH T TR [ 10094 file /usr/bin/foo frominstall of foo-1.0

To make RPM ignore this error, use the - -repl acefi | es option:

rpm-ivh --replacefiles foo-1.0-1.i386.rpm

2.2.3. Unresolved Dependency

RPM packages may sometimes depend on other packages, which means that they require oth-
er packages to be installed to run properly. If you try to install a package which has an unre-
solved dependency, output similar to the following is displayed:

error: Failed dependencies: bar.so.2 is needed by foo-1.0-1 Suggested resol utions: bar-2.0.20-3.i386.rpm

If you are installing a package from the Red Hat Enterprise Linux CD-ROM set, it usually sug-
gest the package(s) needed to resolve the dependency. Find the suggested package(s) on the
Red Hat Enterprise Linux CD-ROMs or from Red Hat Network , and add it to the command:

rpm-ivh foo-1.0-1.i386.rpm bar-2.0.20-3.i386.rpm

If installation of both packages is successful, output similar to the following is displayed:

Preparing. .. #######HHHHHHHHHHHHH R [ 10094 1 f o0 #####HHHHHHHHHHHHHHHHHHHHHHHHHHH

If it does not suggest a package to resolve the dependency, you can try the - - r edhat pr ovi des
option to determine which package contains the required file. You need the r pndb- r edhat pack-
age installed to use this option.

rpm-q --redhatprovides bar.so.2

If the package that contains bar . so. 2 is in the installed database from the r pndb- r edhat pack-
age, the name of the package is displayed:

bar-2.0.20-3.i386.rpm

To force the installation anyway (which is not recommended since the package may not run cor-
rectly), use the - - nodeps option.

2.3. Uninstalling

Uninstalling a package is just as simple as installing one. Type the following command at a shell
prompt:

rpm-e foo
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Note

Notice that we used the package namef oo, not the name of the original package
filef oo- 1. 0- 1. 386. rpm To uninstall a package, replace f oo with the actual pack-
age name of the original package.

You can encounter a dependency error when uninstalling a package if another installed pack-
age depends on the one you are trying to remove. For example:

error: Failed dependencies: foo is needed by (installed) bar-2.0.20-3.i386.rpm

To make RPM ignore this error and uninstall the package anyway (which may break the pack-
age dependent on it) use the - - nodeps option.

2.4. Upgrading

Upgrading a package is similar to installing one. Type the following command at a shell prompt:

rpm-Wh foo-2.0-1.i386.rpm

As part of upgrading a package, RPM automatically uninstalls any old versions of the f oo pack-
age. Note that - u will also install a package even when there are no previous versions of the
package installed.

Tip

It is not advisable to use the - u option for installing kernel packages, because RPM
replaces the previous kernel package. This does not affect a running system, but if

the new kernel is unable to boot during your next restart, there would be no other
kernel to boot instead.

Using the -i option adds the kernel to your GRUB boot menu (/ et ¢/ gr ub. conf ).
Similarly, removing an old, unneeded kernel removes the kernel from GRUB.

Because RPM performs intelligent upgrading of packages with configuration files, you may see
a message like the following:

saving /etc/foo.conf as /etc/foo.conf.rpnsave

This message means that changes you made to the configuration file may not be forward com-
patible with the new configuration file in the package, so RPM saved your original file and in-
stalled a new one. You should investigate the differences between the two configuration files
and resolve them as soon as possible, to ensure that your system continues to function prop-
erly.

If you attempt to upgrade to a package with an older version number (that is, if a more updated
version of the package is already installed), the output is similar to the following:
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package foo-2.0-1 (which is newer than foo-1.0-1) is already installed

To force RPM to upgrade anyway, use the - - ol dpackage option:

rpm - UWh --ol dpackage foo-1.0-1.i386.rpm

2.5. Freshening

Freshening is similar to upgrading, except that only existent packages are upgraded. Type the
following command at a shell prompt:

rpm - Fvh foo-1.2-1.i386.rpm

RPM's freshen option checks the versions of the packages specified on the command line
against the versions of packages that have already been installed on your system. When a new-
er version of an already-installed package is processed by RPM's freshen option, it is upgraded
to the newer version. However, RPM's freshen option does not install a package if no previ-
ously-installed package of the same name exists. This differs from RPM's upgrade option, as an
upgrade does install packages whether or not an older version of the package was already in-
stalled.

Freshening works for single packages or package groups. If you have just downloaded a large
number of different packages, and you only want to upgrade those packages that are already
installed on your system, freshening does the job. Thus, you do not have to delete any un-
wanted packages from the group that you downloaded before using RPM.

In this case, issue the following command:

rpm-Fvh *.rpm
RPM automatically upgrades only those packages that are already installed.
2.6. Querying

The RPM database stores information about all RPM packages installed in your system. It is
stored in the directory /var/1i b/ rpm, and is used to query what packages are installed, what
versions each package is, and any changes to any files in the package since installation, among
others.

To query this database, use the - q option. The rpm -q package name command displays the
package name, version, and release number of the installed package package nane. For ex-
ample, using rpm - q foo to query installed package f oo might generate the following output:

foo-2.0-1

You can also use the following Package Selection Options with - q to further refine or qualify
your query:
e -a— queries all currently installed packages.

e -f <filename>— queries the RPM database for which package owns <f i | ename>. When
specifying a file, specify the absolute path of the file (for example, rpm -f /bin/ls).
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e -p <packagefil e> — queries the uninstalled package <packagefi | e>.

There are a number of ways to specify what information to display about queried packages. The
following options are used to select the type of information for which you are searching. These
are called Information Query Options.

« -i displays package information including name, description, release, size, build date, install
date, vendor, and other miscellaneous information.

» -1 displays the list of files that the package contains.
» -s displays the state of all the files in the package.
- -ddisplays a list of files marked as documentation (man pages, info pages, READMEs, etc.).

« -c displays a list of files marked as configuration files. These are the files you edit after in-
stallation to adapt and customize the package to your system (for example, sendmi I . cf ,
passwd, i ni ttab, etc.).

For options that display lists of files, add - v to the command to display the lists in a familiar I s -
| format.

2.7. Verifying

Verifying a package compares information about files installed from a package with the same in-
formation from the original package. Among other things, verifying compares the size, MD5
sum, permissions, type, owner, and group of each file.

The command r pm - v verifies a package. You can use any of the Package Verify Options listed
for querying to specify the packages you wish to verify. A simple use of verifying is rpm -V f oo,
which verifies that all the files in the f oo package are as they were when they were originally in-
stalled. For example:

» To verify a package containing a particular file:

rpm-Vf /usr/bin/foo
In this example, / usr/ bi n/ f oo is the absolute path to the file used to query a package.
e To verify ALL installed packages throughout the system:

rpm -Va

* To verify an installed package against an RPM package file:

rpm-Vp foo-1.0-1.i386.rpm

This command can be useful if you suspect that your RPM databases are corrupt.

If everything verified properly, there is no output. If there are any discrepancies, they are dis-
played. The format of the output is a string of eight characters (a ¢ denotes a configuration file)
and then the file name. Each of the eight characters denotes the result of a comparison of one
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attribute of the file to the value of that attribute recorded in the RPM database. A single period
(.) means the test passed. The following characters denote specific discrepancies:

*+ 5— MD5 checksum

+ s—file size

e L — symbolic link

* T — file modification time

* D— device

e U—user

e G— group

«  M— mode (includes permissions and file type)
* 2 —unreadable file

If you see any output, use your best judgment to determine if you should remove the package,
reinstall it, or fix the problem in another way.

3. Checking a Package's Signature

If you wish to verify that a package has not been corrupted or tampered with, examine only the
md5sum by typing the following command at a shell prompt (where <rpm fi | e> is the file name
of the RPM package):

rpm-K --nosignature <rpmfile>

The message <rpmfile> nd5 Kis displayed. This brief message means that the file was not
corrupted by the download. To see a more verbose message, replace - K with - kvv in the com-
mand.

On the other hand, how trustworthy is the developer who created the package? If the package
is signed with the developer's GnuPG key, you know that the developer really is who they say
they are.

An RPM package can be signed using Gnu Privacy Guard (or GnuPG), to help you make cer-
tain your downloaded package is trustworthy.

GnuPG is a tool for secure communication; it is a complete and free replacement for the encryp-
tion technology of PGP, an electronic privacy program. With GnuPG, you can authenticate the
validity of documents and encrypt/decrypt data to and from other recipients. GnuPG is capable
of decrypting and verifying PGP 5.x files as well.

During installation, GnuPG is installed by default. That way you can immediately start using
GnuPG to verify any packages that you receive from Red Hat. Before doing so, you must first
import Red Hat's public key.

3.1. Importing Keys
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To verify Red Hat packages, you must import the Red Hat GPG key. To do so, execute the fol-
lowing command at a shell prompt:

rpm --inport /usr/share/rhn/ RPM GPG KEY

To display a list of all keys installed for RPM verification, execute the command:

rpm -qa gpg- pubkey*

For the Red Hat key, the output includes:

gpg- pubkey- db42a60e- 37ea5438

To display details about a specific key, use rpm - gi followed by the output from the previous
command:

rpm -qi gpg- pubkey-db42a60e- 37ea5438

3.2. Verifying Signature of Packages
To check the GnuPG signature of an RPM file after importing the builder's GnuPG key, use the
following command (replace <rpm fi | e> with the filename of the RPM package):

rpm-K <rpmfile>

If all goes well, the following message is displayed: nd5 gpg oK. This means that the signature of
the package has been verified, and that it is not corrupt.

4. Practical and Common Examples of RPM
Usage

RPM is a useful tool for both managing your system and diagnosing and fixing problems. The
best way to make sense of all of its options is to look at some examples.

« Perhaps you have deleted some files by accident, but you are not sure what you deleted. To
verify your entire system and see what might be missing, you could try the following com-
mand:

rpm-Va

If some files are missing or appear to have been corrupted, you should probably either re-
install the package or uninstall and then re-install the package.

« At some point, you might see a file that you do not recognize. To find out which package
owns it, enter:

rpm-qf /usr/bin/ggv

The output would look like the following:

ggv-2.6.0-2
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e We can combine the above two examples in the following scenario. Say you are having
problems with / usr/ bi n/ past e. You would like to verify the package that owns that program,
but you do not know which package owns past e. Enter the following command,

rpm-Vf /usr/bin/paste

and the appropriate package is verified.

« Do you want to find out more information about a particular program? You can try the follow-
ing command to locate the documentation which came with the package that owns that pro-
gram:

rpm-qdf /usr/bin/free

The output would be similar to the following:

[ usr/ shar e/ doc/ procps-3. 2. 3/ BUGS / usr/ share/ doc/ procps- 3. 2. 3/ FAQ / usr/ shar e/ doc/ procps- 3. 2. 3/ NEW5 / usr/

* You may find a new RPM, but you do not know what it does. To find information about it, use
the following command:

rpm-qi p crontabs-1.10-7.noarch.rpm

The output would be similar to the following:

Name : crontabs Rel ocations: (not relocatable) Version : 1.10 Vendor: Red Hat, Inc. Release : 7 Build

« Perhaps you now want to see what files the cront abs RPM installs. You would enter the fol-
lowing:

rpm-ql p crontabs-1.10-5. noarch.rpm

The output is similar to the following:

/etc/cron.daily /etc/cron.hourly /etc/cron.monthly /etc/cron.weekly /etc/crontab /usr/bin/run-parts

These are just a few examples. As you use RPM, you may find more uses for it.

5. Additional Resources

RPM is an extremely complex utility with many options and methods for querying, installing, up-
grading, and removing packages. Refer to the following resources to learn more about RPM.

5.1. Installed Documentation

* rpm --hel p — This command displays a quick reference of RPM parameters.

* man rpm— The RPM man page gives more detail about RPM parameters than the r pm -
- hel p command.

5.2. Useful Websites
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5.3. Related Books

e http://www.rpm.org/ — The RPM website.

e http://www.redhat.com/mailman/listinfo/rpm-list/ — The RPM mailing list is archived here. To
subscribe, send mail to <rpm i st - request @ edhat . com> with the word subscri be in the sub-
ject line.

5.3. Related Books

« Red Hat RPM Guide by Eric Foster-Johnson; Wiley, John & Sons, Incorporated — This book
is a comprehensive guide to RPM, from installing packages to building RPMs.
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Chapter 11. Package Management

Tool

If you prefer to use a graphical interface to view and manage packages in your system, you can
use the Package Management Tool, better known as pirut. This tool allows you to perform ba-
sic package management of your system through an easy-to-use interface to remove installed
packages or download (and install) packages compatible to your system. It also allows you to
view what packages are installed in your system and which ones are available for download
from Red Hat Network. In addition, the Package Management Tool also automatically resolves
any critical dependencies when you install or remove packages in the same way that the rpm
command does.

Note

While the Package Management Tool can automatically resolve dependencies
during package installation and removal, it cannot perform a forced install / remove
the same way that rpm -e --nodeps Of rpm - U - - nodeps can.

The X Window System is required to run the Package Management Tool. To start the applica-
tion, go to Applications (the main menu on the panel) => Add/Remove Software. Alternat-
ively, you can type the commands syst em conf i g- packages Or pi rut at shell prompt.

i Package Manager =8| *
File View Help

[ Browse | @ Search

11
I
i

Desktop Environments [4] GNOME Desktop Environment
Applications [i{# KDE (K Desktop Environment)

S

Development
Servers

Base System

-

GMNOME is a powerful, graphical user interface which includes a panel, desktop, system icons,
and a graphical file manager.

32 of 42 optional packages selected

Optional packages

Figure 11.1. Package Management Tool
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1. Listing and Analyzing Packages

You can use the Package Management Tool to search and list all packages installed in your
system, as well as any packages available for you to download. The Browse, Search, and List
tabs present different options in viewing, analyzing, installing or removing packages.

The Browse tab allows you to view packages by group. In Figure 11.1, “Package Management
Tool”, the left window shows the different package group types you can choose from (for ex-
ample, Desktop Environments, Applications, Development and more). When a package group
type is selected, the right window displays the different package groups of that type.

To view what packages are included in a package group, click Optional packages. Installed
packages are checked.

bt Packages in GNOME Desktop Environment *

S5ome packages associated with this group are not required to
be installed but may provide additional functionality. Please
choose the packages which you would like to have installed.

alacarte - 0.10.0-1.fc6.noarch - S5imple menu editor for GNOME

at-spi - 1.7.11-2.fc6.i386 - Assistive Technology Service Provider Interface
compiz - 0.0.13-0.36.20060817git.el5.i386 - OpenGL window and composit
dasher - 4.2.0-2.el5.i386 - GNOME Accessibility method

desktop-printing - 0.19-20.el5.1386 - Desktop printicon

dvd+rw-tools - 7.0-0.el15.3.1386 - Toolchain to master DVD+RW/+R media
eog - 2.16.0.1-4.el5.i1386 - Eye of GNOME image viewer

esc - 1.0.0-20.el5.1386 - Enterprise Security Client Smart Card Client

evince - 0.6.0-8.e15.i386 - Document viewer

&l &l & B B RO R E

file-roller - 2.16.0-2.Fc6.i386 - Fle Roller is a tool for viewing and creating arch ]

I [>]

oy

¥ Close

Figure 11.2. Optional Packages

The List tab displays a list of packages installed or available for download. Packages already
installed in your system are marked with a green check ( {‘:? ).

By default, the All packages option above the main window is selected; this specifies that all
packages be displayed. Use the Installed packages option to display only packages that are
already installed in your system, and the Available packages option to view what packages
you can download and install.

The Search tab allows you to use keywords to search for particular packages. This tab also al-
lows you to view a short description of a package. To do so, simply select a package and click

127



2. Installing and Removing Packages

the Package Details button below the main window.

2. Installing and Removing Packages

To install a package available for download, click the checkbox beside the package name.
When you do so, an installation icon ( @ ) appears beside its checkbox. This indicates that the

package is queued for download and installation. You can select multiple packages to download
and install; once you have made your selection, click the Apply button.

hd Package Manager =B *
File View Help

@ Browse | Q Search | i= List

|emac5 | @gearch

@) All packages () Installed packages () Available packages

o [¥] ed - 0.2-38.2.2.i386 - The GNU line editor.
[ emacs - 21.4-17.i386 - GNU Emacs text editor
[ emacs-common - 21.4-17.i386 - Emacs common files

[] emacs-el - 21.4-17.i386 - Emacs Lisp source files included with Emacs.

[] emacs-leim - 21.4-17.i386 - Emacs Lisp files for input methods for international characters.

~ Package Details

Emacs is a powerful, customizable, self-documenting, modeless text editor. Emacs contains special code editing
features, a scripting language (elisp), and the capability to read mail, news, and more without leaving the editor.

This package provides an emacs binary with support for X windows.

Figure 11.3. Package installation

If there are any package dependencies for your selected downloads, the Package Manage-
ment Tool will notify you accordingly. Click Details to view what additional packages are
needed. To proceed with downloading and installing the package (along with all other depend-
ent packages) click Continue.
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2. Installing and Removing Packages

Dependencies added

@ Dependencies added

Updating these packages requires additional
updates for proper operation.

= Details

Adding for dependencies:
emacs-common-21.4-17

9 Cancel #? Continue

Figure 11.4. Package dependencies: installation

Removing a package can be done in a similar manner. To remove a package installed in your
system, click the checkbox beside the package name. The green check appearing beside the
package name will be replaced by a package removal icon ( Q ). This indicates that the pack-

age is queued for removal; you can also select multiple packages to be removed at the same
time. Once you have selected the packages you want to remove, click the Apply button.
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2. Installing and Removing Packages

hl Package Manager =B =
File View Help

[ Browse | Q Search | i= List

|emac5 | @gearch

@) All packages () Installed packages () Available packages

R |

o [«] ed - 0.2-38.2.2.1386 - The GNU line editor.
o [¥] emacs - 21.4-17.i386 - GNU Emacs text editor

£ B emacs-common - 21.4-17.i386 - Emacs common files -

[ emacs-el - 21.4-17.i386 - Emacs Lisp source files included with Emacs.

[] emacs-leim - 21.4-17.i386 - Emacs Lisp files for input methods for international characters.

= Package Details

Emacs is a powerful, customizable, self-documenting, modeless text editor. Emacs contains special code editing
features, a scripting language (elisp), and the capability to read mail, news, and more without leaving the editor.

This package contains all the common files needed by emacs or emacs-nox.

Figure 11.5. Package removal

Note that if any other installed packages are dependent on the package you are removing, they
will be removed as well. The Package Management Tool will notify you if there are any such
dependencies. Click Details to view what packages are dependent on the one you are remov-
ing. To proceed with removing your selected package/s (along with all other dependent pack-
ages) click Continue.
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Dependencies added

@ Dependencies added

Updating these packages requires additional
updates for proper operation.

= Details

Removing for dependencies:
emacs-21.4-17

9 Cancel #? Continue

Figure 11.6. Package dependencies: removal

You can install and remove multiple packages by selecting packages to be installed / removed
and then clicking Apply. The Package selections window displays the number of packages to
be installed and removed.
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Package selections

@ Package selections

installations and removals.

7 Details:

You have selected the following software

Installing:

xchat-2.6.0-6
Removing:
emacs-commuon-21.4-15

Deployment_Guide-en-U5-5.0-2

wireless-tools-28-0 prelg.l1.6.1

8 Cancel

o? Continue

Figure 11.7. Installing and removing packages simultaneously
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Chapter 12. Red Hat Network

Red Hat Network is an Internet solution for managing one or more Red Hat Enterprise Linux

systems. All Security Alerts, Bug Fix Alerts, and Enhancement Alerts (collectively known as Er-

rata Alerts) can be downloaded directly from Red Hat using the Package Updater standalone

application or through the RHN website available at https://rhn.redhat.com/.

Q RED HAT NETWORK

Your RHN Systems

¥ our RHN Legend
ok
Qo=

& ‘Warning

Q Unknewn

@ Locked

@ Kicksiaring
@ Pending Acions
o Failed Acions

.@ Completed Aciions

@ Securty
L—& Bug FAx

L& Enhancement

Errata Channels Schedule Users

LOGGED IN: SIGN OUT

RHN Support Tools Help

I Systems :Il

@ YourrHN ?

Search for: Packages | Systems
Manage Entitlements & Subscriptions
Register Systems

Manage Activation Keys

Manage Kickstarts

Manage Configuration Files

test03.rhndev.redhat.com 412

urania.rdu.redhat com 152

1-2 of 2 "Most Critical systems displayed

No recently scheduled actions.

Figure 12.1. Your RHN

Red Hat Network saves you time because you receive email when updated packages are re-
leased. You do not have to search the Web for updated packages or security alerts. By default,
Red Hat Network installs the packages as well. You do not have to learn how to use RPM or

© Search NO SYSTEMS SELECTED

@ urania.rdu.redhat.com 6 Week(s)

@ testd3.rhndev.redhat.com 34 Week(s)

View Al Inactive Systems (2)

@ 145 % 217 ? 50
@ 45 %Ql ? 16

View All Critical Systems

worry about resolving software package dependencies; RHN does it all.

Red Hat Network features include:

e Errata Alerts — learn when Security Alerts, Bug Fix Alerts, and Enhancement Alerts are is-

sued for all the systems in your network

3>
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[

Q RED HAT NETWORK LOGGED IN: SIGM oUT
Your RHN Systems Errata Channels Schedule RHN Support Tools Help
|5ystems jl G Search NGO SYSTEMS SELECI'ED
8§, Errata Overview
Relevant
All The following errata apply to at least one system to which you have administrative access.
Advanced Search
e Relevant Errata
Manage Errata
1-20 0f428 > 3
Errata Legend Severity Advisory Synopsis Systems
@ Security @ Moderate RHSA-2006:0719 Moderate: nss_ldap security update 2 11/10/06
% Bug Fix @ RHSA-2006:0729 Moderate: Moderate: ruby security update 2 11/8/06
@ RHBA-2007:9016  openssh bug fix update 2 11/8/06
? Enhancement
% RHBA-2007:9029  sed bug fix update 2 11/7/06
BUY "ow l @ RHSA-2006:0727 Moderate: Moderate: texinfo security update 2 11/6/06
Add systems Critical RHSA-2006:0720  kdelibs security update 2 10/18/06
Renew service @ ’ 787 /18/0
Manags & provision % RHEA-2006:0714  tzdata enhancement update 2 10/18/06
@ Important RHSA-2006:0713 python security update 2 10/9/06
SOFTWARE
DOWNLOADS @ Imporant RHSA-2006:0689 kernel security update 2 10/5/06
» Click here. @ Important  RHSA-2006:0695 openss| security update 2 92 8/06
& Important RHSA-2006:0697 openssh security update 2 9/28/06 [
v

Figure 12.2. Relevant Errata

+ Automatic email notifications — Receive an email notification when an Errata Alert is issued
for your system(s)

e Scheduled Errata Updates — Schedule delivery of Errata Updates

» Package installation — Schedule package installation on one or more systems with the click
of a button

» Package Updater — Use the Package Updater to download the latest software packages
for your system (with optional package installation)

« Red Hat Network website — Manage multiple systems, downloaded individual packages,
and schedule actions such as Errata Updates through a secure Web browser connection
from any computer

Caution

You must activate your Red Hat Enterprise Linux product before registering your
system with Red Hat Network to make sure your system is entitled to the correct
services. To activate your product, go to:

http://ww. redhat. conf apps/ acti vat e/
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After activating your product, register it with Red Hat Network to receive Errata Updates. The re-
gistration process gathers information about the system that is required to notify you of updates.
For example, a list of packages installed on the system is compiled so you are only notified
about updates that are relevant to your system.

The first time the system is booted, the Software Update Setup Assistant prompts you to re-
gister. If you did not register then, select Applications (the main menu on the panel) => Sys-
tem Tools => Package Updater on your desktop to start the registration process. Alternately,
execute the command yum updat e from a shell prompt.

Create your system profile

System Name

You'll want to choose a name for this system so you'll be
able to identify it in the Red Hat Network interface.

System Name: |exampleredhat.com

Profile Data

You'll need to send us a profile of what packages and
hardware are installed on your system so we can
determine what updates are available.

Send hardware profile View Hardware Profile ...
Send package profile View Package Profile ...
X cancel 4 Back & Forward

Figure 12.3. Registering with RHN

After registering, use one of the following methods to start receiving updates:

« Select Applications (the main menu on the panel) => System Tools => Package Updater
on your desktop

« Execute the command yumfrom a shell prompt
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« Use the RHN website at https://rhn.redhat.com/
» Click on the package icon when it appears in the panel to launch the Package Updater.

For more detailed instructions, refer to the documentation available at:

http://ww. redhat. conf docs/ manual s/ RHNet wor k/

Tip

Red Hat Enterprise Linux includes a convenient panel icon that displays visible
alerts when there is an update for your Red Hat Enterprise Linux system. This pan-
el icon is not present if no updates are available.
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Part Ill. Network-Related
Configuration

After explaining how to configure the network, this part discusses topics related to networking
such as how to allow remote logins, share files and directories over the network, and set up a
Web server.




Chapter 13. Network Interfaces

Under Red Hat Enterprise Linux, all network communications occur between configured soft-
ware interfaces and physical networking devices connected to the system.

The configuration files for network interfaces are located in the /

et c/ sysconfi g/ network-scri pts/ directory. The scripts used to activate and deactivate these
network interfaces are also located here. Although the number and type of interface files can
differ from system to system, there are three categories of files that exist in this directory:

1. Interface configuration files

2. Interface control scripts

3. Network function files

The files in each of these categories work together to enable various network devices.

This chapter explores the relationship between these files and how they are used.

1. Network Configuration Files

Before delving into the interface configuration files, let us first itemize the primary configuration
files used in network configuration. Understanding the role these files play in setting up the net-
work stack can be helpful when customizing a Red Hat Enterprise Linux system.

The primary network configuration files are as follows:

/etcl/ hosts
The main purpose of this file is to resolve hostnames that cannot be resolved any other
way. It can also be used to resolve hosthames on small networks with no DNS server. Re-
gardless of the type of network the computer is on, this file should contain a line specifying
the IP address of the loopback device (127. 0. 0. 1) as | ocal host . | ocal domai n. For more in-
formation, refer to the host s man page.

/etc/resol v. conf
This file specifies the IP addresses of DNS servers and the search domain. Unless con-
figured to do otherwise, the network initialization scripts populate this file. For more informa-
tion about this file, refer to the resol v. conf man page.

/ et c/ sysconfi g/ net wor k
This file specifies routing and host information for all network interfaces. For more informa-
tion about this file and the directives it accepts, refer to Section 1.22,
“letc/sysconfig/network”.

/etc/ sysconfig/network-scripts/ifcfg-<interface-nanme>
For each network interface, there is a corresponding interface configuration script. Each of
these files provide information specific to a particular network interface. Refer to Section 2,
“Interface Configuration Files” for more information on this type of file and the directives it
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2. Interface Configuration Files

accepts.

Warning

The / et ¢/ sysconfi g/ net wor ki ng/ directory is used by the Network Administration
Tool (syst em confi g- net wor k) and its contents should not be edited manually. Us-
ing only one method for network configuration is strongly encouraged, due to the
risk of configuration deletion.

For more information about configuring network interfaces using the Network Ad-
ministration Tool, refer to Chapter 14, Network Configuration

2. Interface Configuration Files

Interface configuration files control the software interfaces for individual network devices. As the
system boots, it uses these files to determine what interfaces to bring up and how to configure
them. These files are usually named i f cf g- <name>, where <nane> refers to the name of the
device that the configuration file controls.

2.1. Ethernet Interfaces

One of the most common interface files is i f cf g- et ho, which controls the first Ethernet network
interface card or NIC in the system. In a system with multiple NICs, there are multiple

i f cf g- et h<x> files (where <x> is a unique number corresponding to a specific interface). Be-
cause each device has its own configuration file, an administrator can control how each inter-
face functions individually.

The following is a sample i f cf g- et ho file for a system using a fixed IP address:

DEVI CE=et h0 BOOTPROTO=none ONBOOT=yes NETWORK=10.0.1.0 NETMASK=255. 255. 255. 0 | PADDR=10. 0. 1. 27 USERCTL=no

The values required in an interface configuration file can change based on other values. For ex-
ample, the i f cf g- et ho file for an interface using DHCP looks different because IP information is
provided by the DHCP server:

DEVI CE=et h0 BOOTPROTO=dhcp ONBOOT=yes

The Network Administration Tool (syst em confi g- net wor k) IS an easy way to make changes
to the various network interface configuration files (refer to Chapter 14, Network Configuration
for detailed instructions on using this tool).

However, it is also possible to manually edit the configuration files for a given network interface.

Below is a listing of the configurable parameters in an Ethernet interface configuration file:

BOOTPROTO=<pr ot ocol >
where <pr ot ocol > is one of the following:
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2.1. Ethernet Interfaces

* none — No boot-time protocol should be used.
* bootp — The BOOTP protocol should be used.
e dhcp — The DHCP protocol should be used.

BROADCAST=<addr ess>
where <addr ess> is the broadcast address. This directive is deprecated, as the value is cal-
culated automatically with i f cal c.

DEVI CE=<nane>
where <nane> is the name of the physical device (except for dynamically-allocated PPP
devices where it is the logical name).

DHCP_HOSTNANE
Use this option only if the DHCP server requires the client to specify a hostname before re-
ceiving an IP address.

DNS{ 1, 2} =<addr ess>
where <addr ess> is a name server address to be placed in /et c/ resol v. conf if the PEERDNS
directive is set to yes.

ETHTOOL_OPTS=<opt i ons>
where <opt i ons> are any device-specific options supported by et ht ool . For example, if you
wanted to force 100Mb, full duplex:

ETHTOOL_OPTS="aut oneg of f speed 100 duplex full"

Note

Changing speed or duplex settings almost always requires disabling autonego-
tiation with the aut oneg of f option. This needs to be stated first, as the option
entries are order-dependent.

GATEWAY=<addr ess>
where <addr ess> is the IP address of the network router or gateway device (if any).

HWADDR=<MAC- addr ess>
where <MAC- addr ess> is the hardware address of the Ethernet device in the form
AA: BB: CC: DD: EE: FF. This directive is useful for machines with multiple NICs to ensure that
the interfaces are assigned the correct device names regardless of the configured load or-
der for each NIC's module. This directive should not be used in conjunction with MACADDR.

| PADDR=<addr ess>
where <addr ess> is the IP address.

MACADDR=<MAC- addr ess>
where <MAC- addr ess> is the hardware address of the Ethernet device in the form
AA: BB: CC: DD: EE: FF. This directive is used to assign a MAC address to an interface, overrid-
ing the one assigned to the physical NIC. This directive should not be used in conjunction
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2.1. Ethernet Interfaces

with HWADDR.

MASTER=<bond-i nt er f ace>
where <bond- i nt er f ace> is the channel bonding interface to which the Ethernet interface is
linked.

This directive is used in conjunction with the SLAVE directive.

Refer to Section 2.3, “Channel Bonding Interfaces” for more information about channel
bonding interfaces.

NETMASK=<mask>
where <mask> is the netmask value.

NETWORK=<addr ess>
where <addr ess> is the network address. This directive is deprecated, as the value is calcu-
lated automatically with i f cal c.

ONBOOT=<answer >
where <answer > is one of the following:

* yes — This device should be activated at boot-time.

* no — This device should not be activated at boot-time.

PEERDNS=<answer >
where <answer > is one of the following:

* yes — Modify / et c/ resol v. conf if the DNS directive is set. If using DHCP, then yes is the
default.

e no — Do not modify / et ¢/ resol v. conf .

SLAVE=<bond-i nterface>
where <bond- i nt er f ace> is one of the following:

« yes — This device is controlled by the channel bonding interface specified in the MASTER
directive.

* no — This device is not controlled by the channel bonding interface specified in the mas-
TER directive.

This directive is used in conjunction with the MASTER directive.

Refer to Section 2.3, “Channel Bonding Interfaces” for more about channel bonding inter-
faces.

SRCADDR=<addr ess>
where <addr ess> is the specified source IP address for outgoing packets.

USERCTL=<answer >
where <answer > is one of the following:
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2.2. IPsec Interfaces

* yes — Non-root users are allowed to control this device.

* no — Non-root users are not allowed to control this device.

2.2. IPsec Interfaces

The following example shows the i f cf g file for a network-to-network IPsec connection for LAN
A. The unique name to identify the connection in this example is i psec1, so the resulting file is
named / et ¢/ sysconfi g/ net wor k-scri pts/ifcfg-ipsecl

TYPE=| Psec ONBOOT=yes | KE_METHOD=PSK SRCNET=192. 168. 1. 0/ 24 DSTNET=192. 168. 2. 0/ 24 DST=X. X. X. X

In the example above, X. X. X. X is the publicly routable IP address of the destination IPsec
router.

Below is a listing of the configurable parameters for an IPsec interface:

DST=<addr ess>
where <addr ess> is the IP address of the IPsec destination host or router. This is used for
both host-to-host and network-to-network IPsec configurations.

DSTNET=<net wor k>
where <net wor k> is the network address of the IPsec destination network. This is only used
for network-to-network IPsec configurations.

SRC=<addr ess>
where <addr ess> is the IP address of the IPsec source host or router. This setting is optional
and is only used for host-to-host IPsec configurations.

SRCNET=<net wor k>
where <net wor k> is the network address of the IPsec source network. This is only used for
network-to-network IPsec configurations.

TYPE=<i nterface-type>
where <i nt er f ace-t ype> is | PSEC. Both applications are part of the i psec-t ool s package.

If manual key encryption with IPsec is being used, refer to
I usr/ share/ doc/initscripts-<versi on- nunber >/ sysconfi g. txt (replace <versi on- nunber > with
the version of the i ni t scri pt s package installed) for configuration parameters.

The racoon IKEV1 key management daemon negotiates and configures a set of parameters for
IPSec. It can use preshared keys, RSA signatures, or GSS-API. If racoon is used to automatic-
ally manage key encryption, the following options are required:

| KE_METHOD=<encr ypt i on- net hod>
where <encrypt i on- et hod> iS either PSK, X509, or GSSAPI . If PSK is specified, the | KE_PSK
parameter must also be set. If X509 is specified, the | KE_CERTFI LE parameter must also be
set.

| KE_PSK=<shar ed- key>
where <shar ed- key> is the shared, secret value for the PSK (preshared keys) method.
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| KE_CERTFI LE=<cert-file>
where <cert-file>is avalid X. 509 certificate file for the host.

| KE_PEER CERTFI LE=<cert-fil e>
where <cert-fil e>is a valid x. 509 certificate file for the remote host.

| KE_DNSSEC=<answer >
where <answer > is yes. The racoon daemon retrieves the remote host's x. 509 certificate via
DNS. If a | KE_PEER_CERTFI LE is specified, do not include this parameter.

For more information about the encryption algorithms available for IPsec, refer to the set key
man page. For more information about r acoon, refer to the racoon and racoon. conf man pages.

2.3. Channel Bonding Interfaces

Red Hat Enterprise Linux allows administrators to bind multiple network interfaces together into
a single channel using the bondi ng kernel module and a special network interface called a chan-
nel bonding interface. Channel bonding enables two or more network interfaces to act as one,
simultaneously increasing the bandwidth and providing redundancy.

To create a channel bonding interface, create a file in the / et ¢/ sysconfi g/ net wor k- scri pts/ dir-
ectory called i f cf g- bond<N>, replacing <N> with the number for the interface, such as o.

The contents of the file can be identical to whatever type of interface is getting bonded, such as
an Ethernet interface. The only difference is that the Devi cE= directive must be bond<N>, repla-
cing <N> with the number for the interface.

The following is a sample channel bonding configuration file:

DEVI CE=bond0 BOOTPROTO=none ONBOOT=yes NETWORK=10.0.1.0 NETMASK=255. 255. 255. 0 | PADDR=10. 0. 1. 27 USERCTL=no

After the channel bonding interface is created, the network interfaces to be bound together must
be configured by adding the MASTER= and SLAVE= directives to their configuration files. The con-
figuration files for each of the channel-bonded interfaces can be nearly identical.

For example, if two Ethernet interfaces are being channel bonded, both et ho and et h1 may look
like the following example:

DEVI CE=et h<N> BOOTPROTO=none ONBOOT=yes MASTER=bond0 SLAVE=yes USERCTL=no

In this example, replace <N> with the numerical value for the interface.

For a channel bonding interface to be valid, the kernel module must be loaded. To ensure that
the module is loaded when the channel bonding interface is brought up, add the following line to

/ et ¢/ modpr obe. conf:

al i as bond<N> bondi ng

Replace <n> with the number of the interface, such as 0. For each configured channel bonding
interface, there must be a corresponding entry in / et ¢/ modpr obe. conf .

Once / et ¢/ nodpr obe. conf is configured — and the channel bonding interface and network inter-
faces are configured — the i f up command can be used to bring up the channel bonding inter-
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face.

Important

Important aspects of the channel bonding interface are controlled through the ker-
nel module. For more information about controlling the bondi ng modules, refer to
Section 5.2, “The Channel Bonding Module”.

2.4. Alias and Clone Files

Two lesser-used types of interface configuration files are alias and clone files.

Alias interface configuration files, which are used to bind multiple addresses to a single inter-
face, use the i f cf g- <i f - nane>: <al i as- val ue> naming scheme.

For example, ani f cf g- et h0: 0 file could be configured to specify DEvi CE=et ho: 0 and a static IP
address of 10.0.0.2, serving as an alias of an Ethernet interface already configured to receive its
IP information via DHCP in i f cf g- et ho. Under this configuration, et ho is bound to a dynamic IP
address, but the same physical network card can receive requests via the fixed, 10.0.0.2 IP ad-
dress.

Caution

Alias interfaces do not support DHCP.

A clone interface configuration file should use the following naming convention:

i f cf g- <i f - name>- <cl one- nane>. While an alias file allows multiple addresses for an existing inter-
face, a clone file is used to specify additional options for an interface. For example, a standard
DHCP Ethernet interface called et ho, may look similar to this:

DEVI CE=et hO ONBOOT=yes BOOTPROTO=dhcp

Since the default value for the UsERCTL directive is no if it is not specified, users cannot bring this
interface up and down. To give users the ability to control the interface, create a clone by copy-
ingifcfg-ethotoifcfg-etho-user and add the following line to i f cf g- et ho- user :

USERCTL=yes

This way a user can bring up the et ho interface using the / sbi n/i fup et ho-user command be-
cause the configuration options from i f cf g- et ho and i f cf g- et h0- user are combined. While this
is a very basic example, this method can be used with a variety of options and interfaces.

The easiest way to create alias and clone interface configuration files is to use the graphical
Network Administration Tool. For more information on using this tool, refer to Chapter 14,
Network Configuration.
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2.5. Dialup Interfaces

If you are connecting to the Internet via a dialup connection, a configuration file is necessary for
the interface.

PPP interface files are named using the following format:
i fcfg-ppp<X>
where <x> is a unique number corresponding to a specific interface.

The PPP interface configuration file is created automatically when wdi al , the Network Admin-
istration Tool or Kppp is used to create a dialup account. It is also possible to create and edit
this file manually.

The following is a typical i f cf g- pppo file:

DEVI CE=ppp0 NAME=t est W/DI ALSECT=t est MODEMPORT=/ dev/ nodem LI NESPEED=115200 PAPNAME=t est USERCTL=true ONBO

Serial Line Internet Protocol (SLIP) is another dialup interface, although it is used less fre-
quently. SLIP files have interface configuration file names such as i f cf g- sl 0.

Other options that may be used in these files include:

DEFROUTE=<answer >
where <answer > is one of the following:

* yes — Set this interface as the default route.
* no — Do not set this interface as the default route.

DEMAND=<answer >
where <answer > is one of the following:

» yes — This interface allows pppd to initiate a connection when someone attempts to use
it.

e no — A connection must be manually established for this interface.

| DLETI MEQUT=<val ue>
where <val ue> is the number of seconds of idle activity before the interface disconnects it-
self.

I NI TSTRI NG=<stri ng>
where <string> is the initialization string passed to the modem device. This option is primar-
ily used in conjunction with SLIP interfaces.

LI NESPEED=<val ue>
where <val ue> is the baud rate of the device. Possible standard values include 57600, 38400,
19200, and 9600.

MODEMPORT=<devi ce>
where <devi ce> is the name of the serial device that is used to establish the connection for
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2.6. Other Interfaces

the interface.

MrU=<val ue>
where <val ue> is the Maximum Transfer Unit (MTU) setting for the interface. The MTU
refers to the largest number of bytes of data a frame can carry, not counting its header in-
formation. In some dialup situations, setting this to a value of 576 results in fewer packets
dropped and a slight improvement to the throughput for a connection.

NAMVE=<nane>
where <nane> is the reference to the title given to a collection of dialup connection configura-
tions.

PAPNAME=<nane>
where <nane> is the username given during the Password Authentication Protocol (PAP) ex-
change that occurs to allow connections to a remote system.

PERSI ST=<answer >
where <answer > is one of the following:

* yes — This interface should be kept active at all times, even if deactivated after a mo-
dem hang up.

* no — This interface should not be kept active at all times.

REM P=<addr ess>
where <addr ess> is the IP address of the remote system. This is usually left unspecified.

W/DI ALSECT=<nane>
where <nane> associates this interface with a dialer configuration in / et ¢/ wdi al . conf . This
file contains the phone number to be dialed and other important information for the inter-
face.

2.6. Other Interfaces

Other common interface configuration files include the following:

ifcfg-lo
A local loopback interface is often used in testing, as well as being used in a variety of ap-
plications that require an IP address pointing back to the same system. Any data sent to the
loopback device is immediately returned to the host's network layer.

Warning

The loopback interface script, / et ¢/ sysconfi g/ net wor k- scri pts/ifcfg-1o,
should never be edited manually. Doing so can prevent the system from oper-
ating correctly.

ifcfg-irlan0
An infrared interface allows information between devices, such as a laptop and a printer, to
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3. Interface Control Scripts

flow over an infrared link. This works in a similar way to an Ethernet device except that it
commonly occurs over a peer-to-peer connection.

ifcfg-plip0
A Parallel Line Interface Protocol (PLIP) connection works much the same way as an Ether-
net device, except that it utilizes a parallel port.

ifcfg-tr0
Token Ring topologies are not as common on Local Area Networks (LANS) as they once
were, having been eclipsed by Ethernet.

3. Interface Control Scripts

The interface control scripts activate and deactivated system interfaces. There are two primary
interface control scripts that call on control scripts located in the /
et c/ sysconfi g/ network-scripts/ directory: /shin/ifdown and / shin/i f up.

The i fup and i f down interface scripts are symbolic links to scripts in the / sbi n/ directory. When
either of these scripts are called, they require the value of the interface to be specified, such as:

ifup ethO

Caution

The i fup and i f down interface scripts are the only scripts that the user should use
to bring up and take down network interfaces.

The following scripts are described for reference purposes only.

Two files used to perform a variety of network initialization tasks during the process of bringing
up a network interface are /etc/rc.d/init.d/ functions and/

et ¢/ sysconfi g/ net wor k- scri pt s/ net wor k- f unct i ons. Refer to Section 4, “Network Function Files”
for more information.

After verifying that an interface has been specified and that the user executing the request is al-
lowed to control the interface, the correct script brings the interface up or down. The following
are common interface control scripts found within the / et c/ sysconf i g/ net wor k- scri pt s/ direct-
ory:

ifup-aliases
Configures IP aliases from interface configuration files when more than one IP address is
associated with an interface.

i fup-ippp and i f down-i ppp
Brings ISDN interfaces up and down.

i fup-ipsec and i f down-i psec
Brings IPsec interfaces up and down.
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i fup-ipvée and i f down-i pv6
Brings IPv6 interfaces up and down.

i fup-ipx
Brings up an IPX interface.

ifup-plip
Brings up a PLIP interface.

i fup-pl usb
Brings up a USB interface for network connections.

i fup-post and i f down- post
Contains commands to be executed after an interface is brought up or down.

i fup- ppp and i f down- ppp
Brings a PPP interface up or down.

ifup-routes
Adds static routes for a device as its interface is brought up.

ifdown-sit andifup-sit
Contains function calls related to bringing up and down an IPv6 tunnel within an IPv4 con-
nection.

i fup-sl and i f down- sl
Brings a SLIP interface up or down.

ifup-wirel ess
Brings up a wireless interface.

Warning

Removing or modifying any scripts in the / et ¢/ sysconf i g/ net wor k- scri pt s/ direct-
ory can cause interface connections to act irregularly or fail. Only advanced users
should modify scripts related to a network interface.

The easiest way to manipulate all network scripts simultaneously is to use the / sbi n/ servi ce
command on the network service (/etc/rc.d/init.d/ network), as illustrated the following com-
mand:

/ sbin/service network <action>

Here, <acti on> can be either start, stop, Or restart.

To view a list of configured devices and currently active network interfaces, use the following
command:

/ sbin/service network status
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4. Network Function Files

Red Hat Enterprise Linux makes use of several files that contain important common functions
used to bring interfaces up and down. Rather than forcing each interface control file to contain
these functions, they are grouped together in a few files that are called upon when necessary.

The / et ¢/ sysconfi g/ net wor k- scri pt s/ net wor k- f unct i ons file contains the most commonly used
IPv4 functions, which are useful to many interface control scripts. These functions include con-
tacting running programs that have requested information about changes in the status of an in-
terface, setting hostnames, finding a gateway device, verifying whether or not a particular
device is down, and adding a default route.

As the functions required for IPv6 interfaces are different from IPv4 interfaces, a /

et c/ sysconfi g/ net wor k- scri pt s/ net wor k- f unct i ons-i pv6 file exists specifically to hold this in-

formation. The functions in this file configure and delete static IPv6 routes, create and remove
tunnels, add and remove IPv6 addresses to an interface, and test for the existence of an IPv6
address on an interface.

5. Additional Resources

The following are resources which explain more about network interfaces.

5.1. Installed Documentation

/usr/share/doc/initscripts-<version>/sysconfig.txt
A guide to available options for network configuration files, including IPv6 options not
covered in this chapter.

/usr/ share/ doc/ i prout e-<versi on>/i p-cref.ps
This file contains a wealth of information about the i p command, which can be used to ma-
nipulate routing tables, among other things. Use the ggv or kghostview application to view
this file.
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Chapter 14. Network Configuration

To communicate with each other, computers must have a network connection. This is accom-
plished by having the operating system recognize an interface card (such as Ethernet, ISDN
modem, or token ring) and configuring the interface to connect to the network.

The Network Administration Tool can be used to configure the following types of network in-
terfaces:

* Ethernet
« ISDN

*  modem
» xDSL

e tokenring
- CIPE
* wireless devices

It can also be used to configure IPsec connections, manage DNS settings, and manage the /
et c/ host s file used to store additional hosthames and IP address combinations.

To use the Network Administration Tool, you must have root privileges. To start the applica-
tion, go to the Applications (the main menu on the panel) => System Settings => Network, or
type the command syst em confi g- net wor k at a shell prompt (for example, in an XTerm or a
GNOME terminal). If you type the command, the graphical version is displayed if X is running;
otherwise, the text-based version is displayed.

To use the command line version, execute the command syst em confi g- net work-cnd --hel p as
root to view all of the options.
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1. Overview
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4 [ You may configure network devices associated with

g Physical hardware here. Multiple logical devices can be
associated with a single piece of hardware.

Profile | Status Device |Nickname Type

% Inactive - ethl ethl Ethemet
& Active @ eth0  ethD Ethernet

Figure 14.1. Network Administration Tool

o Tip
!vl

Use the Red Hat Hardware Compatibility List (http://hardware.redhat.com/hcl/) to
determine if Red Hat Enterprise Linux supports your hardware device.

1. Overview

To configure a network connection with the Network Administration Tool, perform the follow-
ing steps:

1. Add a network device associated with the physical hardware device.

2. Add the physical hardware device to the hardware list, if it does not already exist.
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2. Establishing an Ethernet Connection

3. Configure the hostname and DNS settings.
4. Configure any hosts that cannot be looked up through DNS.

This chapter discusses each of these steps for each type of network connection.

2. Establishing an Ethernet Connection

To establish an Ethernet connection, you need a network interface card (NIC), a network cable
(usually a CATS5 cable), and a network to connect to. Different networks are configured to use
different network speeds; make sure your NIC is compatible with the network to which you want
to connect.

To add an Ethernet connection, follow these steps:

1. Click the Devices tab.
2. Click the New button on the toolbar.
3. Select Ethernet connection from the Device Type list, and click Forward.

4. If you have already added the network interface card to the hardware list, select it from the
Ethernet card list. Otherwise, select Other Ethernet Card to add the hardware device.

Note

The installation program detects supported Ethernet devices and prompts you
to configure them. If you configured any Ethernet devices during the installa-
tion, they are displayed in the hardware list on the Hardware tab.

5. If you selected Other Ethernet Card, the Select Ethernet Adapter window appears. Se-
lect the manufacturer and model of the Ethernet card. Select the device name. If this is the
system's first Ethernet card, select ethO as the device name; if this is the second Ethernet
card, select ethl (and so on). The Network Administration Tool also allows you to config-
ure the resources for the NIC. Click Forward to continue.

6. Inthe Configure Network Settings window shown in Figure 14.2, “Ethernet Settings”,
choose between DHCP and a static IP address. If the device receives a different IP ad-
dress each time the network is started, do not specify a hostname. Click Forward to contin-
ue.

7. Click Apply on the Create Ethernet Device page.
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2. Establishing an Ethernet Connection

Configure Network Settings

(@ Automatically obtain IP address settings with: | dhcp  *
DHCF Settings

Hostname (optional):

Automatically obtain DNS information from provider

() Statically set IP addresses:
Manual IP Address Settings
Address:

Subnet Mask:

Default Gateway Address:

3¢ Cancel <] Back . P> Forward

Figure 14.2. Ethernet Settings

After configuring the Ethernet device, it appears in the device list as shown in Figure 14.3,
“Ethernet Device”.
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3. Establishing an ISDN Connection
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Figure 14.3. Ethernet Device

Be sure to select File => Save to save the changes.

After adding the Ethernet device, you can edit its configuration by selecting the device from the
device list and clicking Edit. For example, when the device is added, it is configured to start at
boot time by default. To change this setting, select to edit the device, modify the Activate
device when computer starts value, and save the changes.

When the device is added, it is not activated immediately, as seen by its Inactive status. To ac-
tivate the device, select it from the device list, and click the Activate button. If the system is
configured to activate the device when the computer starts (the default), this step does not have
to be performed again.

If you associate more than one device with an Ethernet card, the subsequent devices are
device aliases. A device alias allows you to setup multiple virtual devices for one physical
device, thus giving the one physical device more than one IP address. For example, you can
configure an ethl device and an eth1:1 device. For detalils, refer to Section 11, “Device Aliases”.
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3. Establishing an ISDN Connection

3. Establishing an ISDN Connection

An ISDN connection is an Internet connection established with a ISDN modem card through a
special phone line installed by the phone company. ISDN connections are popular in Europe.

To add an ISDN connection, follow these steps:

7.

Click the Devices tab.
Click the New button on the toolbar.
Select ISDN connection from the Device Type list, and click Forward.

Select the ISDN adapter from the pulldown menu. Then configure the resources and D
channel protocol for the adapter. Click Forward to continue.

Select ISDN Adapter =
ISDN Adapters: | ACER P10 [~]
Resource D Channel Protocol
IRQ: |5 2/ @ Eur1SDN (EDSSY)
MEM: | | ) 1TR6
10: | 0x300 |
1oL | |
102 | |
% Cancel | | dBack | | P> Foward,

Figure 14.4. ISDN Settings

If your Internet Service Provider (ISP) is in the pre-configured list, select it. Otherwise, enter
the required information about your ISP account. If you do not know the values, contact
your ISP. Click Forward.

In the IP Settings window, select the Encapsulation Mode and whether to obtain an IP
address automatically or to set a static IP instead. Click Forward when finished.

On the Create Dialup Connection page, click Apply.

After configuring the ISDN device, it appears in the device list as a device with type ISDN as
shown in Figure 14.5, “ISDN Device”.

Be sure to select File => Save to save the changes.
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4. Establishing a Modem Connection

After adding the ISDN device, you can edit its configuration by selecting the device from the
device list and clicking Edit. For example, when the device is added, it is configured not to start
at boot time by default. Edit its configuration to modify this setting. Compression, PPP options,
login name, password, and more can be changed.

When the device is added, it is not activated immediately, as seen by its Inactive status. To ac-
tivate the device, select it from the device list, and click the Activate button. If the system is
configured to activate the device when the computer starts (the default), this step does not have
to be performed again.

File  Profile  Help

¢ & B 8§ ¢ X

MNew  Edit Copy Delete Activate  Deactivate

e
e

Devices |Hardware | IPsec |DNS | Hosts

4. You may configure network devices associated with
HHFEI physical hardware here. Multiple logical devices can be
I‘—J associated with a single piece of hardware.

Profile | Status Device |Nickname Type

Figure 14.5. ISDN Device

4. Establishing a Modem Connection

A modem can be used to configure an Internet connection over an active phone line. An Inter-
net Service Provider (ISP) account (also called a dial-up account) is required.

To add a modem connection, follow these steps:
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9.

4. Establishing a Modem Connection

Click the Devices tab.
Click the New button on the toolbar.
Select Modem connection from the Device Type list, and click Forward.

If there is a modem already configured in the hardware list (on the Hardware tab), the Net-
work Administration Tool assumes you want to use it to establish a modem connection. If
there are no modems already configured, it tries to detect any modems in the system. This

probe might take a while. If a modem is not found, a message is displayed to warn you that
the settings shown are not values found from the probe.

After probing, the window in Figure 14.6, “Modem Settings” appears.

Select Modem EI?
Modem Properties
Modem Device: |,.'dev,.'rrv50 |v|
Baud Rate: | 57600 [+]

Flow Control: |Hardware (CRTSCTS) | w |

Use touch tone dialing

32 cancel <] Back

Figure 14.6. Modem Settings

Configure the modem device, baud rate, flow control, and modem volume. If you do not
know these values, accept the defaults if the modem was probed successfully. If you do not
have touch tone dialing, uncheck the corresponding checkbox. Click Forward.

If your ISP is in the pre-configured list, select it. Otherwise, enter the required information
about your ISP account. If you do not know these values, contact your ISP. Click Forward.

On the IP Settings page, select whether to obtain an IP address automatically or whether
to set one statically. Click Forward when finished.

On the Create Dialup Connection page, click Apply.

After configuring the modem device, it appears in the device list with the type Modemas shown in
Figure 14.7, “Modem Device".
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5. Establishing an xDSL Connection
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Figure 14.7. Modem Device

Be sure to select File => Save to save the changes.

After adding the modem device, you can edit its configuration by selecting the device from the
device list and clicking Edit. For example, when the device is added, it is configured not to start
at boot time by default. Edit its configuration to modify this setting. Compression, PPP options,
login name, password, and more can also be changed.

When the device is added, it is not activated immediately, as seen by its Inactive status. To ac-
tivate the device, select it from the device list, and click the Activate button. If the system is
configured to activate the device when the computer starts (the default), this step does not have
to be performed again.

5. Establishing an xDSL Connection

DSL stands for Digital Subscriber Lines. There are different types of DSL such as ADSL, IDSL,
and SDSL. The Network Administration Tool uses the term xDSL to mean all types of DSL
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5. Establishing an xDSL Connection

connections.

Some DSL providers require that the system is configured to obtain an IP address through DH-
CP with an Ethernet card. Some DSL providers require you to configure a PPPoE
(Point-to-Point Protocol over Ethernet) connection with an Ethernet card. Ask your DSL provider
which method to use.

If you are required to use DHCP, refer to Section 2, “Establishing an Ethernet Connection” to
configure your Ethernet card.

If you are required to use PPPoE, follow these steps:

=

Click the Devices tab.
2. Click the New button.
3. Select xDSL connection from the Device Type list, and click Forward.

4. If your Ethernet card is in the hardware list, select the Ethernet Device from the pulldown
menu from the page shown in Figure 14.8, “xDSL Settings”. Otherwise, the Select Ether-
net Adapter window appears.

Note

The installation program detects supported Ethernet devices and prompts you
to configure them. If you configured any Ethernet devices during the installa-
tion, they are displayed in the hardware list on the Hardware tab.
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5. Establishing an xDSL Connection

Configure DSL connection il

Select the ethernet device for this account.

Ethernet Device: |eth0 (82557/8/9 [Ethernet Pro 100]) v

Enter the provider name for this account.

Provider Name: ||

T-Online Account Setup

Enter the login name for this account.

Login Name:

Enter the password for this account.

Password:

3 cancel <] Back P> Forward

Figure 14.8. xDSL Settings

5. If the Select Ethernet Adapter window appears, select the manufacturer and model of the
Ethernet card. Select the device name. If this is the system's first Ethernet card, select ethO
as the device name; if this is the second Ethernet card, select eth1 (and so on). The Net-
work Administration Tool also allows you to configure the resources for the NIC. Click
Forward to continue.

6. Enter the Provider Name, Login Name, and Password. If you have a T-Online account,
instead of entering a Login Name and Password in the default window, click the T-Online
Account Setup button and enter the required information. Click Forward to continue.

7. Onthe Create DSL Connection page, click Apply.

After configuring the DSL connection, it appears in the device list as shown in Figure 14.7,
“Modem Device”.
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6. Establishing a Token Ring Connection
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Figure 14.9. xDSL Device

Be sure to select File => Save to save the changes.

After adding the xDSL connection, you can edit its configuration by selecting the device from the
device list and clicking Edit. For example, when the device is added, it is configured not to start
at boot time by default. Edit its configuration to modify this setting.

When the device is added, it is not activated immediately, as seen by its Inactive status. To ac-
tivate the device, select it from the device list, and click the Activate button. If the system is
configured to activate the device when the computer starts (the default), this step does not have
to be performed again.

6. Establishing a Token Ring Connection

A token ring network is a network in which all the computers are connected in a circular pattern.
A token, or a special network packet, travels around the token ring and allows computers to
send information to each other.
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6. Establishing a Token Ring Connection

o
lvo

For more information on using token rings under Linux, refer to the Linux Token
Ring Project website available at http://www.linuxtr.net/.

To add a token ring connection, follow these steps:

1. Click the Devices tab.
2. Click the New button on the toolbar.
3. Select Token Ring connection from the Device Type list and click Forward.

4. If you have already added the token ring card to the hardware list, select it from the Token-
ring card list. Otherwise, select Other Tokenring Card to add the hardware device.

5. If you selected Other Tokenring Card, the Select Token Ring Adapter window as shown
in Figure 14.10, “Token Ring Settings” appears. Select the manufacturer and model of the
adapter. Select the device name. If this is the system's first token ring card, select trO; if this
is the second token ring card, select tr1 (and so on). The Network Administration Tool
also allows the user to configure the resources for the adapter. Click Forward to continue.

Select Token Ring Adapter

Adapter. | IEM Olympic-based PCI token ring v

Device: |trQ b

Resource

IRQ:  |Unknown 7

MEM:

DMAD:

DMATL:

........................................

8 Cancel <] Back - > Forward

Figure 14.10. Token Ring Settings
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7. Establishing a Wireless Connection

6. Onthe Configure Network Settings page, choose between DHCP and static IP address.
You may specify a hostname for the device. If the device receives a dynamic IP address
each time the network is started, do not specify a hostname. Click Forward to continue.

7. Click Apply on the Create Tokenring Device page.

After configuring the token ring device, it appears in the device list as shown in Figure 14.11,
“Token Ring Device”.
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Figure 14.11. Token Ring Device

Be sure to select File => Save to save the changes.

After adding the device, you can edit its configuration by selecting the device from the device list
and clicking Edit. For example, you can configure whether the device is started at boot time.

When the device is added, it is not activated immediately, as seen by its Inactive status. To ac-
tivate the device, select it from the device list, and click the Activate button. If the system is
configured to activate the device when the computer starts (the default), this step does not have
to be performed again.
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7. Establishing a Wireless Connection

7. Establishing a Wireless Connection

Wireless Ethernet devices are becoming increasingly popular. The configuration is similar to the
Ethernet configuration except that it allows you to configure settings such as the SSID and key
for the wireless device.

To add a wireless Ethernet connection, follow these steps:

1. Click the Devices tab.
2. Click the New button on the toolbar.
3. Select Wireless connection from the Device Type list and click Forward.

4. If you have already added the wireless network interface card to the hardware list, select it
from the Wireless card list. Otherwise, select Other Wireless Card to add the hardware
device.

Note

The installation program usually detects supported wireless Ethernet devices
and prompts you to configure them. If you configured them during the installa-
tion, they are displayed in the hardware list on the Hardware tab.

5. If you selected Other Wireless Card, the Select Ethernet Adapter window appears. Se-
lect the manufacturer and model of the Ethernet card and the device. If this is the first Eth-
ernet card for the system, select ethO; if this is the second Ethernet card for the system, se-
lect ethl (and so on). The Network Administration Tool also allows the user to configure
the resources for the wireless network interface card. Click Forward to continue.

6. On the Configure Wireless Connection page as shown in Figure 14.12, “Wireless Set-
tings”, configure the settings for the wireless device.
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7. Establishing a Wireless Connection

Configure Wireless Connection 2l

Mode: Auto b

...............

Channel: 1 =

Transmit Rate: Alto w

Key (use Ox for hex):

3 cancel <] Back P> Forward

Figure 14.12. Wireless Settings

7. Onthe Configure Network Settings page, choose between DHCP and static IP address.
You may specify a hostname for the device. If the device receives a dynamic IP address
each time the network is started, do not specify a hostname. Click Forward to continue.

8. Click Apply on the Create Wireless Device page.

After configuring the wireless device, it appears in the device list as shown in Figure 14.13,
“Wireless Device”.
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8. Managing DNS Settings
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Figure 14.13. Wireless Device

Be sure to select File => Save to save the changes.

After adding the wireless device, you can edit its configuration by selecting the device from the
device list and clicking Edit. For example, you can configure the device to activate at boot time.

When the device is added, it is not activated immediately, as seen by its Inactive status. To ac-
tivate the device, select it from the device list, and click the Activate button. If the system is
configured to activate the device when the computer starts (the default), this step does not have
to be performed again.

8. Managing DNS Settings

The DNS tab allows you to configure the system's hostname, domain, name servers, and
search domain. Name servers are used to look up other hosts on the network.

If the DNS server names are retrieved from DHCP or PPPoE (or retrieved from the ISP), do not
add primary, secondary, or tertiary DNS servers.
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8. Managing DNS Settings

If the hostname is retrieved dynamically from DHCP or PPPoE (or retrieved from the ISP), do
not change it.

File  Profile  Help

e

MNew  Edit Copy Delete

Devices |Hardware | IPsec | DNS | Hosts

EXWE You may configure the system's hostname, domain,
SR name servers, and search domain. Name servers are
DR used to look up other hosts on the network.

Hostname: localhost.localdomai r1|

Primary DN5: 172.16.52.28

Secondary DNS:  |172.16.52.27

Tertiary DN5S:

DNS Search Path: | devel.redhat.com

]

Figure 14.14. DNS Configuration

Note

The name servers section does not configure the system to be a name server. In-
stead, it configures which name servers to use when resolving IP addresses to
hostnames and vice-versa.

Warning

If the hostname is changed and syst em confi g- net wor k is started on the local host,
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9. Managing Hosts

you may not be able to start another X11 application. As such, you may have to re-

login to a new desktop session.

9. Managing Hosts

The Hosts tab allows you to add, edit, or remove hosts from the / et ¢/ host s file. This file con-
tains IP addresses and their corresponding hostnames.

When your system tries to resolve a hostname to an IP address or tries to determine the host-
name for an IP address, it refers to the / et ¢/ host s file before using the name servers (if you are
using the default Red Hat Enterprise Linux configuration). If the IP address is listed in the /

et c/ host s file, the name servers are not used. If your network contains computers whose IP ad-
dresses are not listed in DNS, it is recommended that you add them to the / et ¢/ host s file.

To add an entry to the / et ¢/ host s file, go to the Hosts tab, click the New button on the toolbar,
provide the requested information, and click OK. Select File => Save or press Ctrl-S to save
the changes to the / et ¢/ host s file. The network or network services do not need to be restarted
since the current version of the file is referred to each time an address is resolved.

Warning

Do not remove the | ocal host entry. Even if the system does not have a network
connection or have a network connection running constantly, some programs need
to connect to the system via the localhost loopback interface.
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IP Name Aliases

Figure 14.15. Hosts Configuration

Tip

To change lookup order, edit the / et ¢/ host . conf file. The line order hosts, bind
specifies that / et ¢/ host s takes precedence over the name servers. Changing the
line to order bind, hosts configures the system to resolve hostnames and IP ad-
dresses using the name servers first. If the IP address cannot be resolved through
the name servers, the system then looks for the IP address in the / et ¢/ host s file.

10. Working with Profiles

Multiple logical network devices can be created for each physical hardware device. For ex-
ample, if you have one Ethernet card in your system (eth0), you can create logical network
devices with different nicknames and different configuration options, all to be specifically associ-
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ated with ethO.

Logical network devices are different from device aliases. Logical network devices associated
with the same physical device must exist in different profiles and cannot be activated simultan-
eously. Device aliases are also associated with the same physical hardware device, but device
aliases associated with the same physical hardware can be activated at the same time. Refer to
Section 11, “Device Aliases” for details about creating device aliases.

Profiles can be used to create multiple configuration sets for different networks. A configuration
set can include logical devices as well as hosts and DNS settings. After configuring the profiles,
you can use the Network Administration Tool to switch back and forth between them.

By default, there is one profile called Common. To create a new profile, select Profile => New
from the pull-down menu, and enter a unique name for the profile.

You are now modifying the new profile as indicated by the status bar at the bottom of the main
window.

Click on an existing device already in the list and click the Copy button to copy the existing
device to a logical network device. If you use the New button, a network alias is created, which
is incorrect. To change the properties of the logical device, select it from the list and click Edit.
For example, the nickname can be changed to a more descriptive name, such as et ho_of fi ce,
so that it can be recognized more easily.

In the list of devices, there is a column of checkboxes labeled Profile. For each profile, you can
check or uncheck devices. Only the checked devices are included for the currently selected pro-
file. For example, if you create a logical device named et ho_of fi ce in a profile called & fi ce and
want to activate the logical device if the profile is selected, uncheck the et ho device and check
the et ho_of fi ce device.

For example, Figure 14.16, “Office Profile” shows a profile called Office with the logical device
ethO0_office. It is configured to activate the first Ethernet card using DHCP.
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Figure 14.16. Office Profile

Notice that the Home profile as shown in Figure 14.17, “Home Profile” activates the ethO_home
logical device, which is associated with et ho.
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Figure 14.17. Home Profile

You can also configure et ho to activate in the Office profile only and to activate a PPP (modem)
device in the Home profile only. Another example is to have the Common profile activate et ho
and an Away profile activate a PPP device for use while traveling.

To activate a profile at boot time, modify the boot loader configuration file to include the net pro-
fil e=<profil enane> option. For example, if the system uses GRUB as the boot loader and /
boot / gr ub/ gr ub. conf contains:

title Red Hat Enterprise Linux (2.6.9-5.EL) root (hdO,0) kernel /vminuz-2.6.9-5.EL ro root=/dev/ Vol G oupOl
Modify it to the following (where <prof i | ename> is the name of the profile to be activated at boot
time):

title Red Hat Enterprise Linux (2.6.9-5.EL) root (hdO,0) kernel /vminuz-2.6.9-5.EL ro root=/dev/ Vol G oupOl

To switch profiles after the system has booted, go to Applications (the main menu on the panel)
=> System Tools => Network Device Control (or type the command syst em cont rol - net wor k)
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to select a profile and activate it. The activate profile section only appears in the Network
Device Control interface if more than the default Common interface exists.

Alternatively, execute the following command to enable a profile (replace <pr of i | ename> with the
name of the profile):

system config-network-cnd --profile <profil enane> --activate

11. Device Aliases

Device aliases are virtual devices associated with the same physical hardware, but they can be
activated at the same time to have different IP addresses. They are commonly represented as
the device name followed by a colon and a number (for example, eth0:1). They are useful if you
want to have multiple IP addresses for a system that only has one network card.

After configuring the Ethernet device —such as et ho —to use a static IP address (DHCP does
not work with aliases), go to the Devices tab and click New. Select the Ethernet card to config-
ure with an alias, set the static IP address for the alias, and click Apply to create it. Since a
device already exists for the Ethernet card, the one just created is the alias, such as et ho: 1.

Warning

If you are configuring an Ethernet device to have an alias, neither the device nor
the alias can be configured to use DHCP. You must configure the IP addresses
manually.

Figure 14.18, “Network Device Alias Example” shows an example of one alias for the et ho
device. Notice the et ho: 1 device — the first alias for et ho. The second alias for et ho would have
the device name et ho: 2, and so on. To modify the settings for the device alias, such as whether
to activate it at boot time and the alias number, select it from the list and click the Edit button.
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Figure 14.18. Network Device Alias Example

Select the alias and click the Activate button to activate the alias. If you have configured mul-
tiple profiles, select which profiles in which to include it.

To verify that the alias has been activated, use the command / shi n/i f confi g. The output should
show the device and the device alias with different IP addresses:

et hO Link encap: Et hernet HWaddr 00: AO: CC: 60: B7: G4 i net addr:192.168. 100.5 Bcast: 192. 168. 100. 255 Mask: 255. 2!

12. Saving and Restoring the Network Con-
figuration

The command line version of Network Administration Tool can be used to save the system's
network configuration to a file. This file can then be used to restore the network settings to a
Red Hat Enterprise Linux system.

This feature can be used as part of an automated backup script, to save the configuration be-
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fore upgrading or reinstalling, or to copy the configuration to a different Red Hat Enterprise
Linux system.

To save, or export, the network configuration of a system to the file / t np/ net wor k- confi g, €x-
ecute the following command as root:

system config-network-cnd -e > /tnp/network-config

To restore, or import, the network configuration from the file created from the previous com-
mand, execute the following command as root:

system config-network-cnmd -i -c -f /tnp/network-config

The -i option means to import the data, the - ¢ option means to clear the existing configuration
prior to importing, and the -f option specifies that the file to import is as follows.
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Chapter 15. Controlling Access to

Services

Maintaining security on your system is extremely important, and one approach for this task is to
manage access to system services carefully. Your system may need to provide open access to
particular services (for example, htt pd if you are running a Web server). However, if you do not
need to provide a service, you should turn it off to minimize your exposure to possible bug ex-
ploits.

There are several different methods for managing access to system services. Choose which
method of management to use based on the service, your system's configuration, and your level
of Linux expertise.

The easiest way to deny access to a service is to turn it off. Both the services managed by
xi net d and the services inthe /etc/rc. d/init.d hierarchy (also known as SysV services) can
be configured to start or stop using three different applications:

Services Configuration Tool
This is a graphical application that displays a description of each service, displays whether
each service is started at boot time (for runlevels 3, 4, and 5), and allows services to be
started, stopped, and restarted.

ntsysv
This is a text-based application that allows you to configure which services are started at
boot time for each runlevel. Non-xi net d services can not be started, stopped, or restarted
using this program.

chkconfig
This is a command line utility that allows you to turn services on and off for the different run-
levels. Non-xi net d services can not be started, stopped, or restarted using this utility.

You may find that these tools are easier to use than the alternatives — editing the numerous
symbolic links located in the directories below / et ¢/ rc. d by hand or editing the xi net d configur-
ation files in / et ¢/ xi net d. d.

Another way to manage access to system services is by using i pt abl es to configure an IP fire-
wall. If you are a new Linux user, note that i pt abl es may not be the best solution for you. Set-
ting up i pt abl es can be complicated, and is best tackled by experienced Linux system adminis-
trators.

On the other hand, the benefit of using i pt abl es is flexibility. For example, if you need a custom-
ized solution which provides certain hosts access to certain services, i pt abl es can provide it for
you. Refer to Section 8.1, “Netffilter and IPTables” and Section 8.3, “Using IPTables” for more in-
formation about i pt abl es.

Alternatively, if you are looking for a utility to set general access rules for your home machine,
and/or if you are new to Linux, try the Security Level Configuration Tool (syst em con-
fi g-sel i nux), which allows you to select the security level for your system, similar to the Fire-
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wall Configuration screen in the installation program.

Refer to Section 8, “Firewalls” for more information.

Important

When you allow access for new services, always remember that both the firewall
and SELinux need to be configured as well. One of the most common mistakes
committed when configuring a new service is neglecting to implement the neces-
sary firewall configuration and SELinux policies to allow access for it. Refer to Sec-
tion 8.2, “Basic Firewall Configuration” for more information.

1. Runlevels

Before you can configure access to services, you must understand Linux runlevels. A runlevel is
a state, or mode, that is defined by the services listed in the directory / etc/rc. d/ rc<x>. d, where
<x> is the number of the runlevel.

The following runlevels exist:

0 — Halt

e 1 — Single-user mode

e 2 — Not used (user-definable)

* 3 — Full multi-user mode

e 4 — Not used (user-definable)

e 5 — Full multi-user mode (with an X-based login screen)
*+ 6 — Reboot

If you use a text login screen, you are operating in runlevel 3. If you use a graphical login
screen, you are operating in runlevel 5.

The default runlevel can be changed by modifying the / et ¢/ i ni t t ab file, which contains a line
near the top of the file similar to the following:

id:5:initdefault:

Change the number in this line to the desired runlevel. The change does not take effect until
you reboot the system.

2. TCP Wrappers

Many UNIX system administrators are accustomed to using TCP wrappers to manage access to
certain network services. Any network services managed by xi net d (as well as any program

177



2.1. xinetd

with built-in support for 1i bwr ap) can use TCP wrappers to manage access. xi netd can use the /
etc/ hosts. al l owand / et ¢/ host s. deny files to configure access to system services. As the
names imply, host s. al | ow contains a list of rules that allow clients to access the network ser-
vices controlled by xi net d, and host s. deny contains rules to deny access. The hosts. al | owfile
takes precedence over the host s. deny file. Permissions to grant or deny access can be based
on individual IP address (or hostnames) or on a pattern of clients. Refer to hosts_access in sec-
tion 5 of the man pages (man 5 hosts_access) for details.

21 xi netd

To control access to Internet services, use xi net d, which is a secure replacement for i netd. The
xi net d daemon conserves system resources, provides access control and logging, and can be
used to start special-purpose servers. xi netd can also be used to grant or deny access to partic-
ular hosts, provide service access at specific times, limit the rate of incoming connections, limit
the load created by connections, and more.

xi net d runs constantly and listens on all ports for the services it manages. When a connection
request arrives for one of its managed services, xi net d starts up the appropriate server for that
service.

The configuration file for xi net d is / et ¢/ xi net d. conf, but the file only contains a few defaults
and an instruction to include the / et ¢/ xi net d. d directory. To enable or disable an xi net d ser-
vice, edit its configuration file in the / et ¢/ xi net d. d directory. If the di sabl e attribute is set to yes,
the service is disabled. If the di sabl e attribute is set to no, the service is enabled. You can edit
any of the xi net d configuration files or change its enabled status using the Services Configura-
tion Tool, ntsysv, or chkconfi g. For a list of network services controlled by xi net d, review the
contents of the / et ¢/ xi net d. d directory with the command I's /etc/ xi netd. d.

3. Services Configuration Tool

The Services Configuration Tool is a graphical application developed by Red Hat to configure
which SysV services inthe /etc/rc. d/init.d directory are started at boot time (for runlevels 3,
4, and 5) and which xi net d services are enabled. It also allows you to start, stop, and restart
SysV services as well as reload xi net d.

To start the Services Configuration Tool from the desktop, go to the Applications (the main
menu on the panel) => System Settings => Server Settings => Services or type the com-

mand syst em confi g-servi ces at a shell prompt (for example, in an XTerm or a GNOME ter-
minal).

178



3. Services Configuration Tool
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Figure 15.1. Services Configuration Tool

The Services Configuration Tool displays the current runlevel as well as the runlevel you are
currently editing. To edit a different runlevel, select Edit Runlevel from the pulldown menu and
select runlevel 3, 4, or 5. Refer to Section 1, “Runlevels” for a description of runlevels.

The Services Configuration Tool lists the services from the /etc/rc. d/init. d directory as well
as the services controlled by xi net d. Click on the name of the service from the list on the left-
hand side of the application to display a brief description of that service as well as the status of
the service. If the service is not an xi net d service, the status window shows whether the service
is currently running. If the service is controlled by xi net d, the status window displays the phrase
xinetd service.

To start, stop, or restart a service immediately, select the service from the list and click the ap-
propriate button on the toolbar (or choose the action from the Actions pulldown menu). If the
service is an xi net d service, the action buttons are disabled because they cannot be started or
stopped individually.

If you enable/disable an xi net d service by checking or unchecking the checkbox next to the ser-
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vice name, you must select File => Save Changes from the pulldown menu (or the Save button
above the tabs) to reload xi net d and immediately enable/disable the xi net d service that you
changed. xi net d is also configured to remember the setting. You can enable/disable multiple

xi net d services at a time and save the changes when you are finished.

For example, assume you check rsync to enable it in runlevel 3 and then save the changes. The
rsync service is immediately enabled. The next time xi net d is started, rsync is still enabled.

Note

When you save changes to xi net d services, xi netd is reloaded, and the changes
take place immediately. When you save changes to other services, the runlevel is
reconfigured, but the changes do not take effect immediately.

To enable a non-xi net d service to start at boot time for the currently selected runlevel, check
the box beside the name of the service in the list. After configuring the runlevel, apply the
changes by selecting File => Save Changes from the pulldown menu. The runlevel configura-
tion is changed, but the runlevel is not restarted; thus, the changes do not take place immedi-
ately.

For example, assume you are configuring runlevel 3. If you change the value for the htt pd ser-
vice from checked to unchecked and then select Save Changes, the runlevel 3 configuration
changes so that ht t pd is not started at boot time. However, runlevel 3 is not reinitialized, so ht -
t pd is still running. Select one of following options at this point:

1. Stop the htt pd service — Stop the service by selecting it from the list and clicking the Stop
button. A message appears stating that the service was stopped successfully.

2. Reinitialize the runlevel — Reinitialize the runlevel by going to a shell prompt and typing the
command telinit x (where x is the runlevel number; in this example, 3.). This option is re-
commended if you change the Start at Boot value of multiple services and want to activate
the changes immediately.

3. Do nothing else — You do not have to stop the htt pd service. You can wait until the system
is rebooted for the service to stop. The next time the system is booted, the runlevel is initial-
ized without the nt t pd service running.

To add a service to a runlevel, select the runlevel from the Edit Runlevel pulldown menu, and
then select Actions => Add Service. To delete a service from a runlevel, select the runlevel
from the Edit Runlevel pulldown menu, select the service to be deleted from the list on the left,
and select Actions => Delete Service.

4, ntsysv

The ntsysv utility provides a simple interface for activating or deactivating services. You can
use ntsysv to turn an xi net d-managed service on or off. You can also use ntsysv to configure
runlevels. By default, only the current runlevel is configured. To configure a different runlevel,
specify one or more runlevels with the - -1 evel option. For example, the command nt sysv -
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-1 evel 345 configures runlevels 3, 4, and 5.

The ntsysv interface works like the text mode installation program. Use the up and down ar-
rows to navigate up and down the list. The space bar selects/unselects services and is also
used to "press” the Ok and Cancel buttons. To move between the list of services and the Ok
and Cancel buttons, use the Tab key. An asterisk (*) signifies that a service is set to on. Press-
ing the F1 key displays a short description of the selected service.

I Services I

What services should be automatically started?

acpid

anacron

apmd

atd

auditd

autofs
avahi-daemon
avahi-dnsconfd
bluetooth

capi
chargen-dgram
chargen-stream
clvmd

cman

Conman
cpuspeed
crond

Figure 15.2. The ntsysv utility
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Warning

Services managed by xi net d are immediately affected by ntsysv. For all other ser-
vices, changes do not take effect immediately. You must stop or start the individual
service with the command ser vi ce <daenmon> st op (Where <daermon> is the name of
the service you want to stop; for example, htt pd). Replace st op with start orre-
start to start or restart the service.

Es. chkconfig

The chkconfi g command can also be used to activate and deactivate services. The chkconfig -
-1i st command displays a list of system services and whether they are started (on) or stopped
(of ) in runlevels 0-6. At the end of the list is a section for the services managed by xi net d.

If the chkconfig --1ist command is used to query a service managed by xi net d, it displays
whether the xi net d service is enabled (on) or disabled (of f ). For example, the command chkcon-
fig --1ist rsync returns the following output:

rsync on

As shown, rsync is enabled as an xi net d service. If xi net d is running, rsync is enabled.

If you use chkconfig --1ist to query a service in/etc/rc. d, that service's settings for each run-
level are displayed. For example, the command chkconfig --1ist httpd returns the following
output:

httpd 0:of f 1:0off 2:0n 3:0n 4:on 5:o0n 6:of f

chkconfi g can also be used to configure a service to be started (or not) in a specific runlevel.
For example, to turn nscd off in runlevels 3, 4, and 5, use the following command:

chkconfig --1evel 345 nscd off

Warning

Services managed by xi net d are immediately affected by chkconfi g. For example,
if xi net d is running while r sync is disabled, and the command chkconfi g rsync on
is executed, then r sync is immediately enabled without having to restart xi net d
manually. Changes for other services do not take effect immediately after using
chkconfi g. You must stop or start the individual service with the command ser vi ce
<daenon> st op (Where <daermon> is the name of the service you want to stop; for ex-
ample, htt pd). Replace st op with start or restart to start or restart the service.

6. Additional Resources
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6.1. Installed Documentation

For more information, refer to the following resources.

6.1. Installed Documentation

e The man pages for nt sysv, chkconfi g, xi net d, and xi net d. conf .

* nman 5 hosts_access — The man page for the format of host access control files (in section 5
of the man pages).

6.2. Useful Websites

e http://www.xinetd.org — The xi net d webpage. It contains sample configuration files and a
more detailed list of features.
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Chapter 16. Berkeley Internet Name

Domain (BIND)

On most modern networks, including the Internet, users locate other computers by name. This
frees users from the daunting task of remembering the numerical network address of network
resources. The most effective way to configure a network to allow such name-based connec-
tions is to set up a Domain Name Service (DNS) or a nameserver, which resolves hostnames
on the network to numerical addresses and vice versa.

This chapter reviews the nameserver included in Red Hat Enterprise Linux and the Berkeley In-
ternet Name Domain (BIND) DNS server, with an emphasis on the structure of its configuration
files and how it may be administered both locally and remotely.

Note

BIND is also known as the service naned in Red Hat Enterprise Linux. You can
manage it via the Services Configuration Tool (syst em confi g- ser vi ce).

1. Introduction to DNS

DNS associates hostnames with their respective IP addresses, so that when users want to con-
nect to other machines on the network, they can refer to them by name, without having to re-
member IP addresses.

Use of DNS and FQDNSs also has advantages for system administrators, allowing the flexibility
to change the IP address for a host without affecting name-based queries to the machine. Con-
versely, administrators can shuffle which machines handle a name-based query.

DNS is normally implemented using centralized servers that are authoritative for some domains
and refer to other DNS servers for other domains.

When a client host requests information from a nameserver, it usually connects to port 53. The
nameserver then attempts to resolve the FQDN based on its resolver library, which may contain
authoritative information about the host requested or cached data from an earlier query. If the
nameserver does not already have the answer in its resolver library, it queries other nameserv-
ers, called root nameservers, to determine which nameservers are authoritative for the FQDN in
question. Then, with that information, it queries the authoritative nameservers to determine the
IP address of the requested host. If a reverse lookup is performed, the same procedure is used,
except that the query is made with an unknown IP address rather than a name.

1.1. Nameserver Zones

On the Internet, the FQDN of a host can be broken down into different sections. These sections
are organized into a hierarchy (much like a tree), with a main trunk, primary branches, second-
ary branches, and so forth. Consider the following FQDN:
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bob. sal es. exanpl e. com

When looking at how an FQDN is resolved to find the IP address that relates to a particular sys-
tem, read the name from right to left, with each level of the hierarchy divided by periods (. ). In
this example, comdefines the top level domain for this FQDN. The name exanpl e is a sub-
domain under com while sal es is a sub-domain under exanpl e. The name furthest to the left, bob,
identifies a specific machine hostname.

Except for the hostname, each section is called a zone, which defines a specific namespace. A
namespace controls the naming of the sub-domains to its left. While this example only contains
two sub-domains, an FQDN must contain at least one sub-domain but may include many more,
depending upon how the namespace is organized.

Zones are defined on authoritative nameservers through the use of zone files (which describe
the namespace of that zone), the mail servers to be used for a particular domain or sub-domain,
and more. Zone files are stored on primary nameservers (also called master nameservers),
which are truly authoritative and where changes are made to the files, and secondary
nameservers (also called slave nameservers), which receive their zone files from the primary
nameservers. Any hameserver can be a primary and secondary nameserver for different zones
at the same time, and they may also be considered authoritative for multiple zones. It all de-
pends on how the nameserver is configured.

1.2. Nameserver Types

There are four primary nameserver configuration types:

master
Stores original and authoritative zone records for a namespace, and answers queries about
the namespace from other nameservers.

slave
Answers queries from other nameservers concerning namespaces for which it is considered
an authority. However, slave nameservers get their namespace information from master
nameservers.

caching-only
Offers name-to-IP resolution services, but is not authoritative for any zones. Answers for all
resolutions are cached in memory for a fixed period of time, which is specified by the re-
trieved zone record.

forwarding
Forwards requests to a specific list of nameservers for name resolution. If none of the spe-
cified nameservers can perform the resolution, the resolution fails.

A nameserver may be one or more of these types. For example, a nameserver can be a master
for some zones, a slave for others, and only offer forwarding resolutions for others.

1.3. BIND as a Nameserver

BIND performs name resolution services through the / usr/ sbi n/ named daemon. BIND also in-
cludes an administration utility called / usr/ sbi n/ r ndc. More information about r nde can be found
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in Section 4, “Using rndc”.

BIND stores its configuration files in the following locations:

/ et ¢/ naned. conf
The configuration file for the nared daemon

/var/ nanmed/ directory
The nanmed working directory which stores zone, statistic, and cache files

Note

If you have installed the bi nd- chr oot package, the BIND service will run in the /
var / named/ chr oot environment. All configuration files will be moved there. As such,
naned. conf Will be located in / var/ named/ chr oot / et ¢/ naned. conf , and So on.

Tip

If you have installed the cachi ng- nameser ver package, the default configuration file
iS / et ¢/ named. cachi ng- naneser ver . conf . TO override this default configuration, you
can create your own custom configuration file in / et ¢/ naned. conf . BIND will use
the / et c/ naned. conf custom file instead of the default configuration file after you re-
start.

The next few sections review the BIND configuration files in more detail.

2 « /etc/naned. conf

The naned. conf file is a collection of statements using nested options surrounded by opening
and closing ellipse characters, { }. Administrators must be careful when editing naned. conf to
avoid syntax errors as many seemingly minor errors prevent the naned service from starting.

A typical naned. conf file is organized similar to the following example:

<statement-1> ["<statenent-1-name>"] [<statenent-1l-class>] { <option-1>, <option-2>, <option-N>; }; <statel
2.1. Common Statement Types
The following types of statements are commonly used in / et ¢/ naned. conf :

2.1.1. aci Statement

The acl statement (or access control statement) defines groups of hosts which can then be per-
mitted or denied access to the nameserver.

An acl statement takes the following form:

186



2.1. Common Statement Types

acl <acl-name> { <match-el enent>; [<match-elenment>; ...] };

In this statement, replace <acl - nane> with the name of the access control list and replace

<mat ch- el ement > with a semi-colon separated list of IP addresses. Most of the time, an individual
IP address or IP network notation (such as 10. 0. 1. 0/ 24) is used to identify the IP addresses
within the acl statement.

The following access control lists are already defined as keywords to simplify configuration:

e any — Matches every IP address

e local host — Matches any IP address in use by the local system

* local nets — Matches any IP address on any network to which the local system is connected
* none — Matches no IP addresses

When used in conjunction with other statements (such as the opti ons statement), acl state-
ments can be very useful in preventing the misuse of a BIND nameserver.

The following example defines two access control lists and uses an opti ons statement to define
how they are treated by the nameserver:

acl black-hats { 10.0.2.0/24; 192.168.0.0/24; }; acl red-hats { 10.0.1.0/24; }; options { blackhole { bl acl

This example contains two access control lists, bl ack- hats and r ed- hat s. Hosts in the bl ack-
hat s list are denied access to the nameserver, while hosts in the r ed- hat s list are given normal
access.

2.1.2. include Statement

The i ncl ude statement allows files to be included in a named. conf file. In this way, sensitive con-
figuration data (such as keys) can be placed in a separate file with restrictive permissions.

An i ncl ude statement takes the following form:

i nclude "<fil e-nanme>"

In this statement, <fi | e- name> is replaced with an absolute path to a file.

2.1.3. options Statement

The opt i ons statement defines global server configuration options and sets defaults for other
statements. It can be used to specify the location of the named working directory, the types of
queries allowed, and much more.

The opt i ons statement takes the following form:
options { <option> [<option> ...] };
In this statement, the <opt i on> directives are replaced with a valid option.

The following are commonly used options:
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al | ow query
Specifies which hosts are allowed to query this nameserver. By default, all hosts are al-
lowed to query. An access control list, or collection of IP addresses or networks, may be
used here to allow only particular hosts to query the nameserver.

al | owrecursion
Similar to al | ow query, this option applies to recursive queries. By default, all hosts are al-
lowed to perform recursive queries on the nameserver.

bl ackhol e
Specifies which hosts are not allowed to query the server.

directory
Specifies the named working directory if different from the default value, / var / naned/ .

forwarders
Specifies a list of valid IP addresses for nameservers where requests should be forwarded
for resolution.

forward
Specifies the forwarding behavior of a f or war der s directive.

The following options are accepted:

* first — Specifies that the nameservers listed in the f or war der s directive be queried be-
fore naned attempts to resolve the name itself.

« only — Specifies that naned does not attempt name resolution itself in the event that
gueries to nameservers specified in the f or war der s directive fail.

l'isten-on
Specifies the network interface on which naned listens for queries. By default, all interfaces
are used.

Using this directive on a DNS server which also acts a gateway, BIND can be configured to
only answer queries that originate from one of the networks.

The following is an example of a | i st en- on directive:

options { listen-on { 10.0.1.1; }; };

In this example, only requests that arrive from the network interface serving the private net-
work (10. 0. 1. 1) are accepted.

notify
Controls whether naned notifies the slave servers when a zone is updated. It accepts the fol-
lowing options:

* yes — Notifies slave servers.

* no — Does not notify slave servers.
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« explicit — Only notifies slave servers specified in an al so- noti fy list within a zone
statement.

pid-file
Specifies the location of the process ID file created by naned.

root - del egati on-only
Turns on the enforcement of delegation properties in top-level domains (TLDs) and root
zones with an optional exclude list. Delegation is the process of dividing a single zone into
multiple subzones. In order to create a delegated zone, items known as NS records are
used. NameServer records (delegation records) announce the authoritative nameservers for
a particular zone.

The following r oot - del egat i on- onl y example specifies an exclude list of TLDs from whom
undelegated responses are expected and trusted:

options { root-del egation-only exclude { "ad"; "ar"; "biz"; "cr"; "cu"; "de"; "dnm'; "id"; "lu";

statistics-file
Specifies an alternate location for statistics files. By default, named statistics are saved to the
/ var / named/ naned. st at s file.

There are several other options also available, many of which rely upon one another to work
properly. Refer to the BIND 9 Administrator Reference Manual referenced in Section 7.1,
“Installed Documentation” and the bi nd. conf man page for more details.

2.1.4. ;one Statement

A zone statement defines the characteristics of a zone, such as the location of its configuration
file and zone-specific options. This statement can be used to override the global opt i ons state-
ments.

A zone statement takes the following form:

zone <zone-nanme><zone-cl ass> { <zone-options>; [<zone-options>; ...] };

In this statement, <zone- nane> is the name of the zone, <zone- ¢l ass> is the optional class of the
zone, and <zone- opt i ons> is a list of options characterizing the zone.

The <zone- nanme> attribute for the zone statement is particularly important. It is the default value
assigned for the $oRI G N directive used within the corresponding zone file located in the /

var/ named/ directory. The naned daemon appends the name of the zone to any non-fully quali-
fied domain name listed in the zone file.

Note

If you have installed the cachi ng- nameser ver package, the default configuration file
will be in /et ¢/ naned. rf c1912. zones.
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For example, if a zone statement defines the namespace for exanpl e. com use exanpl e. comas
the <zone- nane> so it is placed at the end of hostnames within the exanpl e. comzone file.

For more information about zone files, refer to Section 3, “Zone Files”.

The most common zone statement options include the following:

al | ow query
Specifies the clients that are allowed to request information about this zone. The default is
to allow all query requests.

al l owtransfer
Specifies the slave servers that are allowed to request a transfer of the zone's information.
The default is to allow all transfer requests.

al | ow updat e
Specifies the hosts that are allowed to dynamically update information in their zone. The de-
fault is to deny all dynamic update requests.

Be careful when allowing hosts to update information about their zone. Do not enable this
option unless the host specified is completely trusted. In general, it is better to have an ad-
ministrator manually update the records for a zone and reload the nanmed service.

file
Specifies the name of the file in the naned working directory that contains the zone's config-
uration data.

mast ers
Specifies the IP addresses from which to request authoritative zone information and is used
only if the zone is defined as t ypes! ave.

notify
Specifies whether or not naned notifies the slave servers when a zone is updated. This dir-
ective accepts the following options:

» yes — Notifies slave servers.
* no — Does not notify slave servers.

* explicit — Only notifies slave servers specified in an al so-noti fy list within a zone
statement.

type
Defines the type of zone.

Below is a list of valid options:

* del egati on-onl y — Enforces the delegation status of infrastructure zones such as COM,
NET, or ORG. Any answer that is received without an explicit or implicit delegation is
treated as NxDoMAI N. This option is only applicable in TLDs or root zone files used in re-
cursive or caching implementations.
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e forward — Forwards all requests for information about this zone to other nameservers.

e hint — A special type of zone used to point to the root nameservers which resolve quer-
ies when a zone is not otherwise known. No configuration beyond the default is neces-
sary with a hi nt zone.

« mster — Designates the nameserver as authoritative for this zone. A zone should be
set as the mast er if the zone's configuration files reside on the system.

* sl ave — Designates the nameserver as a slave server for this zone. Also specifies the
IP address of the master nameserver for the zone.

zone-statistics
Configures naned to keep statistics concerning this zone, writing them to either the default
location (/ var / naned/ naned. st at s) or the file listed in the stati stics-file option in the serv-
er statement. Refer to Section 2.2, “Other Statement Types” for more information about the
server Statement.

2.1.5. Sample zone Statements

Most changes to the / et ¢/ named. conf file of a master or slave nameserver involves adding,
modifying, or deleting zone statements. While these zone statements can contain many options,
most nameservers require only a small subset to function efficiently. The following zone state-
ments are very basic examples illustrating a master-slave nameserver relationship.

The following is an example of a zone statement for the primary nameserver hosting exanpl e. com
(192. 168. 0. 1):

zone "exanple.con IN{ type master; file "exanple.com zone"; allow update { none; }; };

In the statement, the zone is identified as exanpl e. com the type is set to nast er, and the naned
service is instructed to read the / var/ naned/ exanpl e. com zone file. It also tells naned not to allow
any other hosts to update.

A slave server's zone statement for exanpl e. comis slightly different from the previous example.
For a slave server, the type is set to sl ave and in place of the al | ow- updat e line is a directive
telling naned the IP address of the master server.

The following is an example slave server zone statement for exanpl e. comzone:

zone "exanple.cont { type slave; file "exanple.comzone"; masters { 192.168.0.1; }; };

This zone statement configures naned on the slave server to query the master server at the
192. 168. 0. 1 IP address for information about the exanpl e. comzone. The information that the
slave server receives from the master server is saved to the / var / named/ exanpl e. com zone file.

2.2. Other Statement Types

The following is a list of lesser used statement types available within naned. conf :

control s
Configures various security requirements necessary to use the rndc command to administer
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the naned service.

Refer to Section 4.1, “Configuring /etc/named.conf” to learn more about how the control s
statement is structured and what options are available.

key "<key-nane>"
Defines a particular key by name. Keys are used to authenticate various actions, such as
secure updates or the use of the rndc command. Two options are used with key:

e algorithm <al gorithm nane> — The type of algorithm used, such as dsa or hnac- nus.

e secret "<key-val ue>" — The encrypted key.

Refer to Section 4.2, “Configuring /etc/rndc.conf” for instructions on how to write a key State-
ment.

| oggi ng
Allows for the use of multiple types of logs, called channels. By using the channel option
within the 1 oggi ng statement, a customized type of log can be constructed — with its own
file name (fi I e), size limit (si ze), versioning (ver si on), and level of importance (severi ty).
Once a customized channel is defined, a cat egory option is used to categorize the channel
and begin logging when naned is restarted.

By default, naned logs standard messages to the sysl og daemon, which places them in /
var /| og/ messages. This occurs because several standard channels are built into BIND with
various severity levels, such as def aul t _sysl og (which handles informational logging mes-
sages) and def aul t _debug (which specifically handles debugging messages). A default cat-
egory, called def aul t, uses the built-in channels to do normal logging without any special
configuration.

Customizing the logging process can be a very detailed process and is beyond the scope of
this chapter. For information on creating custom BIND logs, refer to the BIND 9 Administrat-
or Reference Manual referenced in Section 7.1, “Installed Documentation”.

server
Specifies options that affect how naned should respond to remote nameservers, especially
with regard to notifications and zone transfers.

The transfer-formt option controls whether one resource record is sent with each mes-
sage (one- answer ) or multiple resource records are sent with each message (many- answer s).
While many- ansver s is more efficient, only newer BIND nameservers understand it.

trust ed- keys
Contains assorted public keys used for secure DNS (DNSSEC). Refer to Section 5.3,
“Security” for more information concerning BIND security.

vi ew " <vi ew name>"
Creates special views depending upon which network the host querying the nameserver is
on. This allows some hosts to receive one answer regarding a zone while other hosts re-
ceive totally different information. Alternatively, certain zones may only be made available to
particular trusted hosts while non-trusted hosts can only make queries for other zones.

Multiple views may be used, but their names must be unique. The mat ch-cl i ent s option
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specifies the IP addresses that apply to a particular view. Any opt i ons Statement may also
be used within a view, overriding the global options already configured for named. Most vi ew
statements contain multiple zone statements that apply to the mat ch-cl i ent s list. The order
in which vi ew statements are listed is important, as the first vi ew statement that matches a
particular client's IP address is used.

Refer to Section 5.2, “Multiple Views” for more information about the vi ew statement.

2.3. Comment Tags
The following is a list of valid comment tags used within naned. conf :
e // — When placed at the beginning of a line, that line is ignored by naned.

» #— When placed at the beginning of a line, that line is ignored by naned.

e /* and*/ — When text is enclosed in these tags, the block of text is ignored by naned.

3. Zone Files

Zone files contain information about a namespace and are stored in the named working directory
(/var/ named/ ) by default. Each zone file is named according to the fi | e option data in the zone
statement, usually in a way that relates to the domain in question and identifies the file as con-
taining zone data, such as exanpl e. com zone.

Note

If you have installed the bi nd- chr oot package, the BIND service will run in the /
var / named/ chr oot environment. All configuration files will be moved there. As such,
you can find the zone files in / var / named/ chr oot / var / named.

Each zone file may contain directives and resource records. Directives tell the nameserver to
perform tasks or apply special settings to the zone. Resource records define the parameters of
the zone and assign identities to individual hosts. Directives are optional, but resource records
are required to provide name service to a zone.

All directives and resource records should be entered on individual lines.

Comments can be placed after semicolon characters (;) in zone files.

3.1. Zone File Directives

Directives begin with the dollar sign character ($) followed by the name of the directive. They
usually appear at the top of the zone file.

The following are commonly used directives:

$1 NCLUDE
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Configures naned to include another zone file in this zone file at the place where the direct-
ive appears. This allows additional zone settings to be stored apart from the main zone file.

$ORIG N
Appends the domain name to unqualified records, such as those with the hostname and
nothing more.

For example, a zone file may contain the following line:

$ORI G N exanpl e. com

Any names used in resource records that do not end in a trailing period (. ) are appended
with exanpl e. com

Note

The use of the $oRI @ N directive is unnecessary if the zone is specified in /
et ¢/ naned. conf because the zone name is used as the value for the $oRI G N
directive by default.

$TTL
Sets the default Time to Live (TTL) value for the zone. This is the length of time, in seconds,
that a zone resource record is valid. Each resource record can contain its own TTL value,
which overrides this directive.

Increasing this value allows remote nameservers to cache the zone information for a longer
period of time, reducing the number of queries for the zone and lengthening the amount of
time required to proliferate resource record changes.

3.2. Zone File Resource Records

The primary component of a zone file is its resource records.

There are many types of zone file resource records. The following are used most frequently:

This refers to the Address record, which specifies an IP address to assign to a name, as in
this example:

<host> IN A <I P-address>

If the <host > value is omitted, then an A record points to a default IP address for the top of
the namespace. This system is the target for all non-FQDN requests.

Consider the following A record examples for the exanpl e. comzone file:

serverl INA 10.0.1.3 IN A 10.0.1.5

Requests for exanpl e. comare pointed to 10.0.1.3 or 10.0.1.5.
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CNAMVE

PTR

This refers to the Canonical Name record, which maps one name to another. This type of
record can also be referred to as an alias record.

The next example tells named that any requests sent to the <al i as- nane> should point to the
host, <r eal - nane>. CNAME records are most commonly used to point to services that use a
common naming scheme, such as www for Web servers.

<al i as- name> | N CNAME <real - nane>

In the following example, an A record binds a hostname to an IP address, while a CNAME re-
cord points the commonly used waw hostname to it.

serverl IN A 10.0.1.5 ww I N CNAME serverl

This refers to the Mail eXchange record, which tells where mail sent to a particular
namespace controlled by this zone should go.

I'N MX <preference-val ue><emai | - server - nane>

Here, the <pref er ence- val ue> allows numerical ranking of the email servers for a
namespace, giving preference to some email systems over others. The m resource record
with the lowest <pr ef er ence- val ue> is preferred over the others. However, multiple email
servers can possess the same value to distribute email traffic evenly among them.

The <eni | - ser ver - name> may be a hostname or FQDN.

IN MX 10 il . exanple.com |IN MX 20 nuil 2. exanpl e. com

In this example, the first mai | . exanpl e. comemail server is preferred to the
mai | 2. exanpl e. comemail server when receiving email destined for the exanpl e. comdomain.

This refers to the NameServer record, which announces the authoritative nameservers for a
particular zone.

The following illustrates the layout of an Ns record:

I N NS <naneserver - nane>

Here, <naneser ver - name> should be an FQDN.

Next, two nameservers are listed as authoritative for the domain. It is not important whether
these nameservers are slaves or if one is a master; they are both still considered authoritat-
ive.

I N NS dnsl. exanpl e.com |IN NS dns2. exanpl e. com

This refers to the PoinTeR record, which is designed to point to another part of the
namespace.
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PTR records are primarily used for reverse name resolution, as they point IP addresses back
to a particular name. Refer to Section 3.4, “Reverse Name Resolution Zone Files” for more
examples of PTR records in use.

This refers to the Start Of Authority resource record, which proclaims important authoritative
information about a namespace to the nameserver.

Located after the directives, an soA resource record is the first resource record in a zone file.

The following shows the basic structure of an soa resource record:

@1 N SOA <primary-name-server ><hostmaster-email > ( <serial -nunber><time-to-refresh><tinme-to-retry><tine

The @symbol places the $or G N directive (or the zone's name, if the $oRI @ N directive is not
set) as the namespace being defined by this soa resource record. The hostname of the
primary nameserver that is authoritative for this domain is the <pri mar y- nane- ser ver > direct-
ive, and the email of the person to contact about this namespace is the <host mast er - emai | >
directive.

The <seri al - nunber > directive is a numerical value incremented every time the zone file is
altered to indicate it is time for naned to reload the zone. The <ti me-t o- ref resh> directive is
the numerical value slave servers use to determine how long to wait before asking the mas-
ter nameserver if any changes have been made to the zone. The <seri al - nunber > directive
is a numerical value used by the slave servers to determine if it is using outdated zone data
and should therefore refresh it.

The <ti me-to-retry> directive is a numerical value used by slave servers to determine the
length of time to wait before issuing a refresh request in the event that the master
nameserver is not answering. If the master has not replied to a refresh request before the
amount of time specified in the <ti ne-t o- expi r e> directive elapses, the slave servers stop
responding as an authority for requests concerning that namespace.

The <nmi ni num TTL> directive is the amount of time other nameservers cache the zone's in-
formation.

When configuring BIND, all times are specified in seconds. However, it is possible to use
abbreviations when specifying units of time other than seconds, such as minutes (M, hours
(H), days (D), and weeks (W. The table in Table 16.1, “Seconds compared to other time
units” shows an amount of time in seconds and the equivalent time in another format.

Seconds Other Time Units
60 Y

1800 30M

3600 1H

10800 3H

21600 6H

43200 12H
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Seconds Other Time Units
86400 1D

259200 3D

604800 1w

31536000 365D

Table 16.1. Seconds compared to other time units

The following example illustrates the form an soa resource record might take when it is pop-
ulated with real values.

@I N SOA dnsl. exanpl e.com hostnaster. exanple.com ( 2001062501 ; serial 21600 ; refresh after 6 hours

3.3. Example Zone File

Seen individually, directives and resource records can be difficult to grasp. However, when
placed together in a single file, they become easier to understand.
The following example shows a very basic zone file.

$ORI G N exanpl e.com $TTL 86400 @I N SQA dnsl. exanpl e.com hostnmaster.exanple.com ( 2001062501 ; serial 2

In this example, standard directives and soa values are used. The authoritative nameservers are
set as dns1. exanpl e. comand dns2. exanpl e. com Which have A records that tie them to0 10.0. 1.1
and 10. 0. 1. 2, respectively.

The email servers configured with the MX records point to server 1 and ser ver 2 via CNAVE records.
Since the server1 and server 2 names do not end in a trailing period (. ), the $orR G Ndomain is
placed after them, expanding them to ser ver 1. exanpl e. comand ser ver 2. exanpl e. com Through
the related A resource records, their IP addresses can be determined.

FTP and Web services, available at the standard f t p. exanpl e. comand www. exanpl e. comnhames,
are pointed at the appropriate servers using CNAMVE records.

This zone file would be called into service with a zone statement in the naned. conf similar to the
following:

zone "exanple.con’ IN{ type master; file "exanple.com zone"; allow update { none; }; };

3.4. Reverse Name Resolution Zone Files

A reverse name resolution zone file is used to translate an IP address in a particular namespace
into an FQDN. It looks very similar to a standard zone file, except that PTR resource records are
used to link the IP addresses to a fully qualified domain name.

The following illustrates the layout of a PTR record:

<last-1P-digit>IN PTR <FQDN- of - syst en>
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The <l ast -1 P-di gi t > is the last number in an IP address which points to a particular system's
FQDN.

In the following example, IP addresses 10. 0. 1. 1 through 10. 0. 1. 6 are pointed to corresponding
FQDNSs. It can be located in / var/ named/ exanpl e. com rr. zone.

$ORIG N 1.0.10.in-addr.arpa. $TTL 86400 @I N SQA dnsl. exanpl e.com hostnaster.exanple.com ( 2001062501 ;

This zone file would be called into service with a zone statement in the naned. conf file similar to
the following:

zone "1.0.10.in-addr.arpa" IN{ type master; file "exanple.comrr.zone"; allow update { none; }; };

There is very little difference between this example and a standard zone statement, except for
the zone name. Note that a reverse name resolution zone requires the first three blocks of the
IP address reversed followed by . i n-addr . ar pa. This allows the single block of IP numbers used
in the reverse name resolution zone file to be associated with the zone.

4. USIﬂg rndc

BIND includes a utility called r ndc which allows command line administration of the naned dae-
mon from the localhost or a remote host.

In order to prevent unauthorized access to the naned daemon, BIND uses a shared secret key
authentication method to grant privileges to hosts. This means an identical key must be present
in both / et ¢/ naned. conf and the rndc configuration file, / et ¢/ rndc. conf .

Note

If you have installed the bi nd- chr oot package, the BIND service will run in the /
var/ named/ chr oot environment. All configuration files will be moved there. As such,

the rndc. conf file is located in / var/ naned/ chr oot/ et ¢/ r ndc. conf .

Note that since the rndc utility does not run in a chr oot environment, /
et c/rndc. conf is a symlink to / var/ named/ chr oot / et ¢/ r ndc. conf .

4.1. Configuring / et ¢/ named. conf

In order for r ndc to connect to a named service, there must be a cont rol s statement in the BIND
server's / et ¢/ named. conf file.

The control s statement, shown in the following example, allows r ndc to connect from the local-
host.

controls { inet 127.0.0.1 allow { |ocal host; } keys { <key-name>; }; };

This statement tells naned to listen on the default TCP port 953 of the loopback address and al-
low rndc commands coming from the localhost, if the proper key is given. The <key- name> spe-
cifies a name in the key statement within the / et ¢/ named. conf file. The next example illustrates a
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sample key statement.

key "<key-name>" { al gorithm hmac-nd5; secret "<key-value>"; };

In this case, the <key- val ue> uses the HMAC-MD?5 algorithm. Use the following command to
generate keys using the HMAC-MD5 algorithm:

dnssec- keygen -a hmac-nd5 -b <bit-length> -n HOST <key-fil e-nanme>

A key with at least a 256-bit length is a good idea. The actual key that should be placed in the
<key-val ue> area can be found in the <key-fi | e- name> file generated by this command.

Warning

Because / et ¢/ naned. conf is world-readable, it is advisable to place the key state-
ment in a separate file, readable only by root, and then use an i ncl ude statement
to reference it. For example:

i nclude "/etc/rndc. key";

42 Configuring / et c/ rndc. conf

The key is the most important statement in / et ¢/ r ndc. conf .

key "<key-name>" { al gorithm hmac-nmd5; secret "<key-value>"; };

The <key- name> and <key- val ue> should be exactly the same as their settings in
/ et ¢/ named. conf .

To match the keys specified in the target server's / et ¢/ named. conf, add the following lines to /

etc/rndc. conf.

options { default-server |ocal host; default-key "<key-nane>"; };

This directive sets a global default key. However, the rndc configuration file can also specify dif-
ferent keys for different servers, as in the following example:

server |ocal host { key "<key-name>"; };

Important

* Make sure that only the root user can read or write to the / et ¢/ rndc. conf file.

For more information about the / et ¢/ rndc. conf file, refer to the rndc. conf man page.

4.3. Command Line Options
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5. Advanced Features of BIND

An rndc command takes the following form:

rndc <options><command><conmand- opti ons>
When executing r ndc on a properly configured localhost, the following commands are available:

e halt — Stops the naned service immediately.
e queryl og — Logs all queries made to this nameserver.
« refresh — Refreshes the nameserver's database.

* rel oad — Reloads the zone files but keeps all other previously cached responses. This com-
mand also allows changes to zone files without losing all stored name resolutions.

If changes made only affect a specific zone, reload only that specific zone by adding the
name of the zone after the r el oad command.

e stats — Dumps the current naned statistics to the / var/ naned/ naned. st at s file.

e stop — Stops the server gracefully, saving any dynamic update and Incremental Zone
Transfers (IXFR) data before exiting.

Occasionally, it may be necessary to override the default settings in the / et ¢/ rndc. conf file. The
following options are available:

e -c <configuration-file>— Specifies the alternate location of a configuration file.

* -p <port-nunber>— Specifies a port number to use for the rndc connection other than the
default port 953.

e -s <server>— Specifies a server other than the def aul t - server listed in /et c/rndc. conf.
e -y <key-name> — Specifies a key other than the def aul t - key option in /et ¢/ rndc. conf .

Additional information about these options can be found in the rndc man page.

5. Advanced Features of BIND

Most BIND implementations only use nanmed to provide name resolution services or to act as an
authority for a particular domain or sub-domain. However, BIND version 9 has a number of ad-
vanced features that allow for a more secure and efficient DNS service.

Caution

Some of these advanced features, such as DNSSEC, TSIG, and IXFR (which are
defined in the following section), should only be used in network environments with
nameservers that support the features. If the network environment includes non-
BIND or older BIND nameservers, verify that each advanced feature is supported
before attempting to use it.
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5.1. DNS Protocol Enhancements

All of the features mentioned are discussed in greater detail in the BIND 9 Administrator Refer-
ence Manual referenced in Section 7.1, “Installed Documentation”.

5.1. DNS Protocol Enhancements

BIND supports Incremental Zone Transfers (IXFR), where a slave nameserver only downloads
the updated portions of a zone modified on a master nameserver. The standard transfer pro-
cess requires that the entire zone be transferred to each slave nameserver for even the smallest
change. For very popular domains with very lengthy zone files and many slave nameservers,
IXFR makes the notification and update process much less resource-intensive.

Note that IXFR is only available when using dynamic updating to make changes to master zone
records. If manually editing zone files to make changes, Automatic Zone Transfer (AXFR) is
used. More information on dynamic updating is available in the BIND 9 Administrator Reference
Manual referenced in Section 7.1, “Installed Documentation”.

5.2. Multiple Views

Through the use of the vi ew statement in naned. conf, BIND can present different information de-
pending on which network a request originates from.

This is primarily used to deny sensitive DNS entries from clients outside of the local network,
while allowing queries from clients inside the local network.

The vi ew statement uses the mat ch-cl i ent s option to match IP addresses or entire networks
and give them special options and zone data.

5.3. Security

BIND supports a humber of different methods to protect the updating and transfer of zones, on
both master and slave nameservers:

DNSSEC
Short for DNS SECurity, this feature allows for zones to be cryptographically signed with a
zone key.

In this way, the information about a specific zone can be verified as coming from a
nameserver that has signed it with a particular private key, as long as the recipient has that
nameserver's public key.

BIND version 9 also supports the SIG(0) public/private key method of message authentica-
tion.

TSIG
Short for Transaction SIGnatures, this feature allows a transfer from master to slave only
after verifying that a shared secret key exists on both nameservers.

This feature strengthens the standard IP address-based method of transfer authorization.
An attacker would not only need to have access to the IP address to transfer the zone, but
they would also need to know the secret key.
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5.4. IP version 6

BIND version 9 also supports TKEY, which is another shared secret key method of authoriz-
ing zone transfers.

5.4.|P version 6

BIND version 9 supports name service in IP version 6 (IPv6) environments through the use of A6
zone records.

If the network environment includes both IPv4 and IPv6 hosts, use the | w esd lightweight resolv-
er daemon on all network clients. This daemon is a very efficient, caching-only nameserver
which understands the new A6 and DNAME records used under IPv6. Refer to the 1 wresd man
page for more information.

6. Common Mistakes to Avoid

It is very common for beginners to make mistakes when editing BIND configuration files. Be
sure to avoid the following issues:

« Take care to increment the serial number when editing a zone file.

If the serial number is not incremented, the master nameserver has the correct, new inform-
ation, but the slave nameservers are never notified of the change and do not attempt to re-
fresh their data of that zone.

« Be careful to use ellipses and semi-colons correctly in the / et c/ naned. conf file.
An omitted semi-colon or unclosed ellipse section can cause naned to refuse to start.
« Remember to place periods (. ) in zone files after all FQDNs and omit them on hostnames.

A period at the end of a domain name denotes a fully qualified domain name. If the period is
omitted, then naned appends the name of the zone or the $0RI G N value to complete it.

» If afirewall is blocking connections from the nanmed program to other nameservers, edit its
configuration file.

By default, BIND version 9 uses random ports above 1024 to query other nameservers.
Some firewalls, however, expect all nameservers to communicate using only port 53. To
force naned to use port 53, add the following line to the opti ons statement of

/ et ¢/ naned. conf :

query-source address * port 53;

7. Additional Resources

The following sources of information provide additional resources regarding BIND.

7.1. Installed Documentation

BIND features a full range of installed documentation covering many different topics, each

202



7.2. Useful Websites

placed in its own subject directory. For each item below, replace <ver si on- nunber > with the ver-
sion of bi nd installed on the system:

[ usr/ shar e/ doc/ bi nd- <ver si on- nunber >/
This directory lists the most recent features.

[ usr/ shar e/ doc/ bi nd- <ver si on- nunber >/ ar m
This directory contains the BIND 9 Administrator Reference Manual in HTML and SGML
formats, which details BIND resource requirements, how to configure different types of
nameservers, how to perform load balancing, and other advanced topics. For most new
users of BIND, this is the best place to start.

/ usr/ shar e/ doc/ bi nd- <ver si on- nunber >/ draft/
This directory contains assorted technical documents that review issues related to DNS ser-
vice and propose some methods to address them.

[ usr/ shar e/ doc/ bi nd- <ver si on- nunber >/ m sc/
This directory contains documents designed to address specific advanced issues. Users of
BIND version 8 should consult the ni gr ati on document for specific changes they must
make when moving to BIND 9. The opt i ons file lists all of the options implemented in BIND
9 that are used in / et ¢/ naned. conf .

/ usr/ shar e/ doc/ bi nd- <ver si on- nunber >/ rfc/
This directory provides every RFC document related to BIND.

There are also a number of man pages for the various applications and configuration files in-
volved with BIND. The following lists some of the more important man pages.

Administrative Applications

* man rndc — Explains the different options available when using the rndc command to
control a BIND nameserver.

Server Applications

e man named — Explores assorted arguments that can be used to control the BIND
nameserver daemon.

« mn | wesd — Describes the purpose of and options available for the lightweight resolver
daemon.

Configuration Files

e man naned. conf — A comprehensive list of options available within the named configura-
tion file.

* man rndc. conf — A comprehensive list of options available within the rndc configuration
file.

7.2. Useful Websites
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7.3. Related Books

e http://lwww.isc.org/index.pl?/sw/bind/ — The home page of the BIND project containing in-
formation about current releases as well as a PDF version of the BIND 9 Administrator Ref-
erence Manual.

e http://www.redhat.com/mirrors/LDP/HOWTO/DNS-HOWTO.html — Covers the use of BIND
as a resolving, caching nameserver and the configuration of various zone files necessary to
serve as the primary nhameserver for a domain.

7.3. Related Books

e DNS and BIND by Paul Albitz and Cricket Liu; O'Reilly & Associates — A popular reference
that explains both common and esoteric BIND configuration options, as well as providing
strategies for securing a DNS server.

» The Concise Guide to DNS and BIND by Nicolai Langfeldt; Que — Looks at the connection
between multiple network services and BIND, with an emphasis on task-oriented, technical
topics.
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Chapter 17. OpenSSH

SSH™ (or Secure SHell) is a protocol which facilitates secure communications between two
systems using a client/server architecture and allows users to log into server host systems re-
motely. Unlike other remote communication protocols, such as FTP or Telnet, SSH encrypts the
login session, rendering the connection difficult for intruders to collect unencrypted passwords.

SSH is designed to replace older, less secure terminal applications used to log into remote
hosts, such as tel net orrsh. A related program called scp replaces older programs designed to
copy files between hosts, such as rcp. Because these older applications do not encrypt pass-
words transmitted between the client and the server, avoid them whenever possible. Using se-
cure methods to log into remote systems decreases the risks for both the client system and the
remote host.

1. Features of SSH

The SSH protocol provides the following safeguards:

e After an initial connection, the client can verify that it is connecting to the same server it had
connected to previously.

« The client transmits its authentication information to the server using strong, 128-bit encryp-
tion.

« All data sent and received during a session is transferred using 128-bit encryption, making
intercepted transmissions extremely difficult to decrypt and read.

«  The client can forward X11° applications from the server. This technique, called X11 for-
warding, provides a secure means to use graphical applications over a network.

Because the SSH protocol encrypts everything it sends and receives, it can be used to secure
otherwise insecure protocols. Using a technique called port forwarding, an SSH server can be-
come a conduit to securing otherwise insecure protocols, like POP, and increasing overall sys-
tem and data security.

The OpenSSH server and client can also be configured to create a tunnel similar to a virtual
private network for traffic between server and client machines.

Finally, OpenSSH servers and clients can be configured to authenticate using the GSSAPI im-
plementation of the Kerberos network authentication protocol. For more information on configur-
ing Kerberos authentication services, refer to Section 6, “Kerberos”.

Red Hat Enterprise Linux includes the general OpenSSH package (openssh) as well as the
OpenSSH server (openssh-server) and client (openssh-cl i ent s) packages. Note, the OpenSSH
packages require the OpenSSL package (openssl ) which installs several important cryptograph-
ic libraries, enabling OpenSSH to provide encrypted communications.

1.1. Why Use SSH?

5x11 refers to the X11R7 windowing display system, traditionally referred to as the X Window System or X. Red Hat
MelayicysicnmIuRs Yeers havs éh \eliebialierls &fsbgir disposal enabling them to disrupt, inter-
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2. SSH Protocol Versions

cept, and re-route network traffic in an effort to gain access to a system. In general terms, these
threats can be categorized as follows:

« Interception of communication between two systems — In this scenario, the attacker can be
somewhere on the network between the communicating parties, copying any information
passed between them. The attacker may intercept and keep the information, or alter the in-
formation and send it on to the intended recipient.

This attack can be mounted through the use of a packet sniffer — a common network utility.

« Impersonation of a particular host — Using this strategy, an attacker's system is configured
to pose as the intended recipient of a transmission. If this strategy works, the user's system
remains unaware that it is communicating with the wrong host.

This attack can be mounted through techniques known as DNS poisoning6 or IP spoofing7.

Both techniques intercept potentially sensitive information and, if the interception is made for
hostile reasons, the results can be disastrous.

If SSH is used for remote shell login and file copying, these security threats can be greatly di-
minished. This is because the SSH client and server use digital signatures to verify their identity.
Additionally, all communication between the client and server systems is encrypted. Attempts to
spoof the identity of either side of a communication does not work, since each packet is encryp-
ted using a key known only by the local and remote systems.

2. SSH Protocol Versions

The SSH protocol allows any client and server programs built to the protocol's specifications to
communicate securely and to be used interchangeably.

Two varieties of SSH (version 1 and version 2) currently exist. The OpenSSH suite under Red
Hat Enterprise Linux uses SSH version 2 which has an enhanced key exchange algorithm not
vulnerable to the exploit in version 1. However, the OpenSSH suite does support version 1 con-
nections.

Important

* It is recommended that only SSH version 2-compatible servers and clients are
used whenever possible.

3. Event Sequence of an SSH Connection

The following series of events help protect the integrity of SSH communication between two
hosts.

6 bNs poisoning occurs when an intruder cracks a DNS server, pointing client systems to a maliciously duplicated host.
Tip spoofing occurs when an intruder sends network packets which falsely appear to be from a trusted host on the net-
work.
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3.

4.

3.1. Transport Layer

A cryptographic handshake is made so that the client can verify that it is communicating
with the correct server.

The transport layer of the connection between the client and remote host is encrypted using
a symmetric cipher.

The client authenticates itself to the server.

The remote client interacts with the remote host over the encrypted connection.

3.1. Transport Layer

The primary role of the transport layer is to facilitate safe and secure communication between
the two hosts at the time of authentication and during subsequent communication. The transport
layer accomplishes this by handling the encryption and decryption of data, and by providing in-
tegrity protection of data packets as they are sent and received. The transport layer also
provides compression, speeding the transfer of information.

Once an SSH client contacts a server, key information is exchanged so that the two systems
can correctly construct the transport layer. The following steps occur during this exchange:

Keys are exchanged

The public key encryption algorithm is determined
The symmetric encryption algorithm is determined
The message authentication algorithm is determined

The hash algorithm is determined

During the key exchange, the server identifies itself to the client with a unique host key. If the
client has never communicated with this particular server before, the server's host key is un-
known to the client and it does not connect. OpenSSH gets around this problem by accepting
the server's host key. This is done after the user is notified and has both accepted and verified
the new host key. In subsequent connections, the server's host key is checked against the
saved version on the client, providing confidence that the client is indeed communicating with
the intended server. If, in the future, the host key no longer matches, the user must remove the
client's saved version before a connection can occur.

Caution

It is possible for an attacker to masquerade as an SSH server during the initial
contact since the local system does not know the difference between the intended
server and a false one set up by an attacker. To help prevent this, verify the integ-
rity of a new SSH server by contacting the server administrator before connecting
for the first time or in the event of a host key mismatch.

SSH is designed to work with almost any kind of public key algorithm or encoding format. After
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3.2. Authentication

an initial key exchange creates a hash value used for exchanges and a shared secret value, the
two systems immediately begin calculating new keys and algorithms to protect authentication
and future data sent over the connection.

After a certain amount of data has been transmitted using a given key and algorithm (the exact
amount depends on the SSH implementation), another key exchange occurs, generating anoth-
er set of hash values and a new shared secret value. Even if an attacker is able to determine
the hash and shared secret value, this information is only useful for a limited period of time.

3.2. Authentication

Once the transport layer has constructed a secure tunnel to pass information between the two
systems, the server tells the client the different authentication methods supported, such as us-
ing a private key-encoded signature or typing a password. The client then tries to authenticate
itself to the server using one of these supported methods.

SSH servers and clients can be configured to allow different types of authentication, which gives
each side the optimal amount of control. The server can decide which encryption methods it
supports based on its security model, and the client can choose the order of authentication
methods to attempt from the available options.

3.3. Channels

After a successful authentication over the SSH transport layer, multiple channels are opened via
a technique called muItipIexingS. Each of these channels handles communication for different
terminal sessions and for forwarded X11 sessions.

Both clients and servers can create a new channel. Each channel is then assigned a different
number on each end of the connection. When the client attempts to open a new channel, the cli-
ents sends the channel number along with the request. This information is stored by the server
and is used to direct communication to that channel. This is done so that different types of ses-
sions do not affect one another and so that when a given session ends, its channel can be
closed without disrupting the primary SSH connection.

Channels also support flow-control, which allows them to send and receive data in an orderly
fashion. In this way, data is not sent over the channel until the client receives a message that
the channel is open.

The client and server negotiate the characteristics of each channel automatically, depending on
the type of service the client requests and the way the user is connected to the network. This al-
lows great flexibility in handling different types of remote connections without having to change
the basic infrastructure of the protocol.

4. Configuring an OpenSSH Server

To run an OpenSSH server, you must first make sure that you have the proper RPM packages
installed. The openssh-server package is required and is dependent on the openssh package.

8a multiplexed connection consists of several signals being sent over a shared, common medium. With SSH, different
channels are sent over a common secure connection.
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4.1. Requiring SSH for Remote Connections

The OpenSSH daemon uses the configuration file / et ¢/ ssh/ sshd_conf i g. The default configura-
tion file should be sufficient for most purposes. If you want to configure the daemon in ways not
provided by the default sshd_confi g, read the sshd man page for a list of the keywords that can
be defined in the configuration file.

To start the OpenSSH service, use the command / sbi n/ servi ce sshd start. To stop the
OpenSSH server, use the command / sbi n/ servi ce sshd stop. If you want the daemon to start
automatically at boot time, refer to Chapter 15, Controlling Access to Services for information on
how to manage services.

If you reinstall, the reinstalled system creates a new set of identification keys. Any clients who
had connected to the system with any of the OpenSSH tools before the reinstall will see the fol-
lowing message:

@ WARNI NG REMOTE HOST | DENTI FI CATI ON HAS CHANGED! @

IT I'S POSSI BLE THAT SOMEONE |'S DO NG SOVETHI NG NASTY!
Sonmeone coul d be eavesdroppi ng on you right now (man-in-the-mddle attack)!
It is also possible that the RSA host key has just been changed

If you want to keep the host keys generated for the system, backup the / et c/ ssh/ ssh_host *key*
files and restore them after the reinstall. This process retains the system's identity, and when cli-
ents try to connect to the system after the reinstall, they will not receive the warning message.

4.1. Requiring SSH for Remote Connections

For SSH to be truly effective, using insecure connection protocols, such as Telnet and FTP,
should be prohibited. Otherwise, a user's password may be protected using SSH for one ses-
sion, only to be captured later while logging in using Telnet.

Some services to disable include:

e telnet
* rsh

* rlogin
e vsftpd

To disable insecure connection methods to the system, use the command line program chkcon-
fi g, the ncurses-based program /usr/sbin/ntsysv, or the Services Configuration Tool (sys-
tem confi g- servi ces) graphical application. All of these tools require root level access.

For more information on runlevels and configuring services with chkconfi g, /usr/shin/ntsysv,
and the Services Configuration Tool, refer to Chapter 15, Controlling Access to Services.

5. OpenSSH Configuration Files

OpenSSH has two different sets of configuration files: one for client programs (ssh, scp, and
sftp) and one for the server daemon (sshd).
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5. OpenSSH Configuration Files

System-wide SSH configuration information is stored in the / et ¢/ ssh/ directory:

e moduli — Contains Diffie-Hellman groups used for the Diffie-Hellman key exchange which is
critical for constructing a secure transport layer. When keys are exchanged at the beginning
of an SSH session, a shared, secret value is created which cannot be determined by either
party alone. This value is then used to provide host authentication.

e ssh_confi g — The system-wide default SSH client configuration file. It is overridden if one is
also present in the user's home directory (~/ . ssh/ confi g).

e sshd_confi g — The configuration file for the sshd daemon.
e ssh_host_dsa_key — The DSA private key used by the sshd daemon.
e ssh_host_dsa_key. pub — The DSA public key used by the sshd daemon.

e ssh_host _key — The RSA private key used by the sshd daemon for version 1 of the SSH pro-
tocol.

e ssh_host _key. pub — The RSA public key used by the sshd daemon for version 1 of the SSH
protocol.

e ssh_host_rsa_key — The RSA private key used by the sshd daemon for version 2 of the SSH
protocol.

e ssh_host _rsa_key. pub — The RSA public key used by the sshd for version 2 of the SSH pro-
tocol.

User-specific SSH configuration information is stored in the user's home directory within the
~/ . ssh/ directory:

e authorized_keys — This file holds a list of authorized public keys for servers. When the client
connects to a server, the server authenticates the client by checking its signed public key
stored within this file.

* id_dsa — Contains the DSA private key of the user.

* id_dsa. pub — The DSA public key of the user.

e id_rsa— The RSA private key used by ssh for version 2 of the SSH protocol.

e id_rsa. pub — The RSA public key used by ssh for version 2 of the SSH protocol

e identity — The RSA private key used by ssh for version 1 of the SSH protocol.

e identity. pub — The RSA public key used by ssh for version 1 of the SSH protocol.

e known_host s — This file contains DSA host keys of SSH servers accessed by the user. This
file is very important for ensuring that the SSH client is connecting the correct SSH server.
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6. Configuring an OpenSSH Client

Important

If an SSH server's host key has changed, the client notifies the user that the
connection cannot proceed until the server's host key is deleted from the
known_host s file using a text editor. Before doing this, however, contact the sys-
tem administrator of the SSH server to verify the server is not compromised.

Refer to the ssh_confi g and sshd_confi g man pages for information concerning the various dir-
ectives available in the SSH configuration files.

6. Configuring an OpenSSH Client

To connect to an OpenSSH server from a client machine, you must have the openssh-clients
and openssh packages installed on the client machine.

6.1. Using the sss Command

The ssh command is a secure replacement for the rl ogi n, rsh, and t el net commands. It allows
you to log in to a remote machine as well as execute commands on a remote machine.

Logging in to a remote machine with ssh is similar to using t el net. To log in to a remote ma-
chine named penguin.example.net, type the following command at a shell prompt:

ssh pengui n. exanpl e. net
The first time you ssh to a remote machine, you will see a message similar to the following:

The authenticity of host 'penguin.exanple.net' can't be established.
DSA key fingerprint is 94:68: 3a:3a: bc: f3:9a: 9b: 01: 5d: b3: 07: 38: e2: 11: Oc.
Are you sure you want to continue connecting (yes/no)?

Type yes to continue. This will add the server to your list of known hosts (~/ . ssh/ known_host s)
as seen in the following message:

War ni ng: Pernmanent|y added ' pengui n. exanpl e.net' (RSA) to the list of known hosts.

Next, you will see a prompt asking for your password for the remote machine. After entering
your password, you will be at a shell prompt for the remote machine. If you do not specify a
username the username that you are logged in as on the local client machine is passed to the
remote machine. If you want to specify a different username, use the following command:

ssh user name@engui n. exanpl e. net

You can also use the syntax ssh -1 usernane pengui n. exanpl e. net .

The ssh command can be used to execute a command on the remote machine without logging
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6.2. Using the scp Command

in to a shell prompt. The syntax is ssh host nameconmand. For example, if you want to execute the
command | s /usr/share/ doc on the remote machine penguin.example.net, type the following
command at a shell prompt:

ssh pengui n. exanpl e.net |s /usr/share/doc

After you enter the correct password, the contents of the remote directory / usr/ shar e/ doc will be
displayed, and you will return to your local shell prompt.

6.2. Using the scp Command

The scp command can be used to transfer files between machines over a secure, encrypted
connection. It is similar to r cp.

The general syntax to transfer a local file to a remote system is as follows:
scp <l ocal fil e>usernane@ ohost nane: <renotefil e>

The <l ocal fil e> specifies the source including path to the file, such as /var/1 og/ mai |1 og. The
<renot ef i | e> specifies the destination, which can be a new filename such as /

t np/ host nane- mai | | og. For the remote system, if you do not have a preceding /, the path will be
relative to the home directory of user nane, typically / hone/ user nane/ .

To transfer the local file shadowman to the home directory of your account on pen-
guin.example.net, type the following at a shell prompt (replace user nane with your username):

scp shadowman user nane@engui n. exanpl e. net : shadowran

This will transfer the local file shadowran to / home/ user name/ shadowran On penguin.example.net.
Alternately, you can leave off the final shadowran in the scp command.

The general syntax to transfer a remote file to the local system is as follows:
scp user name@ ohost nane: <renot ef i | e><newl ocal fil e>

The <renot ef i | e> specifies the source including path, and <new ocal fi | e> specifies the destina-
tion including path.

Multiple files can be specified as the source files. For example, to transfer the contents of the
directory downl oads/ to an existing directory called upl oads/ on the remote machine pen-
guin.example.net, type the following at a shell prompt:

scp downl oads/* user nanme@engui n. exanpl e. net : upl oads/

6.3. Using the sitp Command

The sft p utility can be used to open a secure, interactive FTP session. It is similar to ft p except
that it uses a secure, encrypted connection. The general syntax is sftp user nanme@ost nanme. com
Once authenticated, you can use a set of commands similar to those used by FTP. Refer to the
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7. More Than a Secure Shell

sftp man page for a list of these commands. To read the man page, execute the command nan
sftp at a shell prompt. The sftp utility is only available in OpenSSH version 2.5.0p1 and higher.

7. More Than a Secure Shell

A secure command line interface is just the beginning of the many ways SSH can be used. Giv-
en the proper amount of bandwidth, X11 sessions can be directed over an SSH channel. Or, by
using TCP/IP forwarding, previously insecure port connections between systems can be
mapped to specific SSH channels.

7.1. X11 Forwarding

Opening an X11 session over an SSH connection is as easy as connecting to the SSH server
using the -y option and running an X program on a local machine.

ssh -Y <user>@xanpl e. com

When an X program is run from the secure shell prompt, the SSH client and server create a new
secure channel, and the X program data is sent over that channel to the client machine trans-
parently.

X11 forwarding can be very useful. For example, X11 forwarding can be used to create a se-
cure, interactive session of the Printer Configuration Tool. To do this, connect to the server
using ssh and type:

systemconfig-printer &

After supplying the root password for the server, the Printer Configuration Tool appears and
allows the remote user to safely configure printing on the remote system.

7.2. Port Forwarding

SSH can secure otherwise insecure TCP/IP protocols via port forwarding. When using this tech-
nique, the SSH server becomes an encrypted conduit to the SSH client.

Port forwarding works by mapping a local port on the client to a remote port on the server. SSH
can map any port from the server to any port on the client; port numbers do not need to match
for this technique to work.

To create a TCP/IP port forwarding channel which listens for connections on the localhost, use
the following command:

ssh -L | ocal - port:renote-hostnanme: renot e- port user nane@ost nane

Note

Setting up port forwarding to listen on ports below 1024 requires root level access.
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To check email on a server called mai | . exanpl e. comusing POP3 through an encrypted connec-
tion, use the following command:

ssh -L 1100: mai | . exanpl e. com 110 i | . exanpl e. com

Once the port forwarding channel is in place between the client machine and the mail server,
direct a POP3 mail client to use port 1100 on the localhost to check for new mail. Any requests
sent to port 1100 on the client system are directed securely to the nai | . exanpl e. comserver.

If mai | . exanpl e. comis not running an SSH server, but another machine on the same network is,
SSH can still be used to secure part of the connection. However, a slightly different command is
necessary:

ssh -L 1100: mai | . exanpl e. com 110 ot her. exanpl e. com

In this example, POP3 requests from port 1100 on the client machine are forwarded through the
SSH connection on port 22 to the SSH server, ot her. exanpl e. com Then, ot her . exanpl e. com
connects to port 110 on i | . exanpl e. comto check for new mail. Note, when using this tech-
nigue only the connection between the client system and ot her . exanpl e. comSSH server is se-
cure.

Port forwarding can also be used to get information securely through network firewalls. If the
firewall is configured to allow SSH traffic via its standard port (22) but blocks access to other
ports, a connection between two hosts using the blocked ports is still possible by redirecting
their communication over an established SSH connection.

Note

Using port forwarding to forward connections in this manner allows any user on the
client system to connect to that service. If the client system becomes comprom-
ised, the attacker also has access to forwarded services.

System administrators concerned about port forwarding can disable this functional-
ity on the server by specifying a No parameter for the Al | owTcpFor war di ng line in /
et ¢/ ssh/ sshd_confi g and restarting the sshd service.

7.3. Generating Key Pairs

If you do not want to enter your password every time you use ssh, scp, Or sftp to connect to a
remote machine, you can generate an authorization key pair.

Keys must be generated for each user. To generate keys for a user, use the following steps as
the user who wants to connect to remote machines. If you complete the steps as root, only root
will be able to use the keys.

Starting with OpenSSH version 3.0, ~/ . ssh/ aut hori zed_keys2, ~/ . ssh/ known_host s2, and /
et c/ ssh_known_host s2 are obsolete. SSH Protocol 1 and 2 share the ~/ . ssh/ aut hori zed_keys,
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~/ . ssh/ known_host's, and / et ¢/ ssh/ ssh_known_host s files.

Red Hat Enterprise Linux 5.0.0 uses SSH Protocol 2 and RSA keys by default.

Tip

If you reinstall and want to save your generated key pair, backup the . ssh directory
in your home directory. After reinstalling, copy this directory back to your home dir-
ectory. This process can be done for all users on your system, including root.

7.3.1. Generating an RSA Key Pair for Version 2

Use the following steps to generate an RSA key pair for version 2 of the SSH protocol. This is
the default starting with OpenSSH 2.9.

1. To generate an RSA key pair to work with version 2 of the protocol, type the following com-
mand at a shell prompt:

ssh-keygen -t rsa

Accept the default file location of ~/ . ssh/i d_rsa. Enter a passphrase different from your ac-
count password and confirm it by entering it again.

The public key is written to ~/ . ssh/i d_rsa. pub. The private key is written to ~/ . ssh/i d_r sa.
Never distribute your private key to anyone.

2. Change the permissions of the . ssh directory using the following command:

chnmod 755 ~/.ssh

3. Copy the contents of ~/ . ssh/i d_rsa. pub into the file ~/ . ssh/ aut hori zed_keys on the ma-
chine to which you want to connect. If the file ~/ . ssh/ aut hori zed_keys exist, append the
contents of the file ~/ . ssh/i d_rsa. pub to the file ~/ . ssh/ aut hori zed_keys on the other ma-
chine.

4. Change the permissions of the aut hori zed_keys file using the following command:

chnmod 644 ~/.ssh/authorized_keys

5. If you are running GNOME or are running in a graphical desktop with GTK2+ libraries in-
stalled, skip to Section 7.3.4, “Configuring ssh-agent with a GUI". If you are not running the
X Window System, skip to Section 7.3.5, “Configuring ssh-agent”.

7.3.2. Generating a DSA Key Pair for Version 2

Use the following steps to generate a DSA key pair for version 2 of the SSH Protocol.
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1. To generate a DSA key pair to work with version 2 of the protocol, type the following com-
mand at a shell prompt:

ssh-keygen -t dsa

Accept the default file location of ~/ . ssh/i d_dsa. Enter a passphrase different from your ac-
count password and confirm it by entering it again.

Tip

A passphrase is a string of words and characters used to authenticate a user.
Passphrases differ from passwords in that you can use spaces or tabs in the
passphrase. Passphrases are generally longer than passwords because they
are usually phrases instead of a single word.

The public key is written to ~/ . ssh/i d_dsa. pub. The private key is written to ~/ . ssh/i d_dsa.
It is important never to give anyone the private key.

2. Change the permissions of the . ssh directory with the following command:
chnod 755 ~/.ssh

3. Copy the contents of ~/ . ssh/i d_dsa. pub into the file ~/ . ssh/ aut hori zed_keys on the ma-
chine to which you want to connect. If the file ~/ . ssh/ aut hori zed_keys exist, append the
contents of the file ~/ . ssh/i d_dsa. pub to the file ~/ . ssh/ aut hori zed_keys on the other ma-
chine.

4. Change the permissions of the aut hori zed_keys file using the following command:
chnod 644 ~/.ssh/authorized_keys

5. If you are running GNOME or a graphical desktop environment with the GTK2+ libraries in-
stalled, skip to Section 7.3.4, “Configuring ssh-agent with a GUI". If you are not running the
X Window System, skip to Section 7.3.5, “Configuring ssh-agent”.

7.3.3. Generating an RSA Key Pair for Version 1.3 and 1.5

Use the following steps to generate an RSA key pair, which is used by version 1 of the SSH
Protocol. If you are only connecting between systems that use DSA, you do not need an RSA
version 1.3 or RSA version 1.5 key pair.

1. To generate an RSA (for version 1.3 and 1.5 protocol) key pair, type the following com-
mand at a shell prompt:

ssh-keygen -t rsal
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Accept the default file location (~/ . ssh/i denti ty). Enter a passphrase different from your
account password. Confirm the passphrase by entering it again.

The public key is written to ~/ . ssh/ i denti ty. pub. The private key is written to
~/ . ssh/identity. Do not give anyone the private key.

2. Change the permissions of your . ssh directory and your key with the commands chnod 755
~/.ssh and chnod 644 ~/.ssh/identity. pub.

3. Copy the contents of ~/ . ssh/i denti ty. pub into the file ~/ . ssh/ aut hori zed_keys on the ma-
chine to which you wish to connect. If the file ~/ . ssh/ aut hori zed_keys does not exist, you
can copy the file ~/ . ssh/i dentity. pub to the file ~/ . ssh/ aut hori zed_keys on the remote ma-
chine.

4. If you are running GNOME, skip to Section 7.3.4, “Configuring ssh-agent with a GUI". If you
are not running GNOME, skip to Section 7.3.5, “Configuring ssh-agent”.

7.3.4. Configuring ssh-agent With a GUI

The ssh-agent utility can be used to save your passphrase so that you do not have to enter it
each time you initiate an ssh or scp connection. If you are using GNOME, the gnone- ssh- askpass
package contains the application used to prompt you for your passphrase when you log in to
GNOME and save it until you log out of GNOME. You will not have to enter your password or
passphrase for any ssh or scp connection made during that GNOME session. If you are not us-
ing GNOME, refer to Section 7.3.5, “Configuring ssh-agent”.

To save your passphrase during your GNOME session, follow the following steps:

1. You will need to have the package gnone- ssh- askpass installed; you can use the command
rpm - q openssh- askpass to determine if it is installed or not. If it is not installed, install it from
your Red Hat Enterprise Linux CD-ROM set, from a Red Hat FTP mirror site, or using Red
Hat Network.

2. Select Main Menu Button (on the Panel) => Preferences => More Preferences => Ses-
sions, and click on the Startup Programs tab. Click Add and enter / usr/ bi n/ ssh- add in
the Startup Command text area. Set it a priority to a number higher than any existing com-
mands to ensure that it is executed last. A good priority number for ssh- add is 70 or higher.
The higher the priority number, the lower the priority. If you have other programs listed, this
one should have the lowest priority. Click Close to exit the program.

3. Log out and then log back into GNOME; in other words, restart X. After GNOME is started,
a dialog box will appear prompting you for your passphrase(s). Enter the passphrase re-
guested. If you have both DSA and RSA key pairs configured, you will be prompted for
both. From this point on, you should not be prompted for a password by ssh, scp, oOr sftp.

7.3.5. Configuring ssh-agent

The ssh-agent can be used to store your passphrase so that you do not have to enter it each
time you make a ssh or scp connection. If you are not running the X Window System, follow
these steps from a shell prompt. If you are running GNOME but you do not want to configure it
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to prompt you for your passphrase when you log in (refer to Section 7.3.4, “Configuring ssh-
agent with a GUI"), this procedure will work in a terminal window, such as an XTerm. If you are
running X but not GNOME, this procedure will work in a terminal window. However, your pass-
phrase will only be remembered for that terminal window; it is not a global setting.

1. Ata shell prompt, type the following command:
exec /usr/bin/ssh-agent $SHELL
2.  Then type the command:

ssh-add

and enter your passphrase(s). If you have more than one key pair configured, you will be
prompted for each one.

3. When you log out, your passphrase(s) will be forgotten. You must execute these two com-
mands each time you log in to a virtual console or open a terminal window.

8. Additional Resources

The OpenSSH and OpenSSL projects are in constant development, and the most up-to-date in-
formation for them is available from their websites. The man pages for OpenSSH and OpenSSL
tools are also good sources of detailed information.

8.1. Installed Documentation

e The ssh, scp, sftp, sshd, and ssh- keygen man pages — These man pages include informa-
tion on how to use these commands as well as all the parameters that can be used with
them.

8.2. Useful Websites

e http://www.openssh.com/ — The OpenSSH FAQ page, bug reports, mailing lists, project
goals, and a more technical explanation of the security features.

* http://www.openssl.org/ — The OpenSSL FAQ page, mailing lists, and a description of the
project goal.

e http://lwww.freessh.org/ — SSH client software for other platforms.
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Chapter 18. Network File System

(NFS)

A Network File System (NFS) allows remote hosts to mount file systems over a network and in-
teract with those file systems as though they are mounted locally. This enables system adminis-
trators to consolidate resources onto centralized servers on the network.

This chapter focuses on fundamental NFS concepts and supplemental information.

1. How It Works

Currently, there are three versions of NFS. NFS version 2 (NFSv2) is older and is widely sup-
ported. NFS version 3 (NFSv3) has more features, including 64bit file handles, Safe Async
writes and more robust error handling. NFS version 4 (NFSv4) works through firewalls and on
the Internet, no longer requires portmapper, supports ACLs, and utilizes stateful operations.
Red Hat Enterprise Linux supports NFSv2, NFSv3, and NFSv4 clients, and when mounting a
file system via NFS, Red Hat Enterprise Linux uses NFSv3 by default, if the server supports it.

All versions of NFS can use Transmission Control Protocol (TCP) running over an IP network,
with NFSv4 requiring it. NFSv2 and NFSv3 can use the User Datagram Protocol (UDP) running
over an IP network to provide a stateless network connection between the client and server.

When using NFSv2 or NFSv3 with UDP, the stateless UDP connection under normal conditions
has less Protocol overhead than TCP which can translate into better performance on very clean,
non-congested networks. The NFS server sends the client a file handle after the client is author-
ized to access the shared volume. This file handle is an opaque object stored on the server's
side and is passed along with RPC requests from the client. The NFS server can be restarted
without affecting the clients and the cookie remains intact. However, because UDP is stateless,
if the server goes down unexpectedly, UDP clients continue to saturate the network with re-
guests for the server. For this reason, TCP is the preferred protocol when connecting to an NFS
server.

NFSv4 has no interaction with portmapper, r pc. mount d, r pc. | ockd, and r pc. st at d, Since protocol
support has been incorporated into the v4 protocol. NFSv4 listens on the well known TCP port
(2049) which eliminates the need for the port mapper interaction. The mounting and locking pro-
tocols have been incorpated into the V4 protocol which eliminates the need for interaction with
rpc. mount d and rpc. | ockd.

Note

TCP is the default transport protocol for NFS under Red Hat Enterprise Linux. UDP
can be used for compatibility purposes as needed, but is not recommended for
wide usage.

All the RPC/NFS daemon have a' -p' command line option that can set the port,
making firewall configuration easier.
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After the client is granted access by TCP wrappers, the NFS server refers to its configuration
file, / et c/ export s, to determine whether the client is allowed to access any of the exported file
systems. Once access is granted, all file and directory operations are available to the user.

Important

In order for NFS to work with a default installation of Red Hat Enterprise Linux with
a firewall enabled, IPTables with the default TCP port 2049 must be configured.
Without proper IPTables configuration, NFS does not function properly.

The NFS initialization script and r pc. nf sd process now allow binding to any spe-
cified port during system start up. However, this can be error prone if the port is
unavailable or conflicts with another daemon.

1.1. Required Services

Red Hat Enterprise Linux uses a combination of kernel-level support and daemon processes to
provide NFS file sharing. All NFS versions rely on Remote Procedure Calls (RPC) between cli-
ents and servers. RPC services under Linux are controlled by the port map service. To share or
mount NFS file systems, the following services work together, depending on which version of
NFS is implemented:

e nfs — (/sbin/service nfs start) starts the NFS server and the appropriate RPC processes
to service requests for shared NFS file systems.

e nfslock — (/shin/service nfslock start)isa mandatory service that starts the appropriate
RPC processes to allow NFS clients to lock files on the server.

e portmap — accepts port reservations from local RPC services. These ports are then made
available (or advertised) so the corresponding remote RPC services access them. port nap
responds to requests for RPC services and sets up connections to the requested RPC ser-
vice. This is not used with NFSv4.

The following RPC processes facilitate NFS services:

e rpc. nountd — This process receives mount requests from NFS clients and verifies the re-
quested file system is currently exported. This process is started automatically by the nfs
service and does not require user configuration. This is not used with NFSv4.

* rpc. nfsd — Allows explicit NFS versions and protocols the server advertises to be defined. It
works with the Linux kernel to meet the dynamic demands of NFS clients, such as providing
server threads each time an NFS client connects. This process corresponds to the nfs ser-
vice.

* rpc.l ockd — allows NFS clients to lock files on the server. If rpc. | ockd is not started, file
locking will fail. r pc. | ockd implements the Network Lock Manager (NLM) protocol. This pro-
cess corresponds to the nf sl ock service. This is not used with NFSv4.
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e rpc.statd — This process implements the Network Status Monitor (NSM) RPC protocol
which notifies NFS clients when an NFS server is restarted without being gracefully brought
down. This process is started automatically by the nf sl ock service and does not require user
configuration. This is not used with NFSv4.

* rpc. rquot ad — This process provides user quota information for remote users. This process
is started automatically by the nf s service and does not require user configuration.

* rpc.idmapd — This process provides NFSv4 client and server upcalls which map between
on-the-wire NFSv4 names (which are strings in the form of user@domain) and local UIDs
and GIDs. For i dmapd to function with NFSv4, the / et ¢/ i dmapd. conf must be configured. This
service is required for use with NFSv4.

2. NFS Client Configuration

NFS shares are mounted on the client side using the mount command. The format of the com-
mand is as follows:

mount -t <nfs-type> -0 <options><host>: </renote/export></|ocal/directory>

Replace <nf s-t ype> with either nfs for NFSv2 or NFSv3 servers, or nf s4 for NFSv4 servers. Re-
place <opti ons> with a comma separated list of options for the NFS file system (refer to Sec-
tion 4, “Common NFS Mount Options” for details). Replace <host > with the remote host,

</ r enot e/ expor t > with the remote directory being mounted, and </ 1 ocal / di r ect or y> with the
local directory where the remote file system is to be mounted.

Refer to the mount man page for more details.

If accessing an NFS share by manually issuing the nount command, the file system must be re-
mounted manually after the system is rebooted. Red Hat Enterprise Linux offers two methods
for mounting remote file systems automatically at boot time: the / et ¢/ f st ab file or the aut of s
service.

2.1. Mounting NFS File Systems using /etc/tstan

An alternate way to mount an NFS share from another machine is to add a line to the /

et c/ fstab file. The line must state the hostname of the NFS server, the directory on the server
being exported, and the directory on the local machine where the NFS share is to be mounted.
You must be root to modify the / et ¢/ f st ab file.

The general syntax for the line in /et c/ f st ab is as follows:

server:/usr/local/pub /pub nfs rsize=8192, wsi ze=8192,ti meo=14,intr

The mount point / pub must exist on the client machine before this command can be executed.
After adding this line to / et ¢/ f st ab on the client system, type the command nount /pub at a shell
prompt, and the mount point / pub is mounted from the server.

The /et c/ fstab file is referenced by the net f s service at boot time, so lines referencing NFS
shares have the same effect as manually typing the nount command during the boot process.
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A sample / et c/ f st ab line to mount an NFS export looks like the following example:

<server >: </renot e/ export></local / di rectory><nfs-type><options> 0 0

Replace <server > with the hostname, IP address, or fully qualified domain name of the server
exporting the file system.

Replace </ r enot e/ expor t > with the path to the exported directory.

Replace </ 1 ocal / di rect or y> with the local file system on which the exported directory is moun-
ted. This mount point must exist before / et ¢/ f st ab is read or the mount fails.

Replace <nf s-t ype> with either nfs for NFSv2 or NFSv3 servers, or nf s4 for NFSv4 servers.

Replace <opti ons> with a comma separated list of options for the NFS file system (refer to Sec-
tion 4, “Common NFS Mount Options” for details). Refer to the f st ab man page for additional in-
formation.

3. aut of s

One drawback to using / et ¢/ f st ab is that, regardless of how infrequently a user accesses the
NFS mounted file system, the system must dedicate resources to keep the mounted file system
in place. This is not a problem with one or two mounts, but when the system is maintaining
mounts to many systems at one time, overall system performance can be affected. An alternat-
ive to / et ¢/ f st ab is to use the kernel-based automount utility. An automounter consists of two
components. One is a kernel module that implements a file system, while the other is a user-
space daemon that performs all of the other functions. The automount utility can mount and un-
mount NFS file systems automatically (on demand mounting) therefore saving system re-
sources. The automount utility can be used to mount other file systems including AFS, SMBFS,
CIFS and local file systems.

aut of s USES / et ¢/ aut 0. mast er (master map) as its default primary configuration file. This can be
changed to use another supported network source and name using the autofs configuration (in /
et ¢/ sysconfi g/ aut of s) in conjunction with the Name Service Switch mechanism. An instance of
the version 4 daemon was run for each mount point configured in the master map and so it
could be run manually from the command line for any given mount point. This is not possible
with version 5 because it uses a single daemon to manage all configured mount points, so all
automounts must be configured in the master map. This is in line with the usual requirements of
other industry standard automounters. Mount point, hostname, exported directory, and options
can all be specified in a set of files (or other supported network sources) rather than configuring
them manually for each host. Please ensure that you have the aut of s package installed if you
wish to use this service.

3.1. What's new in auofs Version 5?

Direct map support
Autofs direct maps provide a mechanism to automatically mount file systems at arbitrary
points in the file system hierarchy. A direct map is denoted by a mount point of "/-" in the
master map. Entries in a direct map contain an absolute path name as a key (instead of the
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relative path names used in indirect maps).

Lazy mount and unmount support
Multimount map entries describe a hierarchy of mount points under a single key. A good ex-
ample of this is the "-hosts" map, commonly used for automounting all exports from a host
under "/ net / <host >" as a multi-mount map entry. When using the "-hosts" map, an 'l s' of "/
net / <host >" will mount autofs trigger mounts for each export from <host > and mount and ex-
pire them as they are accessed. This can greatly reduce the number of active mounts
needed when accessing a server with a large number of exports.

Enhanced LDAP support
The Lightweight Directory Access Protocol, or LDAP, support in autofs version 5 has been
enhanced in several ways with respect to autofs version 4. The autofs configuration file (/
et ¢/ sysconfi g/ aut of s) provides a mechanism to specify the autofs schema that a site im-
plements, thus precluding the need to determine this via trial and error in the application it-
self. In addition, authenticated binds to the LDAP server are now supported, using most
mechanisms supported by the common LDAP server implementations. A new configuration
file has been added for this support: / et ¢/ aut of s_I dap_aut h. conf . The default configuration
file is self-documenting, and uses an XML format.

Proper use of the Name Service Switch (nsswi t ch) configuration.
The Name Service Switch configuration file exists to provide a means of determining from
where specific configuration data comes. The reason for this configuration is to allow admin-
istrators the flexibility of using the back-end database of choice, while maintaining a uniform
software interface to access the data. While the version 4 automounter is becoming increas-
ingly better at handling the name service switch configuration, it is still not complete. Autofs
version 5, on the other hand, is a complete implementation. See the manual page for nss-
witch.conf for more information on the supported syntax of this file. Please note that not all
nss databases are valid map sources and the parser will reject ones that are invalid. Valid
sources are files, yp, nis, nisplus, Idap and hesiod.

Multiple master map entries per autofs mount point
One thing that is frequently used but not yet mentioned is the handling of multiple master
map entries for the direct mount point "/-". The map keys for each entry are merged and be-
have as one map.

An example is seen in the connectathon test maps for the direct mounts below:

/- [tnp/auto_dcthon
/- /tnp/auto_test3 direct
/- /tnp/auto_test4 direct

3.2. autofs Configuration

The primary configuration file for the automounter is / et ¢/ aut o. mast er, also referred to as the
master map which may be changed as described in the introduction section above. The master
map lists autofs-controlled mount points on the system, and their corresponding configuration
files or network sources known as automount maps. The format of the master map is as follows:

<mount - poi nt > <map- name> <opti ons>

where:
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e mount - poi nt is the autofs mount point e.g / hone.

* map- nane is the name of a map source which contains a list of mount points, and the file sys-
tem location from which those mount points should be mounted. The syntax for a map entry
is described below.

« options if supplied, will apply to all entries in the given map provided they don't themselves
have options specified. This behavior is different from autofs version 4 where the options
where cumulative. This has been changed to meet our primary goal of mixed environment
compatibility.

The following is a sample / et ¢/ aut o. mast er file:

$ cat /etc/auto.master /hone /etc/auto.msc

The general format of maps is similar to the master map, however the "options" appear between
the mount point and the location instead of at the end of the entry as in the master map:

<nmount - poi nt > [ <options>] <l ocation>

where:

e <nount - poi nt > is the autofs mount point. This can be a single directory name for an indirect
mount or the full path of the mount point for direct mounts. Each direct and indirect map
entry key (<nount - poi nt > above) may be followed by a space separated list of offset director-
ies (sub directory names each beginning with a /") making them what is known as a mutli-
mount entry.

» <options> if supplied, are the mount options for the map entries that do not specify their own
options.

« <location> is the file system location such as a local file system path (preceded with the Sun

map format escape character ":" for map names beginning with "/"), an NFS file system or
other valid file system location.

The following is a sample map file:

$ cat /etc/auto.m sc payroll -fstype=nfs personnel:/dev/hda3 sal es -fstype=ext3 :/dev/hda4

The first column in a map file indicates the autofs mount point (sal es and payrol I from the serv-
er called personnel ). The second column indicates the options for the autofs mount while the
third column indicates the source of the mount. Following the above configuration, the autofs
mount points will be / hone/ payrol | and / hone/ sal es. The - f st ype= option is often omitted and is
generally not needed for correct operation.

The automounter will create the directories if they do not exist. If the directories exist before the
automounter was started, the automounter will not remove them when it exits. You can start or
restart the automount daemon by issuing the following command:

$/ shin/service autofs start
or $/shin/service autofs restart

Using the above configuration, if a process requires access to an autofs unmounted directory
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such as / hone/ payrol | / 2006/ Jul y. sxc, the automount daemon automatically mounts the direct-
ory. If a timeout is specified, the directory will automatically be unmounted if the directory is not
accessed for the timeout period.

You can view the status of the automount daemon by issuing the following command in your
terminal:

$/ sbi n/ servi ce/ aut of s status

3.3. autots Common Tasks

3.3.1. Overriding or augmenting site configuration files

It can be useful to override site defaults for a specific mount point on a client system. For ex-
ample, assuming that the automounter maps are stored in NIS and the / et ¢/ nsswi t ch. conf file
has the following directive:

automount: files nis

and the NIS aut 0. mast er map file contains the following:

/ home aut o. honme

Also assume the NIS aut 0. home map contains the following:

bet h fil eserver. exanpl e.com/export/hone/ beth
j oe fil eserver. exanpl e.com/export/hone/joe
* fil eserver. exanpl e.com/export/hone/ &

and the file map / et ¢/ aut 0. hone does not exist.

For the above example, lets assume that the client system needs to mount home directories
from a different server. In this case, the client will need to use the following / et ¢/ aut 0. mast er
map:

/ home /etc/auto. hone2
+aut 0. nast er
And the / et ¢/ aut 0. hone2 map contains the entry:

* | abserver. exanpl e. com / export/hone/ &

Because only the first occurrence of a mount point is processed, / hone will contain the contents
of / et ¢/ aut 0. horme2 instead of the NIS aut o. hore map.
Alternatively, if you just want to augment the site-wide

aut o. hone

map with a few entries, create a / et ¢/ aut o. hore file map, and in it put your new entries and at
the end, include the NIS auto.home map. Then the / et ¢/ aut 0. hone file map might look similar
to:

nydi r someserver:/export/nydir
+aut 0. hone
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Given the NIS aut 0. honre map listed above, an | s of / hore would now give:

$ I's /hone
bet hj oenydi r

This last example works as expected because aut of s knows not to include the contents of a file
map of the same name as the one it is reading and so moves on to the next map source in the
nsswi t ch configuration.

3.3.2. Using LDAP to Store Automounter Maps

LDAP client libraries must be installed on all systems which are to retrieve automounter maps
from LDAP. On RHEL 5, the openl dap package should be installed automatically as a depend-
ency of the aut onount er. To configure LDAP access, modify / et ¢/ openl dap/ | dap. conf . Ensure
that BASE and URI are set appropriately for your site. Please also ensure that the schema is
set in the configuration.

The most recently established schema for storing automount maps in LDAP is described by
rfc2307bi s. TO use this schema it is necessary to set it in the aut of s configuration (/

et ¢/ sysconfi g/ aut of s) by removing the comment characters from the schema definition. For ex-
ample:

DEFAULT_MAP_OBJECT_CLASS=" aut omount Map"
DEFAULT_ENTRY_OBJECT_CLASS=" aut onpunt "
DEFAULT_NMAP_ATTRI BUTE="aut onount MapNane"
DEFAULT_ENTRY_ATTRI BUTE=" aut onpunt Key"
DEFAULT_VALUE_ATTRI BUTE="aut omount | nf or mati on"

Ensure that these are the only schema entries not commented in the configuration. Please also
note that the aut onount Key replaces the cn attribute in the rf c2307bi s schema. An LD F of a
sample configuration is described below:

extended LD F

LDAPv 3

base <> with scope subtree

filter: (& objectclass=autonmount Map) (aut onbunt MapNane=aut o. master))
requesting: ALL

HHHHHH B

# auto.nmaster, exanple.com

dn: aut omount MapNane=aut o. mast er, dc=exanpl e, dc=com
obj ectCl ass: top

obj ect G ass: aut onobunt Map

aut onount MapNane: aut o. nmaster

extended LDIF

LDAPv3

base <aut onpbunt MapNanme=aut o. mast er, dc=exanpl e, dc=con> with scope subtree
filter: (objectclass=autonmount)

requesting: ALL

HHHHHEHH

# /hone, auto.nmaster, exanple.com
dn: aut omount MapNane=aut o. mast er, dc=exanpl e, dc=com
obj ect O ass: aut onbunt
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cn: / hone

aut onount Key: / home
aut onount | nf or mati on: aut o. hone

extended LD F

LDAPv3

base <> with scope subtree

filter: (& objectclass=autonountMap) (autonount MapNanme=aut o. hone))
requesting: ALL

H R HH IR

# auto. hone, exanpl e.com

dn: aut onmount MapNane=aut o. hone, dc=exanpl e, dc=com
obj ect O ass: aut onobunt Map

aut onmount MapName: aut o. hone

ext ended LDIF

LDAPv 3

base <aut onbunt MapNane=aut o. hone, dc=exanpl e, dc=con> wi th scope subtree
filter: (objectclass=autonmount)

requesting: ALL

H o H R HHH

# foo, auto.honme, exanple.com

dn: aut onpbunt Key=f 0o, aut onrobunt MapNane=aut o. hone, dc=exanpl e, dc=com
obj ect O ass: aut onpunt

aut onount Key: foo

automount I nformation: filer.exanple.com/export/foo

# |, auto.hone, exanple.com
dn: aut omount Key=/, aut onount MapNanme=aut o. hone, dc=exanpl e, dc=com
obj ect Cl ass: aut onount

aut onount Key: /
aut onpunt I nformation: filer.exanple.com/export/&

3.3.3. Adapting Autofs v4 Maps To Autofs v5

v4 Multi-map entries. Autofs version 4 introduced the notion of a multi-map entry in the master
map. A multi-map entry is of the form:

<nmount - poi nt > <maptypel> <mapnanel> <optionsl> -- <maptype2> <mapnane2> <options2> --

Any number of maps can be combined into a single map in this manner. This feature is no
longer present in v5. This is because Version 5 supports included maps which can be used to
attain the same results. Consider the following multi-map example: / hone file /etc/auto. hone

-- nis auto.hone
This can be replaced by the following configuration for v5:

/et c/ nsswi t ch. conf must list:

autonmount: files nis

/ et c/ aut o. mast er should contain:

/ hone auto. hone

/ et c/ aut 0. hone should contain:
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<entries for the home directory>
+aut 0. home

In this way, the entries from / et ¢/ aut 0. hone and the nis aut 0. honre map are combined.

Multiple master maps. In autofs version 4, it is possible to merge the contents of master maps
from each source, such as files, nis, hesiod, and LDAP. The version 4 automounter looks for a
master map for each of the sources listed in / et ¢/ nsswi t ch. conf . The map is read if it exists and
its contents are merged into one large aut o. mast er map.

In version 5, this is no longer the behaviour. Only the first master map found from the list of
sources in nsswi t ch. conf is consulted. If it is desirable to merge the contents of multiple master
maps, included maps can be used. Consider the following example:

/etc/ nsswitch. conf
automount: files nis

/ etc/auto. master:
/ home /etc/auto. honme
+aut 0. nast er

The above configuration will merge the contents of the file-based aut o. mast er and the NIS-
based aut o. mast er . However, because included map entries are only allowed in file maps, there
is no way to include both an NIS aut 0. mast er and an LDAP aut o. nast er .

This limitation can be overcome by creating a master maps that have a different name in the
source. In the example above if we had an LDAP master map named aut o. mast er . | dap we
could also add " +aut 0. nast er. | dap" to the file based master map and provided that "I dap" is lis-
ted as a source in our nsswitch configuration it would also be included.

4. Common NFS Mount Options

Beyond mounting a file system via NFS on a remote host, other options can be specified at the
time of the mount to make it easier to use. These options can be used with manual nount com-
mands, / et ¢/ f st ab settings, and aut of s.

The following are options commonly used for NFS mounts:

e fsid=num— Forces the file handle and file attributes settings on the wire to be num instead of
a number derived from the major and minor number of the block device on the mounted file
system. The value 0 has special meaning when used with NFSv4. NFSv4 has a concept of a
root of the overall exported file system. The export point exported with f si d=0 is used as this
root.

* hard or sof t — Specifies whether the program using a file via an NFS connection should
stop and wait (har d) for the server to come back online, if the host serving the exported file
system is unavailable, or if it should report an error (sof t ).

If har d is specified, the user cannot terminate the process waiting for the NFS communica-
tion to resume unless the i ntr option is also specified.
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If sof t is specified, the user can set an additional t i nreo=<val ue> option, where <val ue> spe-
cifies the number of seconds to pass before the error is reported.

Note

Using soft mounts is not recommended as they can generate I/O errors in very
congested networks or when using a very busy server.

e intr — Allows NFS requests to be interrupted if the server goes down or cannot be reached.

e nfsvers=2 Or nf sver s=3 — Specifies which version of the NFS protocol to use. This is useful
for hosts that run multiple NFS servers. If no version is specified, NFS uses the highest sup-
ported version by the kernel and nount command. This option is not supported with NFSv4
and should not be used.

* noacl — Turns off all ACL processing. This may be needed when interfacing with older ver-
sions of Red Hat Enterprise Linux, Red Hat Linux, or Solaris, since the most recent ACL
technology is not compatible with older systems.

* nol ock — Disables file locking. This setting is occasionally required when connecting to older
NFS servers.

* noexec — Prevents execution of binaries on mounted file systems. This is useful if the sys-
tem is mounting a non-Linux file system via NFS containing incompatible binaries.

e nosui d — Disables set-user-identifier or set-group-identifier bits. This prevents remote users
from gaining higher privileges by running a setuid program.

e port =num— Specifies the numeric value of the NFS server port. If numis 0 (the default), then
mount queries the remote host's portmapper for the port number to use. If the remote host's
NFS daemon is not registered with its portmapper, the standard NFS port number of TCP
2049 is used instead.

* rsize=numand wsi ze=num— These settings speed up NFS communication for reads (r si ze)
and writes (wsi ze) by setting a larger data block size, in bytes, to be transferred at one time.
Be careful when changing these values; some older Linux kernels and network cards do not
work well with larger block sizes. For NFSv2 or NFSv3, the default values for both paramet-
ers is set to 8192. For NFSv4, the default values for both parameters is set to 32768.

« sec=node — Specifies the type of security to utilize when authenticating an NFS connection.

sec=sys is the default setting, which uses local UNIX UIDs and GIDs by means of AU-
TH_SYS to authenticate NFS operations.

sec=kr b5 uses Kerberos V5 instead of local UNIX UIDs and GIDs to authenticate users.

sec=krb5i uses Kerberos V5 for user authentication and performs integrity checking of NFS
operations using secure checksums to prevent data tampering.
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sec=kr b5p uses Kerberos V5 for user authentication, integrity checking, and encrypts NFS
traffic to prevent traffic sniffing. This is the most secure setting, but it also has the most per-
formance overhead involved.

* tcp — Specifies for the NFS mount to use the TCP protocol.
» udp — Specifies for the NFS mount to use the UDP protocol.

Many more options are listed on the nount and nfs man pages.

5. Starting and Stopping NFS

To run an NFS server, the port map service must be running. To verify that por t map is active, type
the following command as root:

/ sbin/service portmap status

If the por t map service is running, then the nf s service can be started. To start an NFS server, as
root type:

/sbin/service nfs start

Note

nf sl ock also has to be started for both the NFS client and server to function prop-
erly. To start NFS locking as root type: / sbi n/ servi ce nfslock start. If NFS is set
to start at boot, please ensure that nf sl ock also starts by running chkconfig --1i st
nf sl ock. If nf sl ock IS not set to on, this implies that you will need to manually run
the / sbin/service nfslock start each time the computer starts. To set nf sl ock to
automatically start on boot, type the following command in a terminal chkconfi g

nf sl ock on.

To stop the server, as root, type:

/sbin/service nfs stop

The restart option is a shorthand way of stopping and then starting NFS. This is the most effi-
cient way to make configuration changes take effect after editing the configuration file for NFS.

To restart the server, as root, type:

/ sbin/service nfs restart

The condrestart (conditional restart) option only starts nf s if it is currently running. This option is
useful for scripts, because it does not start the daemon if it is not running.

To conditionally restart the server, as root, type:

/ sbin/service nfs condrestart
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To reload the NFS server configuration file without restarting the service, as root, type:

/ sbin/service nfs rel oad

By default, the nfs service does not start automatically at boot time. To configure the NFS to
start up at boot time, use an initscript utility, such as / sbi n/ chkconfi g, /usr/sbin/ntsysv, or the
Services Configuration Tool program. Refer to Chapter 15, Controlling Access to Services for
more information regarding these tools.

6. NFS Server Configuration

There are three ways to configure an NFS server under Red Hat Enterprise Linux: using the
NFS Server Configuration Tool (system confi g- nfs), manually editing its configuration file (/
et c/ exports), Or using the / usr/ sbi n/ export fs command.

To use the NFS Server Configuration Tool, you must be running X Windows, have root priv-
ileges, and have the system-config-nfs RPM package installed. To start the application, click on
System => Administration => Server Settings => NFS. You can also type the command sys-
tem confi g-nfs in a terminal. The NFS Server Configuration tool window is illustrated below.

NFS Server Configuration

File Help
P P 3
Add Server Settings Help

Directory Hosts Permissions

Figure 18.1. NFS Server Configuration Tool

Based on certain firewall settings, you may need to configure the NFS daemon processes to
use specific networking ports. The NFS server settings allows you to specify the ports for each
process instead of using the random ports assigned by the portmapper. You can set the NFS
Server settings by clicking on the Server Settings button. The figure below illustrates the NFS
Server Settings window.
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To operate with certain firewall setups the NFS daemon
processes need to use specific networking ports. Leave these
fields empty if you don't need to force specific ports to be used.

rpc lockd (TCP): [ ] rpc.lockd (UDP): [ l

rpc.mountd (TCP): rpc.statd (TCP):
| | | |

.......................................

Figure 18.2. NFS Server Settings

6.1. Exporting or Sharing NFS File Systems

Sharing or serving files from an NFS server is known as exporting the directories. The NFS
Server Configuration Tool can be used to configure a system as an NFS server.

To add an NFS share, click the Add button. The dialog box shown in Figure 18.3, “Add Share”
appears.

The Basic tab requires the following information:

« Directory — Specify the directory to share, such as / t np.

* Host(s) — Specify the host(s) with which to share the directory. Refer to Section 6.3,
“Hostname Formats” for an explanation of possible formats.

* Basic permissions — Specify whether the directory should have read-only or read/write
permissions.

Basic |General Options |User Access

Directory: | ftmp Browse...

Hostis): | ".example.c um|

Basic permissions:
(@ Read-only

() Read [ Write

3¢ Cancel & OK
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Figure 18.3. Add Share

The General Options tab allows the following options to be configured:

x|

' Add NFS Share

Easic | General Options | User Access|

|:| Alluw insecure file l[ocking

[ | Disable subtree checking

Sync write operations on reguest

[ | Force sync of write operations immediately
Hide filesystems beneath

[ | Export only if mounted

Optional mount point: | || Browse. .. |

Set explicit Flesystem 1D:| |

| ¥ Cancel || @QK |

Figure 18.4. NFS General Options

* Allow connections from port 1024 and higher — Services started on port numbers less
than 1024 must be started as root. Select this option to allow the NFS service to be started
by a user other than root. This option corresponds to i nsecure.

e Allow insecure file locking — Do not require a lock request. This option corresponds to i n-
secure_| ocks.

« Disable subtree checking — If a subdirectory of a file system is exported, but the entire file
system is not exported, the server checks to see if the requested file is in the subdirectory
exported. This check is called subtree checking. Select this option to disable subtree check-
ing. If the entire file system is exported, selecting to disable subtree checking can increase
the transfer rate. This option corresponds to no_subt ree_check.

e Sync write operations on request — Enabled by default, this option does not allow the
server to reply to requests before the changes made by the request are written to the disk.
This option corresponds to sync. If this is not selected, the async option is used.
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e Force sync of write operations immediately — Do not delay writing to disk. This option
corresponds to no_wdel ay.

Hide filesystems beneath turns the nohi de option on or off. When the nohi de option is off,
nested directories are revealed. The clients can therefore navigate through a filesystem from
the parent without noticing any changes.

Export only if mounted sets the nount poi nt option which allows a directory to be exported
only if it has been mounted.

Optional Mount Point specifies the path to an optional mount point. Click on the Browse to
navigate to the preferred mount point or type the path if known.

Set explicit Filesystem ID: sets the f si d=x option. This is mainly used in a clustered setup.
Using a consistent filesystem ID in all clusters avoids having stale NFS filehandles.

N Add NFS Share 'l

Basic |§enera| Options | User Access

[ | Treat all client users as anonymous users

Local user |D for anonymous Users:

Local group 1D for anonymous users:

| ¥ Cancel || @QK |

Figure 18.5. NFS User Access

The User Access tab allows the following options to be configured:

Treat remote root user as local root — By default, the user and group IDs of the root user
are both 0. Root squashing maps the user ID 0 and the group ID 0 to the user and group IDs
of anonymous so that root on the client does not have root privileges on the NFS server. If
this option is selected, root is not mapped to anonymous, and root on a client has root priv-
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ileges to exported directories. Selecting this option can greatly decrease the security of the
system. Do not select it unless it is absolutely necessary. This option corresponds to

no_r oot _squash.

e Treat all client users as anonymous users — If this option is selected, all user and group
IDs are mapped to the anonymous user. This option corresponds to al | _squash.

¢ Specify local user ID for anonymous users — If Treat all client users as anonym-
ous users is selected, this option lets you specify a user ID for the anonymous user. This
option corresponds to anonui d.

e Specify local group ID for anonymous users — If Treat all client users as anonym-
ous users is selected, this option lets you specify a group ID for the anonymous user.
This option corresponds to anongi d.

To edit an existing NFS share, select the share from the list, and click the Properties button. To
delete an existing NFS share, select the share from the list, and click the Delete button.

After clicking OK to add, edit, or delete an NFS share from the list, the changes take place im-
mediately — the server daemon is restarted and the old configuration file is saved as /
et c/ exports. bak. The new configuration is written to / et c/ exports.

The NFS Server Configuration Tool reads and writes directly to the / et ¢/ export s configuration
file. Thus, the file can be modified manually after usin